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We describe a new type of sufficient condition for a balanced bipartite digraph to be hamiltonian. LetD be a balanced
bipartite digraph and x, y be distinct vertices in D. {x, y} dominates a vertex z if x → z and y → z; in this case,
we call the pair {x, y} dominating. In this paper, we prove that a strong balanced bipartite digraph D on 2a vertices
contains a hamiltonian cycle if, for every dominating pair of vertices {x, y}, either d(x) ≥ 2a− 1 and d(y) ≥ a+ 1
or d(x) ≥ a+ 1 and d(y) ≥ 2a− 1. The lower bound in the result is sharp.
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1 Introduction
In this paper, we consider finite digraphs without loops and multiple arcs. For the convenience of the
reader, we provide all necessary terminology and notation in one section, Section 2. The cycle problems
for digraphs are of the central problems in graph theory and its applications5. A digraph D is called
hamiltonian if it contains a hamiltonian cycle, i.e., a cycle that includes every vertex of D. There are
many degree or degree sum conditions for hamiltonicity1,2,3,4,6,9,10. The following result of Meyniel for
existence of hamiltonian cycles in digraphs is basic and famous.
Theorem 1.1. 10 Let D be a strong digraph on n vertices where n ≥ 3. If d(x) + d(y) ≥ 2n− 1 for all
pairs of non-adjacent vertices x, y inD, thenD is hamiltonian.
In4, Bang-Jensen, Gutin and Li described a type of sufficient condition for a digraph to be hamiltonian.
Conditions of this type combine local structure of the digraph with conditions on the degrees of non-
adjacent vertices. Let x, y be distinct vertices in D. If there is an arc from x to y then we say that x
dominates y and write x → y. {x, y} is dominated by a vertex z if z → x and z → y. Likewise, {x, y}
dominates a vertex z if x→ z and y → z; in this case, we call the pair {x, y} dominating.
Theorem 1.2. 4 Let D be a strong digraph. Suppose that, for every dominated pair of non-adjacent
vertices {x, y}, either d(x) ≥ n and d(y) ≥ n − 1 or d(x) ≥ n − 1 and d(y) ≥ n. Then D is
hamiltonian.
In4, Bang-Jensen, Gutin and Li raised the following conjecture.
Conjecture 1.3. 4 Let D be a strong digraph. Suppose that d(x) + d(y) ≥ 2n− 1 for every pair of dom-
inating non-adjacent and every pair of dominated non-adjacent vertices {x, y}. ThenD is hamiltonian.
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Bang-Jensen, Guo and Yeo3 proved that, if we replaced the degree condition d(x) + d(y) ≥ 2n − 1
with d(x)+d(y) ≥ 52n−4 in Conjecture 1.3, thenD is hamiltonian. They also proved additional support
for Conjecture 1.3 by showing that every digraph satisfying the condition of Conjecture 1.3 has a cycle
factor. From now on, Conjecture 1.3 is still open and seems quite difficult.
In2, Adamus, Adamus and Yeo gave a Meyniel-type sufficient condition for hamiltonicity of a balanced
bipartite digraph.
Theorem 1.4. 2 Let D be a strong balanced bipartite digraph on 2a vertices. If d(u) + d(v) ≥ 3a for
every pair of non-adjacent vertices u, v inD, thenD is hamiltonian.
The main purpose of this note is to give a sharp sufficient condition for hamiltonicity of balanced
bipartite digraphs similar to Theorem 1.2.
Definition 1.5. Consider a balanced bipartite digraph D on 2a vertices with a ≥ 2. For k ≥ 0, we will
say that D satisfies condition Bk when
d(x) ≥ 2a− k, d(y) ≥ a+ k or d(y) ≥ 2a− k, d(x) ≥ a+ k,
for any dominating pair of vertices {x, y} in D.
Theorem 1.6. Let D be a strong balanced bipartite digraph on 2a vertices where a ≥ 2. If D satisfies
conditionB1, thenD is hamiltonian.
In Section 3, we shall prove Theorem 1.6 as a corollary of Theorem 1.7.
Theorem 1.7. LetD be a strong balanced bipartite digraph on 2a vertices where a ≥ 2. Suppose that, for
every dominating pair of vertices {x, y} either d(x) ≥ 2a−2, d(y) ≥ a+1 or d(y) ≥ 2a−2, d(x) ≥ a+1.
ThenD is either hamiltonian or isomorphic to one of the digraphsH1,H2 andH3 (see Figure 1 ).
It is not difficult to see that none of the digraphsH1,H2 andH3 contains a hamiltonian cycle. Here, in
the digraphH2, x3 may dominate y1 or not.
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Figure 1. The digraphH3.
It seems quite natural to ask whether a similar result to Conjecture 1.3 is true or not in balanced bipartite
digraphs. In Section 4, we show that if a strong balanced bipartite digraph on 2a vertices such that
d(x) + d(y) ≥ 3a for every pair of dominating and every pair of dominated vertices {x, y}, thenD must
contain a cycle factor but may contain no hamiltonian cycle.
2 Terminology and notation
We shall assume that the reader is familiar with the standard terminology on digraphs and refer the reader
to5 for terminology not defined here. Let D be a digraph with vertex set V (D) and arc set A(D). For
disjoint subsets X and Y of V (D), X → Y means that every vertex of X dominates every vertex of Y ,
X ⇒ Y means that there is no arc from Y to X and X 7→ Y means that both of X → Y and X ⇒ Y
hold.
For a vertex set S ⊂ V (D), we denote byN+(S) the set of vertices in V (D) dominated by the vertices
of S; i.e. N+(S) = {u ∈ V (D) : vu ∈ A(D) for some v ∈ S}. Similarly, N−(S) denotes the set of
vertices of V (D) dominating vertices of S; i.e. N−(S) = {u ∈ V (D) : uv ∈ A(D) for some v ∈ S}. If
S = {v} is a single vertex, the cardinality of N+(v) (resp. N−(v)), denoted by d+(v) (resp. d−(v)) is
called the out-degree (resp. in-degree) of v inD. The degree of v is d(v) = d+(v) + d−(v).
Let P = y0y1 . . . yk be a path or a cycle of D. For i 6= j, yi, yj ∈ V (P ) we denote by P [yi, yj ] the
subpath of P from yi to yj . If 0 < i ≤ k then the predecessor of xi on P is the vertex xi−1 and is also
denoted by x−i . If 0 ≤ i < k, then the successor of xi on P is the vertex xi+1 and is also denoted by x
+
i .
A digraphD is said to be strongly connected or just strong, if for every pair x, y of vertices ofD, there is
an (x, y)-path.
Let C be a cycle in D. An (x, y)-path P is a C-bypass if |V (P )| ≥ 3, x 6= y and V (P ) ∩ V (C) =
{x, y}. The length of the pathC[x, y] is the gap of P with respect to C. A cycle factor inD is a collection
of vertex-disjoint cycles C1, C2, . . . , Ct such that V (C1) ∪ V (C2) ∪ . . . ∪ V (Ct) = V (D).
A digraph D is bipartite when V (D) is a disjoint union of independent sets V1 and V2. It is called
balanced if |V1| = |V2|. A matching from V1 to V2 is an independent set of arcs with origin in V1 and
terminus in V2 (u1u2 and v1v2 are independent arcs when u1 6= v1 and u2 6= v2). If D is balanced, one
says that such a matching is perfect if it consists of precisely |V1| arcs. A digraph D is semicomplete
bipartite, if the vertices of D can be partitioned into two partite sets such that every partite set is an
independent set and for every pair x, y of vertices from distinct partite sets, xy or yx (or both) is inD.
3 The main result
Theorem 3.1. 7,8 A semicomplete bipartite digraphD is hamiltonian if and only if it is strong and contains
a cycle factor.
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Lemma 3.2. Let D be a strong balanced bipartite digraph with partite sets V1 and V2 of cardinalities
a where a ≥ 2. Suppose that, for every dominating pair of vertices {x, y}, either d(x) ≥ 2a − 2 and
d(y) ≥ a+ 1 or d(x) ≥ a + 1 and d(y) ≥ 2a− 2 and suppose that D is not isomorphic to the digraph
H2. Then D contains a perfect matching from V1 to V2 and a perfect matching from V2 to V1. Moreover,
D contains a cycle factor.
Proof: In order to prove that D contains a perfect matching from V1 to V2 and a prefect matching from
V2 to V1, by the Ko¨nig-Hall theorem, it suffices to show that |N+(S)| ≥ |S| for every S ⊂ V1 and
|N+(T )| ≥ |T | for every T ⊂ V2.
For a proof by contradiction, suppose that a non-empty set S ⊂ V1 is such that |N+(S)| < |S|. Then
V2 \N+(S) 6= ∅. If |S| = 1, write S = {x}, then |N+(S)| < |S| implies that d+(x) = 0. It is impossible
in a strong digraph. If |S| = a, then, for any w ∈ V2 \ N+(S), the vertex w is not dominated by any
vertex of D contradicting the fact that D is strong. Thus, 2 ≤ |S| ≤ a − 1, which implies a ≥ 3 and
2a − 2 ≥ a + 1 as well. Then |N+(S)| < |S| implies that there exist x1, x2 ∈ S and y ∈ N+(S) such
that {x1, x2} → y. Thus, {x1, x2} is a dominating pair of vertices. By the hypothesis of this lemma, we
assume, without loss of generality, that d(x1) ≥ 2a− 2 and d(x2) ≥ a+ 1. By
|N+(S)| < |S| ≤ a− 1, (3.1)
one gets |N+(S)| ≤ a − 2. Now we show that |N+(S)| = a − 2 and further a = 3. To prove
|N+(S)| = a − 2, it suffices to show that |N+(S)| ≥ a − 2. Indeed, since there is no arc from S to
V2 \ N+(S), for any w ∈ V2 \ N+(S) and x ∈ S, d(w) ≤ 2a − |S| and d(x) ≤ 2a− (a − |N+(S)|).
Thus,
2a− 2 ≤ d(x1) ≤ 2a− (a− |N
+(S)|) = a+ |N+(S)|, (3.2)
that is, |N+(S)| ≥ a−2 and so |N+(S)| = a−2, write V2\N+(S) = {w1, w2}. It also follows that there
must be equalities in all the estimates that led to (3.2). In other words, d(x1) = 2a− 2 and furthermore
x1 → N+(S) → x1 and {w1, w2} 7→ x1. This, in turn, implies that {w1, w2} is a dominating pair of
vertices. By the hypothesis of this lemma, we assume, without loss of generality, that
d(w1) ≥ 2a− 2 and d(w2) ≥ a+ 1. (3.3)
By (3.1) and |N+(S)| = a− 2, we can obtain that |S| = a− 1. So, for any w ∈ V2 \N+(S) and x ∈ S,
d(w) ≤ a+ 1 and d(x) ≤ 2a− 2. (3.4)
According to (3.3) and (3.4), we have that 2a − 2 ≤ d(w1) ≤ a + 1. So a = 3. To convenience, write
V1 \ S = {x3}. By d(x2) ≥ a + 1 = 4, (3.3) and (3.4), we get that d(x2) = d(w1) = d(w2) = 4. So
y → {x1, x2} → y, x3 → {w1, w2} → x3 and {w1, w2} 7→ {x1, x2}. Since D is strong, y → x3. Note
thatD is isomorphic to the digraphH2, contrary to our assumption.
This completes the proof of existence of a perfect matching from V1 to V2. The proof for a perfect
matching in the opposite direction is analogous. Observe thatD contains a cycle factor if and only if there
exist both a perfect matching from V1 to V2 and a perfect matching from V2 to V1. Hence D contains a
cycle factor.
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Lemma 3.3. LetD be a strong bipartite digraphwith partite sets V1 andV2. LetC = x0y0x1y1 . . . xm−1ym−1x0
be a longest cycle inD, and let uv be an arc inD \ V (C), where u and xi belong to the same partite set
for i ∈ {0, 1, . . . ,m− 1}. Then for every pair of vertices yi, xi+1 from V (C) at most one of the arcs yiu
and vxi+1 belongs to A(D). Furthermore, d
−
V (C)(u) + d
+
V (C)(v) ≤ m.
Proof: If there exist yi, xi+1 ∈ V (C) such that yi → u and v → xi+1, then C and the arc uv can be
merged into a longer cycle than C by deleting the arc yixi+1 and adding the arcs yiu and vxi+1. This
would contradict the fact thatC is a longest cycle inD, so at most one of the arcs yiu and vxi+1 belongs to
A(D). There is preciselym of such pairs. By accounting for the arcs yiu and vxi+1, we get the required
estimate d−
V (C)(u) + d
+
V (C)(v) ≤ m.
Lemma 3.4. Let D be a strong balanced bipartite digraph with partite sets V1 and V2 of cardinalities
a where a ≥ 3. Suppose that, for every dominating pair of vertices {x, y}, either d(x) ≥ 2a − 2 and
d(y) ≥ a+ 1 or d(x) ≥ a+ 1 and d(y) ≥ 2a− 2. ThenD contains a cycle of length at least 4.
Proof: If D is isomorphic to the digraph H2, then obviously D contains a cycle of length 4. If not,
then suppose, on the contrary, that D contains no cycle of length more than or equal to 4. So D is non-
hamiltonian as a ≥ 3. By Lemma 3.2, D contains a cycle factor. Let C1, C2, . . . , Ct be a minimal cycle
factor. Then the length of every Ci is 2 and t = a. Write Ci = xiyixi, where xi ∈ V1 and yi ∈ V2
for i = 1, 2, . . . , a. By Lemma 3.3, dV (Cj)(xi) + dV (Cj)(yi) ≤ 2, for every i ∈ {1, 2, . . . , a} and
j ∈ {1, 2, . . . , a} \ {i}. Thus d(xi) + d(yi) ≤ 2(a− 1) + 4 = 2a+ 2.
If there exists a vertex yj ∈ V2 \ {yi} such that between xi and yj form a 2-cycle. Without loss of
generality, assume that i = 1 and j = 2. Note that {x1, x2} and {y1, y2} are both dominating pairs of
vertices. Thus, by assumption
2(3a− 1) ≤ d(x1) + d(x2) + d(y1) + d(y2)
= d(x1) + d(y1) + d(x2) + d(y2)
≤ 2(2a+ 2),
which implies that a ≤ 3. By the hypothesis of this lemma, a ≥ 3 and so a = 3. Further, there must be
equalities in all the estimates, i.e. d(xi) = d(yi) = 4, for i = 1, 2. By Lemma 3.3, x2 and y1 are not
adjacent, so y1 → x3 → y1 and y3 → x2 → y3. However, x1y1x3y3x2y2x1 is a hamiltonian cycle, a
contradiction.
Now assume that there exist no such vertices. Combining this with Lemma 3.3, for any two distinct
cyclesCi andCj , we have thatCi ⇒ Cj orCj ⇒ Ci. SinceD is strong, t ≥ 3. Without loss of generality,
assume that C3 ⇒ C1 and C1 ⇒ C2 and further assume that x1 → y2. Note {x1, x2} is a dominating
pair of vertices. By the hypothesis of this lemma, d(x1) ≥ 2a − 2, d(x2) ≥ a + 1 or d(x2) ≥ 2a − 2,
d(x1) ≥ a + 1. Observe that for every i ∈ {1, 2, . . . , t}, d(xi) ≤ a + 1 and d(yi) ≤ a + 1. Thus,
2a − 2 ≤ a + 1, i.e. a ≤ 3 and so a = 3. From this, it is not difficult to get that for any dominating
pair vertices {u, v}, d(u) = d(v) = 4. So, d(x1) = d(x2) = 4, which implies that y3 → x1. This,
in turn, implies that {y1, y3} is a dominating pair. Thus, d(y1) = d(y3) = 4 and further y1 → x2 and
x3 → y1. Since D is strong, it must be x2 → y3. However y3x3y1x1y2x2y3 is a hamiltonian cycle. a
contradiction.
The proof of Theorem 1.7.
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Proof: Let V1 and V2 denote the partite sets of D. By assumption of this theorem, a dominating pair
{x, y} means d(x) ≥ 2a − 2, d(y) ≥ a + 1, or d(y) ≥ 2a − 2, d(x) ≥ a + 1. We will implicity use
this in the remainder of the paper. Suppose a = 2. Denote V1 = {x1, x2} and V2 = {y1, y2}. Since D
is strong, the in-degree of every vertex is at least one. If the in-degree of every vertex is one in D, then
clearly D contains a hamiltonian cycle. Now assume that there exists z ∈ V (D) such that d−(z) ≥ 2, it
is to say that there exist dominating pair of vertices inD. Without loss of generality, assume that {x1, x2}
is a dominating pair and furthermore d(x1) ≥ 2a− 2 = 2 and d(x2) ≥ a + 1 = 3. This means that x2
and every vertex of V2 are adjacent. If x1 and every vertex of V2 are adjacent, then D is a semicomplete
bipartite digraph. Using Theorem 3.1 and Lemma 3.2, D is hamiltonian. If x1 and one of y1 and y2, say
y2, are not adjacent, then by d(x1) ≥ 2, we have that y1x1y1 is a 2-cycle. Since D is strong, we can
deduce that x2 → {y1, y2} → x2. Note that D is isomorphic to the digraphH1.
Now suppose that a ≥ 3. In this case, 2a− 2 ≥ a+ 1 and equality holds only if a = 3. Suppose that
D is non-hamiltonian. Let C = x0y0x1y1 . . . xm−1ym−1x0 be a longest cycle in D, where xi ∈ V1 and
yi ∈ V2 for i ∈ {0, 1, . . . ,m−1}. Lemma 3.4 implies thatm ≥ 2. From now on, all subscripts appearing
in this proof are taken modulom.
We first show that D contains a C-bypass. Assume D does not have one. Since D is strong, it must
contain a cycle Z such that |V (Z)∩V (C)| = 1. Without loss of generality, assume that V (Z)∩V (C) =
{x0}. Let z be the predecessor of x0 on Z . Since {z, ym−1} is a dominating pair of vertices, we have
d(z) ≥ 2a−2 and d(ym−1) ≥ a+1 or d(z) ≥ a+1 and d(ym−1) ≥ 2a−2. SinceD contains noC-bypass,
we have dV (C)\{x0}(z) = 0 and dV (Z)\{x0}(ym−1) = 0. Note that |({z, ym−1}, x)∪(x, {z, ym−1})| ≤ 2
for every x ∈ V1 \ (V (C) ∪ V (Z)). Denote |V1 ∩ (V (Z) \ {x0})| = p. Hence d(z) + d(ym−1) ≤
2(a − p − m) + 2p + 2 + 2m = 2a + 2. This follows 3a − 1 ≤ d(ym−1) + d(z) ≤ 2a + 2. Using
this inequalities with a ≥ 3, we obtain that a = 3. In addition, the above inequalities become equalities,
which implies that d(z) = 4. Clearly,m = 2, write V1 ∩ (V (D) \ V (C)) = {x}. By dV (C)\{x0}(z) = 0
and d(z) = 4, we have zxz is a 2-cycle. Since D contains no C-bypass, we have dV (C)(x) = 0, that is
d(x) = 2. However, {x, x0} → z implies that {x, x0} is a dominating pair of vertices. By assumption,
d(x) ≥ a+ 1 = 4, a contradiction. Therefore,D contains a C-bypass.
Let P = u1u2 . . . us be a C-bypass (s ≥ 3). Suppose also that the gap of P is minimum among the
gaps of all C-bypass. Denote C′ = C[u+1 , u
−
s ], where u
+
1 is the successor of u1 on C and u
−
s is the
predecessor of us on C. Since C is a longest cycle of D, we have that |V (C′)| ≥ s − 2. Because D
is a bipartite digraph, when s is odd, u1 and us belong to the same partite set; when s is even, u1 and
us belong to distinct partite sets. Denote R = V (D) \ (V (C) ∪ V (P )). Noting that {us−1, u
−
s } is a
dominating pair of vertices, by assumption,
d(us−1) ≥ 2a− 2, d(u
−
s ) ≥ a+ 1 or d(us−1) ≥ a+ 1, d(u
−
s ) ≥ 2a− 2. (3.5)
The following two claims will be very useful in the remaining proof.
Claim 1. For any x ∈ R, |({us−1, u−s }, x) ∪ (x, {us−1, u
−
s })| ≤ 2.
Proof: Clearly, us−1 and u
−
s belong to the same partite set. It suffices to prove the case when x and
us−1 belong to distinct partite sets. If us−1 → x, then x 9 u−s , for otherwise P [u1, us−1]xu
−
s is also a
C-bypass, which gap is strictly less than P , a contradiction. If x → us−1, then u
−
s 9 x, for otherwise
u−s xus−1C[us, u
−
s ] is a longer cycle than C, a contradiction. Hence the claim holds.
Claim 2. Every vertex on C′ is not adjacent to any vertex on P [u2, us−1].
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Proof: Since P has the minimum gap, the claim is obvious.
Now we divide the proof into two cases to consider.
Case 1. |V (C′)| ≥ 2.
To complete the proof, we will first give the following useful observation.
Observation 1. For any x ∈ V (D) \ V (C), dV (C)(x) ≤ m.
Proof: Assume, without loss of generality, that x ∈ V1. Let d
−
V (C)(x) = t and denote N
−
V (C)(x) =
{yi1 , yi2 , . . . , yit}. According to |V (C
′)| ≥ 2 and the fact that P has the minimum gap, x 9 yij+1 for
every j ∈ {1, 2, . . . , t}. Hence, dV (C)(x) = d
−
V (C)(x) + d
+
V (C)(x) ≤ t+ (m− t) = m.
We may assume, without loss of generality, that d(u−s ) ≥ 2a − 2 and d(us−1) ≥ a + 1. In fact, let
x ∈ V (D) \ V (C) be any. By Observation 1, dV (C)(x) ≤ m. So d(x) ≤ m + 2(a −m) = 2a −m. If
m ≥ 3, then d(x) ≤ 2a − 3, in particular, d(us−1) ≤ 2a − 3. Combining this with (3.5), we have that
d(u−s ) ≥ 2a− 2 and d(us−1) ≥ a+ 1. If m = 2, then |V (C
′)| ≥ 2 implies that |V (C′)| = s − 2 = 2.
By symmetry, we may assume, without loss of generality, that d(u−s ) ≥ 2a− 2 and d(us−1) ≥ a+ 1.
If s ≥ 6, then, by Claim 2, d(u−s ) ≤ 2a− 4, a contradiction to d(u
−
s ) ≥ 2a− 2. So, we assume from
now on that s ≤ 5. If s ≥ 4, then, by Claim 2, we have that d(u−s ) ≤ 2a− 2 and so d(u
−
s ) = 2a− 2.
Suppose s = 5. In this case, u1 and us belong to the same partite set. Now, without loss of generality,
assume that u1 = x0 and us = xr. Clearly,R∩ V1 6= ∅. By |V (C′)| ≥ s− 2, we have that r ≥ 2. By the
above argument, d(yr−1) = 2a−2 and yr−1 and every vertex of V1\{u3} form a 2-cycle, in particular, for
any x ∈ R ∩ V1, x and yr−1 form a 2-cycle. By Claim 1, u4 and x are not adjacent. Combining this with
Observation 1, we have d(x) ≤ m+2(a−m−1) = 2a−m−2 ≤ 2a−4. Note that {xr−1, x} → yr−1,
i.e. {x, xr−1} is a dominating pair. Using Claim 2, we can obtain that d(xr−1) ≤ 2a − 4, contradicting
the fact that {x, xr−1} is a dominating pair.
Suppose s = 4. In this case, |V (C′)| is even and u1 and us belong to distinct partite sets. Now assume,
without loss of generality, that u1 = x0 and us = yr. Obviously, r ≥ 1. By the above argument,
d(xr) = 2a− 2 and xr and every vertex of V2 \ {u2} form a 2-cycle. By Claim 1, u3 and every vertex of
R ∩ V2 are not adjacent. This together with Observation 1 implies that d(u3) ≤ m+ 2. Combining this
with d(u3) ≥ a+ 1, we have a = m+ 1. Thus, R = ∅ and dV (C)(u3) = m.
Assume that r = 1. Note that {y0, y1} is a dominating pair. Since 2a − 2 ≥ a + 1, by assumption,
d(y0) ≥ a+1. For any i ∈ {2, . . . ,m− 1}, if xi → y0, then xiy0x1C[yi+1, x0]u2u3C[y1, xi] is a hamil-
tonian cycle, a contradiction; if y0 → xi, then yi−1x1y0C[xi, x0]u2u3C[y1, yi−1] is a hamiltonian cycle, a
contradiction. Thus y0 and xi are not adjacent. Furthermore, y0 9 x0, for else u2u3C[y1, ym−1]x1y0x0u2
is a hamiltonian cycle, a contradiction. From this we have that d(y0) ≤ 3. However, a+ 1 ≤ d(y0) ≤ 3
implies that a ≤ 2, a contradiction.
Assume that r ≥ 2, i.e. |V (C′)| ≥ 4. Denote d−
V (C)(u3) = t. If t = 0, then, by Claim 2, dV (C)(u3) ≤
m−2, a contradiction to dV (C)(u3) = m. Next assume t ≥ 1. Since P has the minimum gap with respect
to C, if yi → u3, then u3 9 yi+1 and u3 9 yi+2. Hence dV (C)(u3) = d
−
V (C)(u3) + d
+
V (C)(u3) ≤
t+ (m− 2t) = m− t ≤ m− 1, a contradiction.
Suppose s = 3. In this case, u1 and us belong to the same partite set. Now assume that u1 = x0 and
us = xr. Clearly, R ∩ V1 6= ∅. Since |V (C′)| ≥ 2, we have r ≥ 2, which means that m ≥ 3. Let
x ∈ V (D) \ V (C) be any. By Observation 1, dV (C)(x) ≤ m. So d(x) ≤ m + 2(a −m) = 2a −m ≤
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2a − 3. This means that any pair of vertices in V (D) \ V (C) cannot form a dominating pair. Hence
d−
V (D)\V (C)(x) ≤ 1 and so d(x) ≤ m + a − m + 1 = a + 1, which, in turn, implies that if x and
some vertex of V (D) form a dominating pair, then d(x) = a + 1 and further d−
V (D)\V (C)(x) = 1 and
d+
V (D)\V (C)(x) = a − m. So d(u2) = a + 1. Furthermore, d
−
R(u2) = 1 and d
+
R(u2) = a − m. So
there exists x′ ∈ R ∩ V1 such that u2 and x′ form a 2-cycle. Then {x′, x0} → u2 implies that {x′, x0}
is a dominating pair. So d(x′) = a + 1. Now we show that dV (C)(u2) + dV (C)(x
′) ≤ 2(m − 1). In
fact, since C is a longest cycle and P has the minimum gap with respect to C, we can obtain that, for
any xi ∈ N−(u2) ∩ V (C), x′ 9 yi and x′ 9 yi+1. Denote d
−
V (C)(u2) = t. Clearly, t ≥ 1. Then,
d−
V (C)(u2) + d
+
V (C)(x
′) ≤ t + (m − 2t) = m − t ≤ m − 1. Similarly, for any xi ∈ N+(u2) ∩ V (C),
yi−2 9 x
′ and yi−1 9 x
′. Hence d+
V (C)(u2) + d
−
V (C)(x
′) ≤ m − 1. Add these two inequalities, we
obtain dV (C)(u2) + dV (C)(x
′) ≤ 2(m− 1), which implies the desired inequality. However, 2(a+ 1) =
d(u2) + d(x
′) ≤ 2(m− 1) + 2(a−m+ 1) = 2a is a contradiction.
Case 2. |V (C′)| = 1.
In this case, s = 3 and u1 and us belong to the same partite set. Assume that u1 = x0 and us = x1. By
symmetry and (3.5), without loss of generality, assume that d(u2) ≥ 2a− 2 and d(y0) ≥ a+ 1. Clearly,
R ∩ V1 6= ∅.
Subcase 2.1. There exists u ∈ R ∩ V1 such that u2 and u are not adjacent.
First d(u2) ≥ 2a− 2 and the hypothesis of the subcase imply d(u2) = 2a− 2. Moreover, u2 and every
vertex of V1 \ {u} form a 2-cycle, which implies that every pair of vertices of V1 \ {u} form a dominating
pair. Thus, the degree of every vertex in V1 \ {u} is greater or equal to a+ 1.
If a = 3, then 2a− 2 = a+1 = 4. BecauseD is strong, there exists yi ∈ V (C)∩V2 such that u→ yi.
Then {xi, u} → yi means that {xi, u} is a dominating pair and so d(u) ≥ a+ 1 = 4. Since u2 and u are
not adjacent, we obtain that {y0, y1} → u→ {y0, y1}. If y0 → x0, then y0x0u2x1y1uy0 is a hamiltonian
cycle, a contradiction. Hence x0 7→ y0. Similarly, we can obtain that y0 7→ x1, x1 7→ y1 and y1 7→ x0.
Note thatD is isomorphic to the digraphH3.
Now assume a ≥ 4. Suppose |R ∩ V1| = 1. We first show that d(u) ≤ m + 1. Indeed, if there exist
yi, yi+1 ∈ V (C) such that yi → u and u → yi+1, then d(xi+1) ≤ 2a− 3. For j ∈ {0, 1, . . . ,m− 1} \
{i+ 1}, xi+1 9 yj otherwise, xi+1C[yj , yi]uC[yi+1, xj ]u2xi+1 is a hamiltonian cycle, a contradiction.
In addition, yi+1 9 xi+1, for else yi+1xi+1u2C[xi+2, yi]uyi+1 is a hamiltonian cycle, a contradiction.
Hence d(xi+1) ≤ 2a − m ≤ 2m − 3. Therefore, there exists at most one pair of {yi, yi+1} such that
yi → u → yi+1, which implies dV (C)(u) ≤ m + 1. Because D is strong, there exists yi ∈ V (C) ∩ V2
such that u → yi. Then {xi, u} → yi means that {xi, u} is a dominating pair and so d(u) ≥ a + 1 as
2a− 2 ≥ a+ 1, contrary to d(u) ≤ m+ 1.
Suppose |R∩V1| ≥ 2. First we claim that a = 2m+1 and the degree of every vertex of (R∩V1)\{u}
is equal to a+1. In fact, let x ∈ (R∩V1)\{u} be any. Similar to Claim 1, we can deduce that yi and x are
not adjacent, for every yi ∈ V (C)∩V2. Recalling that d(x) ≥ a+1, we have a+1 ≤ d(x) ≤ 2(a−m),
i.e. a ≥ 2m + 1. Recalling that d(y0) ≥ a + 1, we have a + 1 ≤ d(y0) ≤ 2m + 2, i.e. a ≤ 2m + 1.
From these, we get that a = 2m+ 1 and equality hold everywhere. So d(x) = a+ 1. Then a = 2m+ 1
implies that a is odd and further |R∩V1| ≥ 3. This is a contradiction to the fact that every pair of vertices
of (R ∩ V1) \ {u} form a dominating pair and the degree of every vertex in (R ∩ V1) \ {u} is equal to
a+ 1.
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Subcase 2.2. u2 and every vertex of R ∩ V1 are adjacent.
Next we divide the subcase into three subcases.
Subcase 2.2.1. There exists a vertex u ∈ R ∩ V1 such that u2 and u form a 2-cycle.
Then {u, x0} → u2 implies that
d(x0) ≥ 2a− 2, d(u) ≥ a+ 1 or d(u) ≥ 2a− 2, d(x0) ≥ a+ 1. (3.6)
Assume a = 3. Consider the cycle u2x1y1x0u2 and note that y0 and u are not adjacent. Similar to
Subcase 2.1, we can obtain thatD is isomorphic to the digraphH3. Now assume that a ≥ 4.
If d(u) ≥ 2a−2, then, by Lemma 3.3, 4a−4 ≤ d(u2)+d(u) ≤ 2m+4(a−m) = 4a−2m ≤ 4a−4.
Hence, equalities hold everywhere, in particular,m = 2 and dR(u2) = 2(a−m). In other words, u2 and
every vertex of R∩V1 form a 2-cycle. By Claim 1, y0 and every vertex ofR∩V1 are not adjacent. Hence
d(y0) ≤ 4. This together with d(y0) ≥ a + 1 implies that a ≤ 3, a contradiction. Hence, we assume
that d(u) < 2a − 2. In fact, we may assume that for any x ∈ R ∩ V1, if x and u2 form a 2-cycle, then
d(x) < 2a − 2. This also implies that u is the unique vertex in R ∩ V1 which forms a 2-cycle with u2.
Using Lemma 3.3, 3a− 1 ≤ d(u2) + d(u) ≤ 2m+ 4(a−m) = 4a− 2m, i.e. 2m ≤ a+ 1.
If 2m = a+1, then equalities hold everywhere. It follows that dR(u2) = 2(a−m). In other words, u2
and every vertex ofR∩V1 form a 2-cycle. Hence |R∩V1| = 1. However, 3a−1 ≤ d(u)+d(u2) ≤ 2m+4
implies that a ≤ 3, a contradiction.
If 2m < a + 1, then d(y0) ≥ a + 1 implies that y0 must be adjacent to some vertex of R ∩ V1. Since
y0 and u are not adjacent, we have |R ∩ V1| ≥ 2. Since d(u2) ≥ 2a− 2, we have that |R ∩ V1| ≤ 3.
Suppose |R ∩ V1| = 3, i.e. a = m+ 3 ≥ 5. Write R ∩ V1 = {u,w1, w2} and R ∩ V2 = {u2, v1, v2}.
By the above argument, we can conclude that u2 and every vertex of V (C) ∩ V1 form a 2-cycle. Similar
to Claim 1, we can obtain that u are not adjacent to every yi ∈ V (C). Thus, d(u) ≤ 6. This together with
d(u) ≥ a + 1 implies that a ≤ 5 and so a = 5 and d(u) = a + 1 = 6. Hence, u and every vertex of
R∩V2 form a 2-cycle. In addition, according to d(y0) ≥ a+1 = 6 and Claim 1, either{u2, y0} 7→ w1 or
w1 7→ {u2, y0} and y0 → {x0, x1} → y0. Without loss of generality, assume that {u2, y0} 7→ w1. Since
D is strong, there exists a vertex in V2 \ {u2, y0} dominated by w1. If w1 → y1, then w1y1x0u2x1y0w1
is a longer cycle than C, a contradiction. If w1 dominates one of {v1, v2}, say v1, then w1v1uu2x1y0w1
is a longer cycle than C, a contradiction.
Suppose |R ∩ V1| = 2, i.e. a = m + 2. Write R ∩ V1 = {u,w1} and R ∩ V2 = {u2, v1}. Note that
a + 1 ≤ d(y0) ≤ 2m+ 1, which together with 2m < a + 1 implies that a = 2m and d(y0) = 2m+ 1.
Using this with a = m + 2, we have that m = 2. By Claim 1, either {u2, y0} 7→ w1 or w1 7→ {u2, y0}.
Without loss of generality, assume that {u2, y0} 7→ w1. In addition, y0 → {x0, x1} → y0. Since D
is strong, there exists a vertex in V2 \ {y0, u2} dominated by w1. If w1 → y1, then w1y1x0u2x1y0w1
is a longer cycle than C, a contradiction. If w1 → v1, then since D is strong, there exists a vertex in
{x0, x1, u} dominated by v1. It is not difficult to check that D would contain a longer cycle than C, a
contradiction.
Subcase 2.2.2. R ∩ V1 7→ u2.
By d(u2) ≥ 2a − 2, we have |R ∩ V1| ≤ 2. Suppose |R ∩ V1| = 2, say R ∩ V1 = {x,w}. In this
case, d(u2) = 2a − 2 and u2 and every vertex of V (C) ∩ V1 form a 2-cycle and {w, x} 7→ u2, which
implies that {x,w} is a dominating pair. Since C ia a longest cycle, we have (V (C) ∩ V2, {x,w}) = ∅.
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Hence d(w) ≤ m+ 3 = a− 2 + 3 = a+ 1 and d(x) ≤ a+ 1, a contradiction to the fact that {x,w} is a
dominating pair.
Suppose |R ∩ V1| = 1, say R ∩ V1 = {x}. Observe that for any yi ∈ V (C) ∩ V2, if yi → x, then
u2 9 xi+1. Clearly, y0 9 x. Since D is strong, there exists yi ∈ V (C) ∩ V2 such that yi → x. Assume,
without loss of generality, that y1 → x. The above observation implies u2 9 x2. This together with
x 7→ u2 implies that d(u2) = 2a−2 and u2 and every vertex of V2 \{x, x2} form a 2-cycle and x2 7→ u2.
Continuing using the observation, we have that yi 9 x, for every i 6= 1, that is to say, d−(x) = 1. Thus,
a+ 1 ≤ d(x) ≤ 1 + (m + 1) = a+ 1. Note that, for any xi ∈ V (C) ∩ V1, {xi, x} is a dominating pair
and so d(xi) ≥ 2a− 2, in particular, d(x2) ≥ 2a− 2.
Suppose a ≥ 4. DenoteQ = y1xu2C[x3, y1]. It is clear thatQ is a cycle of length 2m. By {y2, u2} →
x3, we have that {y2, u2} is a dominating pair, which implies that d(y2) ≥ a + 1. If y2 → x2, then, by
Lemma 3.3, 3a−1 ≤ d(x2)+d(y2) = 4+dV (Q)(x2)+dV (Q)(y2) ≤ 2m+4 = 2a+2 implies that a ≤ 3, a
contradiction. Hence y2 9 x2. This together with d(x2) ≥ 2a−2 and x2 7→ u2 imply that d(x2) = 2a−2
and x2 and every vertex of V2\{u2, y2} form a 2-cycle. For any xi ∈ (V1∩V (C))\{x2, x3}, y2 9 xi, for
else y2C[xi, y1]xu2C[x3, yi−1]x2y2 is a hamiltonian cycle, a contradiction. Thus, d(y2) ≤ 2+m = a+1.
Earlier, we showed that d(y2) ≥ a + 1. So d(y2) = a + 1. Moreover d+(y2) = 1 and d−(y2) = a.
However, y1xu2x1C[y2, y0]x2y1 is a hamiltonian cycle, a contradiction.
Now assume that a = 3. In this case, 2a− 2 = a + 1 = 4. By the above argument, we have obtained
that {x0, x} 7→ u2, x 7→ y0, x → y1 → x, u2 → x1 → u2, d(y0) ≥ 4 and d(x0) ≥ 4. If y0 → x0, then
y0x0u2x1y1xy0 is a hamiltonian cycle, a contradiction. Thus, x0 7→ y0. This together with d(x0) ≥ 4
and d(y0) ≥ 4 imply that x0 → y1 and x1 → y0. Note thatD is isomorphic to the digraphH2.
Subcase 2.2.3. u2 7→ R ∩ V1.
Since the proof is similar to Subcase 2.2.2, we omit them. This completes the proof of the theorem.
The proof of Theorem 1.6.
Proof: Using Theorem 1.7, it suffices to consider that D is isomorphic to one of the digraphs H1, H2
and H3. Now we consider the three cases. Suppose that D is isomorphic to the digraph H1. Then
{x1, x2} → y2 implies that {x1, x2} is a dominating pair. Since a = 2, we have 2a − 1 = a + 1 = 3.
By assumption, d(x1) ≥ 3. So x1 → y2 or y2 → x1, say x1 → y2. Clearly, D is hamiltonian. Suppose
that D is isomorphic to the digraphH2. Then {x1, x2} → y1 implies that {x1, x2} is a dominating pair.
By assumption, without loss of generality, assume that d(x1) ≥ 2a− 1 = 5 and d(x2) ≥ a+ 1 = 4. So
x1 must dominate one of {y2, y3}, say y2. Note that x1y2x2y1x3y3x1 is a hamiltonian cycle. Suppose
that D is isomorphic to the digraphH3. Then {x1, x3} → y2 implies that {x1, x3} is a dominating pair.
By assumption, without loss of generality, assume that d(x1) ≥ 2a − 1 = 5 and d(x3) ≥ a + 1 = 4.
So y2x1 ∈ A(D) or x1y1 ∈ A(D). If y2x1 ∈ A(D), then y2x1y3x2y1x3y2 is a hamiltonian cycle; if
x1y1 ∈ A(D), then x1y1x3y2x2y3x1 is a hamiltonian cycle.
It is natural to propose the following problem.
Problem 3.5. Consider a strong balanced bipartite digraph on 2a vertices where a ≥ 4. Suppose thatD
satisfies the conditionBk with 2 ≤ k ≤ a/2. Is D hamiltonian?
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4 Remark
If D is a strong balanced bipartite digraph on 2a vertices such that d(x) + d(y) ≥ 3a for every pair of
dominating and every pair of dominated vertices {x, y}, then the following theorem shows thatD contains
a cycle factor. However D may contain no hamiltonian cycle, see the digraph H1. Here a = 2. Note
that {x1, x2} and {y1, y2} are both dominating and dominated pairs, where d(x1) + d(x2) = 3a and
d(y1) + d(y2) = 3a. Clearly,D has no hamiltonian cycle.
Proposition 4.1. LetD be a strong balanced bipartite digraph on 2a vertices. Suppose that d(x)+d(y) ≥
3a for every pair of dominating and every pair of dominated vertices {x, y}. Then D contains a cycle
factor.
Proof: Let V1 and V2 denote the partite sets of D. Observe that D contains a cycle factor if and only if
there exist both a perfect matching from V1 to V2 and a perfect matching from V2 to V1. Therefore, by
Ko¨nig-Hall theorem, it suffices to show that |N+(S)| ≥ |S| for every S ⊂ V1 and |N+(T )| ≥ |T | for
every T ⊂ V2.
For a proof by contradiction, suppose that a non-empty set S ⊂ V1 is such that |N+(S)| < |S|. Then
V2 \N+(S) 6= ∅ and for every y ∈ V2 \N+(S), we have d−(y) ≤ a− |S|, hence
d(y) ≤ 2a− |S|. (4.1)
If |S| = 1, say S = {x}, then |N+(S)| = 0, which means d+(x) = 0, a contradiction to the fact that
D is strong. If |S| = a, then d−(y) = 0 for every y ∈ V2 \ N+(S), a contradiction to the fact that D is
strong. Thus 2 ≤ |S| ≤ a− 1. We now consider the following two cases.
Case 1. a2 < |S| ≤ a− 1.
In this case, |V2\N+(S)| ≥ 2 and |V1\S| < |V2\N+(S)|. SinceD is strong, for every y ∈ V2\N+(S),
d−(y) ≥ 1. This together with |V1 \S| < |V2 \N+(S)| implies that there exist y1, y2 ∈ V2 \N+(S) such
that {y1, y2} is a dominated pair. By assumption, d(y1) + d(y2) ≥ 3a. But, by (4.1), d(y1) + d(y2) ≤
2(2a− |S|) = 4a− 2|S| < 3a, a contradiction.
Case 2. 2 ≤ |S| ≤ a2 .
If this is so, then, for every x ∈ S, we have
d(x) = d−(x) + d+(x) ≤ a+ (|S| − 1) ≤
3a
2
− 1. (4.2)
Since D is strong, for every x ∈ S, d+(x) ≥ 1. This together with |N+(S)| < |S| implies that there
exist x1, x2 ∈ S such that {x1, x2} is a dominating pair. By assumption, d(x1) + d(x2) ≥ 3a. But, by
(4.2),d(x1) + d(x2) ≤ 3a− 2, a contradiction.
This completes the proof of existence of a perfect matching from V1 to V2. The proof for a matching in
the opposite direction is analogous. The proof of the theorem is complete.
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