Agreeing asynchronously by Cao, Ming et al.
  
 University of Groningen
Agreeing asynchronously
Cao, Ming; Morse, A. Stephen; Anderson, Brian D. O.
Published in:
IEEE Transactions on Automatic Control
DOI:
10.1109/TAC.2008.929387
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
2008
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Cao, M., Morse, A. S., & Anderson, B. D. O. (2008). Agreeing asynchronously. IEEE Transactions on
Automatic Control, 53(8), 1826-1838. https://doi.org/10.1109/TAC.2008.929387
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
1826 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 53, NO. 8, SEPTEMBER 2008
Agreeing Asynchronously
Ming Cao, Member, IEEE, A. Stephen Morse, Life Fellow, IEEE, and Brian D. O. Anderson, Life Fellow, IEEE
Abstract—This paper formulates and solves a version of the
widely studied Vicsek consensus problem in which each member
of a group of   agents independently updates its heading
at times determined by its own clock. It is not assumed that the
agents’ clocks are synchronized or that the “event” times between
which any one agent updates its heading are evenly spaced. Nor
is it assumed that heading updates must occur instantaneously.
Using the concept of “analytic synchronization” together with
several key results concerned with properties of “compositions” of
directed graphs, it is shown that the conditions under which a con-
sensus is achieved are essentially the same as those applicable in
the synchronous case provided the notion of an agent’s neighbor
between its event times is appropriately defined. However, in
sharp contrast with the synchronous case where for analysis an
dimensional state space model is adequate, for the asynchronous
version of the problem a  -dimensional state space model is
required. It is explained how to analyze this model despite the fact
that, unlike the synchronous case, the stochastic matrices involved
do not have all positive diagonal entries.
Index Terms—Asynchronous systems, cooperative control, mul-
tiagent systems, switched systems.
I. INTRODUCTION
I N a recent paper Vicsek and co-authors [1] consider asimple model consisting of autonomous agents or par-
ticles all moving in the plane with the same speed but with
different headings. Each agent’s heading is updated using a
local rule based on the average of the headings of its “neigh-
bors.” Agent ’s current neighbors are itself together with those
agents which are either inside or on a circle of pre-specified
radius centered at agent ’s current position. In their paper,
Vicsek et al. provide a variety of interesting simulation results
which demonstrate that the nearest neighbor rule they are
studying can cause all agents to eventually move in the same
direction despite the absence of centralized coordination and
despite the fact that each agent’s set of nearest neighbors can
change with time. In the recent literature [2], Vicsek’s problem
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is often referred to as a “flocking problem.” Mathematically
the problem is what in statistics and computer science is called
a “consensus problem” [3] or an “agreement problem” [4]
although in computer science the issues tend to be concerned
more with fault tolerance [5] rather than convergence. Roughly
speaking, one has a group of agents which are all trying to
agree on a specific value of some quantity. Each agent initially
has only limited information available. The agents then try
to reach a consensus by communicating what they know to
their neighbors either just once or repeatedly, depending on
the specific problem of interest. For the Vicsek problem, each
agent always knows only its own heading and the headings of
its neighbors. One feature of the Vicsek problem which sharply
distinguishes it from other consensus problems, is that each
agent’s neighbors change with time, because all agents are in
motion. Various mathematically similar versions of Vicsek’s
problem have been addressed in the literature [6]–[11] some it
turns out well before Vicsek’s own paper was published [3],
[12]–[15]. Additionally, some readers may find [16] relevant to
the problem at hand.
There are a small number of publications [13]–[15], [17],
[18] dating back at least as far as the doctoral thesis of John
Tsitsiklis [13], which consider “asynchronous” versions of the
Vicsek problem in which each agent independently updates its
heading at times determined by its own clock. What makes these
problems asynchronous is that it is not assumed that the agents’
clocks are synchronized or that the “event times” at which any
one agent updates its heading are evenly spaced. There is a
subtle issue associated with consensus problems, whether syn-
chronous or not, which becomes especially apparent in the asyn-
chronous case. Note that if is an event time of agent at which
agent is a neighbor, then to completely describe the overall
asynchronous process one must account for agent ’s heading
at time . In other words, since may not be an event time
of agent , to have a complete description of the asynchronous
system one must make sure that the values of each agent’s head-
ings are defined at the event times of each other agent in the
group. This is automatically taken care of in [13] and subsequent
work [14], [15] by explicitly assuming that each agent updates
its heading only at its event times. This of course means that
at all times between any two successive event times of a given
agent, say and , the agent’s heading is fixed at the value
it had at time . A consequence of this assumption is therefore
that each agent’s heading must be able to undergo discontinuous
changes at its event times. While this may make sense within the
context of distributed computing considered in [13]–[15] where
headings would be synonymous with computing variables, it is
clearly not possible to justify this assumption in a flocking ap-
plication where a heading would correspond to the direction of
motion of a mobile autonomous agent with mass and often in-
ertia. The central aim of this paper is to formulate and solve an
0018-9286/$25.00 © 2008 IEEE
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asynchronous consensus problem without the assumption that
headings must be able to change discontinuously.
In Section II we define the asynchronous system of interest.
To analyze its behavior, we first convert the system into a
finite family of asynchronously interacting systems which
together we call a “way point model” in Section IV. Next
in Section V-A we embed the way point model in a suitably
defined synchronous discrete-time, dynamical system using
the concept of analytic synchronization outlined previously in
[19], [20]. This enables us to bring to bear key results derived
in [21] to characterize a rich class of system trajectories under
which consensus is achieved. In particular, we prove that the
conditions under which a consensus is achieved are essentially
the same as those in the synchronous case derived in [7], [8]
provided the notion of an agent’s neighbor between its event
times is appropriately defined. However, in sharp contrast with
the synchronous case where for analysis an dimensional state
space model is adequate, for the asynchronous version of the
problem a -dimensional model is required. In Section VI it
is explained how to analyze this model despite the fact that,
unlike the synchronous case, the stochastic matrices involved
do not have all positive diagonal entries.
Both the way point model discussed in Section IV and the
synchronous state-space system derived in Section V-A are
quite different from the update model upon which the formula-
tion of the asynchronous problem addressed in [13]–[15], [18]
depends. Nonetheless it is shown in Section VII-A that it is pos-
sible to derive a model which is similar to the one studied in
[13]–[15], [18]. Because of this, one might be tempted to ap-
proach the consensus problem we are considering using this
model and existing ideas from [13]–[15]. There are a number of
reasons why we’ve not done this. First and perhaps most impor-
tant, the model derived in Section VII-A is not the same as the
model used in [13]–[15], [18], and one of the distinguishing fea-
tures of the former precludes the applicability to it, of the tech-
niques from [13]–[15] as they stand; in particular, the proofs in
[13]–[15] rely heavily on the assumption that there is a positive
number underbounding the nonzero entries which appear in
the model considered—were such an assumption added to the
problem posed in this paper, it would not be possible to claim re-
sults for continuous heading updates; this is discussed in greater
detail in Section VII-A. Second, even if the approach used in
[13]–[15] could be modified to handle the model in Section VII,
the expected results would probably be a good deal more restric-
tive than those derived in this paper; this conjecture stems from
the comparison made in Section VII-B of the existing results on
asynchronous consensus in [13], [14] against the existing results
for the same problem from [17]. Third, this paper provides a
good example of the use of the idea of analytic synchronization,
a technique potentially applicable to a variety of asynchronous
convergence problems, not just those involving consensus; this
point is discussed further in Section VIII. Fourth, the state-space
approach in this paper is the natural extension of the state-space
approach used in deriving analogous results for the synchronous
case [6], [8]. Fifth, the state space system we are considering
would be a convenient model to work with, were one to consider
a generalization of the flocking problem in which Kalman fil-
tering were introduced to handle noisy heading measurements.
II. ASYNCHRONOUS SYSTEM
The system to be studied consists of autonomous agents, la-
belled 1 through , all moving in the plane with different head-
ings. Each agent’s desired heading or “next way-point” is com-
puted at its current “event time” using a simple local rule based
on the average of its own current heading plus the current head-
ings of its “neighbors.” Agent ’s neighbors at real time ,
are those agents, including itself, which are in a closed disk of
pre-specified radius centered at agent ’s position at time . In
the sequel denotes the set of labels of those agents which
are neighbors of agent at time . In contrast to earlier work
[6]–[10], this paper considers a version of the flocking problem
in which each agent independently updates its desired headings
at times determined by its own clock. We do not assume that the
agents’ clocks are synchronized or that the event times any one
agent updates its way-points are evenly spaced. We assume for
that agent ’s event times
satisfy the constraints
(1)
where and and are positive numbers. Agent ’s
event times could be any pre-specified sequence of times satis-
fying the preceding; alternatively, agent ’s event time sequence
could be determined in real time, where might be defined
to be the time at which agent ’s actual heading first reaches the
value of agent ’s th way-point.
Note that (1) implies that for each , agent
’s event time sequence is strictly monotone increasing, un-
bounded, and with no finite accumulation points. On the other
hand, the assumption does not preclude arbitrary closeness of
event times from different agent sequences. In fact, two agents
could have an identical event time.
Updating of agent ’s heading is done as follows. At its th
event time , agent senses the headings
of its current neighbors and from this data computes its th
way-point . We will consider way-point rules based on
averaging. In particular
(2)
where is the number of indices in . Agent then
changes its heading from to on the continuous-
time interval . Thus
(3)
Although we will not be concerned about the precise manner in
which the value of each changes between successive way-
points, we will assume that for each , the
change is monotonic and at least piecewise-continuous1. Actu-
1Practically speaking, one would expect headings to change continuously.
However, to encompass existing versions of the problem such as [17] and prior
work, one requires piece-wise continuity.
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ally all we shall require, in addition to piecewise continuity, is
that the satisfy
(4)
This requirement is of course implied by monotonicity. Even
though (2)–(4) cannot generally be modelled as a dynamical
system or even as a set of unsynchronized dynamical systems,
we shall nonetheless refer to (2)–(4) as an asynchronous system
and shall call the set one
of its trajectories.
It is worth pointing out that a great many real systems admit
the description just given. For example, provided the satisfies
the monotone and continuity requirements, each could be the
heading of a realistically modelled robot moving in the plane;
in this case the continuity of the would be automatic and
with minor effort, each robot could be programmed to change
its headings monotonically between its event times.
A. Extended Neighbor Graphs
The way-point (2) depend on the relationships between
neighbors which exist at each agent’s event times. It is possible
to describe all neighbor relationships at any time using a
directed graph with vertex set and arc
set which is defined in such a way so that
is an arc or directed edge from to just in case agent is a
neighbor of agent at time . Thus is a directed graph on
vertices with at most one arc between each ordered pair of
vertices and with exactly one self-arc at each vertex. We write
for the set of all such graphs. It is natural to call a vertex
a neighbor of vertex in any graph in if is an arc
in .
Although the neighbors of each agent are well defined at
event times of other agents, what’s important for computing
agent ’s way-points are the headings of neighboring agents only
at agent ’s own event times. Between agent ’s event times, it
turns out to be useful to re-define agent ’s set of neighbors to
consist only of itself. Said differently, since the only times agent
can sense its neighbor’s headings are at its event times, we may
as well take the definition of a neighbor of agent at real time
to be the agents whose headings it can sense at time . Our
reason for doing this will become clear later when, for purposes
of analysis, we use analytic synchronization to embed the salient
features of the agent asynchronous model defined by (2)–(4)
in a synchronous dynamical system.
To proceed, let denote the set of all event times of all
agents. Relabel the elements of as in such a way
so that and . For
, let denote the set of which are event
times of agent . For each define
(5)
Thus coincides with whenever is an event time
of agent and is simply the single index otherwise.
Much like which describes the original neighbor re-
lations of system (2)–(4) at time , we describe all re-defined
neighbor relationships at time to be the directed
Fig. 1.   for                       and     .
graph with vertex set and arc set
which is defined so that is an arc from to just in case
agent is in the neighbor set . Thus like the neighbor
graphs , each is a directed graph on vertices with
at most one arc between each ordered pair of vertices and with
exactly one self-arc at each vertex. We call the extended
neighbor graph of the asynchronous system (2)–(4) at time .
Fig. 1 shows an extended neighbor graph for a time for
which is an event time of agents 2, 3, and 4.
B. Objective
A complete description of the asynchronous system defined
by (2)–(4) would have to include a model which explains how
the and change over time as functions of the posi-
tions of the agents in the plane. While such a model is easy to
derive and is essential for simulation purposes, it would be diffi-
cult to take into account in a convergence analysis. To avoid this
difficulty, we shall adopt a more conservative approach which
ignores how the and the depend on the agent posi-
tions in the plane and assumes instead that each might be any
function in some suitably defined set of interest.
Our ultimate objective is to show for a large, interesting class
of trajectories satisfying (2)–(4), that the headings of all agents
will converge to the same steady state value . Naturally there
are situations where convergence to a common heading cannot
occur. The most obvious of these is when one agent—say the
th—starts so far away from the rest that it never acquires any
neighbors. Mathematically this would mean not only that
is never strongly connected2 at any event time index , but also
that vertex remains an isolated vertex of for all in the
sense that within each , vertex has no neighbors other
than itself. This situation is likely to be encountered if the are
very small. At the other extreme, which is likely if the are
very large, each agent might have all agents as its neighbors
at each of its own event times. But even in this extreme case, the
extended neighbor graphs encountered along a typical trajectory
would contain vertices whose only neighbor is itself except in
the very special case which turned out to be an event time for
all agents. We will return to this issue in the next section.
III. MAIN RESULTS
To state our main result, we need a few ideas from [22]. We
call a vertex of a directed graph , a root of if for each other
vertex of , there is a path from to . Thus is a root of , if
2A directed graph with arc set  is strongly connected if it has a “path”
between each distinct pair of its vertices  and ; by a path of length
 between vertices  and  is meant a sequence of arcs in  of the
form            	 	 	      where    and, if    
     	 	 	    are distinct vertices. Such a graph is complete if it has a path
of length one i.e., an arc between each distinct pair of its vertices.
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it is the root of a directed spanning tree of . We will say that
is rooted at if is in fact a root. Thus is rooted at just in case
each other vertex of is reachable from vertex along a path
within the graph. is strongly rooted at if each other vertex of
is reachable from vertex along a path of length 1. Thus is
strongly rooted at if is a neighbor of every other vertex in the
graph. By a rooted graph is meant a graph which possesses at
least one root. Finally, a strongly rooted graph is a graph which
has at least one vertex at which it is strongly rooted. In other
words, a strongly rooted graph is a directed graph containing a
star graph [23] as a subgraph.
By the composition of two directed graphs with the
same vertex set we mean that graph with the same vertex
set and arc set defined such that is an arc of if
for some vertex , is an arc of and is an arc
of . Let us agree to say that a finite sequence of directed
graphs with the same vertex set is jointly
rooted if the composition is rooted. An
infinite sequence of graphs with the same vertex
set is repeatedly jointly rooted if there is a positive integer
for which each finite sequence ,
is jointly rooted.
Equations (2) and (3) can be combined. What results is a
partial description of the evolution of on agent ’s event
time set
(6)
The description is only partial, because (6) does not model the
evolution of the headings of agent ’s neighbors at agent ’s
event times. However in the synchronous version of the problem
treated previously in [6]–[10], for each , the th event
times of all agents are the same. Thus in this
case (6) is a complete description and each agent’s heading up-
date equation at event times can be written as
(7)
where and ; this of course is a conventional
discrete-time system. The most complete result for this version
of the problem was given in [7], [8]. An equivalent result can be
found in [22] and is as follows.
Theorem 1: For any trajectory of the synchronous system
determined by (7) along which the sequence of neighbor graphs
is repeatedly jointly rooted, there is a constant
for which
(8)
where the limit is approached exponentially fast.
The aim of this paper is to prove that essentially the same
result holds in the face of asynchronous updating.
Theorem 2: For any trajectory of the asynchronous system
defined by (2)–(4) whose associated sequence of extended
neighbor graphs is repeatedly jointly rooted,
there is a constant for which
(9)
where the limit is approached exponentially fast.
It is worth noting that the validity of this theorem de-
pends critically on the fact that there are finite positive
numbers, namely and
, which uniformly bound from
above and below respectively, the time between any two suc-
cessive event times of any agent. This is a consequence of the
assumption that inequality (1) holds.
As noted in the last section, for the asynchronous problem
under consideration, the only vertices of which can have
more than one neighbor, are those corresponding to agents for
whom is an event time. Thus in the most likely situation
when distinct agents have only distinct event times, there will
be at most one vertex in each graph which has more than
one neighbor. It is this situation we want to explore further. To-
ward this end, let denote the subclass of all graphs
which have at most one vertex with more than one neighbor.
Note that for , there is no rooted graph in . Nonethe-
less, in the light of Theorem 2 it is clear that convergence to a
common steady state heading will occur if the infinite sequence
of graphs is repeatedly jointly rooted. This of
course would require that there exist jointly rooted sequences
of graphs from . We will now explain why such sequences
do in fact exist.
Let us agree to call a graph an all neighbor graph
centered at if every vertex of is a neighbor of . Note that all
neighbor graphs are maximal in with respect to the partial
ordering of by inclusion, where in this context is
contained in if . Note also the com-
position of any all neighbor graph with itself is itself. On the
other hand, because the arcs of any two graphs in are arcs in
their composition, the composition of all neighbor graphs with
distinct centers must clearly be a graph in which each vertex is a
neighbor of every other; i.e., the complete graph. Thus the com-
position of all neighbor graphs from with distinct centers
is strongly rooted. In summary, the hypothesis of Theorem 2
is not at all vacuous for the asynchronous problem under con-
sideration. When that hypothesis is satisfied, convergence to a
common steady state heading will occur.
IV. WAY-POINT MODEL
For purposes of analysis it is helpful to characterize the
system described by (2)–(4) in a slightly different way. We claim
that there is a piece-wise continuous signal
such that
(10)
Moreover where for denotes
the class of all piecewise continuous signals
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satisfying and for all .
In particular, for a given trajectory of (2)–(4), is defined on
as
Note that (4) guarantees that is the co-domain of .
For to be in means that could be constant at the
value 1 on each open interval ; this would mean
that just after , would jump discontinuously from its value
at to and remain constant at this value until just after
[17]. More realistically, might change continuously
from 0 to 1 on which would imply that is con-
tinuous on . Under any conditions (2) and (10) completely
describe the temporal evolution of the relevant part the agent
asynchronous system of interest. We call the system defined by
(2) and (10) the original system’s way-point model.
Note that each trajectory of the original system uniquely de-
termines a way-point model. On the other hand it is easy to see
that each trajectory of the way-point model with the fixed
determines a family of trajectories of the original system. In the
sequel we will fix the and study the behavior of the trajecto-
ries in this family.
V. ANALYTIC SYNCHRONIZATION
To prove Theorem 2 requires the analysis of the asymp-
totic behavior of the mutually unsynchronized processes
which the pairs of heading (2), (10) define.
Despite the apparent complexity of the resulting asynchronous
system which these interacting processes determine, it is
possible to capture its salient features using a suitably defined
synchronous discrete-time, hybrid dynamical system . The
sequence of steps involved in defining has been discussed
before and is called analytic synchronization [19], [20]. First,
all event time sequences are merged into a single ordered
sequence of event times , as we’ve already done. This clever
idea has been used before in [15] to study the convergence
of totally asynchronous iterative algorithms. Second, between
event times each agent’s neighbor set is defined to have exactly
one neighbor, namely itself; this we have also already done.
Third, the “synchronized” state of is then defined to be
the original state of at ’s event times plus
possibly some additional state variables; at values of
between event times and , the synchronized state
of is taken to be the same at the value of its state at time
. Although it is not always possible to carry out all of these
steps, in this case it is. What ultimately results is a synchronous
dynamical system evolving on the index set of , with state
composed of the synchronized states of the individual pro-
cesses under consideration. We now use these ideas to develop
such a synchronous system for the asynchronous process
under consideration.
A. Definition of
For each such and each define
(11)
(12)
where is the first event time of agent after . Note that for
any there is always such a because we’ve assumed
via (1) that the time between any two successive event times of







, and is the number of indices in .
This set of equations constitute the synchronous system we
intent to analyze. First we justify the claim that (13)–(16) hold.
Observe first that for , (10) implies that
. Thus
(17)
Moreover because we’ve assumed via (1) that the time
between any two successive event times of agent is bounded
away from zero. Thus . In view of (12),
is constant for so . Therefore
(17) can be written as . Clearly this holds
for all and all . Therefore (13) holds
for all positive . In addition, (11) also implies that for
is constant for ; this in turn
implies that (14) is true.
To justify (15), fix and let be any positive
time in . Note from (2), (11), and (12) that
(18)
where is the complement of in . Moreover
because of (10), for each
where is the largest time in such that . Using (11)
and (12), this can be written as
(19)
Since is the largest time in less than , it must be true that
where is the next largest time in after . Thus
. Now (11) and (12) imply that both and
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are constant for . Therefore
and . Thus (19) becomes
(20)
Substitution in (18) gives
But because of (13)
and the fact that . Therefore
Since this is true for any positive time , (15) is valid for
any positive .
Now suppose that is any positive time not in , assuming
of course that such a time exists. Observe that (12) implies
is constant for where is the largest time
in such that . Thus so (16) is
true. This completes our justification that the and satisfy
(13)–(16).
B. State Space Model
The equations defining , namely (13)–(16), determine a state




Each is a stochastic matrix which can be described
as follows.
Let denote the set of all lists of numbers
with each taking a value in the real closed
interval . Let denote the set of all lists of integers
with each taking a value in the binary
integer set . Each such triple





if . Here is the set of neighbors of vertex in
is the number of elements in is the complement of
in is the Kronecker delta, and for any set of integers
is the set . We call any such
matrix an asynchronous flocking matrix. Thus, the image of
is the set of all possible asynchronous flocking matrices.
It is easy to verify that the matrix in (21) is of the
form where is that graph in with
neighbor sets is that list in
whose th element is , and is that list in whose th
element is if or if . An ex-
ample of an asynchronous flocking matrix which could arise in
conjunction with the extended neighbor graph shown in Fig. 1
is
(23)
Here can be any real number in the closed interval [0, 1].
Note that the diagonal entries of a typical asynchronous
flocking matrix can sometimes be zero which is very
different than what arises in the synchronous case treated in
[3], [6], [7]–[10], [12], [14], [15], and even the discrete-time
asynchronous case treated in [14], [15], [17], and [18]. Note
in addition that unlike the other flocking problems considered
in the past where the were matrices from a finite set,
the set of all asynchronous flocking matrices which arise here,
namely image , is not a finite set because is not a finite set.
Nonetheless image is a closed and therefore compact subset
of the set of all stochastic matrices . To understand
why this is so, note first that for each fixed and ,
the mapping is continuous on .
Therefore its image must be compact because is. Next note
that and are each finite sets. Since the union of a finite
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Fig. 2.    .
number of compact sets is compact, it must therefore be true
that the image of is compact as claimed.
VI. ANALYSIS
The ultimate aim of this section is to give a Proof of The-
orem 2. We begin with the notion of the graph of a stochastic
matrix.
Any stochastic matrix such as those in image , de-
termines a directed graph with vertex set
and arc set defined is such a way so that
is an arc of from to just in case the th entry of is
non-zero. It is easy to verify that for any two such matrices
and
(24)
Assuming that is in the open interval (0,1), the graph of the
asynchronous flocking matrix in (23) would be as shown in
Fig. 2.
A major technical difference between the synchronous and
discrete-time asynchronous flocking problems addressed previ-
ously in [6]–[10], [14], [15], [17], [18] and the problem under
consideration here is that the graphs of the stochastic matrices
encountered in [6]–[10], [14], [15], [17], and [18] have self-arcs
at all vertices whereas the stochastic matrices which arise here
do not. What this means is that the technical tools used to estab-
lish exponential convergence in [6]–[10], [14], [15], [17], and
[18] are not sufficient to establish convergence here.
A. Graphs and Their Properties
We now define a set of directed graphs on vertex
set which contains all
, and which is large enough to be closed
under composition. For this purpose it is convenient to adopt
the notation for the subset whenever , and
to say that is an arc of a graph in if either
or is. Similarly we say that is an arc of
if either or is and is an arc of if
either or is.
We define to be the set of all directed graphs with vertex
set whose graphs have the following properties.
For each and each pair of vertices
and :
p1: has a self-arc in .
p2: is an arc in .
p3: If is an arc in and , then is an
arc in .
p4: If is an arc in and , then is
an arc in .
It is straightforward to verify that for each
as a graph in . In view of the structure of the matrices
in image it is natural to call a graph an event graph
of agent if is the only incoming arc to vertex .
Note that the graph of every matrix for which
is an event graph of agent . Thus is an event graph of
agent if is an event time of agent . It is easy to see that there
are graphs in which are not the graphs of any matrix in image
. Let us agree to say that is attached at if vertex
has at least as an incoming arc. A graph
is attached if it is attached at every vertex in . Thus
would be attached if and only if were an event time of every
agent. Note that the graph shown in Fig. 2 is an event graph for
agents 2,3 and 4 and consequently is attached at vertices 2, 3
and 4. Note that the definition allows this set to contain graphs
which are attached at which are not event graphs of agent . In
other words, an event graph of agent must be attached at , but
the converse is not necessarily so.
We begin our analysis with the following observation.
Proposition 1: The set of graphs is closed under composi-
tion.
The proof of this and subsequent assertions can be found at
the end of this section.
To prove that all converge to a common heading, it is
clearly necessary to prove that also converge to a common
heading. On the other hand, if both the and also converge
to a common heading—say —then both and converge
to at each event time of agent . Because of this and (10), it is
clear that each will also converge to between event times
if both and converge to at each event time of agent .
In other words, to prove Theorem 2 it is enough to prove that
the state of converges to a vector of the form where
is the vector of 1’s. It is clear from (21) that will con-
verge to such a vector just in case as , the matrix product
converges to a rank one matrix of the
form for some row vector . The following easy to
prove result from [21] is key to establishing this convergence.
Proposition 2: Let be any closed set of stochastic ma-
trices which are all of the same size and whose graphs
are all strongly rooted. As , any product
of matrices from converges exponentially fast to a matrix of
the form at a rate no slower than , where is a non-negative
row vector depending on the sequence and is a non-negative
constant less than 1 depending only on .
In view of (24), this result can be applied to the problem at
hand if there is an integer for which each of the matrix products
is a member of a compact
subset of stochastic matrices with strongly rooted graphs. For if
such an integer exists, the infinite product
can be rewritten as an infinite product of the form
where is a matrix
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from the set of all products of matrices from . Since products
of stochastic matrices are stochastic, every matrix
, is stochastic. Thus Proposition 2 can be applied if we can
show that the come from a compact subset in whose
members all have strongly rooted graphs. The following result
from [22] plays a key role in [22] in dealing with this matter in
the synchronous case.
Proposition 3: Suppose and let be
a finite sequence of rooted graphs with the same vertex set. If
each vertex of each graph has a self arc and , then
is strongly rooted.
Unfortunately the graphs of importance in the asynchronous
case, namely the , do not have self arcs at all vertices.
Thus Proposition 3 cannot be directly applied.
To describe the analog of Proposition 3 appropriate to the
asynchronous problem at hand we need another concept. Note
that each determines a quotient graph
defined in such a way that has an arc from to just in
case has an arc from at least one vertex in the set to at least
one vertex in the set . Note that . Thus
for example, the quotient graph of the graph shown in Fig. 2, is
the extended neighbor graph shown in Fig. 1. The following is
the analog of Proposition 3 which we just mentioned.
Proposition 4: Let be a sequence of
attached graphs in whose quotient graphs are rooted. If
then is strongly rooted.
To make use of Proposition 4, we need stochastic matrices
with attached graphs whose quotients are rooted. Since indi-
vidual asynchronous flocking matrices almost never have either
of these properties, to make use of the proposition we need to
show that under typical conditions, sufficiently long products of
asynchronous flocking matrices do have attached graphs with
rooted quotients. To accomplish this requires a more in depth
study of the graphs in . We begin with the following observa-
tion.
Proposition 5: Let be a sequence of graphs
from which for each , contains a graph which is attached
at . Then is an attached graph.
The proposition implies that if is a sequence
of event times containing at least one event time of each agent,
then will be attached. Sequences for which
this is true are guaranteed to occur repeatedly. To understand
why, note that inequalities in (1) imply that there will be at least
one event time of any given agent in a time interval of length
at least . Similarly, for any non-
negative integer , there will be at most event times of any
one agent in an interval of length at most where
. It follows that if is the smallest positive
integer such that , then there will be at least one
event time of any one agent within a sequence of at most
consecutive event times of any other agent. We are led to the
following conclusion.
Lemma 1: In any sequence of or more consecu-
tive event times, there will be at least one event time of each of
the agents.
The following proposition shows that for any sequence of
graphs from whose quotients constitute a
jointly rooted sequence, the quotient of the composition of the
sequence is rooted.
Proposition 6: Let be a sequence of
graphs from for which is a rooted
graph. Then is also rooted at the same vertex
as .
Proposition 6 is more subtle than it might at first seem. While
it is not difficult to show that any arc in the quotient of the com-
position of the is an arc in the composition of the quotients
it is not true that every arc in the composition of the quotients is
an arc in the quotient of the composition. For this reason it is not
so obvious that Proposition 6 should be true. On the other hand
it is possible to prove that for any arc in the composition
of the quotients there is a path in the quotient of the composition
from to . It is this fact upon which the validity of Proposition
6 critically depends.
In proving Theorem 2, we will need to exploit the compact-
ness of a particular subset of stochastic matrices in which can
be described as follows. Let be any given positive integer.
Write for the subset of all sequences of graphs in
which are jointly rooted and for the set of all lists of binary
vectors in with the property that for each ,
each list contains at least one vector whose th
row is 1. Since is nonempty. Let be the Cartesian
product of with itself times. We claim that the image of the
mapping defined by
is compact. The reason for this is essentially the same
as the reason image is compact. In particular, for any
fixed and
, the restricted mapping
is continuous so its image must be compact. Since and
are finite sets, the image of must therefore be compact as
well.
Set and let denote the set of all
products of matrices from image . Then is compact
because is. More is true.
Proposition 7: The graph of each matrix in is strongly
rooted.
We are now finally in a position to prove our main result.
Proof of Theorem 2: As already noted, it is sufficient to prove
that the matrix product converges exponentially
fast to a matrix of the form as . Observe first that
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By hypothesis, the sequence of extended neighbor graphs
is repeatedly jointly rooted. This means that
there is an integer for which each of the sequences
, is jointly rooted. Let be as is
in Lemma 1 and define where is any positive integer
large enough so that . Set and
let , and be as defined just above Propo-
sition 7.
Since each , is jointly
rooted, each of the compositions
, is rooted. This implies that each graph
, is rooted because and because
the composition of rooted graphs is rooted. Therefore each
sequence , is jointly rooted.
It follows:
(26)
Note next that for each and each , at least
one of the graphs in the sequence
must be attached at because of Lemma 1 and the as-
sumption that . This implies that for each
there must be at least one vector in each list





In view of (25)–(27) and the definition of , it must be true
that . Thus if we define
(29)
then each must be in . Therefore by Proposition 7,
the graph of each is strongly rooted. Therefore by Propo-
sition 2, the matrix product converges exponen-
tially fast as to a matrix of the form as .
The definitions of and in (28) and (29), respec-
tively, imply that
For , let and denote respectively, the integer
quotient and remainder of divided by . Then
where , and is the bounded function
Since is an unbounded monotone nondecreasing function
and converges exponentially fast as , it
follows that converges exponentially fast as
to a matrix of the form .
B. Proofs of Supporting Assertions
Proof of Proposition 1: Let and be two graphs in .
Then both graphs have properties p1 through p4. Since both
graphs have self-arcs at vertex , so must their
composition ; thus has property p1.
Fix . In view of property p2, either
or . If the former is true then
because has a self-arc in ; on the other
hand, if the latter holds, then because
. In either case, . Since
this is true for all has property p2.
To show that has property p3, fix
and suppose that and
. In view of the definition of com-
position, there must exist a vertex such that ei-
ther (i) and , or (ii)
and . If (i) is true and
, then . This implies
because of property p3; but because
of property p1 so . On the other hand,
if (i) is true and if then because of
property p3, so in this case too .
Now suppose that (ii) holds. Then
because of property p3. Therefore .
This proves that has property p3.
To show that has property p4, again fix
and suppose that and
. Thus there must exist a vertex
such that either (i) and ,
or (ii) and . If
(i) is true and , then because
of property p4; but because of
property p1 so . On the other hand, if
and (ii) holds, then because of
property p4; but because of prop-
erty p1 so in this case too. Therefore
if .
Suppose finally that . Then either or
; in either case then
because of property p4; but because of
property p1 so .
In the proofs which follow we use the symbol to denote
the subgraph of induced by the vertex set
—and we write for the set of all
such graphs. We so denote , because each of its graphs has
self-arcs at all vertices; this is a consequence of property p1 of
. The Proof of Proposition 4 depends on the following lemma.
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Lemma 2: Let and be graphs in and suppose that
is attached. If is rooted then is rooted.
Proof: Suppose that is rooted at . It is enough
to show that is rooted at . Let be any
vertex in . It is enough to show that there is a path in
from to . Note first that must
have a self-arc about because of property p1; this implies
that must also have a self-arc about ; thus if
there is a path in from to .
Suppose that . Since is rooted at there
must be a path in from to . Therefore there must
be a positive integer and distinct vertices
in starting at and ending at , for which
are arcs in . Thus for
each there must be an arc in from at least
(1) to or (2) to , or (3) to or
(4) to . In view of property p3 of graphs in ,
cases (1) and (3) respectively imply the existence of arcs in
from or to . Thus under all four conditions
there must be an arc from at least one vertex in the set
to .
By assumption is attached and is in which means that for
each , there must be arcs in from
to and from to . Therefore for each
, there must be an arc in from
to . This means that for there must be
an arc in from to . Thus there must
be a path in from to .
Since this is clearly true for all in ,
must be rooted at .
Proof of Proposition 4: For simplicity we write for
throughout this proof. By assumption, for the
graphs and are quotient rooted and attached respec-
tively. Thus for the graphs
are rooted because of Lemma 2. Since all graphs in have
self-arcs, and Proposition 3 applies and it can
thus be concluded that
is strongly rooted. But for each every arc
in is an arc in . This implies that
every arc in is an arc
in between vertices in . Therefore
every arc in is an arc in
. Since
is strongly rooted, must be strongly rooted
as well.
Let be a root of from which every
every other vertex is reachable along a path of length one. We
claim that in there is an arc from to
every vertex in . To prove that this is so, and thus
that is strongly rooted, first suppose that
is any vertex in . Then there is an arc from
to in and consequently in
because is strongly rooted at ; but this
arc must also be in because has
a self arc about vertex .
Now suppose that is any vertex in . As before, and for the
same reasons, there is an arc in from to
. But there is an arc in from to because
is attached. Therefore there must be an arc in
from to .
Proposition 5 is a direct consequence of the following lemma.
Lemma 3: If is attached at , then for any graph
and are also attached at .
Proof of Lemma 3: Since is attached at is one
of its arcs. In view of property p1 of graphs in , there is a self
arc at in both and . Since , either or
must be one of its arcs because of property p2. In
either case must be one of the arcs of both and
because of the definition of graph composition.
Proposition 6 depends on the following lemmas.
Lemma 4: Let and be graphs in . If is an arc in
, then there is a path in from to .
Proof of Lemma 4: Let be fixed.
If , then there is a path in from to because
all vertices in have self arcs.
Suppose Then for some ,
and . Therefore and
. Thus either or is in
and either or is in . If
and , then
which implies that . By the same rea-
soning, if and
. To complete the proof, we need to show
that if either (i) and
is true or (ii) and
is true.
Consider case (i) and suppose that . Then
. . Therefore
. This implies that .
Now consider case (i) assuming that . If ,
then because of property p3. Similarly if
, then because of
property p3. Therefore . But
so . This implies that
.
Now consider case (ii). If then
and consequently because
and via property p2. If then
because of property p4. Thus
. Moreover because
. Thus there is a path from to in
.
Proposition 6 is an immediate consequence of the following
lemma.
Lemma 5: Let be a sequence of graphs
from . If for some contains
a path from to , then also contains a path
from to .
Proof of Lemma 5: We claim first that if are graphs
in for which contains a path from to , for
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some , then also contains a path from
to . To prove that this is so, fix and and
suppose that contains a path from to . Then
there must be a positive integer and vertices
ending at , for which
are arcs in . In view of Lemma 4, there must be
paths in from to to , and to .
It follows that there must be a path in from to .
Thus the claim is established.
It will now be shown by induction for each
that if contains a path from to some
, then also contains a path from to . In
view of the claim just proved above, the assertion is true if .
Suppose the assertion is true for all where is
some integer in . Suppose that
contains a path from to . Then there must be an
integer such that contains a path from
to and contains a path from to . In view
of the inductive hypothesis, contains a path
from to . Therefore has a path
from to . Hence the claim established at the beginning of
this proof applies and it can be concluded that
has a path from to . Therefore by induction the
aforementioned assertion is true.




is a jointly rooted sequence. Since
, the sequence is also
jointly rooted. Thus is rooted. In
view of Proposition 6, is rooted.
By hypothesis, for each , at least one of the vec-
tors in the sequence has a 1 in its th row. Therefore
for each , at least one of the graphs in the sequence
must be attached at . Thus by Proposition 5,
is attached.
In view of (24) and the definition of
. Therefore is rooted and is attached. There-
fore the graph of every matrix in image is attached and has
a rooted quotient graph.
Let be any matrix in . Then there must be matrices
such that . Then
each graph , must be attached and must
have a rooted quotient graph . Therefore by Propo-
sition 4, must be strongly rooted. From
this, (24) and the fact that , it follows that
has a strongly rooted graph. Therefore every matrix in
is strongly rooted.
VII. COMPARISONS WITH PRIOR RESEARCH
As already noted, various versions of asynchronous con-
sensus have been studied before [10], [13]–[15], [18]. Not
surprisingly, there are similarities and differences between the
problems addressed in these papers and the problem treated
here. As for the similarities, heading updating in [10], [13]–[15],
[18] is assumed to go on forever; the same is true here as (1)
clearly implies. In addition, the convergence results derived
here are to some extent similar to the corresponding results [10],
[13], [14]. We will expand on this point in a moment. While
the results of this paper are perhaps not surprising to some,
proving them is far from obvious. There are several reasons for
this. First, in order to carry out a proof, one needs first to go
through analytic synchronization; although some of the steps
in this process are implicit in the work of [13]–[15], one can
hardly call the process straightforward. For example, on first
pass one might find it a bit surprising to learn that the definition
of the state of should include not only all of the agents’
headings, but all of their way-points as well. Second, at the
technical level there is a very sharp difference between what’s
encountered here and what was encountered in earlier work on
synchronous consensus. In particular, the stochastic matrices
which arise here do not have all positive diagonal elements
equivalently the graphs of these matrices do not have self-arcs
at all vertices and because of this, convergence tools used in
[6]–[10] are not sufficient to deal with the problem addressed
here. Indeed at least half of this paper, namely Section VI, is
focused exactly on developing convergence tools appropriate
to the type of stochastic matrices which are involved.
A. Comparison of Models
It is possible to derive from the equations which model ,
namely (13)–(16), an asynchronous model similar to which the
findings of [13]–[15] depend. Unlike , neither the model used
in [13]–[15] nor the model we are about to derive, are state space
systems; instead they are what we will call “delay-operator”
models.
For each , let denote that
function for which is the largest event time in which




where is the event time in just before . Equa-
tions (31) and (32) imply that
(33)
Note that if , then
because of (30); on the other hand, if , then
because of (33). In either case
where if
and if . This enables us
to rewrite the subsystem (15) and (16) in the form
(34)
(35)
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Therefore, if we define , then from the
preceding it is clear that
(36)
where is the one-unit delay operator and is an
matrix whose elements are real polynomials in .
Let us note that like any equation of this form, (36) can be re-
alized as a state space system using standard lifting techniques.
One would expect such a realization to have a dimension of
roughly the same size as the largest degree among the polyno-
mial entries in . It is thus surprising that the underlying asyn-
chronous process which leads to this equation can be described
by , because is only a -dimensional state-space system.
The model described by (36) is similar to the model used in
[13]–[15] to study asynchronous consensus. Both models are
linear time-varying, delay-operator equations evolving on the
sequence which results when the event time sequences of the
agents are merged into one sequence. There are however,
some important differences between the two models in addition
to the obvious and not so important fact that one is written in
terms of way points and the other is written in terms of head-
ings or something equivalent . Two main features distinguish
the models. First, the in above can be linear
combinations of two distinct powers of whereas the
which appear in the models in [13]–[15] are {in effect} explic-
itly assumed to be scalar multiples of powers of . Second, the
nonzero coefficients of in the models in [13]–[15] are
assumed to be bounded below uniformly by a positive constant
; this assumption is not satisfied by the model in (36) because
the can take on values arbitrarily close to zero. This differ-
ence is especially important because the existence of a positive
underbound is key to the convergence analysis upon which
the results in [13]–[15] depend. In particular, the bounding pa-
rameter appears explicitly in the rate of change of the func-
tion used in
[13]–[15] and were it 0, one could not conclude from the anal-
ysis as it stands that ’s limit is zero. Observe that it is precisely
when tends to zero that a consensus is reached. It would be
quite interesting and useful to see if the analysis in [13]–[15]
could be generalized to handle the delay-operator model defined
by (36).
B. Comparison of Results
The version of the asynchronous consensus problem consid-
ered here significantly generalizes our earlier work [17]. In par-
ticular, the present version of the problem can deal with contin-
uous heading changes whereas the version of the problem solved
in [17] cannot. Because the problem considered in [17] is a spe-
cial case of the problem in this paper, Theorem 2 applies; the
theorem provides a slightly more general condition for reaching
a consensus than does the main result of [17].
The consensus problem considered in [17] proves to be es-
sentially the same as the delay-free asynchronous consensus
problem considered in [13], [14], and so a meaningful compar-
ison of results is possible. To make the comparison, we will refer
to [10] rather than [13], [14] since [10] provides a clear and con-
cise summary of the relevant results from [13], [14].
It is possible to compare the hypotheses of Theorem 2 in this
paper with the corresponding hypotheses for exponential con-
vergence stated in [10], namely assumptions 2 and 3 of that
paper. To do this, let us agree to say that the union of a set of
graphs with vertex set is that graph with
vertex set and arc set consisting of the union of the arcs of all
of the graphs . Taken together, assumptions 2
and 3 of [10] are more or less equivalent to assuming that there
are finite positive integers and such that the union
is strongly connected and independent of for . By way
of comparison, the hypothesis of Theorem 2 is equivalent to
assuming that there is a finite positive integer such that the
composition
is rooted for . The latter assumption is weaker than the
former for several reasons. First, the arc set of is always
a subset of the arc set of and in some cases the contain-
ment may be strict. Second, is not assumed to be inde-
pendent of , even for sufficiently large, whereas is; in
other words, is not assumed to converge whereas is.
Third, each is assumed to be strongly connected whereas
each need only be rooted; note that a strongly connected
graph is a special type of rooted graph in which every vertex is
a root. From these comparisons it is clear that the hypotheses
of Theorem 2 are non-trivially less restrictive than those made
in [10]. Finally, as we’ve already noted, the hypotheses of The-
orem 2 are essentially the same as those which apply to previ-
ously derived results for the synchronous version of the problem
[7], [8] and so what this paper does is bring our understanding
of convergence of asynchronous consensus up to the same level
of understanding as we’ve already had for the synchronous ver-
sion of the problem.
VIII. CONCLUSION
The asynchronous consensus problem we’ve considered
serves as an example of the type of problem to which the idea
of analytic synchronization can be applied. The asynchronous
version of the multi-agent rendezvous problem considered in
[19] and [20] provides another. Despite these examples, there
are several unsettled issues concerning the analytic synchro-
nization idea. First, it is not clear what the general process is
for choosing a state vector. Second, it is also not clear what the
exact conditions are on an asynchronously interacting set of
dynamical systems for analytic synchronization to be possible.
The examples provided by this paper and by [19] and [20] may
help to more precisely formulate these issues and to lead to
their resolution.
It is possible to formulate and solve a “continuous” version of
Vicsek’s problem in which each agent’s heading is adjusted by
controlling its differential rate. Because of changing neighbor
sets this can lead to a differential equation model with a discon-
tinuous vector field in which chattering may conceivably occur.
To avoid this one can introduce “dwell times” as was done in
[6] for the leader-follower version of the problem. As a result,
the question of synchronization again arises, in this case with
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event times being the times at which each agent’s dwell time
periods begin. Thus, although one might think that the ques-
tion of synchronization is irrelevant in some continuous versions
of the problem, this appears to only be true if one is willing
to accept generalized solutions to differential equations and the
possibility of chattering. Of course one could redefine what is
meant by a neighbor and by a sensing range to avoid switching
dynamics altogether. An intriguing version of the consensus
problem along these lines, which avoids both the asynchronous
issue and chattering, is considered in [24].
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