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The information technology for graphical data from unmanned aircraft 
real time processing was developed. Information technology embodied in the 
form of an automated system can be used in the development of a second 
external pilot workplace. The structure and functionality of the automated 
system, considered used image processing algorithms and video, were 
described.
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Разработана информационная технология обработки фото- и 
видеоданных с борта беспилотного летательного аппарата в режи-
ме реального времени. Информационной технологии, реализованной 
в виде автоматизированной системы, можно найти применение при 
разработке рабочего места второго внешнего пилота. Описана струк-
тура и функциональные возможности автоматизированной системы, 
рассмотрены использованные алгоритмы обработки изображений и ви-
део.
Ключевые слова: обработка фотоданных; обработка видеоданных; 
беспилотный летательный аппарат; режим реального времени.
Розроблено інформаційну технологію обробки фото- та відеоданих 
з борту безпілотного повітряного судна в режимі реального часу. Інфор-
маційну технологію реалізовано у вигляді автоматизованої системи, що 
може знайти використання при розробці робочого місця другого зовніш-
нього пілота. Описано структуру та функціональні можливості автома-
тизованої системи, розглянуто використані алгоритми обробки зобра-
жень та відео.
Ключові слова: обробка фотоданих; обробка відеоданих; безпілотне 
повітряне судно; режим реального часу. 
Introduction. Nowadays there is active development of unmanned 
aerial vehicles (UAVs) of small and medium type used by some military 
and civilian services for analysis in complex terrain conditions all over the 
world [1-5]. In addition to issues relating directly to the structure and char-
acteristics of the aircraft, data processing purpose, particular, video from 
UAV processing is also very impotent. 
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Using small and medium-sized UAV flying at a speed of over 60 km / 
h is specific. Because of the low altitude, it is quite difficult for operator 
to analyze the captured video. Relevant is the development of systems that 
can help to isolate suspicious objects, for enable external pilots quickly 
respond to changes recorded by the hardware video sensors. Also after 
highlighting a particular region, it may be useful to impose video frame on 
the geo map that allows operator focus on the terrain.
The need to provide real-time processing, reliability and versatility 
make it very difficult to build high-performance systems for digital video 
stream processing. This is due to the fact that the known approaches gener-
ally algorithmically complex, which leads to additional hardware costs and 
slow processing. Requirements to improve performance are relevant in the 
context of the ever-growing needs of processing an increasing amount of 
data. Providing real-time processing is highly impotent, so it is important 
to choose technologies which support multiple calculations and mathemat-
ical algorithms which are easy to parallelize [6].
Analysis of technologies. Let the data from the UAV comes in 
the form of streaming video and information about the position of the 
aircraft (GPS-coordinates). Any data processing must be performed in 
the background, which will allow operator to quickly react on situation 
changes.
It is necessary to select the technology that would enable a real-time 
processing of streaming video, flexible enough for the implementation of 
the developed algorithms, and would not need special equipment.
OpenCV [7, 8] is popular open source library of algorithms of comput-
er vision, image processing and numerical algorithms for general-purpose, 
which is implemented in the C / C + +, is also being developed for Python, 
Java, Ruby, Matlab, Luata and other languages [9]. Using of NVIDIA 
graphics processors [10] with CUDA [11] can significantly increase the 
computational performance in software for UAVs. The disadvantage of 
this technology is requirement of a specific type of graphics processors.
OpenCL framework can be used for creating computer programs re-
lated to parallel computing on the different graphics and central processing 
units and [12, 13]. OpenCL provides instruction-level and data-level paral-
lelism, and is an implementation of GPGPU technique.
The purpose of the article is the introduction of the information tech-
nology (IT) for processing the data received from the cameras of UAV, 
which enables operators of decision-making systems to quickly respond on 
changes. This technology can be used to create the working space of the 
second UAV pilot.
Information technology. The National Aviation University (Ukraine) 
IT of graphical data processing from UAV’s cameras was developed [14]. 
It consists of the methods of analysis of image data and software complex 
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for automated data processing, which allows operator to perform the fol-
lowing tasks:
1. Process and display UAV path of flight.
2. Determining the position and marking suspicious objects.
3. Real time recognition of foreign object in the video obtained from 
the UAV.
4. Output the array of suspicious textures.
5. Transfer flight commands to UAV.
6. Imposition of frames from video sequence on a geomap using the 
methods orthorectification.
Software developed by the authors (UASAnalizer) receives and pro-
cesses from UAV following data: current geographic coordinates, flight 
path, photos and videos. UASAnalizer based on a modular architecture. 
Modules have their own interface and can be used separately from the main 
program.
Most of the components have been implemented in the programming 
language C#, but the video processing module has been designed as a sepa-
rate component which is based on Adobe Flex. Video processing is per-
formed in two independent streams. For interaction between Adobe Flex 
and C # library AxShockwaveFlashObjects.dll was used [15].
Based on the methods developed by authors [16], video processing 
module was implemented. It includes real time identification procedure of 
a foreign object, search and detecting moving targets in the video.
Software implementation of this module is designed for multimedia 
platform Adobe Flash [17]. Adobe Flash is chosen because of the wide 
range of operating systems on which the application is supported and the 
possibility of fast video streaming implementation [17]. Launching appli-
cations is supported both: through Adobe Flash Player [18] (integrated sys-
tem), and through the Adobe AIR [19] (autonomous system). This system 
allows the use of cross-platform data processing and analysis of digital 
video on most modern operating systems.
ActionScript Virtual Machine 2 (AVM2), which is based on the Adobe 
Flash Player and Adobe AIR, has reach possibilities for processing and display 
graphic content. In particular, it is possible to use shader filtering of video se-
quence by the Pixel Bender technology [20]. In addition AVM2 provides tools 
for creating applications which use parallel computing model [21]. 
So, given the cross-platform (AVM2 supports a family of platforms: 
Microsoft Windows, Mac OS X, Linux, Android, BlackBerry Tablet OS, 
BlackBerry 10), extensive work with the graphical data (integrated graph-
ics data filtering, and the ability to create software shaders) streaming vid-
eo and support of parallel execution model, Adobe Flash platform is an 
effective tool for creating systems of digital video streaming and real time 
processing.
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To accomplish these tasks, there are two modes: detection and accu-
mulation of typical video textures and allocation of foreign objects. Detec-
tion mode provides object recognition for a given reference pattern and 
maintenance of the captured object (target).
During storage of textures, in each video frame chosen number of test 
samples which are processed and analyzed. As a result, each sample be-
longs to one of the groups: 
1) is stored as a standard on which there is typical for this video is a 
simple texture, such as texture, «grass», «sandy road»;
2) is stored as a complex pattern in which there are a few typical (sim-
ple) for the current video textures, such as texture «in the bush»;
3) is saved and displayed to the user on the screen as having a foreign 
texture, such as texture «cars on the sandy road», «house in the woods».
The user does not specify any data source, the procedure runs with 
the initial settings that can be changed in the future: the size of the control 
samples, standards cleaning array, etc. The steps of the identification of the 
foreign object are shown on the diagram (Fig. 1).
Figure 1. The general scheme of identification foreign object procedure
During pre-processing the data from current video frame are treated 
for further use in other stages of processing, and sequential analysis. The 
main phase of identification is the comparing each test texture with the 
accumulated textures (with an array of standards or an array of foreign ob-
jects), as the result of analysis system concludes the existence and location 
of a suspicious object in the video frame.
Detection mode is performed after the user-defined target. The target 
can be selected from an array of accumulated textures or pre-stored sam-
ples. The steps of the detection of moving targets are given in the diagram 
(Fig. 2).
Current video frame data is processed on pre-treatment step and a step 
of partitioning the field (control samples). Analysis of the results of the 
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comparison of each test sample with a reference (target), allows to de-
termine the location of the current video frame – new coordinates of the 
intended target.
Figure 2. The general scheme of the moving target detection procedures
Within the information technology graphics processing task of impos-
ing individual video frames on the map, which can be solved by the meth-
ods of orthorectification [22].
For an aerial photo orthorectification system needs to calculate the 
transformation parameters using the image points and the corresponding 
points on the map. Depending on the type of conversion, the required 
number of points determines the transform coefficients. For example, 
for a perspective transformation four pairs of reference points are re-
quired [22].
At the moment, the authors developed algorithms of perspective, bi-
linear and polynomial transformations using spline transformations on the 
basis of local polynomial interpolation splines [23, 24].
Description of the interface developed software UASAnalizer. The 
main window of UASAnalizer visually divided into two areas: on the left – 
the area of  the video and display the results of the processing panel, on the 
right – the map area.
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When you click on the «Start» video from the UAV starts playing, 
and the map shows current location of aircraft. General view of the user 
interface is shown on the figure (Fig. 3).
Figure 3. Flight data processing. 1 – add mark button, 2.3 – marks on the map, 
4 – the frame of video, 5 – the button to open the options panel
The user can put a mark on the map at the current time by pressing 
«Add Mark» button (Figure 1, 2, 3).
Below the video display area placed panels, which are provided with 
the results of the identification of objects in the video similar to the target 
object. Since the procedure is performed in two independent lines, the re-
sults are displayed in two lists. The objects can be manipulated with the 
following actions:
1) right click on the object: put a note on the map with the location of 
the aircraft at the time the sample was captured (Figure 3);
2) left-click on the object: shows window with a video frame received 
at the time the sample was captured (Figure 4).
After clicking on the mark the UAV is commanded to fly on the given 
location.
The button «Options» (Figure 5) allows you to go to the options panel, 
which allows: define the sizes of control samples, thresholds, etc., change 
the mode of the video processing module («auto» or «detect»), to clean up 
the reference array of textures and download new samples.
Orthorectification module allows automated tying shots to geographic 
coordinates to create the actual maps. The module is implemented as a 
single term. Interaction with the main part of the software package is based 
on tiles. Working window of the module is represented by three areas: 
1 – the area of the image selection, 2 – working area, 3 – results area (Fig. 4).
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Figure 4. Binding image from the flight to geomap. 1 – select the area for bind, 
2 – working area, 3 – results
Images from UAV and corresponding geographical coordinates are 
uploaded to the specific database. If it is necessary, the user can attach 
an image to the geo map. To do this: choose an image, select the type of 
conversion, set control points using the mouse. Conversion calculations 
and displaying the results are performed automatically after installing the 
required number of points.
Currently implemented perspective (4 points), bilinear (4 points) and 
polynomial (6 points) transformations. An example of binding the image 
with the perspective transformation is shown on figure 4. With the help of 
linked images you can build a separate map layer that is displayed in the 
map area of the main program.
Conclusions and further research. Presented software UASAnalizer 
within the information technology of image data from UAV which allows 
operator to perform the following tasks: determining the current position 
of UAV and display the trajectory of its flight, the loaction of suspicious 
objects and picking them with marks, recognition of foreign objects in the 
video, overlay video sequence of individual frames on a map using meth-
ods orthorectification.
The methods used for computing allow multiple threads to substan-
tially increase the processing speed and allows the real time processing of 
video.
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The implementation of information technology can be used to create a 
workplace for second external pilot of UAV.
The software has been tested using data from UAV M – 10 «OKO», 
which is constructed in center of unmanned aircraft development «Vi-
rage», National Aviation University, Ukraine.
Further research: developing methods for automate the creation of 
maps, the organization better interact with the UAV, etc.
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