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Abstract
Let Q be a tame connected quiver and d a prehomogeneous dimension vector for Q. Then the set
of common zeros of all non-constant semi-invariants for d-dimensional representations of Q is not
too far from being a complete intersection. In fact, there is a bound  4 on the difference between
the number of generators for an ideal defining the zero set and its codimension.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let k be an algebraically closed field, and let Q = (Q0,Q1, t, h) be a finite quiver; i.e.,
a finite set Q0 = {1, . . . , n} of vertices and a finite set Q1 of arrows α : tα → hα, where tα
and hα denotes the tail and the head of α, respectively.
A representation of Q over k is a collection (X(i); i ∈ Q0) of finite-dimensional k-
vector spaces together with a collection (X(α) : X(tα) → X(hα); α ∈ Q1) of k-linear
maps. A morphism f : X → Y between two representations is a collection (f (i) : X(i) →
Y (i)) of k-linear maps such that
f (hα) ◦ X(α) = Y (α) ◦ f (tα) for all α ∈ Q1.
By σ(X) we denote the number of pairwise non-isomorphic indecomposable direct
summands occurring in a decomposition of X into indecomposables. According to the
E-mail address: christine.riedtmann@math-stat.unibe.ch.0021-8693/$ – see front matter  2004 Elsevier Inc. All rights reserved.
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X of Q is the vector
dimX = (dimX(1), . . . ,dimX(n)) ∈ NQ0 .
We denote the category of representations of Q by rep(Q), and for any vector d =
(d1, . . . , dn) ∈ NQ0 ,
rep(Q,d) =
∏
α∈Q1
Mat(dhα × dtα, k)
is the vector space of representations X of Q with X(i) = kdi , i ∈ Q0. The group
Gl(d) =
n∏
i=1
Gl(di, k)
acts on rep(Q,d) by (
(g1, . . . , gn)  X
)
(α) = ghα ◦X(α) ◦ g−1tα .
Note that the Gl(d)-orbit of X consists of the representations Y in rep(Q,d) which are
isomorphic to X.
We call d a prehomogeneous dimension vector if rep(Q,d) contains an open orbit
Gl(d)  T . Such a representation T is characterized by Ext1Q(T ,T ) = 0 [6]. If Q admits
only finitely many indecomposable representations, or equivalently if the underlying
graph of Q is a disjoint union of Dynkin diagrams A, D, or E [1], every vector d
is prehomogeneous. Indeed, any representation is a direct sum of indecomposables and
therefore rep(Q,d) contains finitely many orbits, one of which must be open.
Let d be prehomogeneous, and let f1, . . . , fs ∈ k[rep(Q,d)] be the irreducible monic
polynomials whose zeros Z(f1), . . . ,Z(fs) are the irreducible components of codimension
1 of rep(Q,d) \ Gl(d)  T , where Gl(d)  T is the open orbit. It is easy to see that
g · fi = χi(g)fi
for g ∈ Gl(d), where χi : Gl(d) → k∗ is a character. A regular function with this property
is called a semi-invariant. By [7], any semi-invariant is a scalar multiple of a monomial in
f1, . . . , fs , and f1, . . . , fs are algebraically independent. We denote by
ZQ,d =
{
X ∈ rep(Q,d): fi(X) = 0, i = 1, . . . , s
}
the closed subscheme of rep(Q,d) of common zeros of all non-constant semi-invariants.
Now suppose Q is tame and connected; i.e., the underlying non-oriented graph |Q|
of Q is either a Dynkin diagram An,Dn,E6,E7,E8 or an extended Dynkin diagram
A˜n, D˜n, E˜6, E˜7, E˜8. In [5] G. Zwara and I proved that ZQ,d is a complete intersection
for any prehomogeneous dimension vector d in case |Q| = An or A˜n and that this is still
true if |Q| is one of the remaining Dynkin or extended Dynkin diagrams provided that we
assume the multiplicity λi of each indecomposable Ti in a decomposition T =⊕T λi of ai
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now is to show that ZQ,d is never too far from being a complete intersection:
Theorem. Let Q be a tame connected quiver, d a prehomogeneous dimension vector, and
assume the complement of the open orbit in rep(Q,d) has s components of codimension 1.
Then
0 γQ,d = s − codimZQ,d  γ (Q),
where
γ (Q) =

0 for |Q| = An, A˜n,
1 for |Q| = Dn,
2 for |Q| = D˜n,E6,E7,
3 for |Q| = E˜6, E˜7,E8,
4 for |Q| = E˜8.
With the possible exception of the last one, these bounds are sharp.
The paper is organized as follows: in Section 2 we recall the notions and results from
[5] we need and use them for a first reduction. That the bounds are sharp is shown in
Section 3. The remaining sections are devoted to the proofs in all cases. As the En- and
E˜n-cases surprisingly are the easiest, they are treated first, assuming the theorem for Dn.
The Auslander–Reiten theory necessary for the cases Dn and D˜n is recalled in Section 5.
2. Preliminaries
We will assume throughout that Q is tame connected, that T1, . . . , Tr are pairwise non-
isomorphic indecomposable representations of Q with Ext1(Ti, Tj ) = 0, i, j = 1, . . . , r ,
and that the representation T =⊕ri=1 T λii with λi  1 is sincere; i.e., T (l) = 0 for all
l ∈ Q0. This is no restriction as the full subquiver which supports T is a disjoint union of
tame connected quivers Q1, . . . ,Qm with
∑
γ (Qi)  γ (Q). Note that the orbit of T is
open in rep(Q,d), where d = dimT .
All varieties considered in this paper are locally closed subvarieties of some vector
space, usually some rep(Q,d); which one is always clear from the context. The term
“codimension” refers to this ambient space.
The Euler form of Q is the Z-bilinear form on ZQ0 defined by
〈d, e〉 =
∑
i∈Q0
diei −
∑
α∈Q1
dtαehα.
For X ∈ rep(Q,d), Y ∈ rep(Q, e) it can be computed as
〈d, e〉 = [X,Y ] − 1[X,Y ],
where
[X,Y ] = dimk HomQ(X,Y ) and 1[X,Y ] = dimk Ext1Q(X,Y ).
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q(d) = 〈d,d〉
associated with the Euler form is the Tits form of Q. It is positive definite or positive
semi-definite if Q is a Dynkin diagram or an extended Dynkin diagram, respectively.
For a representation U of Q, the right perpendicular category U⊥ is the full subcategory
of rep(Q) whose objects are {
Y : [U,Y ] = 1[U,Y ] = 0}.
Dually, ⊥U has as objects {
Z: [Z,U ] = 1[Z,U ] = 0}.
Note that U⊥ = ⊥(τU), where τ is the Auslander–Reiten translation for all non-projective
indecomposable direct summands of U and τ (Pl) = Il , where Pl and Il are the projective
and injective indecomposable representations associated to the vertex l ∈ Q0, respectively.
If 1[U,U ] = 0, the category U⊥ is equivalent to the category of representations of a quiver
with n − σ(U) vertices.
Thus T ⊥ contains n − r simple objects for our representation T =⊕ri=1 T λii . If S is
one of them, the set {
X ∈ rep(Q,d): [X,S] = 0}
is a component of codimension 1 of the complement
rep(Q,d) \ Gl(d)  T .
Non-isomorphic simple objects of T ⊥ lead to distinct components, and all components of
codimension 1 are obtained in this way. Thus ZQ,d is the zero set of n − r (algebraically
independent) polynomials. From now on, we will denote the underlying reduced variety of
ZQ,d by the same symbol. This will cause no confusion since we are only interested the
dimension of ZQ,d. We have the following descriptions:
ZQ,d =
{
X ∈ rep(Q,d): [X,S] = 0 for all simple objects S ∈ T ⊥}
= {X ∈ rep(Q,d): [S′,X] = 0 for all simple objects S′ ∈ ⊥T }.
The material presented here can be found in [8]; compare also [4].
Fix a sink z ∈ Q0; i.e., a vertex z which is the head of some arrows αj : yj → z,
j = 1, . . . , t , but the tail of none. The vertices y1, . . . , yt need not be distinct. Let E
be the simple projective supported at z. By Q we denote the full subquiver of Q with
Q0 = Q0 \ {z} and by d the restriction of d to Q0. Note that the orbit of the restriction
T =⊕ri=1 T λi to Q is open in rep(Q,d). As E is the simple projective supported at z, we
have
E⊥ = {X ∈ rep(Q): X(z) = 0},
which we identify with rep(Q).
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arrows βj : z′ → yj , j = 1, . . . , t . Note that the simple representation E′ of Q′ supported
at z′ is injective. Let
F : repQ −→ repQ′
be the reflection functor associated with z [1]. If E is not a direct summand of T , we have
dz 
∑t
j=1 dyj , and the dimension vector d′ = dimFT of FT is given by
d ′i =

di, i = z′
t∑
j=1
dyj − dz  0, i = z′.
Note that d′ is prehomogeneous as well. In order to compare ZQ,d with ZQ′,d′ , we
decompose:
ZQ,d =Z ′Q,d ∪˙Z ′′Q,d, ZQ′,d′ =W ′Q′,d′ ∪˙W ′′Q′,d′ ,
where
Z ′Q,d =
{
X ∈ZQ,d: [X,E] = 0
}
, Z ′′Q,d =
{
X ∈ZQ,d: [X,E] > 0
}
,
W ′Q′,d′ =
{
X′ ∈ZQ′,d′ : [E′,X′] = 0
}
, W ′′Q′,d′ =
{
X′ ∈ZQ′,d′ : [E′,X′] > 0
}
.
We will use the following results from [5]:
Summary 2.1.
(i) Z ′′Q,d =ZQ,d ×Nd, whereNd = {A ∈ Mat(dz ×
∑t
j=1 dyj ): rankA < dz}.
(ii) Z ′′Q,d = ZQ,d, σ (T ) = σ(T ) − 1, and codimNd = 0 if dz >
∑t
j=1 dyj or equiva-
lently if E is a direct summand of T .
(iii) Z ′′
Q,d = ZQ,d, σ (T ) = σ(T ), and codimNd = 1 if dz =
∑t
j=1 dyj , or equivalently
E ∈ T ⊥.
(iv) codimZ ′
Q,d = codimW ′Q′,d′ if dz <
∑t
j=1 dyj .
(v) Applying a finite sequence of reflection functors at successive sinks—or dually at
successive sources—we will reach a pair (Q,d) with ZQ,d =Z ′′Q,d for some sink z—
or dually (Q′,d′) with ZQ′,d′ =W ′′Q′,d′ for some source z′.
Next we show how, using these tools, we can reduce the proof of the theorem to the
following claim.
Claim 2.2. γ ′′Q,d = #Q0 −σ(T )− codimZ ′′Q,d  γ (Q) for all prehomogeneous dimension
vectors d.
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#Q′0 − σ(T ′) − codimW ′′Q′,d′  γ (Q′)
for any tame connected quiver Q′ with a sink z′ and any T ′ ∈ rep(Q′,d′) with an open
orbit. Note that #Q0 −σ(T ) is just the number of irreducible components of codimension 1
in the complement of the orbit of T , so in order to prove the theorem we have to show that
γQ,d = #Q0 − σ(T ) − codimZQ,d  γ (Q).
But
γQ,d = max
(
γ ′′Q,d, γ
′
Q,d
)
,
where
γ ′Q,d = #Q0 − σ(T ) − codimZ ′Q,d.
Assume the claim is true. If z is a sink with dz <
∑t
j=1 dyj we know by (iv) that
γQ,d  γ (Q) if and only if γQ′,d′  γ (Q′) = γ (Q). Up to duality, we may suppose
that after a sequence of reflection functors we reach (Q,d) with a sink z such that
dz 
∑t
j=1 dyj . But then we know by (ii) or (iii) of Summary 2.1 that ZQ,d =Z ′′Q,d. 
In order to study Z ′′Q,d we set
γQ,d = #Q0 − σ(T ) − codimZQ,d and δQ,d = γ ′′Q,d − γQ,d.
Lemma 2.3. If Q = ⋃˙tj=1Qj is the decomposition of Q into connected components, we
have
γQ,d =
t∑
j=1
γQj ,d|Qj .
Proof. As
ZQ,d =
t∏
j=1
ZQj,d|Qj ,
we see that
codimZQ,d =
t∑
j=1
codimZQj ,d|Qj .
Similarly, we have
σ(T ) =
t∑
j=1
σ(T |Qj), #Q0 =
t∑
j=1
#(Qj )0. 
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δQ,d =
{
0 if dz 
∑t
j=1 dyj ,
σ (T ) − σ(T ) − d ′
z′ if dz <
∑t
j=1 dyj .
Proof. Using Summary 2.1(i), we compute
δQ,d =
(
#Q0 − σ(T ) − codimZ ′′Q,d
)− (#Q0 − σ(T ) − codimZQ,d)
= 1 − σ(T ) + σ(T ) − codimNd.
The lemma now follows from
codimNd =
{
0 if dz >
∑t
j=1 dyj ,
d ′
z′ + 1 if dz 
∑t
j=1 dyj .

We will need to compare δQ,d with the contributions coming from the summands
T1, . . . , Tr . We set
ρ(U) = σ(U) − 1 − u′
for an indecomposable U = E, where
u = dimU(z),u′ =
(
t∑
j=1
dimU(yj )
)
− dimU(z).
Note that, if U is sincere with 1[U,U ] = 0, we have
ρ(U) = δQ,dimU .
Lemma 2.5. Suppose T =⊕ri=1 T λii is as before and δQ,d > 0, where d = dimT . Then
δQ,d 
r∑
i=1
ρ(Ti).
Proof. Any indecomposable direct summand of T is a summand of T i for some i , which
implies σ(T )
∑r
i=1 σ(T i). By Lemma 2.4 we have
δQ,d = σ(T ) − σ(T ) − d ′z′ 
r∑
i=1
(
σ(T i) − 1 − λi t ′i
)
=
r∑
i=1
(
ρ(Ti) − (λi − 1)t ′i
)

r∑
i=1
ρ(Ti)
as λi  1 and t ′  0. i
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the theorem. Note that q(dimTi) = 1, i = 1, . . . , r .
Proposition 2.6.
(i) For U = E indecomposable with q(dimU) = 1,{ |u − u′| 1 if |Q| is a Dynkin diagram,
|u − u′| 2 if |Q| is an extended Dynkin diagram.
(ii) If U = E is indecomposable, there is an inequality
ρ(U) u − 1.
Proof. (i) We compute
q(dimU ± dimE) = 2 ± (〈dimU,dimE〉 + 〈dimE,dimU〉)= 2 ± (−u′ + u).
As q is positive definite or positive semidefinite according as |Q| is Dynkin or extended
Dynkin, respectively, we obtain (i).
(ii) It is easy to see that
σ(U)
t∑
j=1
dimU(yj ) = u + u′,
which implies that
ρ(U) = σ(U) − 1 − u′  u − 1. 
3. The bounds are sharp
For every Dynkin or extended Dynkin diagram except E˜8, we exhibit a quiver Q with
a unique sink and a sincere vector d ∈ NQ0 with q(d) = 1 such that ρ(U) = γ (Q) for the
indecomposable representation U in rep(Q,d) whose orbit is open. As
ρ(U) = δQ,d  γ ′′Q,d  γ (Q),
this implies the bound is reached for Q. Other orientations on the same underlying graph
can be obtained using reflection functors. Checking that q(d) = 1 and that σ(U) has the
value claimed is left to the reader. We write di in the position i ∈ Q0 in our pictures.
The correct bound for E˜8 might be 3 only.
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1
2 2 · · · 2 1
1
D˜n σ (U) = 4
1 1
3 2 2 · · · 2 2
1 1
E6 1 2 3 2 1
1
σ(U) = 5
E7 1 2 3 2 1 1
1
σ(U) = 5
E8 1 3 4 4 3 2 1
2
σ(U) = 7
E˜6 1 2 4 2 1
2
1
σ(U) = 6
E˜7 1 2 3 4 4 2 1
2
σ(U) = 6
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We prove Claim 2.2 in case |Q| is E6,E7,E8, E˜6, E˜7, or E˜8. As
t∑
j=1
γ (Qj ) γ (Q)
for Q = ⋃˙tj=1Qj , and since by definition
γ ′′Q,d = γQ,d + δQ,d,
we may assume δQ,d > 0. Note that here we use that the theorem holds for An and Dn. As
δQ,d > 0, we know that d ′z′ > 0.
Suppose γQ,d > 0. If codimZQ,d  1, ZQ,d is a complete intersection and thus
γQ,d = 0. So
codimZQ,d = #Q0 − σ(T ) − γQ,d  2.
We compute
γ ′′Q,d = γQ,d + δQ,d = γQ,d +
(
σ(T ) − σ(T ) − d ′z′
)
 #Q0 − 2 − σ(T ) − d ′z′  #Q0 − 5 γ (Q)
as σ(T ) 1 and d ′
z′  1.
So we are left with γQ,d = 0. The case σ(T ) = 1 is taken care of by the next lemma;
remember that q(dimT1) = 1 and that δQ,d  δQ,dimT1 = ρ(T1).
Lemma 4.1. Let U = E be indecomposable with q(dimU) = 1. Then we have
ρ(U) γ (Q).
Proof. By Proposition 2.6(ii), we know
ρ(U) = σ(U) − 1 − u′  u − 1,
which implies
2ρ(U) σ(U) + (u − u′) − 2.
Note that σ(U) #Q0 = #Q0 − 1 as U has an open orbit in rep(Q,d).
If |Q| = E6,E7, or E8, Proposition 2.6(i) tells us that
2ρ(U) (#Q0 − 1) + 1 − 2 = #Q0 − 2,
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#Q0 − 2
2
]
 γ (Q).
In case |Q| = E˜6, E˜7, or E˜8, an analogous argument yields
ρ(U)
[
#Q0 − 1
2
]
 γ (Q). 
Finally, suppose γQ,d = 0 and σ(T ) 2. Recall that
γ ′′Q,d = δQ,d = σ(T ) − σ(T ) − d ′z′  #Q0 − 1 − σ(T ) − d ′z′ .
As #Q0 − 5  γ (Q) and d ′z′ > 0, the claim is true for σ(T )  3. Suppose σ(T ) = 2;
i.e., T = T λ11 ⊕ T λ22 . Assume ρ(T1)  ρ(T2) and recall from Lemma 2.5 that δQ,d 
ρ(T1)+ρ(T2). In case |Q| is a Dynkin diagram and δQ,d  2, we see that either ρ(T1) 2
and hence t ′1  2 by Proposition 2.6(i) or else ρ(T1) = ρ(T2) = 1 and thus t ′1  1, t ′2  1,
again by Proposition 2.6(i). In both cases
d ′z′ = λ1t ′1 + λ2t ′2  2.
If |Q| is an extended Dynkin diagram and δQ,d  4, an analogous argument yields that
d ′
z′  2. 
5. Preliminaries for the proof in case |Q| =Dn or D˜n
In this paragraph, we collect the facts about representations of a quiver K with
|K| = Dm we need for the proof. We label the vertices of K as follows:
m − 1
1 2 3 · · · m − 2
m
By K we denote the quiver with underlying graph |K| for which all arrows “point to
the right;” i.e., if there is an edge i − j in |K|, i < j , there is an arrow α : i → j in K . The
translation quiver ZDm is defined as follows ([3] or [2]): Start from Z× K and add an arrow
(i, j) → (i + 1, j − 1) for i ∈ Z and 2 j m− 1, and an arrow (i,m) → (i + 1,m− 2)
for i ∈ Z. The translation is given by τ (i, j) = (i − 1, j). We call a vertex (i, j) of ZDm
low if j m − 2 and high if j m − 1. Two high vertices (i, j), (p, q) are congruent if
i + j ≡ p + q mod 2. The high vertices (i,m − 1) and (i,m) will be called adjacent.
The Auslander–Reiten quiver ΓK of K can be viewed as a subquiver of ZDm in the
following manner: Embed the opposite quiver Kop in ZDm as a section; i.e., in such a way
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ν(i, j) of a vertex to be (i + m − 2, j) if (i, j) is low and to be the high vertex with first
coordinate i + m − 2 which is congruent to (i, j) if (i, j) is high. Then the Auslander–
Reiten quiver ΓK of K can be identified with the full subquiver of ZDm whose vertices lie
between Kop and ν(Kop) [2].
We recall from [2] the dimensions of the spaces of morphisms Hom((i, j), (k, l)) in the
mesh category k(ZDm), or equivalently in repK if (i, j), (k, l) belong to ΓK :
Proposition 5.1.
(i) dim Hom((i, j), (k, l)) 2,
(ii) dim Hom((i, j), (k, l)) = 2 if and only if j, l  m − 2 and i + 1  k  i + j − 1,
i + m − 1 k + l  i + j + m − 3.
(iii) dim Hom((i, j), (k, l)) 1 if and only if one of the following conditions is satisfied:
(a) j m − 2, i  k  i + j − 1, and i + j  k + l,
(b) j m − 2, l m − 2, i + m − 1 k + l  i + j + m − 2, k  i +m − 2,
(c) j ∈ {m − 1,m}, l m − 2, i + m − 2 k + l, and k  i + m − 2,
(d) j, l ∈ {m − 1,m}, k  i + m − 2, (k, l) congruent to (i, j).
Lemma 5.2.
(i) If V is an indecomposable representation of K , either dimV (x) 1 for all x or
1
dimV = 0 · · ·0 1 · · ·1 2 · · ·2
1
and dimV contains at least one 2 and at least three 1.
(ii) (a) In case {m − 1,m} consists of a sink and a source, an indecomposable
representation V of K corresponds to a high vertex of ΓK if and only if either
V is the one dimensional representation supported at m − 1 or m or else
1
dimV = 0 · · ·0 1 · · ·1
1
or
0
dimV = 0 · · ·0 1 · · ·1
0
.
(b) In case {m−1,m} consists of either two sinks or two sources, an indecomposable
representation V of K corresponds to a high vertex of ΓK if and only if
1
dimV = 0 · · ·0 1 · · ·1
0
or
0
dimV = 0 · · ·0 1 · · ·1
1
.
(c) The pairs of dimension vectors exhibited in (a) and (b) correspond to pairs of
adjacent high vertices.
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dimk V (x) = dimk Hom(Px,V ),
where Px is the projective indecomposable corresponding to the vertex x of K . The lemma
follows from Proposition 5.1 and the fact that the projective indecomposables lie on a
section of ZDm in such a way that the coordinates of Px are (i, x) for some i ∈ Z. 
Lemma 5.3. Suppose P1 = (i,1).
(i) A complete list of representatives of isomorphism classes of indecomposable represen-
tations V of K with V (1) = 0 is given by
{
Vj = (i, j): j = 1, . . . ,m
}
∪{Vj = (i − m + j,2m− 1 − j): j = m + 1, . . . ,2m− 2}
(ii) dimk End
( 2m−2⊕
j=1
V
µj
j
)
 1
2
2m−2∑
j−1
j =m−1,m
µ2j +
1
2
( 2m−2∑
j=1
µj
)2
.
Proof. (i) follows from Proposition 5.1, which yields as well that
dimk End
( 2m−2⊕
j=1
V
µj
j
)
=
∑
jk
µjµk − µm−1µm,
since
[Vj ,Vk] =
{
0, k < j or (k, j) = (m,m − 1)
1, k  j and (k, j) = (m,m − 1).
(ii) now follows from
∑
jk
µjµk − µm−1µm = 12
( 2m−2∑
j=1
µj
)2
+ 1
2
2m−2∑
j=1
µ2j − µm−1µm
and
1
2
(µm − µm−1)2  0. 
Lemma 5.4. Suppose P2 = (i,2), let Vj be defined as in the preceding lemma, and set
Wj := τ−1(Vj ), j = 1, . . . ,2m − 2. Note that Wm−2 = Vm+1.
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V (2) = 0 is
{Vj : j = 2, . . . ,2m − 2} ∪
{
Wj : j = 1, . . . ,2m− 3, j = m − 2
}
.
(ii)
dimk End
( 2m−2⊕
j=2
V
µj
j ⊕
2m−3⊕
j=1
j =m−2
W
νj
j
)
 1
2
2m−2∑
j=2
j =m−1,m,m+1
µ2j +
1
2
( 2m−2∑
j=2
µj
)2
+ 1
2
( 2m−3∑
j=1
j =m−2,m−1,m
ν2j
)
+ 1
2
( 2m−3∑
j=1
νj
)2
,
where we set νm−2 = µm+1.
Proof. As before, Proposition 5.1 yields (i) and
dimk
(
End
( 2m−2⊕
j=2
V
µj
j ⊕
2m−3⊕
j=1
j =m−2
W
νj
j
))

∑
jk
µjµk − µm−1µm
+
∑
jk
νj νk − νm−1νm − ν2m−2.
An easy computation gives the desired conclusions. 
6. Proof of the theorem in case |Q| =Dn
Throughout this section, Q is a quiver with |Q| = Dn. As usual, z is a sink of Q and Q
the full subquiver with (Q)0 = Q0 \ {z}. We say that Q is of A-type if the underlying graph
of each connected component of Q is Am for some m. If Q is not of A-type, we denote by
K the unique connected component of Q with |K| = Dm for some m < n. Note that
γQ,d =
{
0, Q is of A-type,
γK,d|K, otherwise.
Proposition 6.1. If T contains a high vertex H of ΓQ as a direct summand, ZQ,d is a
complete intersection, or equivalently, γQ,d = 0.
Proof. We proceed as in Section 2. If T contains the high vertex H as a direct summand,
FT will containFH , whereF is the reflection functor associated with the sink z, except in
376 Ch. Riedtmann / Journal of Algebra 279 (2004) 362–382case H = E is the simple projective supported at z. Note that FH is again a high vertex by
Lemma 5.2. Applying a sequence of reflection functors which do not affect our hypothesis,
we may suppose that either E is a direct summand of T or else belongs to T ⊥. In either
case we know that γQ,d = γQ,d by Lemma 2.4. If Q is of A-type, our proposition is proved;
this includes the case that E = H . Otherwise, the restriction of H to K is still a high vertex
of ΓK by Lemma 5.2, and we conclude by induction on #Q0. 
Proposition 6.2. We have δQ,d  1; equality implies that T contains two adjacent high
vertices of ΓK as direct summands in case Q is not of A-type.
Proof. Suppose δQ,d > 0, and recall from Lemma 2.5 that
δQ,d 
r∑
i=1
ρ(Ti)
and from Proposition 2.6(ii) that
ρ(U) = σ(U) − 1 − u′  u − 1
for any indecomposable U = E. We see that necessarily ρ(Ti)  1 and therefore ti =
dimTi(z) 2 for some i .
Number the vertices of |Q| in the following way:
n − 1
1 2 · · · n − 2
n
Recall from Proposition 5.1 that dimU(x)  1 for all indecomposables U if x ∈
{1, n−1, n}. As ti(z) 2 for some i , z belongs to {2,3, . . . , n−2}. We define Q− and Q+
to be the full subquivers of Q containing all vertices x < z and x > z, respectively. Note
that Q− is connected of A-type whereas |Q+| can equal A1 ∪˙ A1, A3, or Dm depending
on the position of z.
If U is indecomposable with dimU(z) = u = 2, the dimension vector of the restriction
U |Q+ of U to Q+ is
1
dimU = 2 · · ·2
1
.
Since U |Q+ has an open orbit, it is the direct sum of two non-isomorphic indecomposables
H1 ⊕ H2, which according to Lemma 5.2 are adjacent high vertices of ΓK in case Q+ is
not of A-type. Note that for any other indecomposable V with dimV (z) = 2, we have
V |Q+ = H1 ⊕ H2 as well. On the other hand, the restriction U |Q− of U to Q− does
depend on U ; it is a direct sum of u′ non-isomorphic indecomposables.
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t1 = · · · = tq = 2, tq+1 = · · · = tr  1,
and set T0 = ⊕qi=1 T λii . Note that ρ(Ti)  0 for i = q + 1, . . . , r and that q  1. We
compute
δQ,d = σ(T ) − σ(T ) −
r∑
i=1
λit
′
i  σ(T0) − q −
q∑
i=1
λi t
′
i +
r∑
i=q+1
ρ(Ti)
 2 +
q∑
i=1
t ′i − q −
q∑
i=1
λi t
′
i  2 − q  1. 
Proof of the theorem. Recall from Section 2 that we only need to prove
γ ′′Q,d = γQ,d + δQ,d  1.
In case Q is of A-type, γQ,d = 0, and we are done by Proposition 6.2. Otherwise, we may
assume by induction on #Q0 that γQ,d  1. In case δQ,d  0, this ends the proof. If on the
other hand δQ,d > 0, we know that T contains a high vertex H of ΓK as a direct summand,
which implies γQ,d = 0 by Proposition 6.1, and again γ ′′Q,d = δQ,d  1. 
7. Proof of the theorem in case |Q| = D˜n
Let Q be a quiver with |Q| = D˜n, and fix a sink z of Q. We will consider the cases that
z is univalent or has more than one neighbour separately.
First case. Suppose z has more than one neighbour. We will treat explicitly the “general”
case that z has two neighbours y1 and y2; we leave it to the reader to adapt our proof to
the cases of 3 or 4 neighbours. Denote by Q1 and Q2 the full connected subquivers of Q
containing y1 and y2, respectively. Then |Q1| and |Q2| are Dm and Dp , respectively, where
m,p  3.
Lemma 7.1. Let U = E be an indecomposable representation of Q. Then
q(dimU) = q(dimU |Q1) + q(dimU |Q2) − uu′,
where u = dimU(z), u′ =∑2j=1 dimU(yj) − u.
Proof. As
q(dimU) = q(dimU |Q1) + q(dimU |Q2) + u2 − u
(
dimU(y1) + dimU(y2)
)
by definition, the result follows. 
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indecomposable representation V of Q1 arising as a direct summand of U |Q1, we have
[Py1,V ] > 0, which implies that
U |Q1 =
2m−2⊕
j=1
V
µj
j
for some µj  0, where {V1, . . . , V2m−2} are the indecomposables with [Py1,V ] = 0
numbered as in Lemma 5.3. Since U has an open orbit, U |Q1 does as well, and we see that
1[U |Q1,U |Q1] = 0. Therefore we can apply Lemma 5.3 and compute:
q(dimU |Q1) = [U |Q1,U |Q1] 12
2m−2∑
j=1
j =m−1,m
µ2j +
1
2
( 2m−2∑
j=1
µj
)2
.
Note that
µ :=
2m−2∑
j=1
µj = dimU(y1)
as dimVj (y1) = 1, j = 1, . . . ,2m − 2.
In a similar way, if we denote the indecomposable representations W of Q2 with
[Py2,W ] = 0 by {W1, . . . ,W2p−2}, we have
q(dimU |Q2) 12
2p−2∑
k=1
k =p−1,p
ν2k +
1
2
ν2
for some ν1, . . . , ν2p−2  0, where
ν =
2p−2∑
k=1
νk = dimU(y2).
Setting
χ = u′ − u
and using µ + ν = u + u′, we see that
u = u + u
′
− χ = µ + ν − χ and u′ = u + u
′
+ χ = µ + ν + χ ,2 2 2 2 2 2 2 2
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uu′ =
(
µ + ν
2
)2
−
(
χ
2
)2
.
Now we plug all this information into the formula from Lemma 7.1. Assuming
q(dimU) = 1 and using
1
2
µ2 + 1
2
ν2 −
(
µ + ν
2
)2
=
(
µ − ν
2
)2
 0,
we obtain
1 = q(dimU) 1
2
2m−2∑
j=1
j =m−1,m
µ2j +
1
2
2p−2∑
k=1
k =p−1,p
ν2k +
(
χ
2
)2
. (∗)
Let
σl(U) = #{j = 1, . . . ,2m − 2, j = m − 1,m: µj = 0}
+ #{k = 1, . . . ,2p − 2, k = p − 1,p: νk = 0}
and
σh(U) = σ(U) − σl(U)
be the number of low and high vertices, respectively, occurring as direct summands of U .
From (∗) we obtain
σl(U) 2 − |χ |.
Since σ(U) u + u′ = µ + ν and u′ = µ+ν2 + χ2 , we conclude that
ρ(U) = σ(U) − u′ − 1 = σ(U) −
(
µ + ν
2
+ χ
2
)
− 1
 σ(U)
2
− χ
2
− 1 = 1
2
(
σh(U) + σl(U) − χ − 2
)
 1
2
σh(U)
and thus
σl(U) − u′ − 1 = ρ(U) − σh(U)−12σh(U).
We are now ready to finish the proof in the first case. We need to show that
γ ′′ = γ + δQ,d  2.Q,d Q,d
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ables in {Vm−1,Vm,Wp−1,Wp} occurring as direct summands of T , and we compute
δQ,d = σ(T ) − σ(T ) −
r∑
i=1
λit
′
i  σh(T ) +
r∑
i=1
(
σl(T i) − t ′i − 1
)
 σh(T ) − 12
r∑
i=1
σh(T i)
1
2
σh(T ) 2.
If δQ,d = 2, we must have σh(T ) = 4, and then each of the modules T |Q1 and T |Q2
contains a high direct summand. By Proposition 6.1 we know γQ,d = 0 and therefore
γ ′′Q,d  2. In case δQ,d = 1 we have σh(T ) 2. As at least one of the restrictions T |Q1 or
T |Q2 contains a high direct summand we conclude γQ,d  1 and again γ ′′Q,d  2. If one of
the quivers Q1 or Q2 is of A-type, the notion of a high vertex is not defined, but there is
still no contribution to γQ,d. 
Second case. Suppose z has just one neighbour y . In analogy with the first case we have:
Lemma 7.2. Let U = E be an indecomposable representation of Q. Then
q(dimU) = q(dimU) − uu′,
where u = dimU(z), u′ = dimU(y) − u.
Note that |Q| = Dn and number the vertices as in Section 6. Let Py be the
projective representation of Q corresponding to the vertex y = 2. For any indecomposable
representation V arising as a direct summand of U , we have [Py,V ] = 0, which implies
that
U =
2n−2⊕
j=2
V
µj
j ⊕
2n−3⊕
j=1
j =n−2
W
νj
j ,
where {V2, . . . , V2n−2,W1, . . . ,W2n−3} are the indecomposables with [Py,V ] = 0 num-
bered as in Lemma 5.4.
Setting
νn−2 = µn+1, µ =
2n−2∑
j=2
µj , and ν =
2n−3∑
j=1
νj
and using that
dimVj (y) =
{
1, j = 2, . . . ,2n − 2, j = n + 1,
2, j = n + 1,
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dimWj(y) =
{
1, j = 1, . . . ,2n− 3, j = n − 2,
2, j = n − 2,
we see that
u + u′ = dimU(y) =
2n−2∑
j=2
j =n+1
µj + 2µn+1 +
2n−3∑
j=1
j =n−2
νj = µ + ν.
Assuming that q(dimU) = 1 and applying Lemma 5.4, we obtain as in the first case:
1 = q(dimU) 1
2
2n−2∑
j=2
j =n−1,n,n+1
µ2j +
1
2
2n−3∑
j=1
j =n−2,n−1,n
ν2j +
(
χ
2
)2
,
where χ = u′ − u.
Now we set
σ ′l (U) = #{j = 2, . . . ,2n − 2, j = n − 1, n,n + 1: µj = 0}
+ #{j = 1, . . . ,2n − 3, j = n − 2, n − 1, n: νj = 0}
and
σ ′h(U) = σ(U) − σ ′l (U).
We follow the same strategy as in the first case and obtain successively:
σ ′l (U) 2 − |χ |, ρ(U)
1
2
σ ′h(U), and σ ′l (U) − u′ − 1−
1
2
σ ′h(U).
In order to finish the proof in the second case we have to show
γ ′′Q,d = γQ,d + δQ,d  2.
As γQ,d  1 we may assume δQ,d > 0. We compute
δQ,d = σ(T ) − σ(T ) −
r∑
i=1
λi t
′
i  σ ′h(T ) −
(
r∑
i=1
σl(T i) − t ′i − 1
)
 1
2
σ ′h(T ),
where σ ′h(T ) is the number of representations in {Vn−1,Vn,Vn+1,Wn−1,Wn} arising as
direct summands of T . As T has an open orbit and 1[Wn−1,Vn−1] = 1[Wn,Vn] = 1, we
must have σ ′ (T ) 3 and we see that δQ,d  1, and as |Q| = Dn we know γ  1. h Q,d
382 Ch. Riedtmann / Journal of Algebra 279 (2004) 362–382Remark 7.3. As a by-product, we obtain in both cases that U contains at most 6
isomorphism classes of indecomposables as direct summands, at most 4 of which can have
multiplicity > 1.
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