The notion of disjoint weighing matrices is introduced as a generalization of orthogonal designs. A recursive construction along with a computer search lead to some infinite classes of disjoint weighing matrices, which in turn are shown to form commutative association schemes with 3 or 4 classes.
Introduction
A weighing matrix of order n and weight w, denoted W (n, w), is an n × n (0, 1, −1)matrix W such that W W ⊤ = wI n , where I n denotes the identity matrix of order n. An orthogonal design of order n and type (w 1 , . . . , w k ) in variables x 1 , . . . , x k , denoted by OD(n; w 1 , . . . , w k ), is a square (0, ±x 1 , . . . , ±x k )-matrix D, where x 1 , . . . , x k are distinct commuting indeterminates, such that DD ⊤ = (w 1 x 2 1 + · · · + w k x 2 k )I n .
Splitting the matrix D = k i=1 x i W i , where each W i is a weighing matrix W (n, w i ), then k i=1 W i is a (0, 1, −1)-matrix. Furthermore, the weighing matrices W i satisfy the antiamicability condition W i W ⊤ j + W j W ⊤ i = O n for any distinct pair i, j. The antiamicability condition imposes restrictions on the number of disjoint weighing matrices stemming from orthogonal designs. Relaxing this condition provides a much larger class of disjoint weighing matrices enjoying very nice properties. This has motivated us to study these matrices. For a (0, 1, −1)-matrix X, denote by |X| the matrix obtained by replacing −1 with 1 in X.
Definition 1.1. Let n, k, w 1 , . . . , w k be positive integers and W i a weighing matrix of order n and weight w i for i ∈ {1, . . . , k}. If W i are disjoint, that is k i=1 |W i | is a (0, 1)-matrix, then we call W 1 , . . . , W k disjoint weighing matrices denoting it by DW (n; w 1 , . . . , w k ).
The variety of applications of disjoint weighing matrices include their use in the construction of Bush-type Hadamard matrices [6] , their role as the building blocks of orthogonal designs and their use in the construction of symmetric group divisible designs and association schemes [8] . Craigen [2] used these matrices in his study of disjoint weighing designs. Our focus in this paper is on skew-symmetric disjoint weighing matrices with equal weights whose sum is as large as possible with only diagonal entries zero. We will be using the notation DW(n; [ n−1 k ] k ) to show the existence of k disjoint weighing matrices of order n and weight n−1 k . In Section 2, we construct skew-symmetric DW(n; [ n−1 3 ] 3 ) for n ∈ {7 · 4 m , 10 · 4 m , 17 · 4 m } and also DW(2 mn , [ 2 mn −1 2 n −1 ] 2 n −1 ) by using the Goethals-Seidel arrays and a new recursive method. In Section 3, we make use of the constructed disjoint weighing matrices and specific Hadamard matrices to construct commutative association schemes with 3 or 4 classes.
A recursive construction
For circulant n × n (0, 1, −1)-matrices A, B, C, D, a Goethals-Seidel array is
where R is the back identity matrix of order n. If A is skew-symmetric and AA ⊤ + BB ⊤ + CC ⊤ + DD ⊤ = wI n , then the Goethals-Seidel array provides a skew-symmetric weighing matrix of order 4n and weight w. Note that for w = n − 1, it must be that n is odd since for even n, skew-symmetric matrix A has at least two zeros in each row. We use this array to construct skew-symmetric DW(n; [ n−1 3 ] 3 ) for some small values of n through a computer search. This can be done only when n is 4 congruent modulo 24. Lemma 2.1. There exist skew-symmetric DW(28; 9, 9, 9) and DW(52; 17, 17, 17).
Proof. The following row vectors a i , b i , c i , d i (i = 1, 2, 3) are the first rows of circulant matrices being used in Goethals-Seidel array in order to construct three skew-symmetric weighing matrices of order 28 and weight 9: a 1 = (0, 1, 0, 0, 0, 0, −1), a 2 = (0, 0, 0, 1, −1, 0, 0), a 3 = (0, 0, 1, 0, 0, −1, 0), b 1 = (0, 0, 0, 1, 0, 1, 0), b 2 = (0, 0, 0, 0, 0, 0, 1), b 3 = (−1, 1, 1, 0, 1, 0, 0), c 1 = (0, 0, 0, 0, 0, 1, 0), c 2 = (−1, 1, 1, 0, 1, 0, 0), c 3 = (0, 0, 0, 1, 0, 0, 1), d 1 = (−1, 1, 1, 0, 1, 0, 0), d 2 = (0, 0, 0, 0, 0, 1, 1), d 3 = (0, 0, 0, 1, 0, 0, 0).
For the other case, we use the following row vectors a i , b i , c i , d i (i = 1, 2, 3) as the first rows of circulant matrices being used in Goethals-Seidel array in order to construct three skew-symmetric weighing matrices of order 52 and weight 17: a 1 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), b 1 = (1, −1, −1, −1, −1, 0, −1, 0, 0, 0, 0, 0, 0), c 1 = (1, −1, 1, 1, −1, −1, 0, 0, 0, 0, 0, 0, 0), d 1 = (0, 0, 0, 0, −1, 0, 0, 1, −1, 0, −1, 0, 1), a 2 = (0, 1, 0, 1, 1, −1, 0, 0, 1, −1, −1, 0, −1), b 2 = (0, 0, 0, 0, 0, −1, 0, 0, 1, −1, 0, −1, 0), c 2 = (0, 0, 0, 0, 0, 0, −1, 0, 0, −1, −1, 0, 0), d 2 = (0, 0, 0, 0, 0, 0, −1, 0, 0, 0, 0, −1, 0), a 3 = (0, 0, 1, 0, 0, 0, 1, −1, 0, 0, 0, −1, 0), b 3 = (0, 0, 0, 0, 0, 0, 0, −1, 0, 0, −1, 0, −1), c 3 = (0, 0, 0, 0, 0, 0, 0, −1, 1, 0, 0, −1, −1), d 3 = (1, 1, 1, −1, 0, 1, 0, 0, 0, −1, 0, 0, 0).
Remark 2.2. No orthogonal OD(52; 17, 17, 17) is known to exist. The weighing matrices obtained in the preceding lemma are not mutually antiamicable. Noting that there is no compelling reason that an OD(52;17,17,17) may exist and an exhaustive computational search for it requires a long time shows how useful the disjoint weighing matrices are.
By [5] , an OD(40; 13, 13, 13) exists which results in the following.
Lemma 2.3. There exist skew-symmetric DW(40; 13, 13, 13).
In the sequel, we use J n to denote the all one matrix of order n.
Lemma 2.4. For any positive integer m, there exist symmetric Hadamard matrices H 1 , . . . , H 2 m −1 of order 2 m and skew-symmetric signed permutation matrices K 1 , . . . , K 2 m −1 of order 2 m satisfying
Proof. For m = 1, the desired matrices are
For m ≥ 2, we prove the statement by induction on m simultaneously with the following fact that there exist symmetric Hadamard matrices L 1 , . . . , L 2 m −1 of order 2 m and symmetric signed permutation matrices
Assume that the case of m is true, namely there exist pairs (H i , K i ) and (L i , M i ) (i ∈ {1, . . . , 2 m − 1}) satisfying (1), (2) and (a), (b) respectively. Then the following are pairs of symmetric Hadamard matrices and skew-symmetric signed permutation matrices satisfying (1) and (2):
and the following are pairs of symmetric Hadamard matrices and symmetric signed permutation matrices with diagonals 0 satisfying (a) and (b):
This completes the proof.
We are now ready to present a recursive construction for skew-symmetric disjoint weighing matrices.
. . , k}) be such that each H i is a symmetric Hadamard matrix of order k + 1 and each K i is a skew-symmetric signed permutation matrix of order k + 1 satisfying
which implies thatW i is a weighing matrix of order (k+1)(km+1) and weight (k+1)m+1.
as desired.
Applying Proposition 2.5 to the constructed skew-symmetric disjoint weighing matrices in Lemmas 2.1, 2.3 and 2.4 recursively, we obtain the following. Theorem 2.6. For positive integers m and n such that n ≥ 2, the following exist:
Remark 2.7. (1) By taking m ≥ 2 in part 1 of the above theorem it is observed that the number of disjoint weighing matrices by far exceeds the number of disjoint weighing matrices obtained from an orthogonal design of the same order. 
Association schemes
We make use of disjoint weighing matrices with Hadamard matrices to obtain association schemes.
A (commutative) association scheme of d classes with vertex set X of size n is a set of non-zero (0, 1)-matrices A 0 , . . . , A d , which are called adjacency matrices, with rows and columns indexed by X, such that:
The vector space over R spanned by A i 's forms a commutative algebra, denoted by A and called the Bose-Mesner algebra. There exists a basis of A consisting of primitive idempotents, say E 0 = (1/n)J n , E 1 , . . . , E d . Since {A 0 , A 1 , . . . , A d } and {E 0 , E 1 , . . . , E d } are two bases of A, there exist the change-of-bases matrices P = (
so that
The matrix P (Q respectively) is said to be the first (second respectively) eigenmatrix. See [1] for details. Let k, ℓ, m be positive integers such that there exist a Hadamard matrix H of order kℓ + 1 and skew-symmetric DW(km
Let H be normalized, that is, the first row of H is the all one row vector. For i ∈ {1, . . . , kℓ}, let C i be the auxiliary (1, −1)-matrix of corresponding to the (i + 1)th row of H, that is C i = r ⊤ i+1 r i+1 where r i+1 is the (i + 1)-th row of H. Decompose C i into disjoint (0, 1)-matrices D i,1 , D i,2 defined as C i = D i,1 − D i,2 . The following are fundamental properties. We omit their routine proof. 
2 J kℓ+1 holds. For square matrices X 1 , . . . , X m of the same size, define the back-circulant matrix with the first row blocks X 1 , . . . , X m as b-circ(X 1 , X 2 , . . . ,
For i ∈ {1, . . . , k} and j ∈ {1, 2}, set B i,j = b-circ(D 1+(i−1)ℓ,j , D 2+(i−1)ℓ,j , . . . , D ℓ+(i−1)ℓ,j ). Note that each B i,j is symmetric. Then the following is an easy consequence of Lemma 3.1.
(2) For i ∈ {1, . . . , ℓ} and distinct j,
Define (0, 1)-matrices A 1 , A 2 by
Note that in the case ℓ = 1, A 1 and A 2 appeared in [8] as an example of symmetric group divisible designs. Then
Define symmetric (0, 1)-matrices A 0 , A 3 , A 4 by
Note that A 4 = O if and only if ℓ = 1. (2) If ℓ = 1, then the matrices A 0 , . . . , A 3 form a commutative association scheme with 3 classes.
Proof. We prove (1) and (2) simultaneously. It is enough to show that A = span{A 0 , A 1 , . . . , A 4 } is closed under the matrix multiplication. Namely, we show that
Then
The other cases also follow from the same calculation. Finally we show the case i, j ∈ {1, 2}. By Lemma 3.2 (1), (2), (3),
For the first terms in (3.3), by (3.1) and Lemma 3.
and for the last three terms in (3.3), by (3.1) and the fact that
Putting (3.4) and (3.5) into (3.3), (3.3) implies that
The same equation is true for A 2 . In the following, the second index j, j ′ are considered in modulo 2. By Lemma 3.2 (1), (2), (3),
For the first terms in (3.6), by (3.1) and Lemma 3.1 (2),
and for the last three terms in (3.6), by (3.1) and the fact that W i,1 +W i,2 = J km+1 −I km+1 , 
The same equation is true for A 2 A 1 . This concludes that A is closed under the matrix multiplication.
We determine the eigenmatrices depending on whether ℓ > 1 or ℓ = 1.
(2) The intersection matrix L 1 = (p k 1,j ) 3 j,k=0 is given as
