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Introduction
The modern theory of condition measures for convex optimization problems was initially developed in [24] for problems in the following conic format:
where, for concreteness, we consider A to be an m × n real matrix, b ∈ IR m , c ∈ IR n , and C X ⊆ IR n , C Y ⊆ IR m are closed convex cones, and the data of the problem is the array d = (A, b, c). We assume that we are given norms x and y on IR n and IR m , respectively, and let A denote the usual operator norm; let v * denote the dual norm associated with the norm w on IR n or IR m . We define the norm of the data instance where X d denotes the feasible region of (CP d ):
The quantity ρ D (d) is called the "distance to dual infeasibility" for the conic dual (CD d ) of (CP d ):
and is defined similarly to ρ P (d) but using the dual problem instead. The quantity C(d) is called the "condition measure" or the "condition number" of the problem instance d and is a (positively) scale-invariant reciprocal of the smallest data perturbation ∆d that will render the perturbed data instance either primal or dual infeasible:
and a problem is called "ill-posed" if min{ρ P (d), ρ D (d)} = 0, equivalently C(d) = ∞. These three condition measure quantities have been shown in theory to be connected to a wide variety of bounds on behavioral characteristics of (CP d ) and its dual, including bounds on sizes of feasible solutions, bounds on sizes of optimal solutions, bounds on optimal objective values, bounds on the sizes and aspect ratios of inscribed balls in the feasible region, bounds on the rate of deformation of the feasible region under perturbation, bounds on changes in optimal objective values under perturbation, and numerical bounds related to the linear algebra computations of certain algorithms, see [24] , [5] , [4] , [8] , [9] , [10] , [29] , [27] , [30] , [28] , [20] , [22] . In the context of interior-point methods for linear and semidefinite optimization, these same three condition measures have also been shown to be connected to various quantities of interest regarding the central trajectory, see [16] and [17] . The connection of these condition measures to the complexity of algorithms has been shown in [8] , [9] , [25] , [2] , and [3] , and some of the references contained therein. While this literature has focused almost exclusively on the conic format of (1), there have been some attempts to extend the theory to convex problems in structured non-conic formats, see Filipowski [4] , Peña [21] and [19] , and [18] .
Given the theoretical importance of these many results, it is natural to ask what are typical values of these condition measures that arise in practice? Are such problems typically well-posed or ill-posed?, and how are the condition measures of such problems distributed? We begin to answer these question in this paper, where we compute and analyze these three condition measures for the NETLIB suite of industrial and academic LP problems. We present computational results that indicate that 71% of the NETLIB suite of linear optimization problem instances are ill-posed, i.e., have infinite condition measure, see Section 4.1.
In the case of modern interior-point-method (IPM) algorithms for linear optimization, the number of IPM iterations needed to solve a linear optimization instance has been observed to vary from 10 to 100 iterations, over a huge range of problem sizes, see [13] , for example. Using the condition-measure model for complexity analysis, one can bound the IPM iterations by O( √ n log(C(d) + · · ·)) for linear optimization in standard form, where the other terms in the bound are of a more technical nature, see [25] for details. (Of course, the IPM algorithms that are used in practice are different from the IPM algorithms that are used in the development of the complexity theory.) A natural question to ask then is to what extent can the observed variation in the number of IPM iterations (albeit already small) be accounted for by the condition measures of the LP problems that are solved? In order to answer this question, first note that typical IPM solvers perform routine pre-processing to modify the LP problem prior to solving. In order to examine condition measures of the problems that are the actual input to a modern IPM solver, we computed condition measures for the NETLIB suite problems after pre-preprocessing by CPLEX 7.1. We found that 19% of the post-processed problem instances in the NETLIB suite have infinite condition measure, and that log C(d) of the post-processed problems is fairly nicely distributed, see Section 4.2. In Section 4.3, we show that among the 72 post-processed problem instances in the NETLIB suite with finite condition measure, the number of IPM iterations needed to solve these problems varies roughly linearly (and monotonically) with log C(d) of the post-processed problem instances. A simple linear regression model of IPM iterations as the dependent variable and log C(d) as the independent variable yields a positive linear relationship between IPM iterations and log C(d) for the post-processed problem instances, significant at the 95% confidence level, with R 2 = 0.4160. Therefore, in the sample of 72 NETLIB suite problem instances whose post-processed condition measure is finite, about 42% of the variation in IPM iterations among these problems is accounted for by log C(d) of the problem instances after pre-processing. Additionally, log C(d) correlates with IPM iterations better than any other problem measure, see Section 4.3.
The organization of this paper is as follows. In Section 2, we lay the groundwork for the computation of condition measures for the NETLIB suite. Section 3 describes our methodology for computing condition measures, and Section 4 contains the computational results. Section 5 contains some discussion and open questions.
Linear Programming, Conic Format, and GroundSet Format
In order to attempt to address the issues raised in the previous section about practical computational experience and the relevance of condition measures, one can start by computing the condition measures for a suitably representative set of linear optimization instances that arise in practice, such as the NETLIB suite of industrial and academic linear optimization problems, see [15] . Practical methods for computing (or approximately computing) condition measures for convex optimization problems in conic format (CP d ) have been developed in [9] and [20] , and such methods are relatively easy to implement. It would then seem to be a simple task to compute condition measures for the NETLIB suite. However, it turns out that there is a subtle catch that gets in the way of this simple strategy, and in fact necessitates using an extension of the condition measure theory just a bit, as we now explain.
Linear optimization problem instances arising in practice are typically conveyed in the following format:
where the first three sets of inequalities/equalities are the "constraints" and the last two sets of inequalities are the lower and upper bound conditions, and where L B , U B ⊂ {1, . . . , n}. (LP problems in practice might also contain range constraints of the form "b i,l ≤ A i x ≤ b i,u " as well. We ignore this for now.) By defining C Y to be an appropriate cartesian product of nonnegative halflines IR + , nonpositive halflines −IR + , and the origin {0}, we can naturally consider the constraints to be in the conic format "Ax − b ∈ C Y " where C Y ⊂ IR m and m = |L| + |E| + |G|. However, for the lower and upper bounds on the variables, there are different ways to convert the problem into the required conic format for computation and analysis of condition measures. One way is to convert the lower and upper bound constraints into ordinary constraints, whose conversion of (4) to conic format is:
whose data for this now-conic format is:
with cones:
Another way to convert the problem to conic format is to replace the variables x with nonnegative variables s := x − l and t := u − x, yielding:
These two different conic versions of the same original problem have different data and different cones, and so will generically have different condition measures. This is illustrated on the following elementary example: Table 1 shows condition measures for problem P under the two different conversion strategies of P 1 and P 2 , using the L ∞ -norm in the space of the variables and the L 1 -norm in the space of the right-hand-side vector. (The method for computing these condition measures is described in Remark 6 of [10] .) As Table 1 shows, the choice of the conversion strategy can have a very large impact on the resulting condition measures, thereby calling into question the practical significance of performing such conversions to conic format. Table 1 : Condition measures for two different conic conversions of the same problem, using the L ∞ -norm in the space of the variables and the L 1 -norm in the space of the right-hand-side vector.
Structured Formats for Optimization
The analysis presented above indicates a need for extending condition-measure concepts to problems with structured non-conic formats, and indeed there has been some research along this line. Filipowski [4] examines the efficiency of solving symmetric-form LPs whose sparsity pattern is not subject to modification and Peña [21] develops condition measures for conic problems where certain rows and columns of data are not subject to modification; the latter can be used directly or indirectly to construct condition measures for many types of structured non-conic problems. More recently, in [18] , the theory of condition measures and their properties have been extended from the conic format to handle more general structured convex optimization in the following "groundset" format:
where P is called the ground-set; P is no longer required to be a cone, but instead can be any closed convex set. In practical applications, P could be chosen to be the solution of lower and upper bound constraints l ≤ x ≤ u, or P could be a convex cone C X , or P could perhaps be the solution to network flow constraints of the form Nx = b, x ≥ 0, etc. The set P (and the cone C Y ) remains fixed as part of the definition of the problem, and the description of P is not part of the data d = (A, b, c). Many aspects of the theory of condition measures for conic convex optimization have been extended to the more general ground-set model format (5), see [18] . We will use this ground-set format in our computation and evaluation of condition measures for LPs that arise in practice.
In treating LPs (4) as instances in the format (5), there is some leeway as to what structure to place in the ground-set P . One strategy is to define P simply by the lower and upper bounds:
and then re-write the other constraints in conic format as described earlier. In this approach the lower and upper bounds are handled conveniently, although the data d does not then include the lower and upper bound data l j , j ∈ L B and u j , j ∈ U B . This is somewhat advantageous since in many settings of linear optimization the lower and/or upper bounds on most variables are 0 or 1 or other scalars that are not generally thought of as subject to data modification. Of course, there are other settings where keeping the lower and upper bounds fixed independent of the other constraints is not as natural.
Another strategy would be to try to examine the individual constraints of the LP instance in order to identify specific structures to include in P . For example, in addition to lower and upper bound constraints, a particular LP instance might also have some network constraints, or might have generalized upper bound (GUB) constraints of the form j∈J x j ≤ M , variable upper bound constraints x j ≤ x k , etc. These types of constraints have no inherent data that one would think of as subject to possible modification, and so could then be included in the set P .
In order to develop some computational experience with condition measures for the NETLIB suite, we chose the more straightforward strategy of defining P only by the upper and lower bounds of the LP instance (6) . We chose this approach because (6) best reflects the types of LP structures that are explicitly treated algorithmically in modern simplex and IPM software, and because we had minimal fore-knowledge of any explicit structures of individual LPs in the NETLIB suite.
(In the related area of robust optimization, Ben-Tal and Nemirovski test robust optimization methodologies on the NETLIB suite by attempting to identify individual data entries of linear inequalities (but not equalities) in constraints of NETLIB suite LPs that might be subject to data modification or data error, see [1] .)
Definition of C(d) for Ground-Set Format
The general set-up for the development of condition-measure theory for the ground-set model format is developed in [18] . We review this material briefly here for completeness.
Let X d denote the feasible region of (GP d ):
and define the primal distance to infeasibility ρ P (d):
similar to the conic case. In order to state the Lagrange dual of (GP d ) we use the following definitions, which depend on the ground-set P .
Let R denote the recession cone of P , namely R := {v | there exists x ∈ P for which x + θv ∈ P for all θ ≥ 0} .
Since P is a closed convex set, the recession cone R is a closed convex cone.
and let C denote the closed convex cone
where "clS" denotes the closure of a set S. Then it is straightforward to show that
and that
The Lagrange dual of (GP d ) is:
Let Y d denote the feasible region of the dual problem (GD d ): [18] to be connected to a variety of behavioral characteristics of (GP d ) and its dual, including sizes of feasible solutions, sizes of optimal solutions, optimal objective values, aspect ratios of inscribed balls, deformation of the feasible region under perturbation, and the complexity of interiorpoint algorithms.
Let F denote the set of data instances d for which both (GP d ) and (GD d ) are feasible:
For d ∈ F, the definition of the condition measure in the ground set model is identical to the definition in the conic case:
it is the (positive) scale invariant reciprocal of the distance to the set of data instances that are either primal or dual infeasible, and
} is the distance to ill-posedness.
Computation of ρ P (d), ρ D (d), and C(d) via Convex Optimization
In this section we show how to compute ρ P ( [9] . We will make the following choice of norms throughout this section and the rest of this paper:
Assumption 1 The norm on the space of the x variables in IR n is the L ∞ -norm, and the norm on the space of the right-hand-side vector in IR
m is the L 1 -norm.
Using this choice of norms, we will show in this section how to compute ρ(d) for linear optimization problems by solving 2n + 2m LPs of size roughly that of the original problem. As is discussed in [9] , the complexity of computing ρ(d) very much depends on the chosen norms, with the norms given in Assumption 1 being particularly appropriate for efficient computation of ρ P (d) and ρ D (d). We begin our analysis with a seemingly innocuous proposition which will prove to be very useful.
Proposition 1 Consider the problem:
. Then problem (9) and (10) have the same optimal values, i.e., z 1 = z 2 , where
Proof: Let (v * , w * ) be an optimal solution of (9). Since v * ∞ = 1, there exist i * ∈ {1, . . . , n} and j
is feasible for the inner problem in (10) for i = i * and j = j * , and so z 2 ≤ z 1 .
If (v * , w * ) is an optimal solution of (10) with i = i
is feasible for (9) which means that z 1 ≤ z 2 , completing the proof. Therefore, assume that v * ∞ > 1, and consider the new point
is feasible for an inner problem in (10) for some i =î = i * and j =ĵ, and so
which now implies that (ṽ,w) is also an optimal solution of (10). Since ṽ ∞ = 1, the previous argument implies that z 1 ≤ z 2 , completing the proof.
Computing
The following theorem, which is proved in [18] , characterizes ρ P (d) and ρ D (d) as the optimal solution values of certain optimization problems. In this theorem, recall from (7) that R denotes the recession cone of the ground-set P .
Theorem 1 (Theorems 5 and 6 of [18]) Suppose d ∈ F, and that the norms are chosen as in Assumption 1. Then
where
and
Neither (11) nor (12) are convex problems. However, both (11) and (12) are of the form (9) , and so we can invoke Proposition 1, and solve (11) and (12) using problem (10) . From Proposition 1, we have:
Taken together, (13) and (14) show that we can compute ρ P (d) by solving 2m convex optimization problems, and we can compute ρ D (d) by solving 2n convex optimization problems. In conclusion, we can compute ρ(d) by solving 2n + 2m convex optimization problems, where all of the optimization problems involved are of roughly the same size as the original problem GP d .
Of course, each of the 2n + 2m convex problems in (13) and (14) will be computationally tractable only if we can conveniently work with the cones involved; we now show that for the special case of linear optimization models (4), there are convenient linear inequality characterizations of all of the cones involved in (13) and (14) . The cone C Y is easily seen to be:
and so
With the ground-set P defined in (6), we have:
and also
The only cone whose characterization is less than obvious is C * , which we now characterize. Consider the following system of linear inequalities in the variables (s, v, s
where we use the notation N := {1, . . . , n} and S \ T is the set difference {k | k ∈ S, k ∈ T }.
Proposition 2
For the ground-set P defined in (6) , the cone C * is characterized by
Proof: Suppose first that (s, v) together with some s + , s − satisfies (19) . Then for all (x, t) ∈ C we have
and so (s, v) ∈ C * . Conversely, suppose that (s, v) ∈ C * . Then
and define s + and s − to be the positive and negative parts of s, respectively. Then
, and s − ≥ 0, and (21) implies s
as well as the last inequality of (19), whereby (s, v, s
+ , s − ) satisfies all inequalities of (19) .
Taken together, we can use (15), (16) , (17) , (18) , and Proposition 2 to re-write the right-most minimization problems of (13) and (14) and obtain:
whose right-most objective functions can then easily be converted to linear optimization problems by standard techniques. This then shows that we can indeed compute
, and ρ(d) by solving 2n + 2m LPs, under the choice of norms given in Assumption 1.
Computing d
In order to compute the condition measure
Under Assumption 1 we have b = b 1 and c * = c 1 , which are both easy to compute. However, A is the operator norm, and so A := A ∞,1 := max{ Ax 1 | x ∞ = 1}, whose computation is NP-hard (one can easily pose MAXCUT as a special case). We therefore will bound A ∞,1 and hence d from below and above, using the following elementary norm inequalities:
Computational Results on the NETLIB Suite of Linear Optimization Problems

Condition Measures for the NETLIB Suite prior to PreProcessing
We chose the NETLIB suite of linear optimization problem instances as a representative suite of LP problems encountered in practice, and we computed the condition measures
, and C(d) for problem instances in this suite using the methodology developed in Section 3. The NETLIB suite is comprised of 98 linear optimization problem instances from diverse application areas, collected over a period of many years. While this suite does not contain any truly large problems by today's standards, it is arguably the best publicly available collection of practical LP problems, and the sizes and diversity of the problems contained therein seem to be representative of practice. The sizes of the problem instances in the NETLIB suite range from 32 variables and 28 constraints to problems with roughly 9,000 variables and 3,000 constraints. 44 of the 98 problems in the suite have non-zero lower bound constraints and/or upper bound constraints on the variables, and five problems have range constraints. We omitted the five problems with range constraints (boeing1, boeing2, forplan, nesm, seba) for the purposes of our analysis (range constraints do not naturally fit into either the conic model or the ground-set model format). On four of the remaining problems (dfl001, qap12, qap15, stocfor3) our methodology has not yet exhibited convergence to a solution, and these four problems were omitted as well, yielding a final sample set of 89 linear optimization problems. The burden of computing the distances to ill-posedness for the NETLIB suite via the solution of 2n + 2m LPs obviously grows with the dimensions of the problem instances. On afiro, which is a small problem instance (n = 28, m = 32), the total computation time amounted to only 0.28 seconds of machine time, whereas for maros-r7 (n = 9, 408 and m = 3, 136), the total computation time was 240, 627.59 seconds of machine time (66.84 hours). Table 2 shows the distances to ill-posedness and the condition measure estimates for the 89 problems, using the methodology for computing ρ P (d) and ρ D (d) and for estimating d presented in Section 3. All linear programming computation was performed using CPLEX 7.1 (function primopt). Table 3 presents some summary statistics of the condition measure computations from Table 2 . As the table shows, 71% (63/89) of the problems in the NETLIB suite are ill-posed due to either ρ P (d) = 0 or ρ D (d) = 0 or both. Furthermore, notice that among these 63 ill-posed problems, that almost all of these (61 out of 63) have ρ P (d) = 0. This means that for 69% (61/89) of the problems in the NETLIB suite, arbitrarily small changes in the data will render the primal problem infeasible.
Notice from Table 2 that there are three problems for which ρ D (d) = ∞, namely fit1d, fit2d, and sierra. This can only happen when the ground-set P is bounded, which for linear optimization means that all variables have finite lower and upper bounds. The computational results in Tables 2 and 3 have shown that 61 of the 89 LPs in the NETLIB suite are primal ill-posed, i.e. ρ P (d) = 0, and so arbitrarily small changes in the data will render the primal problem infeasible. For feasible LPs, ρ P (d) = 0 can happen only if (i) there are linear dependencies among the equations of the problem instance (4), or (ii) if there is an implied reverse inequality among the inequalities and lower and upper bounds of the problem instance. Furthermore, it is easy to show that if s = 0 in an optimal solution of (11) then there are linear dependencies in the equations (and possibly implied reverse inequalities as well), whereas if s = 0 in an optimal solution of (11) then there is an implied reverse inequality (and possibly linear dependencies as well). This then can be used to evaluate the causes of the ill-posedness of the 61 primal ill-posed instances. We examined the optimal solutions of (11) for the 61 primal ill-posed LPs in the NETLIB suite in order to evaluate the causes of the ill-posedness among these LPs. Table 4 summarizes our findings, which show that for at least 34% of the primal ill-posed problem instances there are linear dependencies among the equations of (4). 
Condition Measures for the NETLIB Suite after Pre-Processing
Most commercial software packages for solving linear optimization problems perform pre-processing heuristics prior to solving a problem instance. These heuristics typically include checks for eliminating linearly dependent equations, heuristics for identifying and eliminating redundant variable lower and upper bounds, and rules for row and/or column re-scaling, etc. The purposes of the pre-processing are to reduce the size of the problem instance by eliminating dependent equations and redundant inequalities, and to improve numerical computation and enhance iteration performance by rescaling of rows and/or columns. The original problem instance is converted to a post-processed instance by the processing heuristics, and it is this post-processed instance that is used as input to solution software. In CPLEX 7.1, the post-processed problem can be accessed using function prslvwrite. This function writes the post-processed problem to disk, from where it can be read.
In order to examine condition measures of the problems that are the actual input to a modern IPM solver, we computed condition measures for the NETLIB suite problems after pre-preprocessing by CPLEX 7.1. The processing used was the default CPLEX pre-processing with the linear dependency check option activated. Table 5 shows the condition measures in detail for the post-processed versions of the problems, and Table  6 presents some summary statistics of these condition measures. Notice from Table 6 that 19% (17/89) of the post-processed problems in the NETLIB suite are ill-posed. In contrast to the original problems, the vast majority of post-processed problems have finite condition measures, as the pre-processing heuristics are very effective at identifying and correcting many instances of implied reverse inequalities in addition to finding and eliminating linearly dependent equations. We also examined the optimal solutions of (11) for the 16 primal ill-posed post-processed problems in the NETLIB suite in order to evaluate the causes of the ill-posedness among these post-processed problem instances. Table 7 summarizes our findings, which shows that all of the ill-posed post-processed LP instances have implied reverse inequalities among the inequalities and/or lower/upper bounds. Figure 1 presents a histogram of the condition measures of the post-processed problems taken from Table 5 . The condition measure of each problem is represented by the geometric mean of the upper and lower bound estimates in this histogram. The rightmost column in the figure is used to tally the number of problems for which C(d) = ∞, and is shown to give a more complete picture of the data. This histogram shows that of the problems with finite condition measure, log C(d) is fairly nicely distributed between 2.6 and 11.0. Of course, when C(d) = 10 11 , it is increasingly difficult to distinguish between a finite and non-finite condition measure. 
Condition Measures and the Observed Performance of InteriorPoint Methods on the NETLIB Suite
In the case of modern IPM algorithms for linear optimization, the number of IPM iterations needed to solve a linear optimization instance has been observed to be fairly constant over a huge range of problem sizes; for the NETLIB suite the number of iterations varies between 8 and 48 using CPLEX 7.1 baropt; for other codes the numbers are a bit different. Extensive computational experience over the past 15 years has shown that the IPM iterations needed to solve a linear optimization problem instance vary in the range between 10 − 100 iterations. There is some evidence that the number of IPM iterations grows roughly as log n on a particular class of structured problem instances, see for example [12] .
The observed performance of modern IPM algorithms is fortunately superior to the worst-case bounds on IPM iterations that arise via theoretical complexity analysis. Depending on the complexity model used, one can bound the number of IPM iterations from above by √ ϑL, where ϑ is the number of inequalities plus the number of variables with at least one bound in the problem instance:
andL is the bit-size of a binary encoding of the problem instance data, see [23] (subtraction of the final term of (24) is shown in [6] ). The bit-size model was a motivating force for modern polynomial-time LP algorithms, but is viewed today as somewhat outdated in the context of linear and nonlinear optimization. Using instead the condition-measure model for complexity analysis, one can bound the IPM iterations by
, where the other terms in the bound are of a more technical nature, see [25] for details. Of course, even here one must bear in mind that the IPM algorithms that are used in practice are different from the IPM algorithms that are used in the development of the complexity theory.
A natural question to ask is whether the observed variation in the number of IPM iterations (albeit already small) can be accounted for by the condition measures of the problem instances that are the input to the IPM algorithm? The finite condition measures of the 72 post-processed problems from the NETLIB suite shown in Table 5 provide a rich set of data that can be used to address this question. Here the goal is to assess whether or not condition measures are relevant for understanding the practical performance of IPM algorithms (and is not aimed at validating the complexity theory).
In order to assess any relationship between condition measures and IPM iterations for the NETLIB suite, we first solved and recorded the IPM iterations for the 89 problems from the NETLIB suite. The problems were pre-processed with the linear dependency check option and solved with CPLEX 7.1 function baropt with default parameters. The default settings use the standard barrier algorithm, include a starting heuristic that sets the initial dual solution to zero, and a convergence criteria of a relative complementarity smaller than 10 −8 . The iteration counts are shown in Table 8 . Notice that these iteration counts vary between 8 and 48. Figure 2 shows a scatter plot of the number of IPM iterations taken by CPLEX 7.1 to solve the 89 problems in the NETLIB suite after pre-processing (from Table 8 ) and log C(d) of the post-processed problems (using the log C(d) estimates from columns 6 and 7 from Table 5 ). In the figure, the horizontal lines represent the range for log C(d) due to the lower and upper estimates of C(d) from the last two columns of Table 5 . Also, similar to Figure 1 , problems with infinite condition measure are shown in the figure on the far right as a visual aid. 11  agg  22  grow22  12  scsd8  9  agg2  18  grow7  10  sctap1  13  agg3  21  israel  23  sctap2  15  bandm  16  kb2  17  sctap3  15  beaconfd  8  lotfi  14  share1b  22  blend  11  maros  27  share2b  14  bnl1  25  maros-r7  9  shell  16  bnl2  28  modszk1  23  ship04l  13  bore3d  16  perold  42  ship04s  17  brandy  19  pilot  22  ship08l  14  capri  19  pilot.ja  46  ship08s  14  cycle  25  pilot.we  48  ship12l  19  czprob  32  pilot4  35  ship12s  17  d2q06c  28  pilot87  26  sierra  16  d6cube  22  pilotnov  19  stair  16  degen2  13  qap8  9  standata  9  degen3  19  recipe  9  standgub  9  e226  18  sc105  10  standmps  13  etamacro  24  sc205  11  stocfor1  10  fffff800  30  sc50a  10  stocfor2  16  finnis  19  sc50b  9  truss  17  fit1d  14  scagr25  14  tuff  21  fit1p  13  scagr7  13  vtp.base  10  fit2d  18  scfxm1  18  wood1p  13  fit2p  18  scfxm2  20  woodw  21  ganges  13  scfxm3 needed to solve the problem (with exceptions, of course). Perhaps a more accurate summary of the figure is that if the number of IPM iterations is large, then the problem will tend to have a large value of log C(d). The converse of this statement is not supported by the scatter plot: if a problem has a large value of log C(d), one cannot state in general that the problem will take a large number of IPM iterations to solve.
In order to be a bit more definitive, we ran a simple linear regression with the IPM iterations of the post-processed problem as the dependent variable and log C(d) as the independent variable, for the 72 NETLIB problems which have a finite condition measure after pre-processing. For the purposes of the regression computation we used the geometric mean of the lower and upper estimates of the condition measure from the last two columns of Table 5 with R 2 = 0.4160. This indicates that in the sample of 72 NETLIB suite problem instances whose post-processed condition measure is finite, about 42% of the variation in IPM iterations among these problems is accounted for by log C(d) of the post-processed problem instance. A plot of this regression line is shown in Figure 3 , where once again the 17 problems that are ill-posed are shown in the figure on the far right as a visual aid. Both coefficients of this simple linear regression are significant at the 95% confidence level, see the regression statistics shown in Table 9 . The above regression analysis indicates that log C(d) accounts for 42% of the variation in IPM iteration counts among those NETLIB suite problem instances with finite post-processed condition measure. However, recall that the complexity theory of interior-point methods bounds the number of IPM iterations by O( √ ϑ log(C(d) + · · ·)). The factor √ ϑ in the complexity bound seems to be a fixture of the theory of selfconcordant barrier functions, see [14] , despite the belief that such dependence is not borne out in practice. Nevertheless, one can also ask whether √ ϑ log C(d) as opposed to log C(d) might better account for the variation in IPM iteration counts among the NETLIB suite problems? We now address this question. Figure 4 shows a scatter plot of the number of IPM iterations taken by CPLEX 7.1 to solve the 89 problems in the NETLIB suite after pre-processing and √ ϑ log C(d) of the post-processed problems (the horizontal lines refer to the range of the lower and upper estimates of C(d) from the last two columns of Table 5 ; also, problems with infinite condition measure are shown in the figure on the far right as a visual aid). We also ran a simple linear regression of IPM iterations of the post-processed problem as the dependent variable and √ ϑ log C(d) as the independent variable, again for the 72 NETLIB problems which have a finite condition measure after pre-processing. The resulting linear regression equation is:
with R 2 = 0.3021. A plot of this regression is shown in Figure 5 , and Table 10 shows the regression statistics. Notice that R 2 = 0.3021 for the √ ϑ log C(d) regression model, which is inferior to R 2 = 0.4160 for the log C(d) regression model. These results indicate that among the 72 NETLIB suite post-processed problem instances with finite condition measure, log C(d) is better than √ ϑ log C(d) at accounting for the variation in IPM iterations for these NETLIB suite problems. We also computed the sample correlation coefficients of the IPM iterations from Table  8 with the following dimensional measures for the 72 problems in the NETLIB suite with finite condition measure of the post-processed problem instance: log m, log n, log ϑ, and √ ϑ. The resulting sample correlations are shown in Table 11 . Observe from Table  11 that IPM iterations are better correlated with log C(d) than with any of the other measures. The closest other measure is log m, for which R = 0.432, and so a linear regression of IPM iterations as a function of log m would yield R 2 = (0.432) 2 = 0.187, which is decidedly less than R 2 = 0.4160 for log C(d). Also, note from Table 11 that both log ϑ and √ ϑ by themselves are significantly less correlated with the IPM iterations than log C(d). 
Controlled Perturbations of Problems in the NETLIB Suite
One potential drawback of the analysis in Subsection 4.3 is that in making comparisons of problem instances with different condition measures one necessarily fails to keep the problem instance size or structure invariant. Herein, we attempt to circumvent this drawback by performing controlled perturbations of linear optimization problems which allows one to keep the problem size and structure intact. 
is an optimal solution of (22) , then the rank-1 data perturbation:
is a minimum-norm perturbation for which ρ P (d + ∆d) = 0 (where e i * denotes the (i * ) th unit vector in IR m ). That is, ∆d = ρ P (d) and the data instanced := d + ∆d is primal ill-posed.
The simple construction shown in (25) allows one to construct a controlled perturbation of the data instance d. Consider the family of data instances
and we can bound the condition measure of d α as follows: To illustrate, consider the problem scagr25 from the NETLIB suite, and letd denote the data for this problem instance after pre-processing. According to Table 5 , ρ D (d) = 0.049075 ≥ 0.021191 = ρ P (d) > 0. Now let ∆d be the perturbation of this data instance according to (25) . If we solve the resulting perturbed problem instancesd α for select values of α ∈ [0, 1] and record the number of IPM iterations, we obtain the results portrayed in Figure 6 . As the figure shows, the number of IPM iterations grows as the perturbed problem instance becomes more ill-posed. The pattern of growth in IPM iterations as the perturbed problem becomes more ill-posed is not shared by all problem instances in the NETLIB suite. Figure 7 shows the plot of IPM iterations for problem e226, as the perturbed problem instance becomes more ill-posed. For this problem instance the growth in IPM iterations is not monotone. is the difference between the IPM iterations needed to solve the un-perturbed problem instance and the fully-perturbed problem instance. Table 12 shows some summary statistics of the distribution of ∆k for the 59 problems in the NETLIB suite that are readily amenable to this analysis. As the table shows, the fully perturbed problem instance has a larger IPM iteration count in 68% (40 out of 59) of the problem instances. Curiously, the number of IPM iterations is actually less for the fully-perturbed problem instance in 19% (11 out of 59) problem instances amenable to this analysis. A rough summary of the results in Table 12 is that the number of IPM iterations for the fully perturbed problem increases dramatically (more than 10 iterations) on 31% of the problem instances, increases modestly (1-10 iterations) on 37% of the problem instances, and remains the same or decreases slightly on 32% of problem instances.
Discussion and Open Questions
The purpose of this paper has been to study condition measures for linear optimization on problem instances that one might encounter in practice. We used the NETLIB suite of linear optimization problems as a test bed for condition measure computation and analysis, and we computed condition measures for 89 original NETLIB suite problem instances, as well as for the corresponding problem instances after pre-processing by CPLEX 7.1. We then investigated the extent to which the condition measure provides some explanatory value for the (already small) variance in the observed IPM iterations among problem instances in the NETLIB suite.
Except for certain classes of structured linear programming problems (see [12] ), there is not yet a clear practical understanding (nor a theory) to explain the variation in the iteration counts of linear programming IPM algorithms (either theoretical or practical) on different LP instances. Herein we have explored the extent to which condition measures provide explanatory value for this variation. The scatter-plot in Figure 2 indicates that problem instances with large IPM iteration counts must have large condition measures. However, the converse of this assertion is not supported by the data; there are problems instances that have a high condition measure and low IPM iteration counts, for example agg2, recipe, and the controlled-perturbation instances of Section 4.4 with large condition measure.
It is easy to construct families of LP instances with ever-larger condition measures whose IPM iteration counts do not grow excessively (see Section 4.4). However, despite much effort, we have been unable to construct a family of problem instances with everlarger practical IPM iteration counts but whose condition measures remains bounded. The existence of such a family is an open question.
The scatter-plot in Figure 2 indicates visually that there is a linear relationship between log C(d) and IPM iterations, and such a relationship is borne out by simple linear regression, with a resulting R 2 = 0.4160. However, in performing the regression analysis, there was no satisfactory way to include the 17 data instances with non-finite (post-processed) condition measures, and so these were removed, arguably biasing the results in favor of the explanatory value of the condition measure. A similar criticism can be made for the sample correlation coefficients computed in Table 11 . However, we feel that at least on a relative basis, the results in Table 11 point to the conclusion that the condition measure does a better job of explaining the variation in IPM iteration counts than does any of the obvious reasonable alternative measures of problem size: log n, log m, log ϑ, or √ ϑ.
This work is a first attempt at explaining the observed performance of modern IPM solvers using condition measures that arise in the worst-case complexity analysis of interior-point methods. There are a variety of other instance-specific measures that have been used to bound the theoretical complexity of interior-point methods for linear optimization, including the bit-size L (see Karmarkar [11] ),χ A (see Vavasis and Ye [26] ), σ (see Ye [31] ), and g and D [7] . One natural question to ask is whether these or perhaps other measures might further explain the observed performance of IPM solvers.
Finally, the theory of condition measures referenced herein pertains to the very general class of conic convex optimization problems (and some formats for non-conic convex optimization problems as well), including semidefinite programming (SDP). Given the importance of SDP and the continuing development of IPM software for SDP, it is natural to ask to what extent condition measures (or other measures) might explain the observed performance of IPM solvers for SDP.
