Abstract-In this paper, we investigate the channel assignment problem, that is, the problem of assigning channels (codes) to the cells of a cellular radio network so as to avoid interference and minimize the number of channels used. The problem is formulated as a generalization of the graph coloring problem. We consider the saturation degree heuristic, first proposed as a technique for solving the graph coloring problem, which was already successfully used for code assignment in packet radio networks. We give a new version of this heuristic technique for cellular radio networks, called randomized saturation degree (RSD), based on node ordering and randomization. Furthermore, we improve the solution given by RSD by means of a local search technique. Experimental results show the effectiveness of the heuristic both in terms of solution quality and computing times.
I. INTRODUCTION

I
N THE last few years, the demand for services that allow communication in a mobile station setting is growing rapidly. The first cellular system, known as Advanced Mobile Phone Service (AMPS), appeared in Chicago, IL, in 1979. A cellular system was introduced in Europe in 1981 in the Scandinavian countries and was called Nordic Mobile Telephone (NMT). The channel assignment problem (CAP) is fairly well studied by researchers because it aims at optimizing the radio spectrum, a crucial resource for communication.
In a cellular mobile network, the covered area is divided into a discrete number of cells. A set of channels is assigned to each cell of the network, in order to meet the traffic demand generated in the cell. Due to the nature of radio transmissions, calls generated in a cell may cause interference with calls generated in a cell . We assume that the power of radio transmission (and thus the geographical distance) is the only factor that can cause interference. In addition, we assume all cells to be hexagonal, a situation corresponding to the case of a fairly flat area with no radio obstacles, such as the presence of large buildings.
The cellular network can be represented by means of a graph, and the channel assignment problem can thus be formulated as a graph coloring problem [9] . Because the graph coloring problem in its classical formulation is NP-complete [8] , the CAP is also NP-complete, and therefore an optimal assignment cannot be found in reasonable (polynomial) time.
The CAP problem has been investigated by many researchers using graph theory and heuristic approaches. Many heuristics Publisher Item Identifier S 0018-9545(01)03069-9.
try to find a "good" ordering for the calls. This ordering, together with a given assignment criterion, usually leads to good results. Box [3] proposes a simple iterative technique based on classification of channel requirements in decreasing order of their "assignment difficulty." Hale [9] presents a wide collection of different versions of channel assignment problems in radio and television fields. Gamst [6] develops a theory on the optimal distance (in frequency terms) among adjacent channels for a homogeneous system of hexagonal cells and derives some lower bounds for a class of channel assignment problems [7] . Jordan and Schabe [10] propose some new metrics for measuring the performance of various channel assignment techniques. Tcha et al. [18] propose new lower bounds for the channel assignment problem, thus improving previous results given by Gamst. Recently, simulated annealing [4] , [13] and neural networks [5] , [12] have been used to solve the CAP problem, but they tend to require excessively long computing times. Funabiki and Takefuji [5] develop a parallel neural network algorithm. In their bidimensional parallel network model, processors are used to model a problem of cells and channels. Sivarajan and McEliece [16] present eight algorithms that result from the combinations of two cell ordering criteria, two call ordering criteria, and two different channel assignment techniques. Kim and Kim [11] propose a two-phase optimization technique based on frequency reuse patterns (clusters). Using the same formulation of [16] , Wang and Rushforth [19] present a local search algorithm for the coloring problem (CAP3), which is also used with an algorithm based on structure partitioning of the network, carried out by means of clusters (SPCAP). Sen [14] presents new lower and upper bounds in a particular homogeneous environment, with the same number of calls in each cell.
If one considers both the solutions found and the computing times, the best existing algorithms, at least for certain graphs, are those using local search, such as CAP3 and SPCAP. In this paper, we propose a new heuristic, called randomized saturation degree (RSD), which is a generalization of saturation degree (SD) for graph coloring [2] . It is based on node ordering and on randomization of choices. Unlike other existing heuristics, ordering and coloring are carried out simultaneously: the first nodes to be colored are those with the greatest number of colors in the neighborhood. The RSD performance is experimentally tested on the benchmark problems proposed in [5] , [11] , [16] , and [19] . On these benchmarks, RSD often performs better than local search and provides good starting solutions for local search techniques. By combining RSD with a version of local search, obtained by giving more diversification to the CAP3 choices, we obtain the best results on most benchmark graphs.
0018-9545/01$10.00 © 2001 IEEE This paper is organized as follows. In Section II, the CAP problem is formally defined and formulated as a version of the graph coloring problem. In Section III, the benchmark problems are proposed and local search is briefly recalled. In Section IV, the adaptation of the RSD heuristic to the CAP problem is proposed. Experimental results on the benchmark problems are presented in Section V, together with some modifications introduced to CAP3.
II. PROBLEM FORMULATION
A cellular network is illustrated in Fig. 1 . Because interferences are caused by the power of radio transmission, if the geographical distance between two cells is larger than a fixed value, the same frequency channel can be "reused" in both cells at the same time without any interference (cochannel cells). As an example, suppose that channel Z is assigned to cell A (see Fig. 1 ). Suppose also that the interference extends up to the second ring of neighboring cells from the cell originating the call. Then, channel A cannot be reused in all gray cells shown in Fig. 1 . In the same figure, the shaded cells denote the possible cochannel cells for channel A.
According to the model considered in [11] , [16] , no two adjacent channels may be assigned to cells and .
3) Cosite constraint:
represents the required frequency separation between two channels assigned to the same cell . Let us observe that the required frequency separation is inversely proportional to the distance between two cells, that is, the largest entries in are those lying on the diagonal.
The CAP problem consists of finding a channel assignment, i.e., the s, for the cellular network such that the system bandwidth, that is is minimized.
Considering the above model, the CAP problem can be formulated as the generalization of a graph coloring problem. Several ways to model the CAP problem as a graph coloring problem have been proposed [14] , [15] , [19] . We consider the adjacency graph (or cellular graph) formulation [14] , defined as follows. Each node represents one cell, and there is an edge between two nodes if the corresponding cells are adjacent in the network (i.e., they share a common cell boundary). Fig. 2 shows the cellular graph that models the network of Fig. 1 .
According to this formulation, the CAP problem reduces to the problem of finding an assignment for the nodes of the cellular graph such that:
1) exactly codes are assigned to each node ; 2) for all ; 3)
is minimized. Clearly, the cellular graph coloring problem is the "generalization" of the classical graph coloring problem. More precisely, the latter problem is the CAP problem, where all entries of the demand vector are equal to one (only one code for each node) and where the interference matrix is a binary matrix (with meaningless diagonal entries). Therefore, the CAP problem is NP-complete.
The authors of [3] , [16] , and [19] show different criteria for finding a good ordering of the calls to solve the CAP problem. It is clear that if the number of system calls is , then there are available calls orderings. Because the exchange of two calls in the same cell does not change the system bandwidth (calls in a cell are undistinguishable), all orderings can be partitioned into distinguishable possibilities. The assignment strategy followed in this paper consists of assigning to the th call the smallest "legal" code, that is, the smallest code that meets all frequency separation constraints imposed by the previously assigned calls. This assignment strategy is known as the frequency exhaustive strategy [16] .
III. BENCHMARK INSTANCES
In this section, the benchmark problems are introduced and the local search technique that achieves the best results on the considered benchmarks is summarized.
A. Details of Ten CAP Benchmarks
We consider ten benchmark CAP instances, taken from [5] , [16] , and [19] , which will be denoted as . Problems are all formulated on the 21-cell system of Fig. 3 . Two channel requirements for these problems are defined in Fig. 4 (Cases 1 and 2, respectively). Fig. 5 shows the problem specifications for . is formulated on a 25-cell system, whose frequency separation matrix and demand vector are shown in Fig. 6 .
Note that all entries in Fig. 6 are for all , and or for all . Problems are taken from [16] , while and come from [5] . Problem is a practical assignment problem from Helsinki, Finland [12] . Fig. 7 reports the best bandwidths for the above ten benchmarks, obtained by the heuristic algorithms proposed in [3] , [5] , [12] , [16] , and [19] . The first line of Fig. 7 shows the lower bounds obtained by Gamst [7] . The other lines show the bandwidths obtained by the cited channel assignment algorithms. By observing Fig. 7 , it is clear that the best results are those obtained by the local search algorithm CAP3 [19] .
B. Larger Benchmark Instances
We consider also benchmark instances from [11] , involving cellular networks larger than those considered in Section III-A. The instances are formulated on the 7 7 network shown in Fig. 8 and are denoted as . The interferences extend up to the second ring of neighboring cells. The frequency separation between each pair of non-cochannel cells is 1 (absence of adjacent constraint), 2 or 3, and 3 or 4. The demand vector is generated by means of a distribution function , uniform over the interval . More precisely, the demand vector entries are generated by the uniform distribution for and ; by for and ; and by for and . Fig. 3 . A 21-cell system (cell number is inside the cell). Fig. 9 reports the bandwidths obtained by the heuristic algorithms proposed in [11] , [16] , and [19] . By observing Fig. 9 , one notes that the best results are those obtained by the SPCAP algorithm [19] , which is based on a partitioning of the network into a "minimum" network and a "difference" network, and then on separately coloring the two networks by means of a local search technique.
C. Local Search (LS) Algorithms
Until now, the best bandwidths for the previously presented benchmarks were achieved by local search algorithms.
Local search is based on a search space and an objective function . For each point , a set of neighbors is defined. A local search algorithm "explores" by looking for an that is "better" than , that is, an that improves the value of . The CAP problem is solved by a local search technique in [19] . Let us consider a cellular network with cells, a demand vector , and an interference matrix . Then , , , and can be defined as follows . 1) is the set of all possible ordered lists of calls, which fulfill the interference constraints.
2)
is the objective function to be minimized, that is the system bandwidth.
3)
is the current solution, namely, an ordered list of calls . 4) is the neighborhood of , defined as where is the number of components in which and differ. As in [19] , we consider . A local search algorithm for the CAP problem tries to find an , which decreases the system bandwidth [i.e., with ]. If this configuration exists, then becomes the new current solution and the search is iterated; otherwise, is a local optimum in and the search ends. The local-search based CAP3 algorithm, introduced in [19] , consists of three phases: an initialization phase and two search phases that explore the configurations in . Given , two calls are chosen: the call with maximum frequency and a random call ( ). is the ordered list of calls obtained from by swapping and . The two search phases differ in the way they accept as the new current solution. The search within is stopped as soon as an "better" than is found. , where is the smallest entry of the demand vector.
IV. THE RANDOMIZED SATURATION DEGREE (RSD) HEURISTIC
We now present a new CAP heuristic, which is a generalization of a technique proposed by Brelasz [2] for graph coloring. The technique was used in [2] for choosing the "branching" node in a branch and bound algorithm, DSATUR, and is called saturation degree. SD has been successfully applied by Battiti et al. [1] to solve the channel assignment problem for packet radio networks.
The basic idea of the SD heuristic is to color first the node having the largest number of colors already assigned to the neighbors. In the case of ties, the node with the largest number of colored neighbors is colored. The idea is that these nodes have a more limited choice for choosing colors, and thus a higher risk that all available colors will be assigned to the neighbors in future steps.
The coloring technique just mentioned is somewhat restrictive: if there are many ties, the first node encountered is colored first. We introduce more flexibility and fairness through the use of randomization. If there is a tie between two or more nodes, the winning nodes are inserted into a set of candidates. The node to be colored is then chosen randomly among the nodes in the set of candidates. By iterating this randomization technique (with different random number sequences), many legal colorings of the same graph can be found. Obviously, the assignment that achieves the smallest bandwidth is then chosen.
To adapt SD to cellular networks, some additional changes have been introduced. First, each node has to be assigned exactly codes. Second, codes (colors) must satisfy the constraints imposed by the interference matrix (cosite constraint, adjacent channel constraint, and cochannel constraint).
To assign many colors to the same node, two ways can be followed. The first is to order the nodes of the cellular graph (i.e., the cells of the network) and, once is chosen, to assign it codes. The second is to assign to only one code, and then to continue considering it as uncolored until codes have been assigned to it.
It is worth observing that in this heuristic, ordering and coloring of the calls are carried out simultaneously. The RSD heuristic, which follows the first of the two techniques described above, is shown in Fig. 10 . 
Fig. 8. A 49-cell system (each cell number is inside the cell itself).
ToBeAssigned is the set of uncolored nodes. A set Neigh Codes [ ] is associated to each node , which contains the codes assigned to the neighbors that are at most far from , where is the greatest distance for which an interference occurs. NAssigned Neighbors [ ] is the number of neighbors of , up to distance , which have already been assigned a code. This means that is chosen among those nodes having the greatest number of codes already assigned in the neighborhood (up to distance ), lines 11-21. Neigh is defined as the set of all nodes whose distance from node is .
At the beginning, ToBeAssigned contains all nodes (line 1). NAssigned Neighbors and Neigh Codes , for each , are initialized to zero and the empty set, respectively (lines 2-6). At each step, a node is chosen (lines 9-21). If there are ties (same coloring priority), the nodes are stored in a set of Candidates (lines 12-20), and then a random node is chosen (line 21).
Successively, the node is colored (line 22 Neigh not yet colored, for each , (lines 24-30). Procedure ASSIGN-CODES (lines 2-8 of Fig. 11 ) deletes from Avail Codes all colors that cannot be assigned to because they do not meet the channel constraints imposed by codes assigned to the neighbors of . In the second part (lines 9-21), is assigned codes, that is, one code to each call, according to the entries of the interference matrix.
A. Time Complexity
The initialization is carried out in time (lines 2-6). Then a while loop begins (lines 7-31), which selects one node per iteration and is therefore repeated times. A for loop, lines 11-20, carried out for each node in ToBeAssigned , is repeated times in the worst case, so that these two nested loops together require time. Procedure ASSIGN-CODES assigns one code to each call in cell . By implementing Avail Codes with binary strings, time is taken to delete one entry, while searching for the minimum (function MIN) requires also constant time because it depends on the constant MAX_CODE. The cardinality of Neigh is . Therefore, the for loop in lines 2-8 costs , while the for loop in lines 11-21 costs , because the while loop (lines 14-18) is repeated for a fixed number of iterations.
Consequently, the for loop of RANDOMIZED-SATURA-TION-DEGREE (lines 24-30) requires time. Because this for loop is nested within the while loop of lines 7-31, the time complexity of the heuristic is , where in the considered benchmarks is a small integer (two or three).
V. NEW EXPERIMENTAL RESULTS
In this section, the new RSD heuristic is tested on the benchmark problems previously introduced. RSD has been implemented in C and executed on an AlphaServer 2100.
A. First Results for
The execution of RSD obtains optimal solutions for eight out of the ten problems described in Section III-A. For two "harder" problems, neither the lower bound nor the CAP3 upper bound was reached. The results are shown in Fig. 12 (third line) .
Problems are perhaps the easiest problems, and their lower bound is reached many times during 100 iterations. For the problem, 210 iterations are necessary to reach its lower bound. For , the optimum is reached after 670 iterations. In contrast, the optimum is never reached for problems and , even increasing the number of iterations. Problems , , , and are the most difficult ones because they also take into account the adjacency constraint ( if ), which is a restrictive constraint to be satisfied; thus the optimal assignment is harder to be found. The computing times, however, are always less than 1 s, for all problems. The CAP3 algorithm requires about 1 second for all problems, except for and , which take 110-170 s [19] . These values have been calculated using the UNIX time function. To fairly compare computing times, the SPECInt95 of our machine and of that used in [19] are considered to normalize the two different machine speeds. 
B. RSD Plus Local Search
To improve the solutions found for and , a local search technique can be combined with the RSD heuristic. Starting from the ordered list of calls given by RSD, the idea is to search for an ordered list of calls that leads to a smaller bandwidth by introducing local search (LS). To do this, the local search CAP3 algorithm, described in Section III-C, can be modified as follows.
1) Initialization:
The starting calls list ( ) is that given by RSD.
2) Search: In the search phase, we observed that the criterion (given in Section III-C), which selects the two calls ( and ) to be swapped, induces a negligible diversification for the found solutions. Indeed, CAP3 selects the call , which is assigned the maximum frequency channel in the current solution . It is clear that will remain the same until a new current configuration will be found. This choice forces the algorithm to explore a "small" subset of . Thus a better configuration cannot be found for many steps, until a random call is found that leads to a better solution when it is swapped with . To introduce more diversification, the search was modified by changing the criterion for choosing the calls to be swapped. The call is still chosen in a random way, while the call is that to which the maximum frequency is assigned in the coloring associated to the last ordering visited . A new neighbor is obtained from by swapping and . In this way, the search phase has more diversification in its choices because it "exploits" the neighbors while they are visited.
3) Further Results for
and : The last line in Fig. 8 shows the bandwidths obtained by executing the local search technique described above, starting from the solutions found by RSD. For and , not only is the bandwidth given by RSD is improved but also that given by CAP3 is considerably lowered in much shorter computing times.
C. Results for
Because the demand vector for the CAP benchmarks introduced in Section III-B is not fixed, RSD was tested on the cellular network of Fig. 8 by considering different values drawn from proper uniform distributions. The uniform distribution function was implemented by means of the UNIX drand48() function.
The bandwidths obtained by RSD are illustrated in Fig. 13 . For each problem, the best solution obtained is shown together with the average over 30 iterations. The four mentioned criteria consist of four different ways of breaking ties during the assignment phase.
Criterion 1) The node (cell) with the greatest number of neighboring colors is chosen and codes are assigned to all its calls. Ties among nodes are broken choosing the node with the greatest number of colored neighbors. Criterion 2) Like Criterion 1), but ties among nodes are broken preferring that node with the greatest number of calls (greatest demand vector entry). Criterion 3) The node (cell) with the greatest number of neighboring colors, including colors inside the node itself, is chosen and is assigned only one color. Ties among calls are broken choosing the call with the greatest number of colored calls that could interfere with it. Criterion 4) Like Criterion 3), but ties among calls are broken coloring that call that belongs to the cell with the greatest number of not yet colored calls. By observing Fig. 13 , one notes that the results of the SPCAP algorithm [19] are improved for six out of nine problems. No tie-breaking criterion, however, is significantly better that the other ones on the considered benchmarks. Criteria 3) and 4) are the slowest to execute because calls have to be colored one at each step, and they take on the average 2 min for computing 30 iterations for each problem. Criteria 1) and 2) are faster to execute because they need only 1 min to compute 30 iterations. In contrast, the SPCAP algorithm takes 70-100 s to execute only one iteration.
The local search, as described in Section V-B, was also applied to problems . The resulting bandwidths, shown in Fig. 14 , are better than those of Fig. 13 for problems . For and , all four criteria find the same results; this suggests that these bandwidths could be optimal. SPCAP still gives better results for only three problems: . The computing times are slightly longer than before because local search is introduced: for Criteria 3) and 4), 15 min are needed to execute 30 iterations for each problem, while Criteria 1) and 2) require 7 min. 
D. Performance of the Four RSD Criteria
As we can see from Figs. 13 and 11, there is not a criterion that performs better than the others. To appreciate the difference among the four criteria, we shall consider more CAP instances.
Let be a uniform distribution over the interval [10, 30] ; and let the cellular network be a system where the interferences extend up to the second ring of neighboring cells. Consider a network of cells, . Fig. 15 represents the performance of the four RSD criteria on the networks described above, where the channel constraints for frequency separation are and for . The results shown are the average among 30 graph instances. It is clear that there is no best performing criterion yet.
Figs. 16-18 represent the results obtained for the same networks when the channel constraints become , for and for (Fig. 16) ; , for and for (Fig. 17) ; and , for and for (Fig. 18) . Two different behaviors of the system bandwidth can be distinguished. A gap results between the bandwidths found by Criteria 1) and 2) and those given by Criteria 3) and 4). Indeed, when the channel constraints are not very restrictive (i.e., see Fig. 15 ), all criteria perform in the same way, while as the constraints become more and more restrictive Criteria 3) and 4) are better than Criteria 1) and 2).
Note that the four criteria tend to behave in the same way if the channel interference extends up to the third, fourth, etc., ring of neighboring cells. More precisely, in these cases, the difference among the four criteria is bigger when the number of cells increases: for instance, if the interference extends up to the third ring of neighboring cells, the gap between Criteria 1) or 2) and Criteria 3) or 4) becomes larger when the cellular network is a 12 12 or a 13 13 cell system. The reason for the two different behaviors is found in the way that the two colorings are carried out: Criteria 1) and 2) assign at each step colors to all calls of the nodes, while Criteria 3) and 4) color at each step just one call of the node. That is, Criteria 3) and 4) manage to arrange colors in a smoother and finer way.
VI. CONCLUSION
In this paper, the randomized saturation degree heuristic has been introduced to solve the CAP problem on cellular networks. Like other state-of-the-art algorithms, RSD is a greedy algorithm, where objects are ordered according to a specific criterion. Indeed, RSD is a heuristic that aims at finding a "good ordering" of calls. The main difference is that, while in [11] , [16] , and [19] the ordering is found according to the characteristics of the graph and then maintained during the coloring procedure, in RSD the ordering is carried out simultaneously with the assignment, that is, the th node to be colored is not known until the ( 1)th node is colored. In this manner, properties of the current partial coloring can be taken into account.
The experimental results show that the node ordering given by RSD manages to achieve competitive results. RSD is a simple and fast algorithm, which achieves very low bandwidths. Furthermore, its performance is improved when it is combined with a local search technique. Unlike most heuristics presented in the literature, RSD is flexible and easy to adapt to any kind of network. For example, the algorithms in [11] and [19] use the cluster technique, which is not suited for some physical networks because it cannot take into account detailed information about the area to be covered. The simple structure of RSD, in-stead, is based only on node ordering and randomization. Therefore, it can be adapted to actual cellular networks, where cells can be of any shape and not necessarily hexagonal.
Further developments of interest are to test RSD either on cellular networks with an arbitrary topology or on different CAP formulations, like formulations that do not aim at minimizing the channel bandwidth, but try to optimize the use of a given fixed bandwidth while minimizing the number of interferences.
