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INTRODUCTION 
In the first years of LHC operation, a large number of 
activities will have to be organised. There will be 
shutdowns, start-ups and beam time, which itself will be 
interrupted by both scheduled and unscheduled stops. The 
beam time will be shared between machine development, 
preparing physics beams and last but not least the various 
modes of physics running.  
Some of these points were touched on in the previous 
Chamonix workshop. This session looked into more detail 
at how LHC operation could be scheduled. 
SHUTDOWNS AND START-UPS 
Every year a long shutdown will be needed by several 
machine groups for equipment servicing and major 
preventive maintenance [1]. The length of time estimated 
varies up to a maximum of 12 weeks, with some 
interdependence between the various activities. This fits 
with the requirements of the ALICE, ATLAS and CMS 
experiments, which also require an annual shutdown of 3-
4 months. 
Recovery from a long shutdown will need some time, 
firstly without beam (Machine Checkout) and then with 
(Setup with Beam). 
Three phases have been identified for the Machine 
Checkout. 
  Phase I, for cool down, machine closure and 
the integrity of the access system 
  Phase II, to establish interlocks and make 
individual system tests 
  Phase III, for machine wide tests from the 
CCC, final safety checks and INB approval to 
run. 
The time estimated for these activities is estimated to be 
a minimum of 6 weeks in the first year, although some of 
the earlier work could be done in parallel with the 
hardware commissioning program. We conclude that 4-6 
weeks should be reserved for this activity in year 1. For 
later years, the benefit of experience will roughly be 
outweighed by the absence of hardware commissioning, 
and a similar time period should be allocated. 
Once the machine is ready for beam after an annual 
shutdown, it will take time to re-commission the machine 
with beam, and 2-3 weeks should be foreseen to go from 
first beam to first physics runs. It should be noted that for 
the first year, initial commissioning will of course take 
significantly longer [2]. 
SCHEDULED STOPS 
Once the machine has been restarted after the annual 
shutdown, operation with beam will be interrupted by 
short stops for equipment repair and minor preventive 
maintenance. For the latter, the machine groups have 
given their requests [1], and a 3 day technical stop should 
be planned every month. Equipment groups can then plan 
the necessary activities, for which the necessary tools are 
available and should be used. Maintenance work using 
outside contracts needs particular attention. 
These technical stops will of course be scheduled in 
advance, but it should be noted that unforeseen events 
(such as breakdown requiring immediate intervention) 
could dictate a change of schedule. If we have to stop for 
a few days a week before a planned stop, for example, it 
would be better to combine the two than to stop again a 
few days later. Hence a degree of flexibility has to be 
included in the equipment maintenance program, where 
again outside contracts need to be established 
accordingly. The down time of the machine should not be 
increased due to contractual aspects of equipment 
maintenance. 
After each technical stop, it will take time (between a 
shift and a day) to re-establish machine performance. 
UNSCHEDULED STOPS 
Equipment breakdown or malfunction will invariably 
occur and require an unscheduled stop of the machine. In 
these cases the efficient functioning of the personnel 
access system is essential to minimise the downtime. The 
sectorisation of the access system should help in this, 
allowing personnel to intervene on equipment in the 
service zones in the shadow of machine operation, so long 
as no beam is circulating in the accelerator. 
When access is required in the tunnel or experimental 
areas, a supervised access will be organised at short or 
immediate notice. The access system must allow quick 
entry into the tunnel and to quickly re-establish machine 
conditions for beam. Once again, contractual conditions 
should not adversely impact on the duration of these 
stops. 
BEAM TIME 
As noted above, time has to be foreseen for recovery 
from annual shutdowns (2-3 weeks) and technical stops (a 
few shifts). Furthermore, for 25ns operation with bunch 
intensities above 3 1010 protons, scrubbing runs will be 
needed to avoid beam instabilities and emittance blow-up 
due to the electron cloud phenomenon. At higher 
intensities (8 1010 protons per bunch) scrubbing will be 
needed to reduce the electron cloud induced heat load.  
 
It is proposed to make a short (few days) scrubbing run 
after each significant stop, and a longer (2 weeks) 
scrubbing run before each annual shutdown in order to 
allow subsequent thermal cycling and NEG reactivation. 
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It will be necessary during the first years of running to 
allocate a significant amount of Machine Development.  
Based on the experience with LEP, some 15% of the 
available time will be devoted to studies. 
PHYSICS TIME 
Taking all of the above into account leaves some 140 
days per year for physics operation (see Fig. 1), 
interrupted by whatever unscheduled stops are necessary. 
For the initial commissioning and pilot physics run, it is 
proposed to work with a relatively simple machine and 
provide collisions with small numbers (43 or 156) of 
bunches per beam. Once this has been achieved, operation 
would move to 75ns bunch spacing as a step to the final 
configuration of 25ns bunch spacing [3]. 
Experiments 
While they will of course make use of any beam 
conditions for detector commissioning early on, the high 
luminosity experiments ATLAS and CMS prefer to move 
as quickly as possible to the final configuration. The 
LHCb experiment can do little other than debugging work 
until 75ns operation starts, and they too are optimised for 
25ns operation and so would also like to move to this 
configuration as soon as possible. ALICE, while 
conceived principally for ions, would make use of all 
proton running, both for physics runs in their own right as 
well as for reference data for the subsequent ion runs.  
Both LHCb situated in IP8 and ALICE in IP2 request 
that the optics in their IP be tuned to optimise rates as a 
function of the intensity and configuration in use. Both 
will request to run with different magnet polarities; in the 
case of LHCb a polarity change may be requested every 
fill, while for ALICE changes will be requested a few 
times per year. 
For operation with ions, both ATLAS and CMS intend 
to take data along with the principal ion experiment, 
ALICE. The standpoint of ALICE is now to make the first 
serious ion run of around 4 weeks, straight after the first 
long shutdown. 
The TOTEM experiment will measure the total pp 
cross-section and study elastic proton scattering, and is 
also interested in the study of diffractive events. This 
results in various run scenarios, most of which require a 
particular machine configuration that is considerably 
different from the standard configuration in IP5. The 
experiment suggests several runs, typically of one day 
duration, spread throughout the first years of machine 
operation. Furthermore the total-cross section 
measurements should begin in the initial phase of LHC 
operation. 
Runs at lower energies are also being considered, 
particularly by TOTEM (at  s of both 1.8TeV and 8TeV) 
and ALICE (at  s of 5.5TeV). For the moment the other 
Figure 1: Breakdown of a normal year of LHC operation. 
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experiments are not considering a request to run at 
energies below  s of 14TeV. 
Machine considerations 
 
As already mentioned, a staged approach is proposed 
for the early operation of the LHC for luminosity 
production with protons. Both ion and TOTEM running 
have to be accommodated into this approach. 
For operation with ions, a number of accelerator 
systems (RF, injection, instrumentation) will have to be 
re-commissioned. Initial operation is foreseen with the so 
called early ion scheme, with 62 bunches of nominal ion 
intensity in each ring. Assuming that the LHC works 
already for protons, this is estimated to take around 2 
weeks to set up. Some of this work could be done early 
on, if the injectors are ready with ions. It should be noted 
that ion runs could be scheduled in such a way to allow 
cool down of both the injectors and the LHC machine 
after proton operation. 
For TOTEM operation, the special machine conditions 
required are very demanding in terms of beam and optics 
quality, as well as for the collimation system. In many 
ways they are similar to the polarisation runs performed 
every few weeks in LEP, which can be used as a guide. 
The initial setup is expected to take a few days, which 
could be more efficient if spread out. For subsequent 
changes into TOTEM running, a couple of shifts should 
suffice. While the TOTEM request for many short runs is 
noted, in case that there are reproducibility issues in the 
LHC as there were in LEP, it may be more efficient to 
perform longer runs. 
CONCLUSIONS 
Long annual shutdowns and regular technical stops of a 
few days duration will be part of life at the LHC. Both, 
but particularly the technical stops, will need careful 
planning in order to make optimum use of the down time, 
bearing in mind the outsourcing of certain maintenance 
contracts. The access system will need to be efficient as 
well as safe in order not to impact on the overall 
downtime. 
Taking into account shutdowns, machine checkout, 
setup with beam, scrubbing, technical stops, restarts and 
around 15% of machine development time, there will be 
about 140 days scheduled for physics in a normal year. 
The requests from the users on how to use this time are 
many and varied. In view of this the question of an LHC 
physics coordinator to assign priorities arose. 
In any case, performance levels needed for the Higgs 
search are best achieved by building on experience and 
using the same beam conditions run after run, without 
having to worry about other modes of operation. This 
applies during commissioning as well as during later 
physics runs. 
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