Theorem 3: Given I' > 0, the set of polynomials P(z) = {zn+a,zn-'+ ... +anla, 2 0, Vi, 0 < a,+ ... +a,, = I} is stable if and only if the set of extreme polynomials Pe(z) = { z n + rzn-lli = 1, ... n} is stable. 
all zeros of p(z) are located inside the unit circle for all coefficient combinations, otherwise zeros can be located outside the unit circle for some coefficient combinations. Thus, it is confirmed that the stability bound of the system is exactly obtained by Corollary + a2z2 + a,z + a4 where a, 2 0, Vi and 0 < a, + ... + a4 I r. Then, from Corollary 2, it follows that for all coefficient combinations, p(z) is stable if and only if 0 < r 5 10. Fig. 2a and b shows the root locus of the above polynomial p(z), with r = 8 in Fig. 2a and r = 12 in Fig. 2h . Note that if r < 10, all zeros of p ( z ) are located inside the unit circle for all coefficient combinations, otherwise zeros can be located outside the unit circle for some coefficient combinations. Thus, it is confirmed that the stability bound is obtained exactly by Corollary 2.
Conclusions: This Letter presents new results on the extreme-point robust stability of discrete-time polynomials with special uncertainty in the coefficient space. Specifically, we showed that in the coefficient space (a,, ..., a J , the stability problem of all polynomials corresponding to the special polytope (a, t 0, Vi, 0 < a, + ... + a, I r) is reduced to a stability check of the polynomial corresponding to one (at = 0, i = 1, ___, n-1, U, = r) of the extremepoints of the polytope. 
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Genetic programming can be used for structural optimisation. Combined with a hybrid simplexisimulated annealing algorithm, it is applied to the identification of nonlinear dynamic models from simulated experimental data. Nonlinear models similar to the original test model of the system are identified, yielding both correct structures and accurate parameters.
Introduction: System identification tools are well established for parametric estimation in linear input-output and state-space models. Identlfication of nonlinear physical models presents more problems since both the structure and parameters of the physical model must be identified. Often a trial and error approach is adopted to fine-tune a model, using experimental data from available measured quantities. It would be more efficient to be able to use an optimisation method to determine both the structure and parameters of the physical model. Nonlinear physical models are often portrayed using block diagram constructs (Fig. 1 ). Many block diagram based simulation tools are available (e.g. SIMULINK [l] which is a simulation toolbox for MATLAB [2] ) and these use a library of system both linear and nonlinear elements to construct a block diagram of the dynamic system to be simulated. A wide range of dynamic systems can be represented using such simulation tools. This Letter reports an automatic procedure whch can identify a nonlinear continuous time model from experimental data. This model could then be used for further investigation of the physical system, or to validate the structure of an existing model developed in some other way. This tree structure is of variable length and is constructed of nodes. In the context of block diagram structures, these nodes can be terminal nodes signifying an input or a constant, or functions performing some action on one or more signals within the structure to produce an output signal. An example of such a tree structure is shown in Fig. 2 . The terminal nodes in this case are system inputs, and the non-terminal nodes are standard library function system blocks. Each structure is one possible description of the dynamic system being modelled. To identify a nonlinear structure, the program selects candidate system blocks from a library to make a block diagram of the model, and a fitness function defining the quality of the model with respect to experimental data is evaluated. GP has been applied to the development of signal processing algorithms [4] and to the identification of chemical processes [5] .
Fig. 2 GP tree for typical block diagram Junction
Genetic programming j b r structural identification: GP works by emulating natural evolution to generate an optimum model structure that best maximises some fitness function. In this case model structures evolve through the action of operators known as crossover and mutation. These operators work on branches, i.e. that part of the structure downwards of a randomly selected point. Crossover involves the branches from two parent structures being interchanged. 'Mutation' is the creation of a completely new branch determined at random. At each stage of the optimisation process ('generation' in evolutionary terms), a population of model structures undergoes crossover, mutation and selection, and then a fitness function is evaluated. These operators improve the general fitness of the population. Based on fitness, the next generation is selected from the pool of old and new structures. The process repeats until a convergence criterion is satisfied. Some of the system blocks contain numerical parameters; these parameters must be estimated for each structure in order to calculate the fitness function, in this case the sum of squares of the error between model output and experimental data. The unpredictability of the model structures arising during the genetic programming process means that parameters for some unusual models have to be estimated, including parameters in structures with linearly dependent or irrelevant parameters. A method which combines simulated annealing and Nelder simplex minimisation [6] was found to be sufficiently robust and is used here to complement the GP.
The use of all available prior knowledge is critical for nonlinear system identification [7] . Such information could be incorporated as a known core structure and the structure modelling procedure could expand this model. The selection of system blocks for the GP library should also use all available prior knowledge.
Results; To test the genetic programming approach, a nonlinear system involving pure time delay, saturation and a second order linear block (Fig. 1 ) was simulated to generate data, and these data were used in an attempt to identify the original system. Input selection is of course crucial for nonlinear system identification. For this example, knowledge of the system characteristics was used in choosing the amplitude and frequency content of the signal. The chosen input involved steps and ramps. The GP was run for 50 generations with a population size of 50 and a mutation rate of 5%. The parameters for each structure were estimated using a combination of simulated annealing and Nelder-simplex optimisation. After six generations, the GP found the exact solution (Fig. 3) with estimated parameters within 1% of actual values. The time response match can be seen in Fig. 4 . The next test was to run the optimisation with simulated measurement noise on the 'measured' response data. The system in Fig.  1 was used with a time delay of 1 s. White noise at 4% signal level was added to the simulated data. The results are shown in Fig. 5 and are almost identical to the original system in Fig. 1 , except for a reordering of the blocks. For this system, the position of the time delay block has no effect on the output signal, so the system in A second optimisation with the same noisy data set as above produced the model in Fig. 6 , and an error of 0.3412. The resulting system looks different from the test model (Fig. 1) at first glance, but when the gain block value of 1.0 is removed, and it is realised that with this input signal the first set of second order linear dynamics almost eliminates the effect of one of the inputs by filtering action, the model is essentially the same as the original. o.oco1 Conclusions: GP allows optimisation of model structure for nonlinear models. The topology and types of block structures are intelligently fitted by the genetic programming, while their associated parameters are identified by a simulated annealing algorithm. With the application of suitable constraints, this method could give useful information about the physical model structure of an unknown system or it could be used to validate existing nonlinear models from experimental data [8] . This method could suggest model structures from data and the information could be used to validate physical models obtained by other means. Future work will involve the validation of nonlinear models of helicopter engine dynamics from flight test data.
