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Preface
Model Theory is a branch of mathematical logic in which one studies mathematical
structures by considering the true first order sentences. The fields of real and complex
numbers have been long served as motivating examples for model theorists. The logical
study of the field of real numbers began with the work of Tarski (see [18]). He proved
that the theory of the reals is decidable.
The study of exponential rings (E-rings) starts with a problem left open by Tarski
in the 30’s about the decidability of the reals with exponentiation [19]. Only in the
mid 90’s Macintyre and Wilkie in [8] gave a positive answer to this question modulo a
conjecture due to Schanuel (1960) concerning Transcendental Number Theory:
Schanuel’s Conjecture (SC) Let λ1, . . . , λn ∈ C be linearly independent over Q.
Then Q(λ1, . . . , λn, eλ1 , . . . , eλn) has transcendence degree (t.d.) at least n over Q.
In this thesis we will examine some consequences of (SC) both in the well known
exponential fields as the reals and the complexes, and in a more abstract context of the
pseudo exponential fields introduced by Zilber [28].
However, independent of the above mentioned problem, the class of exponential rings
and fields is a very interesting and fascinating subject of investigation, and it has been
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enriched by ideas from analytic geometry (see [28]) and differential topology. Indeed, in
the last twenty five years, several people as A. Macintyre ([4], [5], [6]), L. Van den Dries
([22]), A. Wilkie ([23]), H. Wolter ([24], [25]), have been concerned with exponential
rings and fields and obtained interesting results involving the real field and the complex
field.
The first Chapter contains some introductory material and preliminary results on
the Theory of Exponential Algebra.
Macintyre (1991) used Schanuel’s Conjecture to prove that the exponential subring
of the reals generated by 1 is free on no generators. This result implies that there are
no hidden iterated exponential identities for exponential constants (modulo SC), that is
there are no unexpected exponential algebraic relations on the integers Z.
Following this line of research, in Chapter 2 we consider the exponential field (C, ex)
where the following well known identities hold
epii = −1 and i2 = −1.
A natural question is:
Are these the only identities in (C, ex) involving pi and i?
We show that, modulo Schanuel’s Conjecture these are the only relations. This is
obtained by characterizing the kernel of the E-morphism from the free E-ring on two
generators x, y mapping x 7→ pi and y 7→ i.
We also show that such a kernel is not a principal E-ideal, where an E-ideal is an
ideal I such that if α ∈ I then E(α) − 1 ∈ I. This was the starting point to begin the
study of E-ideals in the free E-ring on n generators as kernels of certain E-morphisms
(see Section 2.6).
Assuming Schanuel’s Conjecture we obtained also some information on the algebraic
vrelations among elements of (R, ex). We prove that the E-subring of R generated by pi
is isomorphic to the free E-ring on pi (modulo (SC)).
In the third Chapter we study consequences of Schanuel’s Conjecture concerning
decidability issues, proving that, modulo (SC), there are algorithms which decide if two
exponential polynomials in pi are equal in R and if two exponential polynomials in pi
and i coincide in C.
A connection between exponential fields and algebraic geometry comes from the
construction of new structures due to Zilber (see [28]). He constructed the new structures
getting inspiration by the complex exponential field and the new approach introduced by
Hrushovski (1993) (see [14]) in order to construct strongly minimal sets. A Zilber’s field
is an algebraically closed field of characteristic 0 with an exponentiation defined on it
with periods of a certain form. Moreover, it satisfies Schanuel’s Conjecture and two other
axioms, the strong exponential closure and the countable closure, concerning solutions
of certain systems of exponential polynomials. His axioms provided a fascinating, novel
approach to the complex exponential field. Zilber proved that the class of exponentially-
algebraically closed structures with the countable closure property has a unique model
in every uncountable cardinality. He conjectured that the complex exponential field is
the unique model of cardinality 2ℵ0 . Until now no attempt to disprove Zilber’s conjecture
has succeeded.
In this context there are some recent results due to Marker [9] concerning the solv-
ability of a simple exponential polynomial, Marker’s results imply an instance of the
strong exponential closure for (C, ex), supporting in this way Zilber’s conjecture.
In Chapter 4 we analyze a more complicated exponential polynomial, and under
suitable hypothesis, we obtain an analogous result to Marker’s.
On the opposite side it is very interesting to characterize when an exponential poly-
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nomial has no solutions. For the complex exponential field such characterization exists
and it is due to Henson and Rubel in [12]:
Let F (z1, . . . , zn) ∈ C[z1, . . . , zn]E
F (z1, . . . , zn) has no roots in C iff F (z1, . . . , zn) = eG(z1,...,zn),
where G(z1, . . . , zn) ∈ C[z1, . . . , zn]E.
The proof uses Nevanlinna Theory and, moreover, the authors claim that it is not
possible to use a direct algebraic approach substituting Nevanlinna Theory. As we
will see, in the last Chapter, we prove Henson and Rubel result we extend Henson
and Rubel’s result to Zilber’s fields using purely algebraic methods. So, if Zilber’s
Conjecture is true, we find an alternative proof of Henson and Rubel’s result with no
use of Nevanlinna Theory.
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Chapter 1
E-rings and E-fields
1.1 Introduction
The goal of this chapter is to illustrate our framework. We will work with exponential
rings, exponential polynomial rings, free exponential rings and exponential fields. In
this chapter we introduce definitions and properties relative of these objects. We also
introduce the notion of exponential ideal (E-ideal) which will be crucial in our main
results.
1.1.1 E-rings and E-fields
Definition 1.1.1. An exponential ring, or E-ring, is a pair (R,E) with R a commutative
ring with 1 and E : R→ U(R) a map of the additive group of R into the multiplicative
group of units of R satisfying:
1. E(x+ y) = E(x) · E(y) for all x, y ∈ R,
2. E(0) = 1.
1
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Definition 1.1.2. An E-field is a pair (K,E) where K is a field.
Examples 1.1.3. 1. (R, ax), with a > 0, and (C, ex).
2. Any ring R can be expanded to an exponential ring by the trivial exponentiation,
E(x) = 1 for all x in R.
3. If the ring R has no nilpotent elements different from 0 and has prime character-
istic p > 0 then the only exponentiation definable over R is the trivial one (see
[22]).
4. (S[t], E), where S is an E-field of characteristic 0 and S[t] is the ring of formal
power series in t over S. Let f ∈ S[t], where f = r + f1, and r ∈ S,
E(f) = E(r) ·
∞∑
n=0
(f1)
n/n!
5. Zp the ring of p-adic integers with (1 + p)x if p > 2, and 5x if p = 2.
6. On the ring Z we can define only two E-morphisms, the trivial one and the mor-
phism:
E(x) =
 1 if x is even−1 if x is odd.
1.1.2 Group algebra
Starting with an E-ring we will construct exponential polynomials (E-polynomials),
and we will equip such a set with an E-ring structure.
The construction is based on the concept of group ring. We start by recalling the
definition of group ring and group algebra.
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Definition 1.1.4. Let G be a multiplicative group finite or infinite, and R a ring. The
group ring of G over R is the set of all linear combinations of finitely many elements of
G with coefficients in R, ∑
g∈G
rgg,
where rg = 0 for all but finitely many elements of G, and the ring operations are defined
as follows:
(
n∑
i=1
rgigi) + (
n∑
i=1
sgigi) =
n∑
i=1
(rgi + sgi)gi
(
n∑
i=1
rigi) · (
m∑
j=1
sjkj) =
n∑
i=1
m∑
j=1
(risj)(gikj).
Remark 1.1.5. 1. R[G] is commutative if and only if both R and G are commutative.
2. If R has an identity 1R, and e is the identity element of G, then 1Re is the identity
element of R[G].
3. R is always a subring of R[G],
R ↪→ R[G],
whereas, R[G] contains a copy of G,
G ↪→ R[G]
if and only if R is a ring with unity.
4. On the group ring R[G] (we define) the following R-module structure is defined
r(
∑
sigi) =
∑
(rsi)gi (r, si ∈ R, gi ∈ G).
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It is easy to show that R[G] is a R-algebra which is called the group algebra of G
over R.
We recall the following classical result on group rings:
Proposition 1.1.6. Let R be an integral domain of characteristic 0 and G a group.
Then the group ring R[G] is an integral domain of characteristic 0 if and only if G is
torsion free.
It is possible to characterize the units of a group ring, indeed we have the following
result:
Corollary 1.1.7. If R[G] is an integral domain of characteristic 0, then the units of
R[G] are of the form:
rg ∈ U(R[G]), where r ∈ U(R) and g ∈ G.
1.1.3 Construction of E-polynomial ring
In this section we review the construction of the E-polynomial ring as in [22].
Let (R,E) be an E-ring. We denote the ring of exponential polynomials overR and in
the indeterminatesX1, . . . , Xm by R[X1, . . . , Xm]
E. The construction of R[X1, . . . , Xm]
E
is by recursion. The exponential ring of E-polynomials can be viewed as a group ring
over the ordinary polynomial ring R[X1, . . . , Xm], with the E-morphism an extension of
the exponential function over R. At each step we construct a group ring over the ring
obtained at the previous step. Also the exponential function is defined by steps. All
together we will construct three sequences (Rk)k∈N, (Ak)k∈N and (Ek)k∈N, where Rk’s
are group rings, Ak’s are abelian groups, and Ek’s are partial E-morphisms from Rk
into the units of Rk+1.
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Initial step: for k = −1 and k = 0 define
R−1 = R,R0 = R[X1, . . . , Xm] and A0 = the ideal generated by X1, . . . , Xm.
So, as additive group R0 is:
R0 = R⊕ A0.
The morphism E−1 from R−1 into R0 is the composition of the initial E-morphism over
R with the embedding of the ring R into R[X1, . . . , Xm], i.e.:
E−1 : R−1 = R
E−→ R i↪→ R[X1, . . . , Xm] = R0.
Inductive step: suppose k ≥ 0 and Rk−1, Rk, Ak and Ek−1 have been defined in
accordance with the description above: so Rk = Rk−1 ⊕ Ak, and Ek−1 is a morphism
from the additive group Rk−1, previously constructed, into the multiplicative group of
units of Rk. For the inductive step it is convenient to consider a multiplicative copy of
Ak which we denote by t
Ak , where t is a formal isomorphism
t : Ak → tAk .
The ring Rk+1 is construed as a group ring over the ring Rk and the group t
Ak , i. e.
Rk+1 = Rk[t
Ak ].
As additive group Rk+1 is
Rk+1 = Rk ⊕ Ak+1,
where Ak+1 is the Rk-submodule of Rk+1 freely generated by t
a, with a ∈ Ak and a 6= 0
(this last condition ensures that Ak+1 does not coincide with Rk+1). The definition of
Rk+1 as a group ring is convenient in order to see explicitly the exponential iterations of
exponentiation, while the interpretation of Rk+1 as a direct sum is used in order to define
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the morphism Ek at k + 1 step. Now we extend the morphism Ek−1 to the morphism
Ek.
Let r ∈ Rk, we can write r = r′+ a, with r′ ∈ Rk−1, a ∈ Ak, and this decomposition
of r is unique.
We define
Ek : Rk → U(Rk+1) by Ek(r) = Ek−1(r′) · ta.
The ring R[X1, . . . , Xm]
E is the limit of Rk’s, i.e. R[X1, . . . , Xm]
E =
⋃
k Rk, and its
exponential map is defined in the natural way as E(x) = Ek(x) if x ∈ Rk. This end the
construction.
Notice that at each step Rk+1 as additive group is the direct sum R ⊕ A0 ⊕ A1 ⊕
. . .⊕Ak+1. Moreover, as group ring Rk+1 = Rk[tAk ] = Rk−1[tAk−1 ][tAk ] ∼= Rk−1[tAk−1⊕Ak ].
More generally, the following is true
Rk+1 ∼= R0[tA0⊕A1⊕...⊕Ak ].
We can then view the additive group of R[X1, . . . , Xm]
E as R⊕A0⊕A1⊕. . .⊕Ak⊕. . . ,
and as group ring R[X1, . . . , Xm]
E is R[X1, . . . , Xm][t
A0⊕A1⊕...⊕Ak⊕...]
Remark 1.1.8. The isomorphism t : Ak → tAk is the restriction of the exponential map
E to Ak, and we will use either notation t
Ak or E(Ak), freely.
In the classical case there are properties which are preserved from a ring to the
polynomial ring. Also in the case of E-polynomial rings some properties are preserved,
for example being an integral domain.
Proposition 1.1.9. If R is an integral domain of characteristic 0, then R[X1, . . . , Xm]
E
is an integral domain whose units are of the form u · E(p), where u is a unit of R and
p ∈ R[X1, . . . , Xm]E.
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Proof: By induction on k ≥ 0 we show that Rk is an integral domain whose units are
of the form u · E(p), where u is a unit of R and p ∈ Rk−1. For k = 0 it is clearly true.
We assume the result true for k > 0, that is Rk is an integral domain of characteristic 0
whose units are as above. In these hypotheses Ak is a torsion free abelian group. Indeed,
suppose by contradiction that there exists a ∈ Ak such that:
n · a = 0 for some n > 0,
i.e.
(1 + 1 + . . .+ 1︸ ︷︷ ︸
n
) · a = 0.
This gives immediately a contradiction since Rk is an integral domain of characteristic
0. This implies that tAk is also torsion free.
From Rk+1 = Rk[t
Ak ] (i.e. Rk+1 is a group ring over an integral domain), it follows
that Rk+1 is an integral domain of characteristic 0 (see Proposition 1.1.6).
Now we prove that U(Rk+1) = {α ·E(β) : α ∈ U(Rk), β ∈ Ak}. Clearly, if α ∈ U(Rk)
and β ∈ Ak we have α ∈ U(Rk+1) and E(β) ∈ U(Ak) ⊆ U(Rk+1), and so α · E(β) ∈
U(Rk+1). Hence {α · E(β) : α ∈ U(Rk), β ∈ Ak} ⊆ U(Rk+1).
For the other inclusion, let r ∈ U(Rk+1) and r′ ∈ U(Rk+1) such that r · r′ = 1. Then
r = α1 · E(β1) + · · ·+ αn · E(βn), where αi ∈ Rk, βi ∈ Ak
and
r
′
= γ1 · E(δ1) + · · ·+ γh · E(γh), where γj ∈ Rk, δj ∈ Ak.
From Ak being torsion free it follows that Ak can be made into an ordered group
with order < . We can assume that
β1 < · · · < βn
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and
δ1 < · · · < δh.
Now we write
1 = [α1 ·E(β1)+ · · ·+αn ·E(βn)] · [γ1 ·E(δ1)+ · · ·+γh ·E(δh)] =
n∑
i=1
h∑
j=1
αi ·γj ·E(βi+δj).
We have, β1 + δ1 < βn + δh, so necessarily βi + δj = 0 for i = 1, . . . , n, and j = 1, . . . , h.
That is β1 = β2 = · · · = βn and δ1 = δ2 = · · · = δh. So, without loss of generality we
can assume r = α ·E(β) and r′ = γ ·E(δ), where α, γ ∈ U(Rk). By inductive hypothesis
α = α
′ · E(β ′), where α′ ∈ U(Rk−1). Repeating the procedure we write r = u · E(p),
where u ∈ U(R) and p ∈ Rk, and the proof is completed.
In next chapter we will see that there are properties of the stating exponential ring
which are not preserved in the exponential polynomial E-ring.
1.1.4 Degree
As in the classical case of polynomial rings, it is possible to associate a degree to any
exponential polynomial in the following way:
Definition 1.1.10. Let p(X)1 ∈ R[X]E. We define the height of p(X) as:
height(p) =
 k if p ∈ Rk \Rk−1, k > 00 if p ∈ R0 = R[X] (1.1)
Intuitively the height is the maximum number of iterated exponentiations in p(X).
We focus our attention on p(X) ∈ Ak, k > 0. Then p(X) is uniquely represented as
p(X) =
h∑
i=1
ri · E(ai),
1where X stands for a tuple X1 . . . Xm of variables
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where ai ∈ Ak−1\{0} and ai 6= aj for i 6= j, and r1, . . . , rh are non-zero elements of Rk−1.
So, we obtain a normal form for the exponential polynomials. We define t(p) = h, i.e. t
counts the number of summands with the same number of iterated exponentiations in
p.
In case p is an ordinary polynomial, i.e. p ∈ R0 we define:
t(p) =
 0 if p = 0d+ 1 if deg(p) = d ≥ 0
Now we are in a position to associate a degree to any exponential polynomial, and
it will be an ordinal below ωω.
Let p ∈ R[X]E, so p ∈ Rk for some k. Recall that Rk = R0 ⊕ A1 ⊕ · · · ⊕ Ak, k ≥ 0,
hence any polynomial p(X) in Rk has height ≤ k, and can be written uniquely as:
p = p0 + p1 + · · ·+ pk, where p0 ∈ R0, pi ∈ Ai for i > 0.
We define
ord(p) = ωk · t(pk) + · · ·+ ω · t(p1) + t(p0),
where k is the maximum number of iterated exponentiations which appear in p (recall
that p ∈ Rk). Note that ord(p) = 0 iff p = 0. We call p0 the polynomial part of p. Since
ord(p) is an ordinal it allows proofs by induction on the degree.
Remark 1.1.11. The degree can be considered as a map:
ord : R[X]E = ∪kRk −→ ωω.
This map is defined stepwise by recursion on k.
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1.2 Solutions of exponential polynomials
The next natural step is to study solutions of exponential polynomials. In this respect
there are differences between the behavior of classical polynomials and exponential poly-
nomials. If p(X) is an ordinary polynomial in one variable then p(X) has only finitely
many solutions in C, while if we consider p(X) = E(X) − 1, we have infinitely many
solutions given by 2nipi, n ∈ Z.
In order to study solutions of an exponential polynomial it is useful to associate to
each exponential polynomial its corresponding function as follows. First all, let (RR
n
, E)
be the E-ring of n-ary functions over R. It is very easy to show that (RR
n
, E) is an
E-ring, where the operations are defined pointwise.
Consider the E-ring morphism
ˆ: R[X1, . . . , Xn]
E −→ (RRn , E)
p 7−→ pˆ.
The pˆ’s are called E-polynomial functions and we denote such an E-ring by
R[x1, . . . , xm]
E. In general the E-morphism ˆ may have a nontrivial kernel. Indeed,
if we consider a ring R with the trivial exponentiation, that is E(r) = 1 for all r ∈ R,
we have that the exponential polynomial E(X1)− 1 is in the kernel of the morphismˆ.
Under suitable hypothesis this map is injective (see [22]). The following results holds:
Proposition 1.2.1. Suppose the E-ring R is an integral domain of characteristic zero,
and there are derivations d1, . . . , dm on a ring extension of R[x1, . . . , xm]
E which are
trivial on R and satisfy di(xj) = δij, 1 ≤ i, j ≤ m, and di(E(f)) = r · di(f) · E(f) for
some r ∈ R − {0} and for all f in R[x1, . . . , xm]E and i = 1, . . . ,m. Then the mapˆ is
an isomorphism.
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More generally the following result is true (see [22]):
Proposition 1.2.2. Suppose R is an ordered E- field and its exponential map E sat-
isfies E(x) ≥ 1 + rx for a fixed r ∈ R and all x ∈ R. Then the map p 7−→ pˆ from
R[X1, . . . , Xn]
E into R[x1, . . . , xn]
E ⊆ (RRn , E) is an isomorphism.
Using these results Henson, Macintyre, Van den Dries, and other people proved that
for the exponential polynomial rings over R and over C the mapˆis injective. In both
cases the proof reduces to show that the kernel ofˆis necessarily trivial since otherwise
being closed under derivation it would coincide with R[X1, . . . , Xn]
E, where R = C,R.
Combining the degree associated to an exponential polynomial and derivations the
following result follows from an observation of G.H. Hardy (see [11]).
Theorem 1.2.1. Let R be an E-ring. If p ∈ R[X]E, then there exists q ∈ R[X]E such
that
ord(∂
(E(q) · p)
∂x
)) < ord(p).
Remark 1.2.3. Hardy used the above result in order to show that if p is an exponential
polynomial with coefficients in R which is not identically null then p has only finitely
many zeros. This result it is not obvious, since if we consider p(X) ∈ C[X]E and
p(X) = E(X)− 1, then p(X) has infinitely many zeros given by 2nipi, where n ∈ Z.
1.3 Free E-rings
The E-rings form an equational class relative to the language L = {0, 1,+, ·,−, E},
hence free E-ring exist. For convenience we review the construction which is very simi-
lar to the construction of E-polynomial rings seen in Section 1.1.2.
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Let X1, . . . , Xm be distinct indeterminates, we also include the case m = 0, that is
we allow also the free object on no generators.
Definition 1.3.1. The free E-ring on X1, . . . , Xm, denoted by [X1, . . . , Xm]
E is an E-
ring containing X1, . . . , Xm as elements, satisfying the universal property of ”freeness”,
that is for each E-ring R and r1, . . . , rm ∈ R there is exactly one E-ring morphism
f : [X1, . . . , Xm]
E → R
such that f(Xi) = ri for i = 1, . . . ,m.
Notice that the universal property of freeness for the free E-ring on no generators
[∅]E is reduced to require for each E-ring R the existence of an E-morphism from [∅]E
to R (see [4]).
As in Section 1.1.2 also in this case we define three sequences ([X1, . . . , Xm]k)k∈N,
(Bk)k∈N, (Ek)k∈N, where [X1, . . . , Xm]k’s are group rings, Bk’s are abelian groups and
Ek’s are partial E-morphisms.
The construction of [X1, . . . , Xm]
E is by recursion. The difference with the construc-
tion of the ring of E-polynomials is only in the initial step of the recursion.
Initial step: [X1, . . . , Xm]−1 = {0}, [X1, . . . , Xm]0 = Z[X1, . . . , Xm] as ring, B0 =
Z[X1, . . . , Xm] as additive group and E−1(0) = 1.
Inductive step: Suppose k ≥ 0 and [X1, . . . , Xm]k−1, [X1, . . . , Xm]k, Bk and Ek−1 have
been constructed in accordance with the description above, then the ring [X1, . . . , Xm]k+1
is constructed as a group ring over [X1, . . . , Xm]k, i.e
[X1, . . . , Xm]k+1 = [X1, . . . , Xm]k[t
Bk ],
where t is an isomorphism from the additive group Bk onto the multiplicative group t
Bk .
As additive group [X1, . . . , Xm]k+1 is
[X1, . . . , Xm]k+1 = [X1, . . . , Xm]k ⊕Bk+1.
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Now we extend the morphism Ek−1 to the morphism Ek. Let r ∈ [X1, . . . , Xm]k so,
we can write r = r′ + a, with r′ ∈ [X1, . . . , Xm]k−1, a ∈ Bk, and this decomposition of r
is unique and we define
Ek : [X1, . . . , Xm]k → U([X1, . . . , Xm]k+1)
by Ek(r) = Ek−1(r′) · ta.
The free E-ring on X1, . . . , Xm is defined as follows
[X1, . . . , Xm]
E = lim
k
[X1, . . . , Xm]k =
∞⋃
k=0
[X1, . . . , Xm]k (1.2)
and its exponential morphism E is:
E(x) = Ek(x), if x ∈ [X1, . . . , Xm]k. (1.3)
It is easy to prove that [X1, . . . , Xm]
E satisfies the universal property of freeness:
if (R,E) is an E-ring and ϕ is a function from {X1, . . . , Xm} to R, there is an unique
E-morphism
f : [X1, . . . , Xm]
E → (R,E)
defined as f(1) = 1 and f(Xi) = ϕ(Xi), for i = 1, . . . ,m.
Notice that at each step of the construction [X1, . . . , Xm]k+1 as additive group is the
direct sum B0 ⊕B1 ⊕ . . .⊕Bk+1. Moreover, as an additive group [X1, . . . , Xm]E can be
considered as B0 ⊕B1 ⊕ . . .⊕Bk+1 ⊕ . . ..
Remark 1.3.2. We can interpret the free object [X1, . . . , Xm]
E as Z[X1, . . . , Xm]E that
is, an element in the free E-rings is an exponential polynomial with coefficients in Z.
Example 1.3.3. An element of [x, y]E, is for example a polynomial P (x, y) where
P (x, y) = −3x2y−x5y7+(2xy+5y2)e(−7x3+11x5y4−3y2)+(6−2xy5+xy)e(5x+2x7y2)e5x−10y2 .
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Notice that P (x, y) ∈ R2. We have used the more intuitive notation eq(x,y) instead of
E(q(x, y)).
Remark 1.3.4. In the case m = 0 we have the free object on no generators, which we
denote by [∅]E. It is obtained by considering R0 = Z at the initial step (see [4]). An
element in [∅]E is an exponential constant, e.g. it is of the form
ee
2+3 + 4− 5e3+e−3 .
1.3.1 Free object via terms of the language
In this section we consider a model theoretic approach to E-rings and we will intro-
duce the free object via terms of the language of E-rings. Moreover, we will prove that
such object is isomorphic to the free object previously constructed.
Let L = {0, 1,+,−, ·, E} be the language of E-rings and let ER be the L-theory of
rings with the further axioms E(0) = 1 and E(x + y) = E(x) · E(y), and T (X) be the
set of terms in the variables X = X1, . . . , Xm. Let τ, µ ∈ T (X), we define the following
relation on T (X)
τ ≡ µ if and only if ER ` ∀X(τ(X) = µ(X)).
It is easy to show that ≡ is an equivalence relation.
We can equip T (X)/≡ with an E-ring structure as follows
(τ/≡) ±˙ (µ/≡) = (τ ±˙ µ)/≡ and E(τ/≡) = E(τ)/≡.
It is very easy to prove that (T (X)/≡, E) is an E-ring.
Now, we show that T (X)/≡ coincides with the free object on X, that is it satisfies
the universal property of freeness:
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Let f : X ↪→ T (X)/≡ be the natural immersion. For all E-rings R and for all
θ : X → R, there exists a unique E-morphism ψ : T (X)/≡ → R such that the following
diagram commutes:
X
f
↪→ T (X)/≡
θ ↘ ↙ ψ
R
(1.4)
Indeed, let θ : X → R, and consider the natural extension of θ to T (X),
θ : T (X)→ R defined as follows by recursion on the complexity of the terms
θ(0) = 0R, θ(1) = 1R, θ(X) = θ(X), θ(τ ±˙ µ) = θ(τ) ±˙ θ(µ)
and
θ(E(τ)) = E(θ(τ)).
Now we define ψ in terms of θ in the following way:
ψ(τ/≡) = θ(τ) for all τ ∈ T (X).
By induction on the complexity of the terms it is easy to prove that ψ is well defined,
i.e.
if τ, µ ∈ T (X) and τ ≡ µ then θ(τ) = θ(µ).
So T (X)/≡ is a free object.
Now we verify that it is isomorphic to the free object previously constructed. We
will denote [X1, . . . , Xm]
E by [X]E. We show that the function
ϕ : [X]E −→ T (X)/≡
defined as follows
ϕ(Xi) = Xi/≡, ϕ(1) = 1/≡, ϕ(0) = 0/≡
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ϕ(Xi ±˙Xj) = (Xi ±˙Xj)/≡ = Xi/≡ ±˙Xj/≡
and
ϕ(E(0)) = ϕ(1) = 1 = E(0) = E(ϕ(0))
is an E-ring isomorphism. First we prove that ϕ is injective. Let
p(X), q(X) ∈ [X]E,
and suppose
ϕ(p(X)) = ϕ(q(X)), that is p(X)/≡ = q(X)/≡,
but this is so if and only if
ER ` ∀X(p(X) = q(X)).
[X]E is an E-ring, so it is a model of the theory of E-rings, hence p(X) = q(X) in
the free E-ring [X]E. So function ϕ is injective, and it is trivial to prove that it is also
surjective.
1.4 E-ideals
As in the classical case we can introduce a notion of ideal for E-ring, but in order to
have a bijective correspondence between ideals and kernels of E-morphism one extra
property has to be required.
Definition 1.4.1. Let R be an E-ring, and I be an ideal of R (as a ring). I is an
E-ideal if:
α ∈ I → E(α) implies 1 ∈ I. (1.5)
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It is trivial to see that the kernel of an E-morphism satisfies (1.5). Given an E-ideal
I, the quotient ring R/I can be equipped with an exponential morphism as follows:
E(α+ I) = E(α) + I.
Note that this definition of E over R/I is well defined. So, I is the kernel of the
natural E-morphism
pr : (R,E)→ (R/I,E),
a −→ a+ I.
Remark 1.4.2. We observe that some properties which are preserved from a ring R to
its polynomial ring R[x], in the case of polynomial E-rings are not preserved anymore,
e. g. being Noetherian. We show that C[x]E is not Noetherian. Let I = 〈E( x
2n
)− 1〉En∈N.
We prove that I is not finitely generated. Suppose by contradiction that I is finitely
generated, e.g. there exists n ∈ N such that In = 〈E(x)− 1, E(x2 )− 1, . . . , E( x2n )− 1〉E.
We observe that E( x
2n+1
)− 1 6∈ In since for x = 2n+1ipi, we have
E(2n+1ipi)− 1 = E(2
n+1ipi
2
)− 1 = . . . = E(2
n+1ipi
2n
)− 1 = 0
and
E(
2n+1ipi
2n+1
)− 1 6= 0,
so we have a contradiction since E( x
2n+1
) − 1 6∈ I. Then C[x]E is not Noetherian.
This implies that also R[x]E is not Noetherian, since also in this case the E-ideal
I = 〈E( x
2n
) − 1〉En∈N is not finitely generated. So, C[x]E is not a principal domain,
and in the next Chapter we will show that also the free E-ring on two generators is not
principal.
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The theory of E-ideals is not completely understood. We would like to extend
classical notions like maximal ideal, prime ideal to E-ideals. But it does not seem an
easy task.
There are many interesting open questions about E-ideals.
Open Problems:
1. If p(x) is an irreducible exponential polynomial over R, is I = 〈p(x)〉E a prime
E-ideal?
2. If I = 〈p(x)〉E is a prime E-ideal, is I a maximal E-ideal?
We introduce the following definition which will need in Chapter 4.
Definition 1.4.3. The E-ideal I of E-polynomial ring R[x]E is prime if and only if the
quotient R[x]
E
I
is a domain.
Chapter 2
Some consequences of Schanuel’s
Conjecture in exponential rings
2.1 Introduction
In this chapter we will examine some exponential algebraic relations among elements of
the complex exponential field and the real exponential field. For the main results we use
a famous conjecture in Transcendental Number Theory, the conjecture was formulated
by Stephen Schanuel in the early 1960s:
Schanuel’s Conjecture (SC) Let λ1, . . . , λn ∈ C be linearly independent over Q.
Then Q(λ1, . . . , λn, eλ1 , . . . , eλn) has transcendence degree (t.d.) at least n over Q.
Schanuel’s Conjecture includes as special case the Lindemann-Weierstrass theorem,
which says: if λ1, . . . , λn are algebraic numbers which are linearly independent over
Q, then eλ1 , . . . , eλn are algebraically independent over Q, and the Gelfond-Schneider
19
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theorem (1934), which says: if α and β are algebraic numbers with α different from 0, 1
and β is irrational then αβ is transcendental over Q, for details see [16].
Macintyre (1991) used Schanuel’s Conjecture to prove that the exponential subring
of R generated by 1 is free on no generators (see Theorem 2.2.1). This result implies that
there are no hidden iterated exponential identities for exponential constants (modulo
SC), that is there are no unexpected exponential algebraic relations on the integers Z.
In this Chapter we consider the exponential field (C, ex) where the following well
known identities hold
epii = −1 and i2 = −1.
A natural question is:
Are these identities in (C, ex) involving pi and i?
Following the line of research of Macintyre in [4] we show assuming Schanuel’s Con-
jecture that these are the only relations. This is obtained by characterizing the kernel of
the E-morphism from the free E-ring on two generators x, y mapping x 7→ pi and y 7→ i.
We also show that such kernel is not a principal E-ideal. This was the starting point
to begin the study of E-ideals in the free E-ring on n generators as kernels of certain
E-morphisms (see Section 2.6).
Assuming Schanuel’s Conjecture we obtain also information on algebraic relations
among some elements of (R, ex). More precisely, we prove that the E-subring of R gen-
erated by pi is isomorphic to the free E-ring on pi (modulo SC).
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2.2 Schanuel’s Conjecture
Before analyzing the consequences of Schanuel’s Conjecture concerning the complex and
real fields we examine some consequences of this conjecture in Transcendental Number
Theory.
Schanuel’s Conjecture can be used as a machine in order to produce algebraic inde-
pendence among elements. The first two examples show that some instances of (SC)
are true. We show some examples in this context.
1. From (SC) we have that the t.d.Q(1, e) ≥ 1, but it is exactly 1, so e is transcen-
dental over Q, [Hermite 1873].
2. We consider 2ipi, so (SC) implies the transcendence of pi over Q, since
t.d.Q(2ipi, e2ipi) ≥ 1,
but e2ipi = 1, so it is exactly 1, [Lindemann 1882].
3. The elements pi, ipi are linearly independent over Q hence, from (SC) we have
t.d.Q(pi, ipi, epi, eipi) ≥ 2,
but it is 2, so e, epi are algebraically independent, [Nesterenko 1996].
4. We show the algebraic independence of pi and e. Indeed, 1 and ipi are linearly
independent overQ, so (SC) implies that the transcendence degree ofQ(1, pi, e, eipi)
over Q is at least 2. But eipi = −1, and this implies that t.d.Q(1, pi, e, eipi) = 2, so
pi and e are algebraically independent over Q.
5. We now prove that pi, e, ee are algebraically independent over Q. From 4 it
follows that 1, ipi, e are linearly independent over Q (since they are algebraically
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independent). (SC) implies that t.d.Q(1, ipi, e, e, eipi, ee) ≥ 3 and using again the
identity eipi = −1, we obtain that it is exactly 3.
With an easy induction it can be proved that pi, e, ee, ee
e
, ee
ee
,... are algebraically
independent over Q, for any number of iterations.
6. We now show that eipi
2
is transcendental over Q. Indeed, ipi and ipi2 are linearly in-
dependent over Q, so (SC) implies t.d.Q(ipi, ipi2, eipi, eipi2) ≥ 2. But ipi2 is algebraic
over Q(ipi) and eipi = −1, hence eipi2 is transcendental over Q.
7. We next prove that pi, e, eipi
2
, ee, ee
e
, ee
ipi2
are algebraically independent over Q.
The elements 1, ipi, ipi2, e, ee, eipi
2
are linearly independent over Q, so from (SC)
it follows that t.d. Q(1, ipi, ipi2, e, ee, eipi2 , e, eipi, eipi2 , ee, eee , eeipi
2
) ≥ 6. But not all
the elements adjoint to Q contribute to the transcendence degree since some are
repeated; moreover, ipi2 is algebraic over Q(ipi). So we have that the transcendence
degree is exactly 6, and this implies that pi, e, eipi
2
, ee, ee
e
, ee
ipi2
are algebraically
independent over Q.
It is not known if the last four results are true without SC.
A more interesting and less trivial consequence of (SC) is the following result in [4].
Before stating Macintyre’s result we recall a generalization of Schanuel’s Conjecture,
that is:
Schanuel’s Condition (SC) An E-ring R satisfies Schanuel’s Condition if R is a
characteristic 0 domain and whenever α1, . . . , αn in R are linearly independent over Q
the ring Z[α1, . . . , αn, E(α1), . . . , E(αn)] has transcendence degree ≥ n over Z.
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Theorem 2.2.1. [4] Suppose S is an E-ring satisfying Schanuel’s Condition, and S0 is
the E-subring of S generated by 1. Then the natural E-morphism ϕ : [∅]E → S0 is an
E-isomorphism, i.e. S0 is isomorphic to E-free ring on the empty set.
2.3 Operators of control
Recall that an element of [X]E (where X = X1, . . . , Xm) on m generators is just an
E-polynomial in m variables with coefficients (at each level) in Z.
In this Section we will define two operators D and E which are going to control all
the ”components” of any given E-polynomial, and in order to do this the only identity
we will use is E(x + y) = E(x) · E(y). For our purposes it is enough to define the
operators on the free E-ring on two generators, but they can be defined in a similar way
on the free E-ring on m generators, for any m ∈ N.
Let [x, y]E denote the free E-ring on x and y. From Section 1.1.2 and 1.3 we can
write
[x, y]E =
⋃
k
Rk.
Let P (x, y) ∈ [x, y]E, then P (x, y) ∈ Rk for some k, and the polynomial P decom-
poses uniquely as:
P = p0 + p1 + . . .+ pk
where pi ∈ Ri, i ≤ k. In particular, pi =
∑
d∈Bi−1
cdE(d), where cd ∈ Ri−1, i ≥ 1. We
define the operator D as follows:
D(P ) = D(p0) ∪ D(p1) ∪ . . . ∪ D(pk),
where
D(p0) = {xtyl : xtyl is a monomial in p0, with t, l ∈ N}
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and
D(pi) = {cd : d 6= 0} ∪ {d : cd 6= 0}, with i > 0.
For our purposes we will need to iterate the operator D i times on pi with i > 0 in order
to have all the ”components” of the E-polynomial, and successively we will reconstruct
it as an E-polynomial from its ”components”. By iterating the operator D on each pi,
we will be able to identify all monomials which appear in the exponential polynomial
P (x, y) at each level.
We define the operator E in following way:
E(p0) = ∅;
E(p1) = ∅;
E(pi) = {d | cd 6= 0}, per i ≥ 2.
The operator E controls the exponents which cannot be decomposed using the only
available identity E(x+y) = E(x) ·E(y). In order to obtain this, we will need to iterate
E . So if pi(x, y) ∈ Ri, then we need to iterate D and E i times, i.e. the height of the
polynomial pi. We have the following inclusions:
D(pi) ⊆ Ri−1 and E(pi) ⊆ Bi−1
D2(pi) ⊆ Ri−2 and E2(pi) ⊆ Bi−2
...
...
Di(pi) ⊆ Z[x, y] and E i(pi) ⊆ Z[x, y].
Let
Γ0(P ) = D(p0) ∪
k⋃
i=1
Di(pi) ⊆ Z[x, y]. (2.1)
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We introduce the set Γ0 in order to control the highest exponents of the monomials
which are present in the polynomial P (x, y).
Example 2.3.1. In order to clarify the above notions we consider the following simple
example:
Let P (x, y) ∈ [x, y]E where
P (x, y) = −3x2y − x5y7 + (2xy + 5y2)e−7x3+11x5y4 + (3− 2xy)e(5x+2xy2)e5x−10y2 .
So
p0 = −3x2y − x5y7,
p1 = (2xy + 5y
2)e−7x
3+11x5y4 ,
p2 = (3− 2xy)e(5x+2xy2)e5x−10y
2
.
In this case we have
D(p0) = {−3x2y,−x5y7};
D(p1) = {2xy, 5y2,−7x3, 11x5y4};
D(p2) = {3,−2xy} ∪ {(5x+ 2xy2)e5x−10y2}, D2(p2) = {3,−2xy, 5x, 2xy2, 5x,−10y2};
D(P ) = {−3x2y,−x5y7} ∪ {2xy, 5y2,−7x3, 11x5y4} ∪ {3,−2xy, (5x+ 2xy2)e5x−10y2};
So we have
Γ0(P ) = {−3x2y,−x5y7} ∪ {2xy, 5y2,−7x3,+11x5y4} ∪ {3,−2xy, 5x, 2xy2, 5x,−10y2},
and
E(p0) = ∅;
E(p1) = ∅;
E(p2) = {5x− 10y2}.
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2.4 E-subring of C generated by pi, i
In this section we prove an interesting consequence of Schanuel’s Conjecture which
is along the lines of Theorem 2.2.1. Let 〈pi, i〉E denote the E-subring of C generated by
pi, i. Our main result is the following.
Theorem 2.4.1. (SC) Let [x, y]E be the free E-ring generated by {x, y} and let ψ be the
E-morphism:
ψ : [x, y]E → (C, ex)
x 7→ pi
y 7→ i.
Then there exists a unique isomorphism
f : [x, y]E/kerψ → 〈pi, i〉E
and
kerψ = 〈exy + 1, y2 + 1〉E.
Remark 2.4.1. Before embarking in the proof we notice that Theorem 2.4.1 implies that
in (C, ex) the only algebraic relations between pi, i and e are the formal consequences of
the known ones:
i2 = −1 and eipi = −1.
Proof of Theorem 2.4.1: From [x, y]E being the free object on two generators in the
equational class of E-rings it follows that ψ is an E-morphism. The existence of the
isomorphism f is guaranteed by the First Homomorphism Theorem on E-rings. We will
characterize the kernel of the E-morphism ψ. In order to do this it will be necessary to
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have a complete control over the ”components” of each E-polynomial, and for this we
will use the operators D and E introduced in Section 2.3. We use the construction of
the free E-ring generated by {x, y} as ⋃Rk, where Rk are the partial E-rings that we
constructed in Section 1.1.2 and 1.3 of previous Chapter. We will determine the kernel
of ψ by steps considering the kernels of the restrictions of ψ to each Rk. We will make
no distinctions between ψ and its restrictions.
k = 0: Recall that R0 = Z[x, y]. Clearly, ψ(Z[x, y]) = Z[pi, i]. From the transcen-
dence of pi over Q it follows immediately that kerψ|Z[x,y] = 〈y2 + 1〉.
k = 1: From the construction, R1 = Z[x, y][tZ[x,y]]. We observe that Z[x, y] ∼=
Z
⊕
(x, y), where (x, y) is the ideal generated by {x, y}. So Z[x, y][tZ[x,y]] ∼= Z[x, y][t(x,y)],
and we now consider the restriction of ψ to Z[x, y][t(x,y)]. We map t to e. Hence ψ maps
Z[x, y][t(x,y)] into the subring of C of formal polynomials in e(pi,i) with coefficient in
Z[pi, i], i.e.:
ψ : Z[x, y][t(x,y)]→ Z[pi, i][e(pi,i)].
We have to characterize the kernel of this function. For this purpose we have to
identify the polynomials
P (x, y) ∈ Z[x, y][t(x,y)]
such that
P (pi, i) = 0.
It is useful to write explicitly all exponents which are present in the polynomial P , that
is we write the polynomial P (x, y) in the following way:
P (x, y, tg1(x,y), . . . , tgk(x,y))
where gj(x, y) ∈ Z[x, y]. So,
ψ(P (x, y, tg1(x,y), . . . , tgk(x,y))) = P (pi, i, eg1(pi,i), . . . , egk(pi,i)). (2.2)
2.4 E-subring of C generated by pi, i 28
Let L be the highest power of pi which appears in P and consider all possible mono-
mials, both real and complex, which can be constructed from i, pil, with l ≤ L. Such
monomials are in the complex case ipil, and pil in the real case for all l ≤ L. The
number of all monomials which can be constructed from i and pi is then 2(L + 1). Let
N = 2(L+ 1), and µ1, . . . , µN be such monomials.
Without loss of generality, using the identity E(x+ y) = E(x) ·E(y), we can assume
that the exponentials egj(pi,i) in pi and i, look like:
ecjµj , for some, µj and cj ∈ Z.
So P (pi, i, eg1(pi,i), . . . , egk(pi,i)) in (2.2) reduces to the polynomial expression:
Q(pi, i, eµj1 , . . . , eµjk ), (2.3)
where µj1 , . . . , µjk vary among the monomials previously described. Now we use (SC),
and we are going to prove much more than we actually need. All the monomials
µ1, . . . , µN are clearly linearly independent over Q. So (SC) implies
t.d.Q(µ1, . . . , µN , eµ1 , . . . , eµN ) ≥ N,
and obviously
t.d.Q(µ1, . . . , µN , eµ1 , . . . , eµN ) ≤ 2N,
since the transcendence degree can be at most the number of elements added to Q.
From the transcendence of pi it follows that the contribution of the N monomials to the
transcendence degree over Q is only 1. Moreover, eipi = −1, so
t.d.Q(µ1, . . . , µN , eµ1 , . . . , eµN ) = N.
Then the identity Q(i, pi, e, eµj1 , . . . , eµjk ) = 0 is true if and only if the polynomial Q is
identically zero. This implies that the only relations among pi, i, and e are i2 = −1 and
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epii = −1, hence kerψ|R1 = 〈y2+1, exy+1〉.We notice that in fact we have proved much
more than we needed. In particular, we have shown the algebraic independence of the
elements pi, eµj1 , . . . , eµjk (for eµjs 6= −1) which appear in Q.
Inductive step: We suppose that the statement is true for k − 1 and we prove the
result for k, that is we suppose that for any polynomial
P (x, y) ∈ Rk−1 = Rk−2[tBk−2 ],
P (pi, i) = 0 if and only if P is the polynomial identically zero. Now we have to charac-
terize the polynomials
P (x, y) ∈ Rk = Rk−1[tBk−1 ],
such that
P (pi, i) = 0.
We will use the operators D and E introduced in Section 2.3. As already remarked
we can write P as follows, P = p0 + p1 + . . .+ pk where pi ∈ Ri, i ≤ k. We define:
fi = E i(pi), for i = 2, . . . , k,
so fi ∈ Z[x, y].
Recall that Γ0(P ) is the set of all monomials which appear in P (see Section 2.3).
We distinguish two cases.
Case k even: We define ∆i, for i = 0, . . . , k in the following way:
∆0 = {µ1, . . . , µN}
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where µj’s, j = 1, . . . , N are all the monomials which can be constructed from i, pi
l, for
l ≤ L, where
L = max{l : pil ∈ Γ0}.
Let
∆1 = {eµj : j = 1, . . . , N}, i.e. ∆1 = e∆0 .
Now consider
∆2 = {µjefs : j = 1, . . . , N and s = 2, . . . , k};
∆3 = {eµjefs : j = 1, . . . , N and s = 2, . . . , k}.
We observe explicitly that
∆3 = e
∆2 .
More generally, we define
∆2j = ∆0∆2j−1 = {µδ : µ ∈ ∆0, δ ∈ ∆2j−1} and ∆2j+1 = e∆2j , with j = 0, . . . , k
2
− 1.
We now estimate the cardinalities of all ∆i’s for i = 0, . . . , k.
| ∆0 |= N and | ∆1 |= N,
| ∆2j |= N j(k − 2), with j = 1, . . . , k
2
,
and
| ∆2j+1 |=| ∆2j |, with j = 1, . . . , k
2
− 1.
So we have
| ∆0 +∆1 + · · ·+∆k |= 2N + 2
k
2∑
t=1
N t(k − 2).
We denote such cardinality by S.
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By inductive hypothesis, each of the sets ∆0,∆1, . . . ,∆k is linearly independent over
Q, so (SC) implies:
t.d.Q(∆0,∆1, . . . ,∆k, e∆0 , e∆1 , . . . , e∆k) ≥ S.
Also,
t.d.Q(∆0,∆1, . . . ,∆k, e∆0 , e∆1 , . . . , e∆k) ≤ 2S.
The set ∆0 gives a contribution of 2 to the transcendence degree and ∆1 gives a con-
tribution of N − 2. Moreover, since ∆2j+1 = e∆2j , for j = 0, . . . , k2 − 1, there are some
repetitions among the elements added to Q (as in the examples in section 6). The
elements of ∆2j are algebraically independent over Q, so
t.d.Q(∆0,∆1, . . . ,∆k, e∆0 , e∆1 , . . . , e∆k) = S,
that is, the identity P (pi, i) = 0 is true if and only if the polynomial P is identically zero.
Case k odd: The proof for k odd follows the lines of the previous case for k even,
but we have to pay attention to the indices. For completeness we prefer to go through
the whole construction.
We define ∆i for i = 0, . . . , k + 1 as before:
∆0 = {µ1, . . . , µN}
where the µj’s are all possible monomials which can be constructed from i, pi
l, where
l ≤ L, and
L = max{l : pil ∈ Γ0}.
Let
∆1 = {eµj : j = 1, . . . , N}, i.e. ∆1 = e∆0 .
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Now consider
∆2 = {µjefs : j = 1, . . . , N and s = 2, . . . , k}, i.e. ∆2 = ∆2 = ∆0 ·∆1;
∆3 = {eµjefs : j = 1, . . . , N and s = 2, . . . , k}.
We observe explicitly that
∆3 = e
∆2 ,
and, more generally, we define
∆2j = ∆0∆2j−1 = {µδ : µ ∈ ∆0, δ ∈ ∆2j−1} and ∆2j+1 = e∆2j , with j = 0, . . . , k − 1
2
.
We now estimate the cardinalities of all ∆i’s for i = 0, . . . , k + 1 :
| ∆0 |= N and | ∆1 |= N,
| ∆2j |= N j(k − 2), with j = 1, . . . , k + 1
2
,
and
| ∆2j+1 |=| ∆2j |, with j = 1, . . . , k − 1
2
.
We have
| ∆0 +∆1 + · · ·+∆k+1 |= 2N + 2
k+1
2∑
t=1
N t(k − 2)− 2N k+12 (k − 2).
We denote this cardinality by T.
By the inductive hypothesis, all the sets ∆0,∆1, . . . ,∆k are linearly independent over
Q, and from (SC) it follows
t.d.Q(∆0,∆1, . . . ,∆k+1, e∆0 , e∆1 , . . . , e∆k+1) ≥ T.
Clearly,
t.d.Q(∆0,∆1, . . . ,∆k+1, e∆0 , e∆1 , . . . , e∆k+1) ≤ 2T.
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The set ∆0 gives a contribution of 2 to the transcendence degree over Q and ∆1 gives
a contribution of N − 2. Moreover, since ∆2j+1 = e∆2j , for j = 0, . . . , k−12 , as before,
there are some repetitions among the elements added to Q. The elements of ∆2j are
algebraically independent over Q, so
t.d.Q(∆0,∆1, . . . ,∆k, e∆0 , e∆1 , . . . , e∆k) = T.
This implies that the identity P (pi, i) = 0 is true if and only if the polynomial P is
identically zero. Now the proof is completed, since the kernel of ψ has stabilized at level
k = 2, and so kerψ = 〈y2 + 1, exy + 1〉.
2.4.1 Is the E-ideal 〈exy + 1, y2 + 1〉E principal?
In this section we will investigate the nature of the kernel of ψ, more precisely we
want to understand if the number of generators can be reduced to one. In order to do
this we recall the notion of augmentation which is a notion relative to any group algebra.
Definition 2.4.2. For any group algebra R[G] there exists a unique R-algebra morphism
S : R[G]→ R
such that S(
∑
rgg) =
∑
rg. The morphism S is called the augmentation map and kerS
is called the augmentation ideal of R[G].
It follows immediate by the definition that S|R = idR.
Now we define the augmentation ideal on the E-polynomial ring R[X1, . . . , Xm]
E.
For this purpose we will define augmentation maps for all group rings in the construction
of R[X1, . . . , Xm]
E.
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Indeed, recall that for all n the group ring Rn+1 can be rappresented in the following
different ways
Rn+1 ∼= R0[tB0⊕B1⊕...⊕Bn ];
Rn+1 ∼= R1[tB1⊕...⊕Bn ];
...
...
Rn+1 ∼= Rn[tBn ].
Hence using the n + 1 different expressions of Rn+1 (as group ring) we can define
n+ 1 different augmentation maps from Rn+1 to Ri for each 0 ≤ i ≤ n :
S0 : Rn+1 → R0;
S1 : Rn+1 → R1;
...
...
Sn : Rn+1 → Rn.
It turns out that Si|R0 = S0|R0 = idR0 for each i ≤ n.
We now compare the augmentation maps defined on two successive Ri’s. If we
consider Rn+2 and its n + 2 different expressions as group ring (as for Rn+1) we define
n+ 2 different augmentation maps S ′0, S
′
1, . . . , S
′
n+1, and S
′
i|Rn+1 = Si for all i ≤ n.
For each n, let
Jn+1 = {f ∈ Rn+1 : S0(f) = 0}.
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It is very easy to verify that Jn+1 is an ideal in Rn+1 (it is the kernel of S0). Moreover,
it is an E-ideal since it contains E(g)− 1, for all g ∈ Rn. Let
J∞ =
⋃
n
Jn+1.
J∞ is an E-ideal of R[X1, . . . , Xm]E and we call it the augmentation ideal of
R[X1, . . . , Xm]
E.
Now we have all the ingredients in order to prove the following theorem.
Theorem 2.4.2. The E-ideal generated by exy+1 and y2+1 in [x, y]E is not principal.
Proof: By contradiction we assume that 〈exy + 1, y2 + 1〉E = 〈p(x, y)〉E = I, where
p(x, y) ∈ [x, y]E. We observe that p(x, y) 6= ef(x,y) for all f(x, y) ∈ [x, y]E, since the
elements ef(x,y) are invertible in [x, y]E, (see Proposition 1.1.9). Moreover I =
⋃
n In
where
I0 = 〈p(x, y)〉 (simply as ideal and not E-ideal)
I1 = 〈I0, E(h)− 1〉h∈I0 ⊆ I0 + J∞
I2 = 〈I1, E(h)− 1〉h∈I1 ⊆ I1 + J∞
...
In = 〈In−1, E(h)− 1〉h∈In−1 ⊆ In−1 + J∞,
...
In particular, we have
In ⊆ I0 + J∞, for all n ∈ N.
We distinguish two cases, p(x, y) 6∈ Z[x, y], and p(x, y) ∈ Z[x, y].
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In the first case, for n ≥ 1, if p(x, y) ∈ Rn − Z[x, y] then I
⋂
Z[x, y] = {0}. Indeed,
if there is α ∈ I⋂Z[x, y], and α 6= 0, then α = β + γ, where β ∈ I0 and Sn(γ) = 0 for
all n ∈ N.
So, β = a(x, y)p(x, y), where a(x, y) ∈ [x, y]E. Since α ∈ Z[x, y] we have
α = S0(α) = Sn(α) = Sn(a(x, y)p(x, y)) = Sn(a(x, y))Sn(p(x, y)) = Sn(a(x, y))p(x, y),
where the last equality follows from the hypothesis p(x, y) ∈ Rn. We clearly α =
Sn(a(x, y))p(x, y) is impossible, and so get a contradiction. So, necessarily I
⋂
Z[x, y] =
{0}, and we have that y2 + 1 6∈ I.
Now we consider the case p(x, y) ∈ Z[x, y]. By an easy induction on n we have
S0(In) ⊆ 〈S0(p(x, y))〉, as ideal of Z[x, y]. This implies that for all α ∈ I, S0(α) ∈
〈S0(p(x, y))〉.
By the hypothesis exy + 1, y2 + 1 ∈ I, and so S0(exy + 1), S0(y2 + 1) ∈ 〈S0(p(x, y))〉.
Hence, 2, y2 + 1 ∈ 〈S0(p(x, y))〉 and since
S0(p(x, y)) = p(x, y)
necessarily p(x, y) = ±1. This gives a contradiction.
2.5 E-subring of R generated by pi
In this section we study a consequence of Theorem 2.4.1 in the exponential field
(R, ex).We will show that, modulo Schanuel’s Conjecture, the E-subring of R generated
by pi is free on pi, that is we have the following result:
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Theorem 2.5.1. (SC) Let [x]E be the free E-ring generated by {x} and let R be the
E-subring of (R, ex) generated by pi. Then the E-morphism ϕ
ϕ : [x]E → (R,E)
x 7→ pi.
is an E-isomorphism.
Proof: The proof is very similar to the proof of Theorem 2.4.1, so we will sketch only
the main steps, pointing out the differences with the previous proof. From the property
of the free object it follows that the function ϕ is an E-morphism. As in the previous
proof we will use induction on k in order to characterize the kernels of the restrictions
ϕ to Rk’s, and for each k we will show that the kernel is trivial. Since the E-morphism
ϕ is trivially surjective, ϕ is an isomorphism.
k=0: Recall that R0 = Z[x]. Clearly, ϕ(Z[x]) = Z[pi]. From the transcendence of pi
over Q it follows easily that kerϕ is trivial.
k=1: Since R1 = Z[x][t(x)] the function ϕ is the following:
ϕ : Z[x][t(x)]→ Z[pi][e(pi)].
We have to describe the kernel of this function, and for this purpose we have to
characterize the polynomials
P (x) ∈ Z[x][t(x)] such that P (pi) = 0.
It is useful to write explicitly the exponents which appear in the polynomial P (x),
that is we write the polynomial P (x) in the following way
P (x, tg1(x), . . . , tgs(x))
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where gj(x) ∈ Z[x]. So the image of P via ϕ is:
ϕ(P (x, tg1(x), . . . , tgs(x))) = P (pi, eg1(pi), . . . , egs(pi)).
Let K be the highest power of pi which appears in P (pi), so all the monomials in
P (pi) are among the powers of pi
pik, where k ≤ K. (2.4)
Without loss of generality, we can assume that the exponential polynomials egj(pi)
look like:
ecjpi
j
, where cj ∈ Z, j ≤ K
So P (pi) reduces to the exponential expression
Q(pi, epi
j1 , . . . , epi
jt
). (2.5)
The elements 1, pi, pi2, . . . , piK are linearly independent over Q. Schanuel’s Conjecture
implies
t.d.Q(1, pi, . . . , piK , e, epi, . . . , epiK ) ≥ K + 1,
and obviously
t.d.Q(1, pi, . . . , piK , e, epi, . . . , epiK ) ≤ 2(K + 1).
From transcendence of pi over Q it follows that the contribution of the K+1 monomials
ipi to the transcendence degree is 1. Moreover, Theorem 2.4.1 implies that the elements
e, epi, . . . , epi
K
are algebraically independent over Q. So
t.d.Q(1, pi, . . . , piK , e, epi, . . . , epiK ) = K + 2,
then the identity Q(pi, e, epi
j1 , . . . , epi
jt ) = 0 holds if and only if P (x) = 0.
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In the inductive step we proceed in a similar way as in the proof of Theorem 2.4.1
using the operators D and E introduced in Section 2.3.
Remark 2.5.1. Theorem 2.5.1 can be interpreted by saying that pi is exponentially
transcendental over Q.
2.6 Other algebraic relations in (C, ex)
In this section we continue to investigate the nature of the kernels of some E-morphism,
in order to understand the E-ideals in the free object. We have seen examples of non
principal E-ideals in C[x]E in Section 1.4.
We now consider the following question:
Is there α ∈ C such that the E-morphism
ψ : [x]E → (C, ex)
x 7→ α
has kernel which is a principal E-ideal?
The answer is yes modulo Schanuel’s Conjecture.
Theorem 2.6.1. (SC) Let ψ be the E-morphism:
ψ : [x]E → (C, ex)
x 7→ α
where eα = α. Then kerψ = 〈ex − x〉E.
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Proof: The equation ex = x has infinitely many zeros in C (see [9]). If α satisfies
eα = α then α is transcendental over Q, since otherwise α, eα were both algebraic over
Q contradicting the Lindemann-Weierstrass Theorem.
As in the previous proofs we have to characterize the kernel of ψ and we will proceed
by recursion. The proof differs from the previous ones only in the initial steps. So we
will focus our attention only on these.
k=0: Consider ψ : Z[x] → Z[α]. From transcendence of α over Q it follows easily
that kerψ is trivial.
k=1: Consider ψ : Z[x][t(x)]→ Z[α][e(α)]. We have to characterize the polynomials
P (x, tg1(x), . . . , tgs(x))
such that
ψ(P (x, tg1(x), . . . , tgs(x))) = P (α, eg1(α), . . . , egs(α)) = 0.
Let K be the highest power of α which appears in P, so at most all the monomials αk,
where k ≤ K appear in P. Using the identity E(x+ y) = E(x) ·E(y) we can reduce the
polynomial P (α, tg1(α), . . . , tgs(α)) to the polynomial expression Q(α, eαj1 , . . . , eαjn ).
The monomials 1, α, . . . , αK are linearly independent over Q, so from (SC) we have
t.d.Q(1, α, . . . , αK , e, eα, . . . , eαK ) ≥ K + 1.
The contribution to the transcendence degree of the K + 1 monomials is 1, since α
is transcendental over Q. Moreover, from eα = α, it follows
t.d.Q(1, α, . . . , αK , e, eα, . . . , eαK ) = K + 1.
Hence the identities Q(α, eαj1 , . . . , eαjn ) = 0 holds if and only if the polynomial P (x) is
identically zero.
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For the inductive step we use again the operators of control D and E on the free
E-ring generated by x.
Theorem 2.6.1 says that if α ∈ C satisfies the relation eα = α then α does not satisfy
any further algebraic relation in terms of +, · and E, except those which are formal
consequences of eα = α.
We can generalize the previous result to the case of n elements. For the proof of the
next theorem we need the following recent result due to Marker [9].
Theorem 2.6.2. (SC) Suppose p(x, y) ∈ Q[x, y] is irreducible and depends on x and y.
Then there are infinitely many algebraically independent zeros of f(z) = p(z, ez), in C.
Using the techniques introduced in the previous sections the following theorem can
be proved.
Theorem 2.6.3. (SC) Let ϕ be the E-morphism
ϕ : [x1, . . . , xn]
E → (C, ex)
xi 7→ αi
where eαi = αi, for all i = 1, . . . , n and αi 6= ±αj, for i < j. Then
kerϕ = 〈ex1 − x1, . . . , exn − xn〉E.
Proof: The proof proceeds by recursion as in the previous cases. We only notice that in
the initial step we use the algebraic independence of αi’s (see [9]).
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The last consequence of Schanuel’s Conjecture which we examine in this section is
the following result.
Theorem 2.6.4. (SC) Let u ∈ C be algebraic over Q, u 6= 1 and t.d.Q(log u, u) = 1.
Let ϕ be the E-morphism
ϕ : [x, y]E → (C, ex)
x 7→ log u
y 7→ u.
Then kerϕ = 〈p(y), ex − y〉E, where p(y) ∈ Q[y] is the minimal polynomial of u.
Proof: First of all notice that if u is algebraic over Q, u 6= 1 and t.d.Q(log u, u) = 1 then
log u is transcendental over Q.
We now proceed by induction in order to characterize kerϕ.We give the details only
of the first steps.
k=0: Let ϕ : Z[x, y]→ Z[log u, u]. From transcendence of log u it is trivial to prove
that kerϕ = 〈p(y)〉, where p(y) is the minimal polynomial of u over Q.
k=1: We have to characterize the polynomials P (x, y) ∈ Z[x, y][t(x,y)] such that
ϕ(P (x, y)) = P (log u, u) = 0. It is useful to write explicitly the exponents which appear
in P (x, y) in the following way
P (x, y, tg1(x,y), . . . , tgk(x,y)),
where gj(x, y) ∈ Z[x, y]. So
ϕ(P (x, y, tg1(x,y), . . . , tgk(x,y))) = P (log u, u, eg1(log u,u), . . . , egk(log u,u)),
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where
gj(log u, u) =
∑
cm,n(log u)
mun, with cm,n ∈ Z and n < deg(p(y)).
As in the previous proofs without loss of generality we can assume P (log u, u) has the
following polynomial expression
Q(log u, u, eδ1 , . . . , eδs)
where
δj = (log u)
mun with n < deg(p(y)) = N,m ≤M, (2.6)
and M is highest power of log u which appears in Q. Let L = (M + 1)(N + 1), and let
δ1, . . . , δL
be the L monomials constructed in (2.6). Clearly, δ1, . . . , δL are linearly independent
over Q, so by (SC)
t.d.Q(δ1, . . . , δL, eδ1 , . . . , eδL) ≥ L
and
t.d.Q(δ1, . . . , δL, eδ1 , . . . , eδL) ≤ 2L.
We observe that from transcendence of log u, the transcendence degree of the L
monomials over Q is 1. Moreover, from u = log u it follows
t.d.Q(δ1, . . . , δL, eδ1 , . . . , eδL) = L;
and so kerϕ = 〈p(y), ex − y〉E.
For the inductive step we use the control operators previously introduced, and it can
be proved that the kernel has stabilized at step k = 1.
Chapter 3
Decidability issues in exponential
rings
3.1 Introduction
As already mentioned in the first Chapter Schanuel’s Conjecture (SC) has played a
fundamental role also in decidability issues.
Indeed in mid 90’s Macintyre and Wilkie in [8] used Schanuel’s Conjecture in order
to prove the decidability of the theory of the reals with exponentiation, a problem left
open by Tarski in the 30’s. They reduce the proof to showing that the theory of the
exponential real field is axiomatized by two subtheories, where the first is recursive
unconditionally and the second, which is the existential theory, is decidable modulo
(SC).
Even if the statement of (SC) does not make explicit mention of iterated exponen-
tials, in fact it has consequences for exponential terms.
In this Chapter we prove, modulo Schanuel’s Conjecture, that there are algorithms
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which decide if two exponential polynomials in pi are equal in R and if two exponential
polynomials in pi and i coincide in C.
We also consider the problems of the decidability of the universal and existential
theories of ER, and of some completions of it. These last problems seem very difficult
since they are related to hard open problems such as Hilbert Tenth Problem for Q, and
to the theory of E-ideals which is still to be understood.
3.2 Decidability on (C, ex)
The following result is well known :
Theorem 3.2.1. The theory of the exponential complex field Th(C, ex) is undecidable.
Indeed, we can define the integers in (C, ex) as:
{x : ∀y(E(y) = 1→ E(xy) = 1)}.
So, Th(C, ex) is subject to all of Go¨del’s phenomena.
Remark 3.2.1. Using again the above formula defining the integers in (C, ex) the un-
decidability of ER follows by interpreting Robinson Arithmetic Q.
Notice that modulo (SC), ER is not essentially undecidable because of Macintyre
and Wilkie’s result.
Now we consider the existential theory of (C, ex), which we denote by Th∃(C, ex). It
is not known if Th∃(C, ex) is decidable or not, but we now explain why an undecidability
result is more plausible than a decidable one.
We recall a fundamental undecidability result.
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Hilbert Tenth Problem: Is there an algorithm which decides for any given poly-
nomial p(x) ∈ Z[x] if there are integer solutions?
The negative answer to this question was given in 1971 by Matijasevic, Robinson,
Davis, and Putnam (MRDP-Theorem).
Theorem 3.2.2. Th∃(C, ex), with pi as a distinguished constant, is undecidable.
Proof: Having a constant for pi in the language allows us to existentially define the
integers in (C, ex) as follows
ϕ(pi, x) = ∃y(E(2pixy)− 1 = 0).
Suppose now by contradiction that Th∃(C, ex) is decidable, so we have that there exists
an algorithm for deciding:
∃x(ϕ(pi, x) ∧ p(x) = 0),
where p(x) ∈ Z[x]. But this contradicts MRDP-Theorem.
A natural question is:
Open Problem: Is Z existentially definable in (C, ex)?
The goal is to remove the constant for pi, but this does not seem an easy task.
Remark 3.2.2. For what concerns the decidability of Th∃(C, ex), we observe that the
rational field is existentially definable in (C, ex) by the formula:
ϕ(x) = ∃t∃y∃z(E(y) = E(z) = 1 ∧ t(y − z) = 1 ∧ xz = y).
So, the decidability of the existential theory of (C, ex), would imply a positive answer to
Hilbert’s Tenth Problem for Q, which is still one of the most important Open Problems.
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3.3 Decidability problems for subtheories of ER
In the next sections we will examine the universal and existential theories of E-rings
which we denote by ER∀ and ER∃, respectively.
3.3.1 The universal theory of E-rings
The general universal sentence in the language of E-rings has the form:
∀x1 . . . ∀xn[(p1(x) = . . . = pk(x) = 0→ q(x) = 0)],
where pi(x), q(x) ∈ [x]E, i = 1, . . . , k. We want to know if there is an algorithm which
decides on the following:
ER ` ∀x1 . . . ∀xn[(p1(x) = . . . = pk(x) = 0→ q(x) = 0)].
Remark 3.3.1. The decidability of ER∀ is reducible to the word problem for E-rings.
We recall that the word problem for commutative rings is solvable and it reduces to ideal
membership (see [17]).
Open Problem: Is ER∀ decidable?
Macintyre conjectures a positive answer to this question. It does not seem an easy
problem to solve, since it reduces to E-ideal membership, and as already mentioned in
Chapter 2, the theory of E-ideals is not completely understood yet.
3.3.2 The existential theory of E-rings
We are interested in the existential theory of E-rings, i.e. ER∃. The general existential
sentence has the form
∃x(p(x) = 0 ∧ q(x) 6= 0),
3.4 Decidability of exponential terms 48
where p(x), q(x) ∈ [x]E, the free E-ring on x. We want to know if there is an algorithm
which decides on the following:
ER ` ∃x(p(x) = 0 ∧ q(x) 6= 0). (3.1)
There is not yet any definite answer to this question. We only have the following
remarks. ER is an equational theory and for equational theories the following result
due Herbrand holds.
Theorem 3.3.1. (Herbrand) Let T be a universal theory. Then T ` ∃xϕ(x) iff there
exist tuples of closed terms τ1, . . . , τk such that T ` ϕ(τ1) ∨ . . . ∨ ϕ(τk).
Then we have
ER ` ∃x(p(x) = 0 ∧ q(x) 6= 0) iff
there are tuples of closed terms τ 1, . . . , τ k such that
ER ` (p(τ 1) = 0 ∧ q(τ 1) 6= 0) ∨ . . . ∨ (p(τ k) = 0 ∧ q(τ k) 6= 0).
Clearly ER ` ∃x(p(x) = 0∧q(x) 6= 0) holds iff in all E-rings ∃x(p(x) = 0∧q(x) 6= 0)
is true, and in particular in the free E-ring on no generators. If the existential formula
is positive (i.e. no inequalities are present) then a term, which instantiates the formula
in the free E-ring on no generators, instantiates the formula in all E-rings. Hence we
have that the positive ER∃ theory coincides with the positive Th∃([∅]E).
3.4 Decidability of exponential terms
Now we focus on the decidability of exponential terms, or equivalently of exponential
polynomials over Z.
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3.4.1 Normal form
Any term in the language of rings is canonically equivalent to a polynomial over Z, mod-
ulo the axioms for commutative rings with 1. The identity p(X1, . . . , Xn) = q(X1, . . . , Xn)
holds in Z if and only if it holds in all commutative rings with 1, and this can be effec-
tively tested. So, the free commutative ring Z[X1, . . . , Xn] has solvable word problem.
This follows from the construction of the free object which gives a normal form for any
element of Z[X1, . . . , Xn].
The word problem for a polynomial ring over a commutative ring R, can be stated
as follows:
If p(X1, . . . , Xn), q(X1, . . . , Xn) ∈ R[X1, . . . , Xn] can we decide if
p(X1, . . . , Xn) = q(X1, . . . , Xn)?
The answer is positive, modulo the diagram of R.
Analogous results have been obtained in the case of exponential polynomials. From
the construction of the free exponential ring any element of [X1, . . . , Xn]
E has a normal
form see the construction in 1.3 of Chapter 1, and this gives immediately the following
result in [7]:
Theorem 3.4.1. The word problem for the free E-ring [X1, . . . Xm]
E is primitive recur-
sive.
Let (R,E) be an E-ring, let [X, Y ]E be the free E-ring on X = X1, . . . , Xn and
Y = Y1, . . . , Ym and let r1, . . . , rm ∈ R. Consider the function:
[X1, . . . , Xn, Y1, . . . , Ym]
E 7−→ R[X1, . . . , Xn, r1, . . . , rm]E
p(X1, . . . , Xn, Y1, . . . , Ym) 7−→ p(X1, . . . , Xn, r1, . . . , rm).
3.4 Decidability of exponential terms 50
From the data r1, . . . , rm we want to decide, if p(X1, . . . , Xn, r1, . . . , rm) = 0. In [7]
the following theorem is proved:
Theorem 3.4.2. For any countable R, R[X1, . . . Xm]
E the word problem is primitive
recursive in the diagram of R.
3.4.2 Decidability over R
Now we examine the role played by Schanuel’s Conjecture in decidability issues relatively
to exponential terms over R.
If we consider the elements in the free E-ring on no generators, it is not obvious to
decide if for example,
ee
2−2 − e5 = e2+e−5
since there may be some hidden exponential algebraic relations. In [4] it is proved
that there are no hidden exponential algebraic relations among exponential constants
assuming a suitable generalization of Schanuel’s Conjecture for an exponential ring of
characteristic 0, (see Theorem 2.2.1).
As a consequence the following corollary holds.
Corollary 3.4.1. (SC) The E-subring of R generated by 1 has solvable word problem.
We can interpret this result by saying that we can decide modulo (SC) when two
exponential constants are equal in R.
We have an analogous result for exponential polynomials in pi. This result follows
from Theorem 2.5.1. Indeed, Theorem 2.5.1 can be stated also by saying that, modulo
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Schanuel’s Conjecture, there are no algebraic relations among the elements in the E-
subring of R generated by pi. So we can decide if two exponential polynomials in pi are
equal in R. We have the following result:
Corollary 3.4.2. (SC) There is an algorithm for deciding if two exponential polynomials
in pi are equal in R.
Proof: Recall that
ϕ : [x]E −→ (R, E),
such that ϕ(x) = pi, is injective. Let p(pi), q(pi) ∈ 〈pi〉E, p(pi) = q(pi) if and only if
p(x)−q(x) ∈ Kerϕ. But the kernel of ϕ is {0}, that is pi does not satisfy any exponential
algebraic relation over Z. Hence, we can decide if p(pi) = q(pi) since [x]E has decidable
has word problem.
3.4.3 Decidability over C
We now examine a decidability result in the case of exponential polynomials in pi and i
over C, as consequence of Schanuel’s Conjecture. Theorem 2.4.1, proved in the Chapter
2, implies that (modulo (SC)) the only exponential algebraic relations between i and pi
are the known ones, i. e. eipi = −1 and i2 = −1. As a consequence we have the following
decidability result.
Corollary 3.4.3. (SC) There exists an algorithm for deciding if two exponential poly-
nomials in pi and i are equal in C.
Proof : We need a normal form for elements of 〈pi, i〉E, the free E-subring of C
generated by i and pi. This is obtained by recursion from the construction of the E-ring
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generated by i and pi, and it proceeds as in Chapter 1. We define R0 = Z[i, y]/〈i2 + 1〉
(thinking of y as pi). It is easy to verify that R0 is isomorphic to Z[i, pi] where the
isomorphism is
ϕ : R0 → Z[i, pi]
y 7→ pi.
The morphism is surjective and from transcendence of pi it is also injective. In this
ring we consider the additive subgroup A = 〈iy〉 and its complement
B = 〈iyn, ym〉n,m∈N − {iy}.
So Z[i, pi] is isomorphic to A⊕B. Now we define the exponential function on A⊕B as
follows:
Let α ∈ A ⊕ B, so α = a + b where a ∈ A and b ∈ B, if a = kiy for some k ∈ Z,
then we define E(α) = (−1)k · tb.
Now we can construct the object in the next step, R1 = R0[t
A⊕B]. From Theorem
3.4.3 the only relations between i and pi are i2 = −1 and epii = −1 modulo Schanuel’s
Conjecture, so we have
R1 = R0[t
A⊕B] ∼= R0[tB] ∼= Z[i, pi][eZ[i,pi]].
In the next step we construct the group ring R2 = R1[t
R1 ], so we have immediately
R2 ' Z[i, pi][eZ[i,pi]][eZ[i,pi][eZ[i,pi]]].
At each step we repeat the same construction freely since we have already dealt with
the only two relations which exist between i and pi. We have that the E-ring generated
by i and pi is isomorphic to the limit of Rk with k ∈ N. So we have a complete description
of the elements of 〈i, pi〉E. Then we can decide when two exponential polynomials in pi
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and i are equal in C.
Chapter 4
Exponential polynomials in a
Zilber’s field
4.1 Introduction
In this chapter we will work with ”particular” exponential fields, that is with the class
of exponentially algebraically closed fields with pseudo exponentiation introduced by
Zilber in [28]. He constructed and studied the new structures inspired by the complex
exponential field and by the Hrushovski construction of strongly minimal structures
(see [13]). Zilber’s main result concerning these structures is that the class of expo-
nentially algebraically closed fields with pseudo exponentiation has a unique model in
every uncountable cardinality. He conjectures that the complex exponential field is the
unique model of cardinality 2ℵ0 . This conjecture can be interpreted into two different
conjectures: the first is Schanuel’s Conjecture, and the second is a conjecture involving
solutions of exponential polynomials over C. So, this would entail Schanuel’s Conjecture,
hence it is very hard to prove.
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In support of Zilber’s conjecture Marker proved in [9] that in the simple case of an
exponential polynomial with only one iteration of exponentiation, it is true (see Theorem
2.6.2). Following this line of research we examine the case of polynomials over C with
two iterations of exponentiation.
Moreover, we characterize when an exponential polynomial over a Zilber’s field has
no solutions in the field, obtaining an analogous result of Henson and Rubel for (C, ex)
(see [12]).
4.2 Zilber’s fields
In this section we examine the new structures introduced by Zilber. The main ideas come
from a construction of Hrushovski (1993) (see [14]) in order to refute Zilber’s trichotomy
conjecture (see [26]). The key idea of Hrushovski is to construct an expansion of a
structure with a ”good” notion of dimension by adding a function (or relation) which
still has a ”good” notion of dimension.
We will study the case where the new function added to the language is exponenti-
ation. For this purpose we review the set of axioms due to Zilber (see [28]).
We start working with structures that are not closed under multiplication or expo-
nentiation. In the language L− = {0, 1, ω,+, 1
m
·, V }, where 0, 1 and ω are constants, +
is a binary function symbol, 1
m
·, m ∈ N − {0} are unary functions, and V denotes a
collection of n-predicate symbols for irreducible algebraic varieties over Q.
Let L = L− ∪ E where E is a binary relation symbol. Now we recall the definitions
of some classes of structures.
Definition 4.2.1. Let E be the class of all algebraically closed fields K of characteristic
0, where the symbols 0, 1,+, 1
m
m ∈ N − {0}, V have their natural interpretations, ω
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is interpreted in a transcendental element over Q and E is the graph of a surjective
homomorphism ex : (K,+) −→ (K×, ·).
We notice that contrary to previous chapters we take exponentiation only as the
graph of a partial function.
Definition 4.2.2. An L-structure A is in subE if there is a structure K ∈ E such
that A ⊆ K and the domain DA of the restriction of exponentiation to A is a divisible
subgroup of A.
We now introduce the notion of predimension on the new structures A ∈ subE
following Hrushovski’s original definitions.
Definition 4.2.3. Let A ∈ subE and X be a finite subset of A. We define the predi-
mension
δA(X) = t.d.(X ∪ exA(X))− l.d.(X),
where t.d.(X) is the transcendence degree of X over Q and l.d.(X) is the linear
dimension of X over Q.
If X, Y are finite subsets of A we define by δA(X/Y ) = δA(X ∪ Y )− δA(Y ).
We can extend in a natural way the Schanuel property also to fields in the class E .
Definition 4.2.4. We say that A ∈ subE0 if A ∈ subE and δA(X) ≥ 0, for all finite
subset X of DA. We say that K ∈ E0 if K ∈ E and K ∈ subE0, i.e.
E0 = E ∩ subE0.
Remark 4.2.5. Requiring δA(X) ≥ 0 is equivalent to the following version of Schanuel’s
Conjecture.
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(Generalized Schanuel’s Conjecture) If z1, . . . , zn ∈ K are linearly independent over
Q, then the transcendence degree of Q(z1, . . . , zn, E(z1), . . . , E(zn)) over Q is at least n.
We observe that Schanuel’s original conjecture says that (C, ex) ∈ E0.
Definition 4.2.6. Let A ∈ subE0 and X be a subset of DA. The dimension of X in A
is
dimA(X) = min{δA(Y ) : X ⊆ Y ⊆f A}
Now we recall the concept of strong extension for partial E-domain.
Definition 4.2.7. For A,B ∈ subE, we say that B is a strong extension of A if A ⊆ B
and the following two conditions hold:
1. δA(Y/Z) ≤ δB(Y/Z) for any Y, Z ⊆ A and Y, Z finite;
2. δB(X/DA) ≥ 0 where X is a finite subset of DB.
If B is a strong extension of A we will write A ≤ B.
Remark 4.2.8. The first condition is necessary since A and B are only partial expo-
nential domains: it could happen that DB ∩ A 6= DA, that is the predimension δB of a
finite subset of A is less than the corresponding predimension δA.
Regarding condition 2), let the predimension of DA be h. Let Y be the set obtained
by extending DA with finitely many linearly independent elements of DB. Then the
predimension of Y is greater or equal than h, that is the dimension does not change.
This condition also assures that if A satisfies Schanuel’s Conjecture so does B.
Zilber proved that if B is a strong extension of A then dimA(X) = dimB(X) for all
X ⊆ DA and X finite. If DA ⊆ DB, the converse is also true since in this case condition
1) of the definition is obvious.
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If exponentiation is total we have the following equivalent definition of strong exten-
sion:
Definition 4.2.9. Let K,F be exponential fields. We say that F is a strong extension
of K if K ⊆ F and dimK(X) = dimF (X) for all X ⊆ K where X is finite.
For completeness we recall the following properties of a strong extension proved in
[28]:
Lemma 4.2.10. 1. If A ≤ B and B ≤ C, then A ≤ C;
2. If (I,<) is a chain and Ai ≤ Aj for i ≤ j, then Ai ≤ ∪i∈IAi for all i ∈ I.
In order to complete Zilber’s axiomatization of his fields we need the following defi-
nitions.
Definition 4.2.11. Let A ∈ subE .We say that A has a standard kernel if ker exA = Z·ω,
where ω is transcendental over Q. A has a full kernel if DA contains all nth-roots of
unity, for each n ≥ 1.
We will denote the structures in E0 with full standard kernels by E0st, and those of
subE0 with full standard kernel by subE0st.
We observe that in the case of the exponential complex field, if A = C and ω = 2pii,
and if we consider exA the usual exponentiation in C but restricted to DA = Q · ω, we
obtain that such structure is in subE0st.
Now we introduce an example of an extension which is not a strong extension, that
is we prove the following result:
Proposition 4.2.12. (Assuming Schanuel’s Conjecture) (C, ex) is not a strong exten-
sion of (R, ex).
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Proof: We will show that
dimR(pi) 6= dimC(pi).
We first prove that dimC(pi) = min{δC(X) : pi ∈ X ⊆ C, X finite } = 0. Indeed, it is
enough to considerX = {pi, ipi}, so we have δC(pi, ipi) = t.d.(pi, ipi, epi, eipi)−l.d.(pi, ipi) = 0
(here we use Schanuel’s Conjecture). Suppose by contradiction that (C, ex) is a strong
extension of (R, ex), so we have that dimR(pi) = 0, that is δR(Y ) = 0, for some Y ⊆ R,
and pi ∈ Y. Let Y = {pi, b1, . . . , bn} and suppose l.d.(pi, b1, . . . , bn) = k+1. We have that
δR(pi, b1, . . . , bn) = t.d.(pi, b1, . . . , bn, e
pi, eb1 , . . . , ebn)− l.d.(pi, b1, . . . , bn) = 0,
that is t.d.(pi, b1, . . . , bn, e
pi, eb1 , . . . , ebn) = l.d.(pi, b1, . . . , bn) = k + 1. Then
t.d.(pi, ipi, b1, . . . , bn, e
pi, eipi, eb1 , . . . , ebn) = k + 1
since ipi is algebraic over Q(pi) and eipi = −1. But l.d.(pi, ipi, b1, . . . , bk) = k + 2 and we
get a contradiction since we are assuming Schanuel’s Conjecture. Hence (C, ex) is not a
strong extension of (R, ex).
Remark 4.2.13. In general, if we consider an E-field K the quotient over an E-ideal
is not a strong extension of K.
Indeed, if we consider (R, ex) and the E-ideal generated by y2 + 1, the quotient
R∗ =
R[x]E
〈y2 + 1〉E
is not a strong extension of (R, ex), since
dimR(pi) 6= dimR∗(pi).
Indeed, we saw that dimR(pi) 6= 0, while dimR∗(pi) = 0, since δR∗(pi, ipi) = 0.
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In order to define the class of exponentially algebraically closed fields with pseudo
exponentiation we now introduce some conditions on varieties V ⊆ K2n which will
ensure that there is (z1, . . . , zn) ∈ Kn such that (z1, . . . , zn, ex(z1), . . . , ex(zn)) ∈ V.
We will denote the algebraic group by Gn(K) = K
n × (Kn)∗. Given a k × n matrix
of integers T = (aij), we denote
[T ] : Gn(K) −→ Gk(K)
the homomorphism map given by
〈z1, . . . , zn, w1, . . . , wn〉 7−→ 〈z′1, . . . , z′k, w′1, . . . , w′k〉
where
z′i = ai1z1 + . . .+ ainzn
and
w′i = w
ai1
1 · . . . · wainn
for i = 1, . . . , k.
Definition 4.2.14. The variety V ⊆ Gn(K) is normal if dimV ′ ≥ k, where V ′ = [T ](V )
for any k × n matrix T of rank k where 1 ≤ k ≤ n, or equivalently t.d.Q(z′1, . . . , z′k,
w′1, . . . , w
′
k) ≥ k.
Definition 4.2.15. The variety V ⊆ Gn(K) is free if we cannot find a1, . . . , an ∈ Z and
b, d ∈ K with d 6= 0 such that V is contained in either variety
{(z, w) : a1z1 + . . .+ anzn = b}
or
{(z, w) : wa11 · · · . . . · · ·wann = d}.
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After introducing these conditions on varieties we can define a new class of structure.
Definition 4.2.16. Let K ∈ E0st. K is exponentially algebraically closed if whenever
W ⊂ V ⊆ Gn(K) are irreducible varieties defined over K and F ∈ E0st with F strong
extension of K and z ∈ F such that (z, ex(z)) ∈ V \W then there is a ∈ K with
(a, ex(a)) ∈ V \W.
Zilber proves the following characterization of an exponentially algebraically closed
field.
Proposition 4.2.17. Let K ∈ E0st. K is exponentially algebraically closed if and only if
for every variety V ⊆ Gn(K) defined over K that is irreducible, normal and free there
is z ∈ Kn such that (z, ex(z)) ∈ V .
This means that K is exponentially algebraically closed if and only if the variety
intersects the graph of exponentiation.
The last definition we consider is the class of strongly exponentially algebraically
closed structures.
Definition 4.2.18. If K ∈ E0st we say that K is strongly exponentially algebraically
closed if for any irreducible, free, normal variety V ⊆ Gn(K) defined over a finite subset
A of K with dimV = n there is a ∈ Kn such that (a, ex(a)) ∈ V (K) and (a, ex(a)) is
generic over K.
This means that K is strongly exponentially algebraically closed if and only if the
variety intersects the graph of exponentiation in a generic point.
Definition 4.2.19. We say that a structure K ∈ E satisfies the countable closure prop-
erty if for all A ⊆ K if V ⊆ Gn(K) irreducible, normal ad free with dimV = n and
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defined over the definable closure of A, then {(a, ex(a)) ∈ V : generic over A} is count-
able.
Let T denote the theory of the class of strongly exponentially algebraically closed
fields which satisfy the countable closure property.
Remark 4.2.20. T is not first order, since for example in the case of the countable
closure axiom we need a quantifier Q for ”there exist countably many”. Thus T is an
Lω1,ω(Q)-theory.
In this context Zilber proved an important categoricity result for the class of models
of T , that is he showed:
Theorem 4.2.1 (Zilber). For all uncountable cardinals κ there is a unique model of
T of cardinality κ.
So, a very natural and fundamental question is:
Open Problem: Is (C, ex) the unique model of T of cardinality 2ℵ0?
Zilber’s Conjecture: YES.
In support to his conjecture using Ax’s work (see [1]) and Schanuel’s Conjecture for
differential fields, he proved in [28] the following result:
Theorem 4.2.2. (C, ex) satisfies the countable closure property.
Remark 4.2.21. Assuming Schanuel’s Conjecture the axiom of strong exponential clo-
sure for the (C, ex) is the only impediment to prove Zilber’s Conjecture.
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In this context in the next section we will investigate some cases of the strong ex-
ponential closure for (C, ex). The simplest case has been studied by Marker in [9]. He
proved that the set of solutions of a polynomial f(x, y) ∈ C[x, y] intersects the graph
of exponentiation in a countable infinite set of generic points, which are moreover alge-
braically independent over Q.
4.3 Solutions of exponential polynomials over C
In this section we make a further step along the line of Marker’s result in [9].
We consider the exponential field (C, ex). Let
∑
be a finite system in
z1, . . . , zn variables and consisting of equations over C involving (+, ·,−, 0, 1, ex).
The questions are:
1. When does
∑
have solutions?
2. What is the structure of the solution set?
More in particular we want to answer the following question:
Let p(x, y) ∈ Q[x, y], does there exist a complex number z such that p(z, eez) = 0?
For this purpose we consider the corresponding system in four variables:
∑
=
 p(z1, w2) = 0w1 = z2 (4.1)
Theorem 4.3.1. 1. Let f(z) = p(z, ee
z
). The function f has always a solution in C
unless p(x, y) = αyk, where α ∈ Q.
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2. Assuming Schanuel’s Conjecture, any point (w, ee
w
) such that p(w, ee
w
) = 0 with
w, ew linearly independent, is a generic point.
Proof:
1. By contradiction we assume that f(z) = p(z, ee
z
) 6= 0, for all z ∈ C. Henson and
Rubel in [12] proved that if t(z) is a term-function over C which is never 0 then
t(z) = es(z) for some term s(z) over C. In our context then we have that:
f(z) = p(z, ee
z
) = eg(z), (4.2)
where g(z) ∈ C[z]E. Let
p(x, y) =
∑
n,m
αn,mx
nym,
where αn,m ∈ Q. So we have p(z, eez) =
∑
n,m αn,mz
neme
z
= eg(z), where
g(z) ∈ C[z]E and by identity of polynomials, this is true if and only if the polyno-
mial p is of the following form:
p(x, y) = αyk, for some k ∈ N and α ∈ Q.
So, unless p is a polynomial in only the variable y, p has a solution of the form
(w, ee
w
).
2. Now we need to assume Schanuel’s Conjecture. Let w be a solution of f(z) = 0.
We want to show that (w, ee
w
) is a generic point of the associated variety under
the assumption that the complexes w and ew are linearly independent over Q. By
Schanuel’s Conjecture we have:
t.d.Q(w, ew, ew, eew) ≥ 2.
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Indeed, the transcendence degree is exactly 2 since w and ee
w
are algebraically
dependent being solution of the polynomial p(x, y). So the transcendence degree
coincides with the dimension of the curve p(x, y) = 0. Then the point (w, ew, ewee
w
)
is generic.
Remark 4.3.1. We have proved that the variety
V =
 p(z1, w2) = 0w1 = z2 (4.3)
associated to the function f(z) intersects the graph of exponentiation in a generic point,
under the hypothesis that w and ew are linearly independent. So, under this hypothesis
we have that the strong exponential closure is satisfied relative to f(z) = p(z, ee
z
) for the
exponential field (C, ex). We, probably, can eliminate this hypothesis. We suppose now
that w, ew are linearly dependent, this means that
ew =
m
n
w
where m,n ∈ Z, n 6= 0. In particular w and ew are algebraically dependent. We notice
that w is necessarily transcendental over Q. If not, then ew is a root of a polynomial
q(w, y) in Qalg[y], hence ew is algebraic over Q. This contradicts the Lindemann Weier-
strass Theorem.
Now we suppose m = n = 1, hence ew = w, and then ee
w
= w. So the polynomial
p(z, ee
z
) reduces to a polynomial in one variable over Q evaluated at w, and this value is
0, so w is algebraic over Q, which we showed is impossible (unless p(x, y) is reducible).
Now, suppose ew = m
n
w, with m 6= n we distinguishes two cases:
4.3 Solutions of exponential polynomials over C 66
1. If n divides m we can argue as in the previous case of m = n = 1, and we get
again w algebraic over Q which we do not want. (Notice that this is the case for
both positive and negative m).
2. If m and n are coprime, we have
ene
w
= wm(
m
n
)m.
Let
q(x, y) = yn − (m
n
)mxm.
In the previous theorem we assumed the polynomial p(x, y) irreducible, so in partic-
ular p(w, y) is irreducible over Q(w)[y]. We observe that if (w, ee
w
) is a solution of
p(x, y) then (w, ee
w
) is also a solution of q(x, y). Hence p(w, y) divides q(w, y). But
m,n are coprime and this implies that q(x, y) is irreducible, hence the polynomial
q is essentially p, then
p(w, y) = yn − (m
n
)mwm.
In this particular case, we have that a solution w such that ew = m
n
w will not be a
generic solution of the 4.4.1, since the dimension of the variety and the dimension
of the point are different, being 2 and 1 respectively. Probably using Nevanlinna
Theory we can prove that there is a generic solution, by showing that not all
solutions w of f(z) = p(z, ee
z
) = 0 are such that w and ew are linearly dependent.
Open Problem: Has f(z) = p(z, ee
z
) infinitely many solutions in C?
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4.4 Solutions of exponential polynomials over a Zil-
ber’s field
In this section we investigate the set of solutions of exponential polynomials over a
Zilber’s field.
We consider the problem studied over C in the previous section, but relative to a
Zilber’s field. We want to study when p(z, ee
z
) = 0 has a solution in a Zilber’s field K,
where p(x, y) ∈ K[x, y].
It is necessary to consider the following variety V ⊆ K2 × (K2)∗
V =
 p(z1, w2) = 0w1 = z2 (4.4)
We observe that the variety (4.4) has dimension 2. In order to show that there is
a solution of f(z) = p(z, ee
z
) = 0 in K, it is enough to show that the variety V is
normal and free, since then from Zilber’s axioms the variety V intersects the graph of
exponentiation in a generic point. We prove the following result:
Theorem 4.4.1. The variety V ⊆ K2 × (K2)∗ defined by
V =
 p(z1, w2) = 0w1 = z2
is normal and free unless p(u, v) = αvh for some h ∈ N and α ∈ K.
Proof: We first show that the variety is normal, i.e. for every (z1, z2, w1, w2) ∈ V,
and for any k ≤ 2, we have to prove that t.d.Q(z′1, . . . , z′k, w′1, . . . , w′k) ≥ k.
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For k = 1 we have
z′ = mz1 + nz2
and
w′ = wm1 · wn2 ,
for some m,n ∈ Z. Suppose by contradiction that t.d.Q(mz1 + nz2, wm1 · wn2 ) = 0, this
means that there exist two polynomials q(x), s(x) ∈ Q[x] such that
q(mz1 + nz2) = 0, and s(w
m
1 · wn2 ) = 0, (4.5)
and this implies that there are polynomials q′(x, y), s′(x, y) ∈ Q[x, y] such that
q′(mz1, nz2) = 0, and s′(wm1 , w
n
2 ) = 0. (4.6)
But (z1, z2, w1, w2) ∈ V, so (4.6) implies that z1, z2 are algebraically dependent over Q,
and w1, w2 are algebraically dependent over Q, and this cannot happen since dimension
of V is 2.
For k = 2 we have
z′1 = mz1 + nz2, z
′
2 = sz1 + tz2
and
w′1 = w
m
1 · wn2 , w′2 = ws1 · wt2.
Suppose by contradiction that
t.d.Q(z′1, z′2, w′1, w′2) = t.d.Q(mz1 + nz2, sz1 + tz2, wm1 · wn2 , ws1 · wt2) = 1.
Fixed m,n greater or equal than s, t respectively, and without loss of generality, this
means that there exists a polynomial q(x, y, z) ∈ Q(z′2)[x, y, z] such that,
q(mz1 + nz2, w
m
1 · wn2 , ws1 · wt2) = 0. (4.7)
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This implies that there is a polynomial q′(x, y, z, t) ∈ Q[x, y, z, t] such that
q′(mz1, nz2, wm1 , w
n
2 ) = 0. (4.8)
but the point (z1, z2, w1, w2) ∈ V, so (4.8) is in contradiction with the dimension of V.
Now we prove that the variety is also free. Suppose that there exist m1,m2 ∈ Z and
b ∈ K such that
V ⊆ {m1z1 +m2z2 = b}
or there exist m1,m2 ∈ Z and d ∈ K with d 6= 0 with
V ⊆ {wm11 · wm22 = d}.
In the first case, from p(z1, w2) = 0 it follows that m1 = 0 or m2 = 0, hence m2z2 = b
or m1z1 = b. In both cases we a get a contradiction with the dimension of the variety,
e. g. if m1 = 0, we have z1 =
b
m1
so, p( b
m1
, w2) = 0, hence the dimension of the variety
is 1, and this is a contradiction.
In the second case, from p(z1, w2) = 0 it follows that m1 = 0 or m2 = 0 and again
we get a contradiction with the dimension of the variety. Indeed, if m2 = 0 we have
wm11 = d.Moreover, z2 = w1 and so z
m1
2 = w
m1
1 , that is z
m1
2 = d. ButK is an algebraically
closed field, so let z2 be one of the m1th-root of d, hence we have that the dimension of
the variety is 1, and this is a contradiction.
The variety V is free unless z1 does not occur in the polynomial p, in which case
we have that the polynomial p has no solution, and the polynomial p(u, v) ∈ K[u, v] is
necessarily equal to αvh for some h ∈ N.
We now consider a different case, let p(z, u, v) ∈ K[z, u, v]. We want to answer the
following question:
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Does there exist an element α ∈ K such that p(α, eα, eeα) = 0?
In answering this question we proceed as before appealing to the axioms introduced
by Zilber.
Theorem 4.4.2. The variety V ⊆ K2 × (K2)∗ defined by
V =
 p(z1, z2, w2) = 0w1 = z2
is normal and free, unless p(z, u, v) = δuhvt for some h, t ∈ N and δ ∈ K.
Proof: We first prove that V is normal, i.e. for any k ≤ 2, we have to prove that
t.d.Q(z′1, . . . , z′k, w′1, . . . , w′k) ≥ k. Suppose by contradiction that
t.d.Q(z′1, . . . , z′k, w′1, . . . , w′k) < k.
For k = 1, suppose that
t.d.Q(z′1, w′1) = 0
so, we have that there exist two polynomials q(x), s(x) ∈ Q[x] such that
q(mz1 + nz2) = 0, and s(w
m
1 · wn2 ) = 0.
This implies that
q′(mz1, nz2) = 0, and s′(wm1 , w
n
2 ) = 0, (4.9)
where q′(x, y), s′(x, y) ∈ Q[x, y]. But (z1, z2, w1, w2) ∈ V, so (4.9) implies that z1, z2 are
algebraically dependent over Q and w1, w2 are algebraically dependent over Q, and this
cannot happen since dimension of V is 2.
Now we suppose that for k = 2 t.d.Q(z′1, z′2, w′1, w′2) = 1, and we proceed as in the
previous theorem getting a contradiction.
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For the freeness we proceed as in the previous theorem. The variety V is free unless
z1 does not occur in the polynomial p. This implies that the polynomial p does not have
any zero, and the polynomial p(z, u, v) ∈ K[z, u, v] is necessarily equal to δuhvk for some
h, k ∈ N.
Remark 4.4.1. The two previous results show that an exponential polynomial over a
Zilber’s field K has always a solution in K unless it is of a particular form. From
Theorem 4.4.2 it follows that the function f(z) = p(z, ez, ee
z
) has always a solution in
K unless f(z) = δeH(z), where H(z) ∈ K[z]E and δ ∈ K.
This characterization reminds a result of Henson and Rubel for (C, exp) which we
will recall in the next section. Their result was the starting point to characterize those
exponential polynomials over a Zilber’s field K which have no solutions in K.
We notice that also in the case of the polynomial p(z, ez) analyzed by Marker in [9],
the function f(z) = p(z, ez) has always a zero in a Zilber’s field, since the variety defined
by p(z, u) = 0 is normal and free, unless p(u, v) = αvh for some h ∈ N.
4.4.1 Characterization of exponential polynomials in a Zilber’s
field
Until now we have been interested in solutions of exponential polynomials in a Zilber’s
field.
In this section we switch to consider the opposite question, i.e. we want to give a nec-
essary and sufficient condition in order to characterize when an exponential polynomial
has no solutions in a Zilber’s field.
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For the complex exponential field such characterization exists and it is due to Henson
and Rubel in [12]:
Let F (z1, . . . , zn) ∈ C[z1, . . . , zn]E
F (z1, . . . , zn) has no roots in C iff F (z1, . . . , zn) = eG(z1,...,zn),
where G(z1, . . . , zn) ∈ C[z1, . . . , zn]E.
In the proof Henson and Rubel use Nevanlinna Theory and, moreover, in their paper
they claim that no direct algebraic approach can be used instead of Nevanlinna Theory.
As we will see, if Zilber’s Conjecture is true, we give an alternative proof of their result
using only algebraic methods.
In the last two theorems of previous section we proved that in some special cases
(with at most two iterations of exponentials) Henson and Rubel’s result holds for a
Zilber’s field, but we want a general result.
Our first attempt of the proof was based essentially on Zilber’s axioms, examining
when the variety defined by the polynomial in consideration was normal and free. But
this approach has revealed unsatisfactory for a general polynomial.
Recall the following definition (see also Chapter 1).
Definition 4.4.2. Let F (z) ∈ K[z]E. We say that F (z) is prime if the quotient K[z]E〈F 〉E
is a domain. In fact it is an E-domain.
Remark 4.4.3. If we consider the augmentation map from K[z]E into to the polynomial
ring K[z] we have that the augmentation ideal I (which we recall is an E-ideal) is prime,
since the quotient K[z]
E
I
is isomorphic to K[z] which is a domain. (In the classical case
we have that I is also a maximal ideal).
Now we state our main result:
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Theorem 4.4.3. Let F (z1, . . . , zn) ∈ K[z1, . . . , zn]E where K is a Zilber’s field and F
is prime and irreducible. Then
F (z1, . . . , zn) has no roots in K iff F (z1, . . . , zn) = e
H(z1,...,zn),
where H(z1, . . . , zn) ∈ K[z1, . . . , zn]E
Proof: (⇐) obvious.
We first prove the following lemma which will be useful for the proof of the other
implication. In the sequel (R,D,E) will denote a characteristic 0 domain R with a
partial exponential function E defined on R whose domain is D.
Lemma 4.4.4. Let (R,D,E) be a partial E-domain where D=dom(E), Q ⊆ R and
suppose (R,D,E) satisfies Schanuel’s Conjecture. Let S be a domain extending R.
There is a subset D1 of S with D1 = D⊕Q · t for some t ∈ S such that (S,D1, E1) is a
partial E-domain with E1 extending E, satisfying (SC), and moreover (S,D1, E1) is a
strong extension of (R,D,E).
Proof: We want to prove that there exists an element ω in some algebraically closed
field extending S, which is transcendental over S and which we will use to extend the
domain of E in S. For this purpose we consider the following infinite set Σ of formulas
in the language of LS ∪ {ωr}r∈Q where ωr are new constant symbols:
Σ = Diag(S) ∪ Γ ∪∆ (4.10)
where Γ = {F (ω1) 6= 0 : F (x) ∈ S[x]}, and ∆ = {ωr1 · ωr2 = ωr1+r2 : r1, r2 ∈ Q}.
We want to find a model of this theory. We use the Compactness Theorem in order
to find a such model. Let Σ′ ⊆ Σ and Σ′ be finite. Let F1, . . . , Fk be the polynomials of
Γ which appear in Σ′, i. e. Fi(ω1) 6= 0 for i = 1, . . . , k, and let ωr1 · ωr2 = ωr1+r2 where
r1, r2 ∈ T ⊆ Q with T be finite subset of ∆ contained in Σ′.
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Let r1, . . . , rh be the rationals which appear in the finite subset T of Q. Let
r1 =
p1
q1
, . . . , rh =
ph
qh
,
and let N = q1 · . . . · qh. We have r1 = p
′
1
N
, . . . rh =
p′h
N
.
We can choose an element α ∈ Salg such that F1(α) 6= 0, . . . , Fk(α) 6= 0. Define ω 1
N
be one of the Nth roots of α, i. e. ω 1
N
= N
√
α and ω p′
i
N
=
N
√
αp
′
i , for i = 1, . . . , h. So, Salg
is a model of Σ′. By compactness there exists a model of Σ in which there is an element
ω that is transcendental over S.
Let D1 = D ⊕Q · t, where t is not in R. If γ ∈ D1, then γ = d + rt, where d and r
are uniquely determined and d ∈ D, r ∈ Q. We extend E to D1 in the freest possible
way as follows
E1(γ) = E(d) · ωr,
where ω = E1(t). E1 extends the morphism E, and satisfies the axioms of exponentiation.
Now we want to prove that the extension is strong. We observe that in general, if
A ⊆ R ⊆ S and A finite, δR(A) ≤ δS(A), and for all A ⊆ D we have that dimS(A) ≤
dimR(A). So, in order to prove that the extension is strong it is enough to show that
dimS(A) ≥ dimR(A), for all finite A ⊆ D, that is there is no finite Y ⊇ A, with Y ⊆ S
such that δS(Y ) ≤ δR(A). For this purpose, let B = {b1, . . . , bk} ⊆ D1. We can write
uniquely bi = a
′
i + ri · t for i = 1, . . . , k, where a′i ∈ D and ri ∈ Q. We want to prove
that if
δR(A) = t.d.(A,E(A))− l.d(A) = L.
then
δS(A, b1, . . . , bk) = t.d.(A, b1, . . . , bk, E1(A), E1(b1), . . . , E1(bk))− l.d(A, b1, . . . , bk) ≥ L.
If ri = 0 for all i = 1, . . . , k then the dimensions are the same. If ri 6= 0 for some i,
without loss of generality we can analyze the case of a single r 6= 0, that is we consider
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b1 = a
′
1, . . . , bm = a
′
m, and bi = α+ rt, with α ∈ D and r 6= 0. So we have
δS(A, b1, . . . , bk) =
t.d.(A, a′1, . . . , a
′
m, α+ rt, E1(A), E1(a
′
1), . . . , E1(a
′
m), E1(α+ rt))+
−l.d(A, a′1, . . . , a′m, α+ rt) =
t.d(A, a′1, . . . , a
′
m, α+ rt, E(A), E(a
′
1), . . . , E(a
′
m), E(α) · ωr)− l.d(A, a′1, . . . , a′m, α+ rt),
and we want to show that this is greater or equal than L. Indeed,
l.d.(A, a′1, . . . , a
′
m, α+ rt) = l.d(A, a
′
1, . . . , a
′
m) + 1,
and also
t.d(A, a′1, . . . , a
′
m, α+ rt, E(A), E(a
′
1), . . . , E(a
′
m), E(α) · ωr) =
t.d(A, a′1, . . . , a
′
m, α+ rt, E(A), E(a
′
1), . . . , E(a
′
m)) + 1
from the transcendence of ω over S. So we have that the dimensions coincide, that is S
is a strong extension of R. Moreover, we have that δS(Y ) ≥ 0 for all finite Y ⊆ S, hence
we have that Schanuel’s Conjecture is true in (S,D1, E1).
We can generalize this result to a particular case, that is the case of group rings.
Using a similar proof we can show the following result.
Proposition 4.4.5. Let (R,A,E) be a partial E-domain, satisfying Schanuel’s Conjec-
ture. Then (R1, A ⊕ B,E1), where B is a divisible group and R1 = R[tB] and E1 is a
natural extension of E, is a strong extension of R and satisfies Schanuel’s Conjecture.
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Now we have all the ingredients to prove Theorem 4.4.3:
Proof of Theorem 4.4.3 (⇒) Suppose by contradiction that
F (z1, . . . , zn) 6= eH(z1,...,zn),
for all H(z1, . . . , zn) ∈ K[z1, . . . , zn]E.
We will prove that the polynomial F has a zero in K. By the construction of the
exponential polynomial ring (see 1.1.3) we have that F (z1, . . . , zn) ∈ Rk+1 = Rk[tBk ] for
some k ∈ N, so F =∑Nn=1 antbn , where an ∈ Rk. We will prove that
K[z1, . . . , zn]
E
〈F 〉E =
⋃
Rh
〈F 〉E
is isomorphic to the limit of a certain group rings. We will show that⋃
hRh
〈F 〉E =
⋃
h
(
Rh
〈F 〉E ∩Rh ),
and we will prove that the quotients
Rh
〈F 〉E ∩Rh
can be viewed as group rings.
We need to distinguish the following two cases:
Case 1. The linear dimension of (b1, . . . , bN)Q > 1. In this case we may assume
bN /∈ (b1, . . . , bN−1)Q. We want to construct the quotient, so for this purpose we im-
pose
F =
N∑
n=1
ant
bn = 0,
and we have
tbN = − 1
aN
N−1∑
n=1
ant
bn .
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We observe that if F ∈ Rk+1 and F is irreducible then 〈F 〉E ⊆
⋃
h>k Rh. We have to
construct
Rh
〈F 〉E ∩Rh ,
for all h ∈ N. Denote
Rh
〈F 〉E ∩Rh = R˜h.
If h ≤ k we have R˜h = Rh, since 〈F 〉E ∩Rh = {0}.
At step h = k we isolate (bN)Q, so we split off (bN)Q as a summand of Bk, that is
Bk = B˜k ⊕ (bN)Q,
and we can write
Rk+1 = Rk[t
B˜k⊕(bN )Q ] ∼= Rk[tB˜k ][t(bN )Q ].
We break the step h = k into two new steps. In the first step we define
Ek+ 1
2
: Rk → ˜˜Rk+1 = Rk[tB˜k ],
and Ek+ 1
2
is defined as usual (see 1.1.3). In the second step we want to extend Ek+ 1
2
to
(bN)Q, using F = 0. Let α ∈ (bN)Q, so α = rs · bN where r, s ∈ Z, and s 6= 0. We define
E˜k(
r
s
· bN) in the only possible way determined by F = 0, that is
E˜k(
r
s
· bN) = t rs ·bN = (− 1
aN
N−1∑
n=1
anEk+ 1
2
(bn))
r
s .
Let θ = − 1
aN
∑N−1
n=1 anEk+ 12
(bn), then E˜k(
r
s
· bN) = θ rs . For each s we have finitely many
choices for θ
1
s , and we need a uniform way of choosing an sth root of θ for all s. In
order to do this we use Konig’s Lemma. It is not difficult to prove that in the algebraic
closure of the field of fractions of Rk+1 the law of exponentiation holds. So, we have
E˜k :
˜˜
Rk+1 → R˜k+1 = ˜˜Rk+1[θ rs : r, s ∈ Z].
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For the next steps we continue as in the usual construction of the E-polynomial ring
case, that is at step k + 2 we define
R˜k+2 = R˜k+1[t
Bk+1 ].
So, we have ⋃
h
R˜h =
⋃
h
(
Rh
〈F 〉 ∩Rh ).
From Lemma 4.4.5 at each step the partial E-domains R˜h+1 is a strong extension of R˜h
for all h, and satisfies Schanuel’s Conjecture. So, we have that the algebraic closure of
the limit of R˜h’s is a strong extension of K, (see also Lemma 4.2.10). It is left to show
that the limit of R˜h’s is isomorphic to the quotient
K[z]E
〈F 〉E , that is⋃
h>k
(
Rh
〈F 〉E ∩Rh )
∼=
⋃
Rh
〈F 〉E ,
where the isomorphism is the natural one,
ϕ :
K[z]E
〈F 〉E −→
⋃
h>k
(
Rh
〈F 〉E ∩Rh )
p(z) + 〈F 〉E 7−→ p(z) + 〈F 〉E ∩Rh.
It is very easy to prove that this is an E-morphism of E-rings. Moreover, ϕ is an
isomorphism. It is trivial to prove that ϕ is surjective. It is left to show that
kerϕ = 〈F 〉E.
We have two cases:
1) If p(z) ∈ 〈F 〉E then p(z) ∈ 〈F 〉E ∩Rh, for all h except finitely many.
2) If p(z) 6∈ 〈F 〉E then p(z) 6∈ 〈F 〉E ∩Rh, for all h, that is ϕ(p(z) + 〈F 〉E) 6= 〈F 〉E ∩Rh.
So kerϕ = 〈F 〉E.
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We can conclude that the algebraic closure of K[z]
E
〈F 〉E denoted by K
∗ is a strong ex-
tension of K, and since F has a zero in K∗ then it has to have a zero also in K, but this
is a contradiction with our assumption, and the proof is completed.
Case 2. The linear dimension of (b1, . . . , bN)Q = 1. Without loss of generality we can
assume that bi ∈ (b1)Q where i = 2, . . . N, so we can write
F = a1t
b1 + a2t
b1(
s2
r2
)
+ . . .+ aN t
b1(
sN
rN
)
,
where si, ri ∈ Z, with i = 2, . . . , N. Let r = l.c.m.(r2, . . . , rN), we have
F = a1(t
b1
r )r + a2(t
b1
r )s2 + . . .+ aN(t
b1
r )sN .
Using the same notations as in case 1, we have that R˜h = Rh if h ≤ k, since
〈F 〉E ∩Rh = {0}.
At step h = k we can split off (b1)Q as summand of Bk, that is
Bk = B˜k ⊕ (b1)Q.
So we can write
Rk+1 = Rk[t
B˜k⊕(b1)Q ] ∼= Rk[tB˜k ][t(b1)Q ],
and we introduce a new stage. As a consequence also the exponential map Ek will be
got into two stages. Let
˜˜
Rk+1 = Rk[t
B˜k ], and
Ek+ 1
2
: Rk → ˜˜Rk+1 = Rk[tB˜k ],
where Ek+ 1
2
is defined as in the previous case. We now want to extend Ek+ 1
2
to (b1)Q.
Let α ∈ (b1)Q, so α = mn b1, where m,n ∈ Z and n 6= 0. We define E˜k(mn · b1) in the only
possible way determined by F = 0, that is
E˜k(
m
n
· b1) = tmn ·b1 .
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Let ω = tb1 then E˜k(
m
n
· b1) = ωmn . For each n we have finitely many choices for ω 1n , and
we need a uniform way of choosing an nth root of ω for all n. And also in this case we
use Konig’s Lemma. It is not difficult to prove that in the algebraic closure of Rk+1 the
law of exponentiation holds.
We have added a root of F, so we have obtained the quotient of Rk+1 over 〈F 〉. For
the next steps we continue as in the previous case, at each step the extension we get
is a strong extension of the previous partial E-ring and satisfies Schanuel’s Conjecture
using again Lemma 4.4.5. This completes the proof.
Remark 4.4.6. In the proof of Theorem 4.4.3 we used only purely algebraic methods,
so if Zilber’s Conjecture is true our methods would give an alternative proof of Henson
and Rubel’s result for C without using Nevanlinna Theory.
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