We consider the periodic discrete nonlinear Schrödinger equations with the temporal frequency belonging to a spectral gap. By using the generalized Nehari manifold approach developed by Szulkin and Weth, we prove the existence of ground state solutions of the equations. We obtain infinitely many geometrically distinct solutions of the equations when specially the nonlinearity is odd. The classical Ambrosetti-Rabinowitz superlinear condition is improved.
Introduction
The following discrete nonlinear Schrödinger equation (DLNS):̇=
where = ±1 and
is the discrete Laplacian operator, appears in many physical problems, like polarons, energy transfer in biological materials, nonlinear optics, and so forth (see [1] ). The parameter characterizes the focusing properties of the equation: if = 1, the equation is self-focusing, while = −1 corresponds to the defocusing equation. The given sequences { } and { } are assumed to be -periodic in , that is, + = and + = . Moreover, { } is a positive sequence. Here, is a positive integer. We assume that (0) = 0 and the nonlinearity ( ) is gauge invariant, that is,
We are interested in the existence of solitons of (1) , that is, solutions which are spatially localized time-periodic and decay to zero at infinity. Thus, has the form
where { } is a real-valued sequence and ∈ R is the temporal frequency. Then, (1) becomes
holds. Naturally, if we look for solitons of (1), we just need to get the solutions of (5) satisfying (6) . Actually, we consider a more general equation:
with the same boundary condition (6) . Here, is a secondorder difference operator
where { } and { } are real-valued -periodic sequences. When ≡ −1 and = 2 + , we obtain (5). We consider (7) as a nonlinear equation in the space 2 of two-sided infinite sequences. Note that every element of 2 automatically satisfies (6) .
As it is well known, the operator is a bounded and selfadjoint operator in 2 . The spectrum ( ) is a union of a finite number of closed intervals, and the complement R \ ( ) consists of a finite number of open intervals called spectral gaps. Two of them are semi-infinite (see [2] ). If = 1, then finite gaps do not exist. However, in general, finite gaps exist, and the most interesting case in (7) is when the frequency belongs to a finite spectral gap. Let us fix any spectral gap and denote it by ( , ).
DNLS equation is one of the most important inherently discrete models. DNLS equation plays a crucial role in the modeling of a great variety of phenomena, ranging from solid state and condensed matter physics to biology (see [1, [3] [4] [5] [6] and references therein). In the past decade, solitons of the periodic DNLS have become a hot topic. The existence of solitons for the periodic DNLS equations with superlinear nonlinearity [7] [8] [9] [10] and with saturable nonlinearity [11] [12] [13] has been studied, respectively. If is below or above the spectrum of the difference operator −Δ + , solitons were shown by using the Nehari manifold approach and a discrete version of the concentration compactness principle in [14] . If is a lower edge of a finite spectral gap, the existence of solitons was obtained by using variant generalized weak linking theorem in [10] . If lies in a finite spectral gap, the existence of solitons was proved by using periodic approximations in combination with the linking theorem in [8] and the generalized Nehari manifold approach in [9] , respectively. The results were extended by Chen and Ma in [7] . In this paper, we employ the generalized Nehari manifold approach instead of periodic approximation technique to obtain the existence of a kind of special solitons of (7), which called ground state solutions, that is, nontrivial solutions with least possible energy in 2 . We should emphasize that the results are obtained under more general super nonlinearity than the classical Ambrosetti-Rabinowitz superlinear condition [8, 9, 15] . This paper is organized as follows. In Section 2, we first establish the variational framework associated with (7) and transfer the problem on the existence of solutions in 2 of (7) into that on the existence of critical points of the corresponding functional. We then present the main results of this paper and compare them with existing ones. Section 3 is devoted to the proofs of the main results.
Preliminaries and Main Results
The following are the basic hypotheses to establish the main results of this paper:
∈ (R, R) and + ( ) = ( ), and there exist > 0 and ∈ (2, ∞) such that
( 4 ) → ( )/| | is strictly increasing on (−∞, 0) and (0, ∞).
To state our results, we introduce some notations. Let
Consider the functional defined on by
where (⋅, ⋅) is the inner product in and ‖ ⋅ ‖ is the corresponding norm in . The hypotheses on ( ) imply that the functional ∈ 1 ( , R) and (7) is easily recognized as the corresponding Euler-Lagrange equation for . Thus, to find nontrivial solutions of (7), we need only to look for nonzero critical points of in .
For the derivative of , we have the following formula:
corresponds to the spectral decomposition of with respect to the positive and negative parts of the spectrum, and
For any , V ∈ , letting = + + − with ± ∈ ± and V = V + + V − with V ± ∈ ± , we can define an equivalent inner product (⋅, ⋅) and the corresponding norm ‖ ⋅ ‖ on by
respectively. So, can be rewritten as
We define for ∈ \ − , the subspace
and the convex subset
of , where, as usual,
In this paper, we also consider the multiplicity of solutions of (7) .
For each ℓ ∈ Z, let
which defines a Z-action on . By the periodicity of the coefficients, we know that both and are Z-invariants. Therefore, if ∈ is a critical point of , so is ℓ * . Two critical points 1 , 2 ∈ of are said to be geometrically distinct if 1 ̸ = ℓ * 2 for all ℓ ∈ Z. Now, we are ready to state the main results. In what follows, we always assume that = 1. The other case can be reduced to = 1 by switching to − and to − .
Remark 3.
In [8] , the author considered (7) with defined by
which obviously satisfies ( 1 )-( 4 ); the author also discussed the case where satisfies the Ambrosetti-Rabinowitz condition; that is, there exists > 2 such that
Clearly, (23) implies that ( ) ≥ | | > 0 for | | ≥ 1. So, it is a stronger condition than ( 3 ).
Remark 4. In [9] , the author assumed that satisfies the following condition: there exists ∈ (0, 1) such that
Obviously, (24) implies (23) with = 1 + (1/ ), so it is a stronger condition than the Ambrosetti-Rabinowitz condition. In our paper, the nonlinearities satisfy more general superlinear assumptions instead of (24) which also implies ( 4 ). However, we do not assume that is differentiable and satisfies (24), M is not a 1 manifold of , and the minimizers on M may not be critical points of . Hence, the method of [9] does not apply any more. Nevertheless, M is still a topological manifold, naturally homeomorphic to the unit sphere in + (see in detail in Section 3). We use the generalized Nehari manifold approach developed by Szulkin and Weth which is based on reducing the strongly indefinite variational problem to a definite one and prove that the minimizers of on M are indeed critical points of .
Remark 5. In [7] , it is shown that (7) has at least a nontrivial solution ∈ 2 if satisfies ( 1 ), ( 2 ), ( 3 ), and the following conditions: In our paper, we use (9) and ( 4 ) instead of ( 1 ) and ( 2 ).
Proofs of Main Results
We assume that ( 1 ) and ( 1 )-( 4 ) are satisfied from now on.
Proof. By ( 2 ) and ( 4 ), it is easy to get that
To continue the discussion, we need the following proposition.
Proposition 7 (see [16, 17] ). Let , , V ∈ R be numbers with ≥ −1 and := + V ̸ = 0. Then,
Hence, is the unique global maximum of |̂( ) .
Proof. We rewrite by
Since ∈ M, we have
Together with Proposition 7, we know that
The proof is complete.
Lemma 9. (a) There exists
Proof. (a) By ( 1 ) and ( 2 ), it is easy to show that for any > 0, there exists > 0 such that
‖⋅‖ is equivalent to the norm on + and ⊂ for 2 ≤ ≤ ∞ with ‖ ‖ ≤ ‖ ‖ . Hence, for any ∈ (0, 1/2) and ∈ + , we have
which implies inf ( ) > 0 for some > 0 (small enough), where = max{ }. The first inequality is a consequence of Lemma 8 since for every ∈ M, there is > 0 such that
(b) For ∈ M, by (25), we have
Hence, Proof. Suppose by contradiction that there exist
we may assume that ‖ ( ) ‖ = 1 for ∈ Z. Then, there exists a subsequence, still denoted by the same notation, such that
By (25), we have
Consequently, we know that ‖V ( )− ‖ ≤ 1/ √ 2 and 1/ √ 2 ≤ ( ) ≤ 1. Passing to a subsequence if necessary, we assume
which contradicts with (35).
Lemma 11.
For each ∈ + \ {0}, the set M ∩̂( ) consists of precisely one point which is the unique global maximum of |̂( ) .
Proof. By Lemma 8, it suffices to show that M ∩̂( ) ̸ = 0. Sincê( ) =̂( + /‖ + ‖), we may assume that ∈ + . By Lemma 10, there exists > 0 such that ≤ 0 on ( ) \ (0) provided that is large enough. By Lemma 9 (a), ( ) > 0 for small > 0. Moreover, ≤ 0 on̂( ) \ (0). Hence, 0 < sup̂( ) < ∞.
Abstract and Applied Analysis
that is, is a weakly lower semicontinuous. From the weak lower semi-continuity of the norm, it is easy to see that is weakly upper semicontinuous on̂( ). Therefore, ( 0 ) = sup̂( ) for some 0 ∈̂( ) \ {0}. By the proof of Lemma 10, 0 is a critical point of |̂( ) . It follows that ( ( 0 ), 0 ) = ( ( 0 ), ) = 0 for all ∈ and hence 0 ∈ M. To summarize,
According to Lemma 11, for each ∈ + \ {0}, we may define the mappinĝ:
Lemma 12. is coercive on
Proof. Suppose, by contradiction, that there exists a sequence
Then, there exists a subsequence, still denoted by the same notation, such that V ( ) ⇀ V and V ( ) → V for every as → ∞. First, we know that there exist > 0 and ∈ Z such that
Then, V ( )+ → 0 in all , > 2. By (32), for any ∈ R,
which implies that ∑ ∈Z ( V ( )+ ) → 0 as → ∞.
as → ∞. This is a contradiction if > √ 4 .
Due to the periodicity of coefficients, both and M are invariant under -translation. Making such shifts, we can assume that 1 ≤ ≤ − 1 in (39). Moreover, passing to a subsequence if needed, we can assume that = 0 is independent of . Next, we may extract a subsequence, still denoted by {V ( ) }, such that V ( )+ → V + for all ∈ Z. In particular, for = 0 , inequality (39) shows that |V
a contradiction again. The proof is finished.
Lemma 13. (a)
The mappinĝ: 
It follows from Lemma 12 that̂( ( ) ) is bounded. Passing to a subsequence if needed, we may assume that
where ≥ √ 2 > 0 by Lemma 9(b). Moreover, by Lemma 11,
6 Abstract and Applied Analysis Therefore, using the weak lower semicontinuity of the norm and (defined in Lemma 11), we get
which implies that all inequalities above must be equalities and̂( ( ) ) − → − * . By Lemma 11, − * =̂( ) − and hencê
This is an immediate consequence of (a).
(c) For , V ∈ M, by (b), we have
We will consider the functionalΨ : + \ {0} → R and Ψ :
+ → R defined bŷ
Lemma 14. (a)Ψ ∈ 1 ( + \ {0}, R) and
(c) { } is a Palais-Smale sequence for Ψ if and only if { ( )} is a Palais-Smale sequence for . (d) ∈ + is a critical point of Ψ if and only if ( ) ∈ M is a nontrivial critical point of . Moreover, the corresponding values of Ψ and coincide and inf
Proof. (a) We put =̂( ) ∈ M, so we have
Choose > 0 such that := + ∈ + \ {0} for | | < and put =̂( ) ∈ M. We may write = + − with > 0. From the proof of Lemma 13, the function → is continuous. Then, 0 = ‖ + ‖/‖ ‖. By Lemma 11 and the mean value theorem, we havê
with some ∈ (0, 1). Similarly,
with some ∈ (0, 1). Combining these inequalities and the continuity of function → , we have
Hence, the Gâteaux derivative ofΨ is bounded linear in and continuous in . It follows thatΨ is of class 1 (see [15] ). (b) It follows from (a) by noting that ( ) =̂( ) since ∈ + . (c) Let { } be a Palais-Smale sequence for Ψ, and let = ( ) ∈ M. Since for every ∈ Z, we have an orthogonal splitting = + ⊕ ( ); using (b), we have
because ( )V = 0 for all V ∈ ( ) and ( ) is orthogonal to + . Using (b) again, we have
Therefore, 
we have ( ) → 0 in all , > 2. By (32), we know that
which implies that ∑ ∈Z (
Then, ‖ ( )+ ‖ 2 → 0 as → ∞, contrary to Lemma 9(b). From the periodicity of the coefficients, we know that and are both invariant under -translation. Making such shifts, we can assume that 1 ≤ ≤ − 1 in (58). Moreover, passing to a subsequence, we can assume that = 0 is independent of . Next, we may extract a subsequence, still denoted by
that is, is a nontrivial critical point of . Finally, we show that ( ) = . By Lemma 6 and Fatou's lemma, we have
Hence, ( ) = . That is, is a nontrivial ground state solution of (7).
(2) If = ∞, by way of contradiction, we assume that (7) has a nontrivial solution ∈ . Then, is a nonzero critical point of in . Thus, ( ) = 0. But by Lemma 6,
This is a contradiction, so the conclusion holds.
This completes the proof of Theorem 1. Now, we are ready to prove Theorem 2. From now on, we always assume that is odd in . We need some notations. 
It is easy to see that ]( ) < ∞ for every by Lemma 12.
Proof of Theorem 2. It is easy to see that mappings , 
where denotes genus and ∈ N. We consider the sequence of the Lusternik-Schnirelmann values of Ψ defined by
Now, we claim that
Firstly, we show that
In fact, there exist V ( ) , ( ) ∈ F, and , ∈ Z such that
( ) * for all and
Let = − . Passing to a subsequence, V ( ) = V ∈ F, ( ) = ∈ F, and either = ∈ Z for all or | | → ∞. In the first case, 0 < ‖V ( ) * − ( ) * ‖ = ‖V − * ‖ = for all . In the second case, * ⇀ 0 and therefore = lim → ∞ ‖V − * ‖ ≥ ‖V‖ = 1. By (70), ( ) = 0 or 1.
Next, we consider a pseudogradient vector field of Ψ [18] ; that is, there exists a Lipschitz continuous map :
Let : D → + \ be the corresponding Ψ-decreasing flow defined by 
Then, for every ∈ Ψ + \ , there exists ∈ [0, + ( )) such that Ψ( ( , )) < − . Hence, we may define the entrance time map
which satisfies ( ) < + ( ) for every ∈ Ψ + \ . Since − is not a critical value of Ψ by (74), it is easy to see that is a continuous and even map. It follows that the map
is odd and continuous. Then, (Ψ + \ ) ≤ (Ψ − ) ≤ − 1, and consequently,
So, ( ) ≥ 1. Therefore, ̸ = 0. Moreover, the definition of and of +1 implies that ( ) ≥ 1 if
+1 . Therefore, there is an infinite sequence {± } of pairs of geometrically distinct critical points of Ψ with Ψ( ) = , which contradicts with (66). Therefore, the set F is infinite.
This completes the proof of Theorem 2.
Proof. Set 
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+ (
This implies lim sup → ∞ ‖(
2 }, we may pass to subsequences so that
where 1 ̸ = 2 by (A.2) and ( 1 ) = ( 2 ) = 0, and
where √ 2 ≤ ≤ ]( ), = 1, 2 by Lemma 9(b).
2 )
(A.5)
(A.6)
Similarly, if 2 = 0, then 1 ̸ = 0 and lim inf → ∞ ‖
Lemma A.2. For every ∈ + , the limit lim → + ( ) ( , ) exists and is a critical point of Ψ.
Proof. Fix ∈ + and set = Ψ( ). We distinguish two cases to finish the proof. (72) and (73), we have
(A.8) Since + ( ) < ∞, this implies that lim → + ( ) ( , ) exists and is a critical point of Ψ, otherwise the trajectory → ( , ) could be continued beyond + ( ). It follows that Ψ( ( 2 , )) ≤ + − ( 2 /8 ) < and therefore ( 2 , )̃, a contradiction again. This completes the proof.
