We propose the successive inverse polynomial interpolation method to optimize model parameters in subgrid parameterization for large-eddy simulation. This approach is illustrated for the Smagorinsky eddy-viscosity model used in homogeneous decaying turbulence. The optimal Smagorinsky parameter is resolution dependent and provides minimal total error in the resolved kinetic energy. It is approximated by starting with a "bracketing interval" that is obtained from separate "no-model" and "dynamic eddy-viscosity" large-eddy simulations. The total error level is reduced 3-6 times compared to the maximal initial errors. The computational overhead of the full optimization at resolution N 3 is comparable to a single simulation at ͑3N /2͒ 3 grid cells. The increased accuracy is higher than obtained with dynamic modeling at a resolution of Studies that aim to reduce errors in large-eddy simulation ͑LES͒ have focused on the improvement of the subgrid modeling for the turbulent stresses 1 and on the reduction of numerical discretization errors, 2 e.g., through higher order methods or an increased ͑local͒ resolution. However, at the coarse filter widths and marginal resolutions that are often adopted in large-eddy simulations, the numerical and modeling errors cannot be considered independently.
3 Instead, the nonlinear interactions between these sources of error need to be accounted for. If this is omitted, a separate reduction of either the modeling, or the numerical errors can lead to an increased total simulation error, because of partial error cancellations that may occur. 4 The selection of "optimal," resolution-dependent model parameters can contribute strongly to a reduction in the error level, especially on coarse grids.
The multiscale complexity of turbulence does not permit direct numerical simulation ͑DNS͒ of all dynamically relevant flow details in most cases of practical interest. This has motivated a number of computational modeling strategies 1,5-8 which are aimed at reducing the complexity of the underlying dynamical system while still reliably predicting the primary flow phenomena.
2 Following the coarsening and modeling steps in such large-eddy simulations, it is crucial to assess the possible numerical contamination of the smaller retained scales, particularly at coarse resolutions. [9] [10] [11] Viewed in this way, large-eddy simulation corresponds to a computational modeling of turbulent flow in which errors in the subgrid modeling and errors due to spatial discretization can both be significant and interact dynamically. The role of numerical discretization at marginal resolution has triggered a strong interest in "implicit filtering" ͑see, e.g., Refs. 12 and 13͒. In these approaches the flow smoothing that arises from a spatial discretization method is exploited as part of the large-eddy modeling. By adopting dissipative numerical methods the need for introducing an explicit subgrid model considered was no longer required. 12 More recent developments 14 have indicated that the leading truncation error in certain discretization methods can be identified with certain subgrid-scale models. This allows us to implement and interpret this class of subgrid-scale models as part of the numerical modeling. The final simulation error remains difficult to predict which motivates a database analysis 4 as also considered in this Brief Communication.
Large-eddy simulation of homogeneous, decaying turbulence is studied in which the Smagorinsky subgrid model 15 is employed. We recall that the error landscape for such a "Smagorinsky fluid" provides a detailed overview of the total simulation error as a function of the spatial resolution N and the Smagorinsky parameter C S . 4 Each point in the C S -N plane corresponds to a particular large-eddy simulation which displays its own specific deviation from the exact direct numerical simulation results. An "error landscape" is created by considering the total simulation error for a systematically varied set of C S -N points, leading to an extensive database approach. In this error landscape the line Ĉ S ͑N͒, for which the total simulation error is minimal at given resolution N, represents the "optimal refinement strategy." Compared to the optimal refinement strategy, the error induced by the dynamic eddy-viscosity model 16 at different resolutions, was found to be considerably higher and to oc-
The rate by which the dynamic simulation error is reduced with increased resolution was found to be quite strong, particularly at high resolutions. 17 In this Brief Communication we present an iterative procedure to approximate the optimal refinement strategy Ĉ S ͑N͒. The procedure starts from error levels in large-eddy simulations that use no subgrid model at all or the dynamic eddy-viscosity model, as points of reference. The proposed successive inverse polynomial interpolation ͑SIPI͒ procedure is required primarily at coarse resolutions, to compensate for the relatively high error levels that arise in the reference simulations. This procedure may also be adopted for more complex models and more complex turbulent flows. The computational overhead is shown to be well justified by the increased accuracy.
In order to arrive at a predictive error framework for complex flows several developments are needed. As an example, the reliance on reference direct numerical simulation data should be eliminated and replaced by applicationspecific data and theoretical properties that may be available. An extensive empirical investigation would be required, involving several generic turbulent flows, at several flow conditions, at several ratios of filter width ⌬ and physical length scales such as the Kolmogorov length , and in combination with different subgrid models and numerical methods. The latter is of particular importance in view of the so-called monotonically integrated large-eddy simulation ͑MILES͒ approach in which the subgrid regularization depends entirely on properties of the dissipative spatial discretization that would be adopted. [18] [19] [20] In MILES, different dissipative discretization methods are used that each constitute a different "no-model" simulation. Essential to the MILES philosophy would be that either of these no-model simulations would yield a nearly zero "optimal" Smagorinsky coefficient. If so, then it would be most accurate and computationally least expensive to simply use such a particular no-model method directly. However, the partial error cancellations and nonlinear error accumulations that constitute the total error dynamics in actual large-eddy simulations are insufficiently understood at present, 4,21 and a more modest approach, based on individual case studies appears mandatory. The present study provides a first step, quantifying the level of gain in accuracy that may be obtained from simple mathematically motivated optimization.
Central to an optimization procedure is the formulation of a "cost function" to quantify the errors that occur. Such a cost function can incorporate experimental data or theoretical predictions, to express the degree of error in a specific simulation. Once a cost function has been defined, model parameters may be iteratively adapted and the solution can be systematically improved. Of course, the optimum that is obtained is intimately related to the cost function that is used; this may be application-specific. The "gauging" of model parameters that arises may also yield "near-optimal" predictions for other flow properties than explicitly incorporated in the cost function, or under slightly different flow conditions compared to those used in the optimization.
We illustrate the optimization approach by using a cost function based on the resolved kinetic energy and measure the error relative to filtered direct numerical simulation data. This provides only a limited illustration of the possibilities of this generic optimization approach in which an optimal model coefficient for a particular subgrid model is obtained. In this illustration the approach is not yet predictive, as it relies on a previously computed fully resolved direct numerical simulation. Nevertheless, for homogeneous isotropic turbulence, significant improvements of the accuracy level at comparatively low spatial resolutions can be achieved in an automated way, translating requirements as expressed by the selected cost function into associated optimal model parameters. This illustrates the potential gain that may be achieved in relation to capturing "universal" small-scale turbulence features.
In LES one applies a low-pass convolution filter to the Navier-Stokes equations. This yields
where ū i denotes the filtered velocity component in the x i direction, p is the filtered pressure, t is the time, and Re is the Reynolds number. The turbulent stress tensor ij = u i u j − u i u j represents the large-eddy closure problem which is approximated by a subgrid model m ij ͑u͒. We adopt the well-known Smagorinsky model 15 given by
Here C S Ն 0 is the Smagorinsky parameter, ⌬ is the filter width and the rate of strain tensor S ij ͑u͒ = ‫ץ͑‬ i u j + ‫ץ‬ j u i ͒ / 2 with magnitude ͉S͉ 2 =2S ij S ij . We adopt a uniform grid with grid spacing h = ⌬. In case h → 0 the unfiltered Navier-Stokes equations are approached. Alternatives in which the "subgrid resolution" ⌬ / h 1 have been considered elsewhere.
3, 22 We also include the dynamic eddy-viscosity model 16, 23 
The equations are discretized using an explicit four-stage compact-storage Runge-Kutta method 2 and a second order finite volume method for the fluxes. 24 We simulate homogeneous, isotropic, decaying turbulence at initial Taylor-Reynolds numbers Re = 50 or 100, closely following Ref. 4.
To quantify the total error we monitor the resolved kinetic energy E = ͗ū i ū i /2͘ where ͗·͘ denotes averaging over the domain. Specifically, corresponding to a Smagorinsky parameter C S and spatial resolution N 3 we introduce the relative error measure
where ʈfʈ 2 = ͐ 0 1 f 2 ͑t͒dt. This measure allows us to characterize the total error in each individual large-eddy simulation by a single number ␦ E . Here E DNS ͑N͒ is obtained by filtering the DNS solution with a tophat filter of width ⌬ =1/N, and E LES ͑C S , N͒ resulting from a simulation at ͑C S , N͒. The integral in the definition of ʈfʈ is over approximately two eddy turnover times.
Collecting the relative error measure ␦ E at various ͑C S , N͒ yields the error landscapes as shown in Fig. 1 . The contours of ␦ E ͑C S , N͒ directly establish the "optimal refinement strategy" Ĉ S ͑N͒ for the adopted numerical method. At coarse resolutions, a fairly sharp increase in ␦ E is observed in case the Smagorinsky parameter is not optimal. We also incorporated the "dynamic refinement trajectory" C d ͑N͒. The value of C d is observed to be considerably larger than the optimal Ĉ S . 17 The errors associated with the dynamic model are quite large at coarse resolutions. Further improvement can be obtained through the proposed optimization procedure.
To approximate the lowest total simulation error for the Smagorinsky fluid at given spatial resolution N 3 we iteratively adapt the Smagorinsky parameter. The first task is to obtain a so-called "bracketing" interval ͓a , c͔ which contains the optimal Ĉ S . As the first point of reference we use a nomodel simulation: C S =0=a. This characterizes the effects of discretization error only. A second point of reference is obtained using the dynamic eddy-viscosity model C S = C d ͑N͒ = c which provides a practical upper bound for the desired interval.
In view of the high computational effort that is required to evaluate ␦ E only minimization algorithms that do not rely on derivatives of ␦ E appear suitable. 25, 26 Locally around its minimum ␦ E ͑ , N͒ can be approximated by a parabola in .
This motivates the use of the successive inverse polynomial interpolation ͑SIPI͒ method. A parabolic interpolation procedure was adopted as described in Ref. 27 . Dropping the dependence on N from the notation, we start the iterations with a LES at the midpoint C S = b = c / 2. Referring to Fig. 2 , we then construct an interpolating parabola through ͑a , ␦ E ͑a͒͒, ͑b , ␦ E ͑b͒͒ and ͑c , ␦ E ͑c͒͒. The minimum of this parabola is at
provided the three points are not collinear. After a large-eddy simulation at C S = d the corresponding simulation error can be evaluated, and a new triplet may be identified and the process may be continued. If we start from a "proper" bracketing interval in which ␦ E ͑b͒ Յ ␦ E ͑a͒ and ␦ E ͑b͒ Յ ␦ E ͑c͒ then it is guaranteed that the new iterand d ͔a , c͓. In case we start from an improper bracketing interval in which ␦ E ͑b͒ min͕␦ E ͑a͒ , ␦ E ͑b͒ , ␦ E ͑c͖͒ the new location d Ͼ c. However, since the error ␦ E ͑͒ increases monotonously for large this wider interval is "proper." Subsequently, the iteration process converges via a sequence of proper bracketing intervals.
The application of the SIPI method to homogeneous, decaying turbulence of a Smagorinsky fluid at initial TaylorReynolds numbers Re = 50 and 100 is illustrated in Fig. 3 for spatial resolutions 24 3 , 32 3 , and 48 3 . The reductions of the error are strongest for the lower resolutions and the higher Reynolds number.
The computational overhead of the SIPI optimization is well justified by the reduced error level. This may be quantified by incorporating the resolution dependence of the CPU time T ϳ N 4 . Compared to the costs at N = 32, a simulation at N = 48 is about ͑48/ 32͒ 4 = 5.0625 times more expensive while N = 64 requires ͑64/ 32͒ 4 = 16 times more effort. The approximate optimization of C S at N = 32 required about 4-5 largeeddy simulations, which can be completed within the cost of one simulation at N = 48. Likewise, at N = 24 five large-eddy simulations were needed which is about 1.6 times more ex- 
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Successive inverse polynomial interpolation Phys. Fluids 18, 118102 ͑2006͒ pensive than one simulation at N = 32. The optimization of C S at N = 24 and 32 yields error levels that compare very favorably with dynamic eddy-viscosity simulations at ͑much͒ higher resolution. This may be inferred by comparing the error levels along the dynamic refinement trajectories with the optimal refinement strategies in Fig. 1 . Finally, by first optimizing C S at lower resolutions one can obtain a more precise bracketing interval for optimization at a higher resolution. This further reduces the computational costs.
The cost function used in the optimization process is the error in total kinetic energy compared to a filtered DNS. As a rule, a DNS is not available when LES is applied to predict a flow. Hence, this particular cost function is ill-suited for practical purposes. Rather, this cost function serves the purpose of establishing the potential error reduction that may be achieved, simply by optimizing the Smagorinsky constant.
A new iterative method for approximating the optimal Smagorinsky parameter was proposed and applied to homogeneous, decaying turbulence. This procedure is based on successive inverse polynomial interpolation ͑SIPI͒ and yields strongly reduced error levels after a modest number of iterations. About 4-6 large-eddy simulations were found to yield a near-optimal value of C S at two different Taylor-Reynolds numbers and a variety of resolutions. The computational overhead associated with this iterative procedure is well justified in view of the increased accuracy. It is important to further investigate the effectiveness of the SIPI method in other turbulent flows and in combination with other subgrid models. In such cases, additional parameters may be involved which need simultaneous optimization. 
