Statistical estimation theory determines the optimal way of estimating parameters of a fluctuating noisy signal. However, if the estimation is performed on unreliable hardware, a sub-optimal estimation procedure can outperform the previously optimal procedure. Here, we compare classes of circadian clocks by viewing them as phase estimators for the periodic day-night light signal. We find that continuous attractor-based free running clocks, such as those found in the cyanobacterium Synechococcus elongatus and humans, are nearly optimal phase estimators since their flat attractor directions efficiently project out light intensity fluctuations due to weather patterns ('external noise'). However, such flat directions also make these continuous limit cycle attractors highly vulnerable to diffusive 'internal noise'. Given such unreliable biochemical hardware, we find that point attractor-based damped clocks, such as those found in a smaller cyanobacterium with low protein copy number, Prochlorococcus marinus, outperform continuous attractor-based clocks. By interpolating between the two types of clocks found in these organisms, we demonstrate a family of biochemical phase estimation strategies that are best suited to different relative strengths of external and internal noise.
Extracting information from a noisy external signal is fundamental to the survival of organisms in dynamic environments [1] .
From yeast anticipating the length of starvation [2] and bacteria estimating the availability of sugars [3, 4] , to dictyostelium counting the number of cAMP pulses [5] , organisms must often filter noisy irregular aspects of the environment while inferring parameters about a regular aspect in order to be well-adapted [6] [7] [8] .
A striking example of regularity in environmental stimuli is the daily day-night cycle of light on earth; organisms from all kingdoms of life use circadian clocks to estimate the phase of these periodic signals of fixed frequency in order to anticipate and prepare for future changes in light [9] . Phase inference on such an environmental signal is a challenge because unrelated aspects of the signal, such as large amplitude fluctuations due to weather patterns are uninformative of phase but the entrainment mechanisms looking for dawn-dusk transitions might conflate such fluctuations with true variation in phase. Poor phase entrainment is associated with a host of fitness costs in plants, rodents and humans [10] .
Algorithms to infer the phase of a periodic but noisy signals have been studied extensively in statistics [11, 12] ; for example, the Bayesian theory of estimators develops optimal estimation procedures such as Maximum Likelihood Estimators (MLE) that account for prior expectations about the external signal.
However, in practice, the MLE may be computationally too slow or consume too much memory or other computational resources [11] [12] [13] . Hence the engineering literature has considered 'sub-optimal' alternatives for phase estimation, such as the Kay [14] and Tretter [15] estimators, that reduce the computational complexity of the operation. Such sub-optimal estimators can outperform the theoretically optimal estimator when subject to time, energy or other resource constraints.
Molecular biology presents a novel kind of constraint on estimators, since any estimation procedure must be carried out on intrinsically unreliable biochemical hardware. This raises the question of which estimation procedures are compatible with biophysical constraints such as finite copy number fluctuations and limited energy and time. A sub-optimal phase estimation procedure may outperform an optimal one when both are carried out on an unreliable device. (a) The Maximum Likelihood EstimatorφMLE for the phase of a periodic signal f (t) with gaussian white noise of strength ext has higher precision (i.e., lower variance) than all other phase estimation strategiesφγ on a reliable device. Here, cosφγ(t) ∝ in precision (defined as − log 2 σφ) past a threshold of internal unreliability int,φMLE is the most fragile (green). Conversely, the overdamped estimator (red ) has poor precision on reliable hardware but outperforms all other estimators at high values of internal noise int. In general, the optimal estimatorφγ for a given mix of external ext and internal int has γ ∼ int/ ext.
Here, we evaluate the performance of a general family of circadian clocks as phase estimators of the external day-night light cycle with weather-related amplitude fluctuations; however, these estimators are intrinsically unreliable, e.g,. due to finite copy number fluctuations. Our family interpolates between free-running limit cycle clocks, like those found in humans and S. elongatus, a 3µm cyanobacterium, and the damped point-attractors that describe the clock in P. marinus, a 0.5µm cyanobacterium with an estimated 50× smaller protein copy number than S. elongatus [16] [17] [18] [19] [20] .
We find that continuous attractors, such as limit cycles, are a double edged sword when viewed as statistical estimators. In the absence of internal fluctuations, the off-attractor dynamics of continuous attractors can selectively project out external fluctuations and thus approach Cramer-Rao bounds on estimation. However, continuous attractors are susceptible to diffusion along the attractor itself caused by internal noise (e.g. low protein copy number [21] ), in which case point attractors can out-perform. Thus, we find an extension of the Laughlin principle [22] -clock dynamics must be tuned to match the expected statistics of both external and internal fluctuations.
I. UNRELIABLE ESTIMATORS
We first illustrate our results in a general context. Consider the canonical problem of phase estimation for a sine wave f (t) of known frequency with additive Gaussian white noise of strength ext , extensively studied in statistics [12, 13] and in engineering [23, 24] .
The Maximum Likelihood Estimator (MLE) for the phase at time t is [12] cosφ MLE (t) ∝ t −∞ f (t) sin(ω(t − t))dt. To physically implement such an estimator, a device must internally generate a reference sine wave of fixed frequency ω and integrate it against the entire available history of the external signal. We contrastφ MLE with the family of finite-history estimators given by,
where K is a damped oscillatory kernel; K(t) = sin(ωt)e −γt .φ γ only accounts for a ∼ 1/γ length of the signal f (t)'s history.
As shown in Fig.1 , on a perfectly reliable device,φ MLE has lower variance σ 2 φ than any member ofφ γ . We then turn on internal unreliability in the form of phase diffusion (with diffusion constant 2 int /2) in generating the oscillatory kernel K(t). Fig.1b shows the precision (i.e., − log 2 σ φ ) ofφ MLE and two estimators in theφ γ family as a function of int ;φ MLE 's precision is especially fragile to internal noise.
On the other hand, estimatorsφ γ=0.17ω ,φ γ=ω based on shorter-lived kernels, are much more robust to phase diffusion and thus outperformφ MLE on sufficiently unreliable hardware.
Intuitively, integrating a longer history of f (t), as in φ MLE , averages out external noise but also increases exposure to internal phase drift in K(t). In fact, we show in the SI that the estimator with γ opt ∼ int / ext strikes the right balance in integration time and has the highest precision in this family. Circadian clocks with different dynamics are equally precise time keepers under ideal noiseless conditions. (a) Free running circadian clocks, such as the KaiABC protein clock in S. elongatus, can be described by one limit cycle attractor during the day (orange) and a shifted limit cycle (blue) at night due to changing AT P/ADP levels; the clock relaxes from one attractor to the other at dawn and dusk. (b) Damped circadian clocks, such as that in P. marinus which lacks Kai A, are described by a day and a night point attractor with slow relaxation between the attractors over the course of the day and night. (Minimal KaiBC model consistent with P. marinus experiments [18] is shown.) Under ideal circumstances -i.e., no external weather-related or any internal fluctuations -both dynamics stably entrain to the external signal, giving rise to distinct clock states that can be used a reliable internal proxy for the distinct times of the day.
II. CIRCADIAN CLOCKS AS ESTIMATORS
We now discuss two qualitatively distinct phase estimation strategies implemented by organisms with circadian clocks that face both external and internal fluctuations. Many organisms like humans and rodents have free running clocks that show self-sustained 24 hr rhythms even in constant dark or constant light conditions. Such clocks are phenomenologically well-described by a limit cycle attractor, a non-linear oscillator with a fixed amplitude [9] . The molecular details of such limit cycle attractors are best understood for the posttranslational Kai ABC protein clock in S. elongatus; for example, the axes of the phase portrait in Fig.2 could be the phosphorylation extent of the S and T sites on KaiC ( [25] and SI). The clock follows distinct limit cycle dynamics during the day and night [26, 27] , with the day cycle positioned at higher phosphorylation levels due to higher ATP levels.
We model such free-running clocks using circular day and night limit cycles of radius R in a plane. The limit cycle is defined by the dynamics τ relaxṙ = r − r 3 /R 2 ,θ = ω about its own center; but the center of the limit cycle itself moves along the y = x diagonal in Fig.2a as (−ρ(t)L, −ρ(t)L) where ρ(t) ∈ [0, 1] is the normalized light level at time t and L is a measure of the physiological changes between day and night (e.g., ATP/ADP ratio change in S. elongatus). Thus, e.g. in Fig.2a , the system follows the blue dynamics at night and then after dawn it relaxes to the orange day attractor on a time scale τ relax . In reality, the day and night limit cycles are not circles of the same size in a plane and physiological changes might lag light levels; we later use a molecular model of the KaiABC oscillator that violates all these assumptions about shape, size and relaxation to show that our qualitative results do not rely on these assumptions. We do not include transcriptional coupling [28, 29] of the clock here. Other biological oscillators described by our picture of limit cycle include NF-κB [21] driven by TNF changes [30] , and synthetic oscillators [31] [32] [33] .
Not all organisms have a free-running clock; for example, many insects [34] have damped 'hourglass' clocks that decay to a fixed point under constant light or constant dark conditions but show oscillatory dynamics under day-night cycling. In fact, a sister cyanobacterial species Prochlorocaucus marinus has a KaiBC-protein based clock without the negative KaiA-feedback [18, 19] . Consequently, in constant light or constant dark conditions, the clock's state decays to a distinct day or a night state respectively [18] . Such clocks are phenomenologically well-described by a day-time and a night-time point attractor with slow relaxation dynamics between them as shown in Fig. 2b , modeled asṙ = −r/τ relax ,θ = ω about an attractor point whose location varies with current light levels as (−ρ(t)L, ρ(t)L). Here we assume 2τ relax ∼ 24 hrs as in P. marinus [18] ; if relaxation were faster and completed before the day is over, the clock cannot resolve all times of the day.
With cloudless day-night cycling, both kinds of clocks entrain into a stable trajectory as shown in the lower panels of Fig.2a and b, switching dynamics between the two limit cycles or point attractors at dawn and dusk. In what follows, we will also consider a family of limit cycle clocks of varying R/L to interpolate between large-R/L limit cycles and point attractors. The Hopf bifurcation is the simplest way to parametrize such an interpolation [9, 35] . However, the relaxation time τ relax changes dramatically near a Hopf bifurcation, distracting from the effects of noise that we wish to study. Hence we hold τ relax fixed in the interpolation but stop at a non-zero R/L to avoid singularities (see SI).
III. EXTERNAL NOISE -WEATHER PATTERNS
We begin with the performance of different clocks in the presence of external intensity fluctuations due to weather patterns. Weather patterns cause large fluctuations in the intensity of light over a wide range of timescales as shown in Fig.3a .
We model such fluctuations during the day as random dark pulses that cause a temporary shift back to the night cycle dynamics. In what follows, we quantify time-telling precision of clocks by first subjecting an in silico population of bacteria to different realizations of such noisy weather patterns. We compute the resulting distribution p( c|t) in clock state c at a given time of day t. The variance of p( c|t) fundamentally limits the precision with which the cell can infer the current time t from the clock state. Finally, we average variance over the day-night cycle to find mutual information between clock state and time [37] . See SI. Alternative related measures include the ability to anticipate sunset or sunrise.
When subject to weather fluctuations, we see in Fig. 3b that the population variance of clock states for limit cycles is fundamentally limited by the spacing between the day and night limit cycles. Point attractors develop much larger and overlapping population distributions at different time points.
We can geometrically understand the daytime variance increase σ 2 clouds , seen in Fig.3c , in terms of the phase lag ∆Φ due to a single, say 2.4 hr dark pulse [9] administered during the day. Fig.3d shows that the deviation in trajectory for limit cycle clocks (purple) is fundamentally limited by the presence of the two continuous attractors. In contrast, for the point attractor, a dark pulse sets the system in free fall towards the night point attractor, with no limit cycle to arrest such a fall. Consequently, the geometrically computed phase shift ∆Φ due to the particular dark pulse shown in Fig.3d is much smaller for limit cycles (∆Φ ∼ 0.5 hr for the R, L geometry shown) than for point attractors (∆Φ ∼ 4 hr) (see SI).
In fact, this contrast in ∆Φ between limit cycles and point attractors holds for dark pulses of any duration and time of occurrence (see SI). Finally, the contrast is even greater at large R/L as shown in see Fig.3e ; the dark pulse phase shift (∆Φ) 2 ∼ (L/R) 2 falls rapidly with limit cycle size. This trend agrees with the variance gain σ 2 clouds seen in simulations that average over random weather conditions. Hence, large-R/L limit cycles are much less affected by external fluctuations than point attractors.
To complete the analysis, note that in Fig.3c , the population variance increases additively during the day and falls multiplicatively at dusk (and dawn), i.e., σ 2 day
−−−→ . . .. Solving for steady state, we find
where we have equated σ 2 clouds to ∆Φ 2 for a typical dark pulse. We must now compute the variance drop σ 2 → σ 2 /s 2 seen at dusk (and dawn). As shown in the SI for external noise (and in Fig.4b for internal noise), this dawn/dusk entropy drop can be geometrically explained by the slope of the circle map relating the two cycles [26] ; we find that s 2 − 1 ∼ L/R for large-R/L limit cycles. Plugging this and ∆Φ 2 ∼ (L/R) 2 into Eq.2, we see that σ 2 → L/R → 0 for large cycles. Fig.3f shows that the precision (i.e., mutual information between clock state and time) computed from random weather simulations agrees with this theory; clock precision drops as we interpolate from limit cycles to point attractors.
IV. INTERNAL NOISE -FINITE COPY NUMBER
In addition to external fluctuations, circadian clocks must also deal with the intrinsically noisy nature of biochemical reactions [38] . In particular, based on their relative sizes [16, 18, 19] , P. marinus is thought to have far fewer copies of the Kai clock proteins (e.g., ∼ 500 of KaiC )than S. elongatus (∼ O(10000) copies of KaiC [17, 20] ). Such finite numbers of molecules is known to create significant stochasticity in oscillators, even in the absence of an external signal [39] .
Finite copy number effects on cellular function have been extensively studied and modeled [40] [41] [42] , e.g., using Gillespie simulations. Here we follow [21, 43] and add Langevin noise to all dynamical variables of the system of strength int ∼ 1/ √ N , where N is the overall copy number, with the ratios of different species assumed fixed (see SI). In the Langevin approach, the clock state still has dynamics implied by the phase portrait in Fig.2 but also diffuses with a diffusion constant 2 int ∼ 1/N . We later check our results against full Gillespie simulations of an explicit Kai ABC model.
We simulated a population of clocks in externally noiseless day-night light cycles but with internal Langevin noise. We see in Fig.4b that limit cycle populations have significantly higher variance of clock state due to internal noise than point attractors, in contrast to Fig.3b with external noise alone.
We can understand the weakness of limit cycle attractor relative to the point attractor in terms of diffusion along flat and curved directions in the phase plane. The flat direction along the limit cycle attractor cannot contain diffusion caused by the Langevin noise and hence the population variance along the limit cycle increases linearly with time during the day, changing by
int T day during a day of length T day (and similarly at night), as shown in Fig.4c .
Dawn and dusk times do reduce the variance σ 2 → σ 2 /s 2 as the trajectories originating on, say, the day cycle converge on the night cycle (see Fig. 4d and [26] ). In fact, we can compute this variance drop s 2 entirely through geometric considerations. We define the circle map φ = P (θ) as relating originating points θ near dusk on the day cycle to final points on the night cycle φ after relaxation (experimentally characterized in [26] ). Then s −1 = dP (θ)/dθ. Fig.4d shows that this slope s −1 = dP (θ)/dθ, geometrically computed in the SI, agrees with the dawn/dusk variance drop in Langevin simulations and scales as s
Thus, the population variance changes as σ
. . where the night adds another + 2 int T night and so on. Assuming T = T day = T night and solving for steady-state average variance,
Consequently, as the cycles become large (large R/L), the dawn/dusk variance drop vanishes as s 2 − 1 ∼ L/R → 0 while diffusion along the flat direction still adds + 2 int T to the variance during each day and each night; hence large-R/L limit cycles have large σ 2,int cycle and thus low precision. In contrast, for the point attractor, the population variance stays constant during the day-night cycle. The size of this variance is analytically shown in the SI to be,
which matches Langevin simulations as shown in Fig.4e . Since τ relax ∼ T day to have distinct clock states throughout the day (see Fig.2c )), we find σ
point . To summarize, in both cases, population variance is reduced by the geometric 'curvature' of the dynamics which is set by how much nearby trajectories converge. Point attractor trajectories experience a constant curvature of 1/τ relax , giving Eqn.4. In contrast, limit cycle clocks have long periods of zero curvature along the limit 2 → σ 2 /s 2 at dawn and dusk for limit cycles during the off-attractor dynamics between the day and night cycles. As with external noise, the variance drop is predicted by the slope dP (θ)/dθ of the circle map between the cycles. This dawn/dusk drop goes to zero for large R/L limit cycles but variance still increases during the day and night. (e) The variance for point attractors is Dτ relax , a constant determined by the curvature τ cycle (day and night); such dephasing in constant conditions has been studied in circadian clocks [44] [45] [46] [47] , in NF-κB [39] and computed in similar fashion as in Eqn.3 for phase oscillators [48] . Here, such variance increases are balanced only by short periods of 'curved' off-attractor dynamics at dawn and dusk, when clock must relax to the new day or night attractor ( Fig.2a) . Hence limit cycles under-perform point attractors if only internal noise is present.
V. COMBINATION OF EXTERNAL AND INTERNAL NOISE
We now subject the clock systems to both internal and external noise at the same time. We find results (see Fig.5a ) that parallel those for mathematical estimators in Fig.1b . Large-R/L limit cycles outperform other clocks in filtering out external noise when internal noise is low but their precision degrades more rapidly than other clocks as internal noise The calculations and simulations so far assume idealized limit cycles; e.g., we assume the simplest form of circular limit cycles that exist near a Hopf bifurcation and assume the same diffusion constant 2 int around the limit cycle. Real biochemical oscillators such as circadian clocks [26] , NF-κB [21] , or synthetic circuits [32, 33] can violate such assumptions. To test if our results survive the specifics of biological clocks, we performed Gillespie simulations for a explicit model of KaiABC that interpolates between the known biochemistry [25] of S. elongatus's clock and the putative KaiBC clock [16, 18] in P. marinus (Fig.5c) . The limit cycles in this model are not perfect circles of the same size, do not lie entirely in two dimensions and are affected by finite copy number in a heterogeneous way (see SI). Despite such complications, we find the general behavior of Fig.5b is reproduced by this model in Fig.5c . We dial the strength of the KaiA feedback γ, responsible for spontaneous oscillations, to interpolate between limit cycles and point attractors. As earlier, we find that different ratios of internal to external noise require different strength of the KaiA feedback for highest clock precision. With external noise alone, the most precise clocks (i.e., large R/L limit cycles) are the slowest to entrain, i.e, slow to transform a population with uniform phase distribution to the steady state distribution. However, with internal noise alone, there is no trade-off between speed and precision; faster entraining clocks (i.e., point attractors) are more accurate since slow clocks are exposed to more internal noise. (c) Explicit Gillespie simulations of an explicit KaiABC clock model reproduces trends in (a). In this hybrid model, the KaiA feedback strength γ allows interpolation between limit cycles and point attractors clocks. See SI for details. Clocks with a given γ have highest precision in a specific range of internal to external noise strength int/ ext.
A. Speed-precision trade-off
Thus far, we have only considered the population variance at steady state as a proxy for clock quality. An independent measure of the clock quality is the entrainment speed, i.e., the time taken to reach steady state population variance, starting from a population uniformly distributed in clock phase. In Fig.5b , we show the resulting trade-off between precision and speed for our family of estimators in the presence of only external noise and then, only internal noise. With external noise, the most precise estimators (i.e., large-R/L limit cycles) take much longer to reach such a steady state. Intuitively, limit cycles retain a longer history of the external signal, allowing them to average out external noise better, much like the (slow) Maximum Likelihood Estimator (Fig.1 ). In contrast, point attractors have little memory of the external signal seen in earlier days since the population converges to a point every night.
Strikingly, such a trade-off between speed and accuracy is absent if only internal noise is present; the estimators most robust to internal noise (i.e., point attractors) are also the fastest estimators, much as we found for statistical estimators. Intuitively, the less time spent estimating using unreliable hardware gives less opportunity for error. As with statistical estimators, with both kinds of noise present, clocks with intermediate entraining speed will have the highest precision.
VI. DISCUSSION
Parameter estimation is known to be aided by having an internal model of the expected signal since external fluctuations inconsistent with that model can then be projected out easily [49] . Here, we reconceptualize circadian clocks as phase estimators for noisy input signals and note that limit cycle-based free running circadian clocks encode an internal model of the expected external day-night cycle of light. We find that the continuous attractor underlying such a clock is able to effectively project out weather-related amplitude changes that are perpendicular to the flat direction. Similar roles for the flat direction of continuous attractors have been extensively explored in neuroscience [50] , e.g., for head and eye motor control [51] and spatial navigation [52] . However, we see here that the same flat direction becomes a vulnerability with internal fluctuations since such fluctuations cannot be restricted to be perpendicular to the attractor. Thus, when the internal model is unreliable, a simpler phase estimation procedure with no internal model provides better time keeping.
Thus our work suggests that the damped circadian oscillator, like that in P. marinus [16] , is not merely a poor cousin of the remarkable free running oscillator found in S. elongatus. At the low protein copy numbers in P. marinus, such damped point attractors keep time more reliably than limit cycle clocks. In addition to P. marinus, damped oscillators are found elsewhere in biology [9, 34, 53] . In fact, many limit cycle oscillators shrink down to point attractors as physiological conditions are varied, such as S. elongatus's clock at low temperatures [35] , NF-κB at very low or high lev-els of TNFα stimulation [30] or insect clocks in response to diet and temperature changes [34, 54] . Our work suggests that such families of oscillators that interpolate between limit cycles and point attractors continuously trade off protection against external fluctuations for protection against internal fluctuations.
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We thank Aaron Dinner, John Hopfield, Eugene Leypunskiy, Charles Matthews, Brian Moths, Thomas Witten, and members of the Rust and Murugan labs for fruitful discussions. The MLE for phase at time t = 0 for a periodic signal f (t) of known frequency ω with additive Gaussian white noise (AGWN) has been well-studied and is known to be [11, 12] cosφ = lim
A quick way to see this is to note that with Gaussian noise, the likelihood function is log e −x 2 ∼ x 2 and thus Maximum Likelihood Estimation is equivalent to leastsquares minimization between the signal and a reference sine wave, argmin φ || sin(ωt + φ) − f (t)|| 2 . Expanding the square, only the cross term f (t) sin(ωt) survives since sin 2 ωt and f (t) 2 terms integrate to constants. In this way, Eq.A1 can be shown [11, 12] to be the Maximum Likelihood Estimator for Gaussian white noise.
If we perform this estimation 'online' (i.e., provide a running estimate as a function of time), we can write this estimator in the more familiar kernel form,
where K MLE (t) = sin(ωt).
Inspired by the constraints of carrying out such an estimator using a physical system with finite memory, we generalize the above MLE to a family of estimators:
where
is an offset.
External noise
We model external noise as an additive Gaussian process,
To estimate the variance of the estimator, we denote r(t) = cosφ(t), and compute its autocorrelation function
Thus C(t) ≡ r(t)r(0) ext − r(t) ext r(0) ext can be evaluated as
Thus,
Hence we conclude that for small γ,
as confirmed by numeric simulations in Fig.6a, d . As γ → 0, the estimator integrates over longer and longer histories and provides an accurate estimation of the phase.
Internal noise
K γ (t) must be generated internally by the estimator during integration. We model the intrinsic unreliability of time-keeping as phase diffusion for K γ ,
where we denote the normalization factor by
With this, we can write the autocorrelation for noiseless signals f (t) = cos ωt and a noisy kernels as,
Using the definition of the kernels K γ , we find,
Note that ψ t is an unbiased Gaussian random walk started at ψ 0 = 0, and it follows a Normal distribution with variance 
in the regime where γ ω and 2 int 1 we can further simplify the variance to be
Optimal estimator To derive the optimal estimator, note as shown in Fig.6c , that with both noises present, the variance is given by max( 2 int /γ, 2 ext γ). This variance is minimized when the two terms are equal, giving
Time-precision trade-off With only external noise, we see that slower estimators (i.e. small γ leading to longer integration of history) have a higher precision, leading to a trade-off between precision and speed. However, with only internal noise, slower estimators are less precise since longer integration times exposes the estimator to more internal noise-related dephasing. With both kinds of noise present, the optimal estimator γ opt ∼ int / ext , strikes a balance in integration time; integrating any longer would be more negatively affected by internal noise than would be gained by averaging out external noise. Similarly, integrating for less time would insufficiently average out the external noise and not gain as much from lower exposure to internal noise. The same structure of trade-offs is seen for limit cycle and point attractor-based clocks.
Appendix B: Circle Map -Step Response Curve
In our main paper, we claim that the variance of the clock state across a population drops
Data from Langevin simulations was presented. Here we will derive this result using a simple geometric argument about circle maps.
We define φ = P T (θ) to be the phase on the night cycle that a clock evolves to, after time a time T , if the lights were suddenly turned off when the clock is at state θ on the day cycle. See Fig.7a,b . In principle, with complex relaxation dynamics between the limit cycles, P T (θ) could show complex dependence on T . However, we work in a simplified model where the angular frequency of the clock is independent of the amplitude of oscillations. In this limit, T only causes an overall shift in φ = P T (θ); i.e., we can write P T (θ) = P (θ) + ωT where ω is the angular frequency of the clock. In what follows, we will be interested in the derivative of ∂ θ P T (θ); hence we will work with P (θ) instead of P T (θ).
This circle map, φ = P (θ), is important since it determines whether two differing day-time clock states are brought closer or taken further at dusk and thus determines the rate of entrainment of a population to the external signal. Consider two organisms that have nearby but distinct clock states θ 0 , θ 0 + ∆θ at dusk. After dusk, these two clocks will be mapped to P (θ 0 ) and P (θ 0 + ∆θ) ≈ P (θ 0 ) + ∆θdP (θ)dθ| θ=θ0 respectively. Thus, dusk changes the difference between the clock states from ∆θ to ∆φ where,
By a similar argument, if the variance of clock states across a population is σ 2 before dusk, it will be reduced by,
This expression is valid in the regime where the population variance σ 2 is small enough to linearize the circle map P (θ). Similar considerations apply to the dawn transition between the night and day cycle as well. Both circle maps were recently experimentally characterized for S. elongatus in [26] .
In our simple theoretical model where clock frequency does not change with amplitude (i.e. the radial coordinate), we can easily compute P (θ) from geometry. In Fig.7 , we draw a diagram of the transition from a particle on the day cycle at the phase θ to the night cycle at the phase φ. By trigonometry, we write
and derive
where θ corresponds to the angle on the day cycle at dusk, which is at π/2 in Fig.7a . This equation implies that as the day and night limit cycle gets closer, the geometric focusing effect s converges to one. This asymptotic behavior is intuitive because if L = 0, meaning no transition, then the variance should remain the same (s = 1, so σ 2 → σ 2 /1 2 at the transition). Remarkably, our geometric derivation of s 2 −1 matches the variance drop σ 2 → σ 2 /s 2 seen in stochastic simulations of weather conditions; see Fig.7d . The variance gain during the day is the result of the fluctuation of sunlight, simulated as random dark pulses of random intervals, amplitude and time of delivery. Such variance is accumulated during the day and the drop over dusk time is measured (green Xs). Fig.7e shows the variance drop seen in simulations with internal noise in Langevin simulations. While the cause of variance increase during the day is different (finite copy number effects), the variance drop at dusk agrees well with the geometric computation of s 2 and thus with the external noise simulations as well. In both cases, the simulations and geometric theory show that s 2 −1 ∼ L/R as L/R ⇒ 0. We define φ = P (θ) to be the map relating the clock state θ on the day cycle just before dusk to its eventual position φ on the night cycle after dusk (assumed greater than the relaxation time). (b) This map can be analytically computed for circles of size R with centers separated by length L. (c) For a given R/L = 2 , we obtain P (θ) shown here. Since θ = π/2 corresponds to the dusk time of the entrained trajectory, the slope s −1 = dP/dθ at θ = π/2 determines the change in population variance of clock states at dusk. (d,e) The variance drop s 2 at dusk, defined as σ 2 → σ 2 /s 2 at dusk, seen in both the external (averaging over weather) and internal noise (averaging over Langevin noise) simulations agree well with the geometrically computed s(R/L), especially at large R/L. We find that s 2 1 ∼ L/R for large-R/L limit cycles.
Appendix C: Dark pulse phase shift -Phase response curve
During the daytime, sunlight intensity fluctuates because of cloud cover and we have referred to these fluctuations as external noise. In our simulations, we subject each individual in a population to a different realization of these weather conditions and compute the resulting population variation of clock state. Such variation limits the ability of the cell to read out the objective time from the clock state.
Here, we relate the population variance caused by random cloud cover to the geometrically computed Phase Response Curve (PRC) due to a single dark pulse administered during the day. Using this geometric method, we will find that the ability of limit cycle to withstand external intensity fluctuations increases with R/L, the size R of limit cycles relative to their separation L. In particular, we will show geometrically that the variance gain during the day
clouds scales as (L/R) 2 , in perfect agree with stochastic weather simulations.
To compute the scaling relationship of σ 2 clouds , we compute the phase shift ∆Φ caused by a single dark pulse with width τ on the limit cycles with angular speed ω (i.e., the Phase Response Curve (PRC) corresponding to such a dark pulse). Fig.8a shows an example of a dark pulse in the signal and how it affects the trajectory. Consider a clock at state θ on the day cycle. A dark pulse of length τ administered just then will change the dynamics to that of the night cycle. This clock has state φ = P (θ) with respect to the night cycle and will evolve for a time τ according to the night cycle dynamics, reaching a new state φ + ωτ , at a radial position determined by R, L. At the end of the dark pulse, we use the night-day circle map, θ = Q(φ), to find the clock state back on the day cycle. Note that all these shifts depend on the limit cycle geometry, i.e., on R and L, as shown in Fig.8 . Similar to how we compute the mapping in the previous section, we can write each mapping using simple trigonometry:
and
Notice the mapping Q only differs from P by changing L to −L. We also include the diagram showing the transition due to dark pulse in Fig.8 . The process "1" corresponds to φ = P (θ), "2" corresponds to the rotation on the night cycle φ → φ + ωτ , and "3" corresponds to the transition back to the day cycle θ * = Q(φ + ωτ ). Combining this 3 processes, we write θ * as θ * (θ, τ, L/R) and expand it in the limit that L/R ⇒ 0 to obtain that
where ∆Φ = θ * − (θ + ωτ ) because θ + ωτ is the phase of the clock if it did not experience the dark pulse.
This expression ∆Φ indicates the amount of phase shifted that the cloud causes. With different clocks experiencing different weather conditions, the variance gained among the population due to the fluctuation of sunlight grows like |∆Φ| 2 ∼ (L/R) 2 . We see good agreement between stochastic weather simulations and this geometric computation as shown in Fig.8d .
In this calculation, we focused on dark pulses administered at a fixed generic time (8 AM in Fig.8d) . However, the PRC ∆Φ(θ) for dark pulses has a zero at a specific time of the day (see Fig.8c ). That is, for each dark pulse of width τ , there exists a time of administration such that ∆Φ = 0! In fact, such a dark pulse has an entraining effect, reducing the population variance. Such an effect is seen in Fig.3c , where the population variance drops in the middle of the day. We leave experimental and theoretical investigation of the counter-intuitive effects of such specially time dark pulses to future work.
Here, we show that even if we include such dark pulses with an entraining effect, the variance gained at the end of the day is still proportional to (L/R) 2 in the limit that L/R goes to zero. To simplify our derivation but retain the essence of what dark pulses do during the daytime, let's us consider dark pulses coming at three times: in the morning (θ = −π/2), around noon (θ = −ωτ /2 with small ωτ ), and in the evening (θ = π/2). Starting the day with variance σ 2 0 , by the end of the day the variance becomes
Thus, the variance gained due to fluctuation,
2 . This simple derivation may not rigorously reflect the correct constant in front of (L/R) 2 term, but the full rigorous derivation, concerning the dark pulses coming randomly at random time during the day, should yield the same power law dependent on L/R. Fig.8d shows that averaging ∆Φ 2 over pulses administered at different times numerically (dashed line) results in the same power law as for single pulses and as seen in stochastic weather simulations.
Appendix D: Langevin model of finite copy number fluctuations
Chemical reactions that occur in the bulk of a homogeneous solution can be described by a set of ordinary differential equations. However, within a single cell the copy number of molecule is limited and thus the reaction carries internal noise from the stochastic fluctuations. Gillespie showed that chemical reactions under finite copy number can be approximated by a Langevin dynamics using the following argument [43] , Consider an elementary reaction
with the forward rate constant k + , during each infinitesimal time δt, the probability of the occurrence of this reaction follows a Poisson distribution whose mean and variance both equals to
Integration over a larger time step, the Poisson distribution can be approximated into a Gaussian form, resulting in Langevin dynamics,
where W is a standard Wiener process of mean 0 and autocorrelation function W (t 1 )W (t 2 ) = δ(t 1 − t 2 ).
To describe a chemical reaction network, the Langevin equation for each species consists of contributions to the noise from each reaction where the species is involved. Now consider adding another reaction
with the rate constant k − , then the Langevin equation for species A becomes,
spectively denote the number rates of the forward and the backward reaction; dW 1 and dW 2 are identical independent standard Wiener processes.
To fully determine the effect of the noise using the Langevin dynamics for a chemical reaction network, one needs to consider all of the reactions corresponding to the species of interest; the noise term usually becomes time-dependent and multiplicative. To simplify the description of internal noise in our phenomenological model of limit cycle/ point attractor, we take a first order approximation that the diffusion coefficient in the reaction coordinate space is homogeneous in both space and time.
(See similar treatments of another biological system in [21] . In contrast, our explicit KaiABC simulations, presented later, do not make this simplifying assumption of homogeneous diffusion.) This allows us to write a 2-dimension phenomenological stochastic differential equation
where the f ( z, t) denotes the deterministic dynamics driven by day-night cycles and the diffusion constant is assumed to be proportional to the total number of Kai-C molecules within the cell.
Population variance
For the cell to carry out a reliable computation, the population variance from the internal noise needs to be reduced. Such noise reduction comes from the dynamics of the attractor. In the limit cycle attractor mechanism, the internal noise reduction is performed only along the radial axis but not along the flat attractor direction.
In contrast, the point attractor mechanism is able to limit population variance due to internal noise in all directions due to the effective 'curvature' of the dynamics. Here we analytically estimate the steady-state population variance for a point attractor mechanism. The population variance is together determined by the diffusive term √ 2D ·d W , and the noise reduction effect from the restoring force of the point attractor's harmonic well. During each infinitesimal time δt, the internal noise increase the variance by
In contrast, the overdamped deterministic motion within a harmonic well provides a focusing effect that reduces the variance exponentially with time. To quantify this focusing effect, consider a 1-d overdamped dynamics of a particle within a harmonic energy well of V (r) = k · r 2 . The solution to the equation of motion is r(t) = r 0 ·e −2kt , with initial position r(0) = r 0 . Consider an ensemble of points with a mean initial position µ 0 and a initial variance of σ 2 0 , one can solve the dynamics of the mean as
(D7) and the dynamics of the variance as
Thus, per infinitesimal time δt, the geometric focusing effect of the energy well of the point attractor reduces the population variance by
where g = e 4kδt . Under the competition between the spreading effect from the internal noise and the geometrical focusing effect from the deterministic dynamics, the population variance reaches a steady value solved by
and by taking the limit of δt goes to 0, we have σ
The S. elongatus clock has been well-characterized experimentally [16, 17, 19, 20 ] -see Fig.9a . The clock is fundamentally based on the ordered phosphorylation and dephosphorylation of KaiC [25] . Phosphorylation of KaiC is KaiA-dependent which allows for feedback that enables collective coherent oscillations in a cell. After complete phosphorylation of KaiA-C complexes (usually by the end of the day), KaiC forms a KaiB-C complex which then dephosphorylates in an ordered manner. Crucially, the KaiB-C complex also sequesters KaiA in a KaiABC complex, reducing the pool of available KaiA for phosphorylation of other KaiC hexamers. This negative feedback enables coherent oscillations of the population of KaiC molcules in a single cell [25] .
P. marinus model -independent hexamers
P. marinus lacks the kaiA gene but possesses and expresses kaiB and kaiC. While the details of the protein clock are not fully known, gene expression shows cycling in cycling conditions but decays in constant conditions [18] . A conservative model, consistent with all these known facts about P. marinus, is shown in Fig.9b ; without KaiA feedback, different hexamer units phosphorylate independently and settle to a hyperphosphorylated state at the end of the day. At night, they dephosphorylate along a distinct pathway (homologous to that used by S. elongatus but without KaiA) and reach a hypophosphorylated state by dawn.
Hybrid model We created the following hybrid model that includes S. elongatus and P. marinus models as different limits. In our model, shown in Fig.9c , KaiC has a KaiA-dependent phosphorylation pathway, much like in S. elongatus, that is used during the day and driven forward by ATP.
But to also include P. marinus-like behavior in the model, we allow for a second parallel phosphorylation pathway for KaiC that is independent of KaiA. The relative access of these two pathways is controlled by a parameter γ. When γ = 1, only the S. elongatus-like KaiA dependent pathway is accessible. When γ = 0, only the P. marinus-like KaiA independent pathway is accessible. Collectively, we call these states along these phosphorylation pathways, the UP states of KaiC -phosphorylation are going UP along these pathways which are usually used during the day.
After maximum phosphorylation (usually at dusk), KaiA unbinds (if present) and a KaiB-based dephosphorylation pathway takes over (common to both systems). We call these states the DOWN states of KaiC.
Critically, KaiA is assumed to be sequestered through the formation of KaiABC complexes during this dephosphorylation stage. In S. elongatus, reduced KaiA availability prevents other KaiC hexamers from proceeding independently through the UP stage while most of the population is in the DOWN state. Such negative feedback is critical in maintaining free-running limit cycle oscillations in S. elongatus.
However, as γ → 0, the KaiA-independent pathway is more active and thus the system effectively has no feed-P P P P P P P P P P P P P P P P P P P P P P P P P P We assume a minimal model consistent with known facts [25] about this clock; KaiC phosphorylation proceeds without KaiA and hence different KaiC hexamers can proceed independently through the cycle. (c) We combine both clocks in one model with an interpolating parameter γ that selects between an S. elongatus-like KaiA-dependent pathway and an P. marins-like KaiA-independent pathway. All reactions shown are assumed to be first order mass-action kinetics. We simulate such a system at different overall copy numbers N using the Gillespie algorithm. (d) We find limit cycles for γ > 0.9. The resulting limit cycles for γ = 1, 0.95 violate the simplifying assumptions used in our dynamical systems (e.g., non-circular cycles of different size); and yet our results are qualitatively validated by this model (Fig.4) .
back. In fact, we find that at about γ ≈ 0.82, sustained oscillations disappear (for kinetic parameters used here and reported below). Hence we chose γ = 1, 0.95, 0 as representative of two limit cycle-based and one pointattractor based clock respectively.
Gillespie simulations
We ran explicit Gillespie simulations corresponding to the deterministic equations above at different overall copy number N with fixed stoichiometric ratios of the molecules KaiA,B,C.
We simulated external input noise by varying the ATP levels during the day. External noise in these simulations were implemented by changing ATP levels in the following way: we fluctuated the ATP levels f AT P = AT P/(AT P + ADP ) during the day between the f day AT P and f Fig.9d .
We used the following kinetic parameters in all simulations: dt = 0.01 hr, k
We set up Kai C and Kai A in a 1 : 1 stoichiometric ratio, each present at a copy number N where N was varied as shown in Fig.5c . These rates are consistent with those measured in [11, 13] .
Much like with Langevin simulations of dynamical systems, we run the Gillespie simulation until equilibration of the population. However, the system appears to reach the equilibrium state much faster (only over 5 light-dark cycles of 12h:12h). We extracted one day of such a trajectory on day 6 and repeated the simulation 100-400 times. We repeat 400 times when the copy number is low (< 1200) since the spread will be big and we found that the probability distribution is not smooth. We run only 100 times for the high copy number (> 1200). Pooling together these trajectories, we computed the mutual information between clock statea (i.e., (u, d) where u is the net phosphorylation state of KaiC in the up-pathways and d is the net phosphorylation state of KaiC in the KaiBbound 'down' pathways in Fig.9c ) and time of day. The (u, d) space was binned using bins of fixed size of dimension (0.05, 0.05) while the 24 hr time-of-day was binned with bins of size 0.5 hrs.
Violation of simplifying assumptions
With these choices of γ, we see in Fig.9d , that this model has limit cycles of different size during the day and night; these cycles are not circular in any projection. Further, the relaxation time between attractors varies with γ and in general, differs from τ relax used in the simulation of limit cycle attractors in the paper. While we assumed a time-and state-independent diffusion constant to model internal noise in the dynamical system, the strength of fluctuations in the explicit KaiABC model can vary with time, as KaiA is sequestered and released by KaiBC over the course of the day-night cycle.
Thus this model violates the simplifying assumptions made in the dynamical systems model. Despite such violations, this explicit KaiABC biomolecular model qualitatively reproduces our dynamical systems-based results since the latter only rely an elementary coarse feature of the system -the existence of a flat attractor direction that can project out external noise but is then susceptible to internal noise.
Appendix F: Supplementary Methods
Dynamical system -Simulation details
We simulate two kinds of dynamical systems in this paper; limit cycles and point attractors. In each case, we simulate a population of clocks, each represented by a particle in the given dynamical system, subject to external and/or internal noise.
The equation that we use for the simulation is
where |α| = 1/τ relax . We use α = 5 for limit cycle system and α = −5 for point attractor system. For limit cycles, R controls the size of the attractor. For point attractors, we set R = 1000L, where L is the separation of the day and night attractor. In such a limit, the point attractors are quadratic potentials with linear restoring forces since r 3 R 2 is small. The center of the cycle and point attractors during the day are assumed to be at (−L, 0) and at (0, 0) at night. We evolve our dynamical system using the Fourth Order Runge-Kutta method with time step dt = 0.001 days until the value of mutual information from one day to the next does not change by more than 2-3% -i.e,. the system has reached steady state. Reaching steady-state usually takes around 200 days, but if the ratio of L/R is smaller than 0.1, then we may need to run the simulation until day 500 to reach an equilibrium (See speed-error tradeoff in Fig.5) .
For limit cycles, we initialize the population of 10 4 particles by uniformly distributing them along the perimeter of the night cycle. In the point attractor system, we initialize a population of 10 5 at the night-time point attractor.
We use a larger population with point attractors since the particles tend to be distributed over a larger area of the dynamical system. Note that we bin the population by position to compute mututal information between position in the 2d state space and time. Doing so reliably requires a smooth distribution after binning. For limit cycles, the particles usually stay close to attractor and thus provide sufficient count in each bin. However, for the point attractor, the population is usually spread over the entire 2d area between the two point attractors. Therefore, we need 10 5 particles to get an accurate value of mutual information of point attractor system.
External signal and weather fluctuations We generate a square wave of period 24 hours to model the daynight cycle of light on Earth with the day length of 12 hours. However, such a square wave is modulated by weather fluctuations, e.g. periods of reduced intensity due to passing clouds during the daytime. We model such fluctuating intensity as follows. We assume each weather condition lasts a random interval of time drawn from an exponential distribution of mean 2.4 hrs (1/10 of a day). During a given weather condition, we set the intensity of light to a random value, drawn uniformly from [0, 1] where 1 represents the maximum intensity during the day. (At night, the intensity is held at zero with no fluctuations.)
When the light intensity is reduced during the day to a value ρ ∈ [0, 1], we switch the dynamics to an alternative limit cycle (or point attractor) at a fractional distance ρ between the ideal day and night cycles. For example, assume the night cycle is centered at (0, 0) and the day cycle is centered at (−L, 0). During a weather condition with intensity ρ ∈ [0, 1], we follow dynamics due to a limit cycle located at (−ρL, 0). We follow the same rules for the point attractor. In both cases, the switches of dynamics in response to the changing weather is instantaneous, though the clock states itself is continuous and responds at a finite rate to an instantaneous switch in dynamics. Each individual particle is subject to a different realization of the weather conditions described above.
Internal noise The internal noise represents any source of stochasticity intrinsic to a single cell that would exist even in constant conditions. Such noise could be due to finite copy numbers of molecules, bursty of transcription etc. We model such internal noise by adding Langevin noise to the dynamical equations as described in the section on Langevin noise. Each individual particle in our simulation is subject to a independent random realizations of such Langevin noise. We then bin the population and compute mutual information by the same procedure as for external signals above.
Measures of clock time-telling quality
We develop and use two distinct measures of performance of noisy clocks driven by noisy inputs.
Mutual information: The performance of the clock is quantified by the mutual information between the clock state c and the time t,
for all c in the set of available positions C and all t in the available time bins T . (In the dynamical systems model, c represents the position in the 2d r, t plane. For the explicit KaiABC biomolecular model, c represents the phosophorylation state of KaiC.) We simulate a population of clocks, where each clock is subject to a different realization of input signals, representing different weather conditions and also subject to different realizations of internal Langevin noise (or Gillespie fluctuations). We then collect the trajectories of each clock on the last day of the simulations and calculate the probability distribution p( c|t) of clock states at a given (objective) time t ∈ [0, 24] hrs of the last day in the simulation. The probability function p( c) is calculated by accumulating the distribution of p( c|t) over time t ∈ [0, 24] hrs of the last day. The position c and time t are binned into different bins depending on their values. We start the minimum and maximum values of the bins to the minimum and maximum values of the variables. The bin size in the time dimension is 0.48 hrs or 28.8 minutes, while The bin size in the x and y dimensions are both 0.01. We refer to this mutual information measure as 'Precision' in Fig.1b, 3f, 5a,5c . In this toy example, we assume the distribution p( c|t) to be supported on a rectangle of size ax and ay in a 2d clock state space. The clock state moves at a speed u in the x-direction. Time telling quality is affected by how much the population at different times overlap with each other. Consequently, clocks with large ax and small ay (bottom) have lower mutual information M I( c, t) relative to clocks with small ax and large ay (top). Consequently, we use the population variance along the direction of motion as an instantaneous measure of time-telling ability in the paper.
Population variance along direction of motion: Mutual information is a good indicative of how well the clock encodes information about time. However, it is calculated for the entire day. Often, we want to see how the time-telling ability of a clock changes during the day (e.g., day vs night or before and after dusk). Hence we develop a new measure, closely related to mutual information, but can be computed at specific times of day.
Intuitively, the mutual information quantifies how much the population distributions of clock states at different times t overlap. If these distributions are not overlapping, the clock state is a good readout of the time t. Such distributions are shown in Fig.3b and 4b (purple) .
We argue that only the spread of the clock distribution along the direction of motion of the clock in state space affects mutual information. The spread of the distribution in orthogonal directions does not affect mutual information as much.
To see this, we write mutual information between clock state c and time t as,
M I(C; T ) = H(T ) − H(T |C).
Here H(T ) is a constant, independent of the clock mechanism. Thus, M I depends entirely on the entropy of the distribution p(t|c) of real times given clock state c, averaged over different clock states,
H(T |C) = p(c)dcH(T |c)
= − p(c)dc dtp(t|c) log p(t|c) (F6)
Consider a clock whose state-space is two dimensional with a periodic x-axis as shown in Fig.10 . Further, assume that the distribution p( c|t) of clock states at a given time is supported on a rectangle of size a x × a y as shown in Fig.10 and that the clock states move along the x-axis at a uniform velocity u. This situation implies that Since M I(C; T ) = H(T ) − H(T |C), M I depends on − log a x and is independent of a y , meaning that only the spread in the direction of motion a x affect the mutual information. Consequently, to understand the quality of time-telling at different times of the day, we project the population variance of p( c|t) to the direction of the instantaneous velocity of the center of mass of p( c|t). We use this population variance measure in Figs.3c, e, and 4c, d, e.
Cramer-Rao bounds
Cramer-Rao (CR) bounds quantify the total available information about phase in a given length of history of the signal. Any estimator working with that length of history must necessarily have higher variance (i.e., lower precision) than the Cramer-lower bound corresponding to that length of history. In the limit of infinitely long histories, the CR bound is simply set by the number of bins in time. In our case, this bound is given by log 2 50 = 5.64 bits. As shown in Fig. 4 , as L/R → 0, limit cycles process longer and longer histories of the external signal.
Consequently, the mutual information for such cycles approaches the CR bound in the limit L/R → 0 as seen in Fig.3f (assuming no internal noise).
Hopf bifurcation
The normal form of the Hopf bifurcation is given by, r = µ r − r 3 µ (F7) θ = ω (F8) We find limit cycles for µ > 0 which undergo a bifurcation at µ = 0, resulting in point attractors at µ < 0. The dynamics through this bifurcation are characterized by just one parameter, µ, which sets both the radius of the limit cycle (R ∼ √ µ) and the relaxation time τ relax ∼ 1/µ (i.e., the tightness of the quadratic potential around the continuous attractor.) The bifurcation itself occurs at µ = 0. Consequently, there is no way to interpolate between limit cycles µ > 0 and point attractors µ < 0 without passing through a region of long relaxation times. Long relaxation times invalidates the models of limit cycles used in this paper; under day-night cycling, limit cycles with long relaxation times lead to orbits that do not visit the attractor at all. That is, the system does not have enough time to relax from the day attractor to the night attractor before the night is over. Consequently, we find that the stable trajectory under cycling conditions is a large orbit that encloses both limit cycles. In such a limit, the continuous attractor of the limit cycle plays no role at all and the limits cycles resemble point attractors.
Since we seek to contrast the effect of noise on continuous and point attractors (and not the effect of relaxation times), we keep the relaxation time constant in our interpolation. Thus, we use the parametrization,
where we have two distinct parameters controlling the radius R ∼ √ µ and relaxation time τ relax ∼ 1 α , the latter of which is held constant. This parameterization does have the downside of being singular when R ∼ √ µ → 0. Hence we use this parameterization and stay in the regime R/L > 0.5 to avoid the singularity at R = 0. As seen in Fig.3f, 4f , interpolating down to R/L ∼ 0.5 already reveals point attractor-like behavior.
