The present status and accuracy of determining the electron momentum density from experimental Compton profiles is reviewed. The new spectrometers operating at third-generation synchrotron radiation sources have made possible measurements with 0.1% statistical accuracy at the Compton peak. A comparable accuracy of the Compton profiles is achieved only after careful corrections for departures from the impulse approximation, effects of multiple scattering, and variations in the analyser response function. Detailed descriptions are given of the correction procedures applied to the data collected by the Johann-type scanning spectrometer that is one of the Compton spectrometers in use at the ESRF. Special attention is paid to the calculation and correction of the glitches that are caused by extra reflections of the analyser crystal. The Fourier transform of the Compton profile, the reciprocal form factor, is calculated, and its use in data treatment and presentation is discussed.
Introduction
Compton scattering has been one of the principal methods for studying electron distributions in solids for a long time, and, being complementary to X-ray diffraction and particularly sensitive to subtle details of electronic structure, it continues to belong to these two most direct probes of the electronic ground state. The method has developed in a series of major steps since the late 1920s, when the first Compton profile measurements were performed (DuMond & Kirkpatrick, 1930) , and since then it has provided a meeting ground for theory and experiment. There has been a continuous dialogue, and advances on one side have called for new developments on the other side. About 15 years ago the band structure calculations seemed to have reached the level where most experimental results were correctly interpreted, and there was little incentive for further calculations of Compton profiles. However, thanks to the new techniques developed at synchrotron radiation laboratories the experimental Compton profiles became much more accurate than before, particularly by their higher resolution, and revealed unexpected features. The new situation is summarized in the recent book X-ray Compton Scattering (Cooper et al., 2004) .
Dedicated Compton spectrometers have been constructed at several synchrotron radiation laboratories (Loupias & Petiau, 1980; Shiotani et al., 1989; Berthold et al., 1992; Sakurai et al., 1992; Suortti et al., 1999 Suortti et al., , 2001 Hiraoka et al., 2001 Hiraoka et al., , 2005b . In all designs, bent crystal analysers in focusing geometry are used. At the high-energy beamlines of the thirdgeneration facilities the monochromators and detectors are also integrated and optimized in the construction. There are two generic analyser constructions: dispersing crystals in stationary transmission (Cauchois) geometry and monochromatizing crystals in scanning reflection (Bragg) or transmission (Laue) geometries (DuMond, 1947) . In the first case there are no moving parts, and the analyser disperses the scattered radiation in such a way that there is a one-to-one correspondence between energy and position at the one-or two-dimensional detector. In the second case the sample and the analyser are on the Rowland circle, and by synchronized motions one energy at a time is reflected to the detector, which is on the Rowland circle in the Bragg case, or looks into the virtual focus in the Laue case. In the case of the dispersive spectrometer the energy resolution is determined mostly by the detector resolution, while in the scanning spectrometer the resolution is determined by focusing of the incident beam on the sample, and the sample size. Both types of spectrometers have their advantages and disadvantages, but under optimized conditions comparable resolutions and count rates are achieved.
The performance of the earlier focusing spectrometers working at synchrotron radiation laboratories or with X-ray tubes as the sources of radiation was limited by low flux of monochromatic incident radiation, low photon energy and inefficient detectors. The statistical accuracy remained on the 1% level, the momentum resolution was about 0.15 p 0 at best, 1 and the conditions of the impulse approximation (IA) were not always fulfilled. The new spectrometers work in the energy range 30 keV to 115 keV, and a momentum resolution of 0.05 p 0 has been achieved; even 0.02 p 0 at lowest energies (Huotari et al., 2000 (Huotari et al., , 2007 . Owing to the increased energy the effects of absorption are reduced, and the deviations from the IA are negligible or they can be calculated. At the Compton peak the count rate is typically 10000 s À1 p 0 À1 , and more than ten million counts over the whole Compton profile can be collected in one shift of 8 h.
The experimental advances in Compton scattering have opened totally new avenues for research. Fermi surface mapping can be carried out by reconstructing the electron momentum density from a sufficient number of the directional Compton profiles (DCP) (Schü lke et al., 1996; Tanaka et al., 2001; Hiraoka et al., 2005a) , and the nature of chemical bonding can be studied in detail (Brä uchler et al., 1989; Gillet et al., 1995) . The momentum resolution has become comparable with those achieved by angular correlation of annihilation radiation (ACAR) and inelastic electron scattering (e, 2e), but Compton scattering is not hampered by sample defects or strong multiple scattering. In ACAR the positron wavefunction may weight selectively the electron momentum density and may even render some parts of it invisible .
High-resolution measurements with good statistical accuracy indicated that in contrast to the generally accepted picture of the Compton scattering process the final-state effects are important (Sternemann et al., 2000; Soininen et al., 2001) and limit the momentum resolution at low incident photon energies (below 30 keV). This explains partly the observed smearing of the edge of the Compton profile at the Fermi energy (Sakurai et al., 1995; Schü lke et al., 1996; Huotari et al., 2000) . On the other hand, it was verified that thermal motion does not smear the Compton profile (Sternemann et al., 2001; Huotari et al., 2002) , contrary to some theoretical predictions (Dugdale & Jarlborg, 1998) . The advances on the experimental side have focused attention on some fundamental questions and have stimulated theoretical work. In short, the dialogue continues now on a higher level of sophistication and understanding.
Much of the earlier work on single-crystal samples concentrated on observing directional differences between the Compton profiles. In such comparisons most experimental errors or corrections to the profiles cancel out. Important results were obtained even in experiments where the momentum resolution was of the order of 0.5 p 0 , or where the statistical accuracy was low (Pattison & Weyrich, 1979; Asthalter et al., 1992; Asthalter & Weyrich, 1993; Loupias & Mergy, 1980) . Some of the traditional data treatment methods were carried over to recent studies, like the practice of taking the average of the low-energy and high-energy sides of the profile, or smoothing intensity variations. Unfortunately, errors or interesting details in data may remain hidden after such data treatment. New approaches are needed for a full use of the information in the present-day experiments.
The improvements in momentum resolution, statistical accuracy and the use of higher incident photon energies have been accompanied by developments in extracting the actual Compton profiles from the recorded intensity of scattering, and in further data analysis. Most of the development work has been performed at the synchrotron radiation laboratories in collaboration with groups using the new spectrometers Hiraoka et al., 2001) . The solutions depend on the type of the spectrometer, but the problems are common. These include at least corrections for the departure from the conditions of the IA, correction for multiple scattering, and counting for the effects of the energy-dependent response function of the analyser. The last one includes the variation of the bent-crystal reflectivity and the change of the energy resolution across the Compton profile. In particular, the reflectivity of the analyser deserves careful analysis, because many reflections may take place simultaneously and give rise to so-called glitches in the recorded spectrum.
The details of data treatment are seldom reported at length. The present work is a part of a wide-scope project, where the ultimate aim is to derive density matrices from Compton profiles and structure factors, i.e. to calculate an experimental electron wavefunction in a crystalline solid. For this goal, fully corrected Compton profiles are needed in many crystallographic directions, and the statistical noise must be 0.1% of the peak value of the Compton profile. It became evident in the course of the project that no short cuts could be taken, but all the corrections had to be evaluated and applied individually to ensure that theory is met at a sufficiently high level of accuracy. For instance, the kinetic energy per formula unit can be calculated from the second moment of the Compton profile (Nyanda & Williams, 1979; Weyrich, 1979; see also Nygå rd et al., 2007) , but the result is extremely sensitive to small errors in the profile (Weyrich, 1979) . In the following, we report in some detail experimental methods and data treatment that are specific to the scanning spectrometer being used at High Energy Beamline ID15B of the European Synchrotron Radiation Facility (ESRF). However, many of the results are general and can be applied to data recorded by other spectrometers.
Compton profile and reciprocal form factor
The aim of the present work is to provide procedures for evaluating fully corrected Compton profiles from the recorded energy spectrum of the scattered radiation. Only a short account of the basics of Compton scattering is given in the following. The data can be analysed using the Compton profile or its Fourier transform, the reciprocal form factor, so that the definitions and relations of these are given below. This combined analysis has some practical advantages, and the reciprocal form factor provides a link between position and momentum space distributions.
The electron position density (charge density) (r) is the Fourier transform of the elastic scattering amplitude, F(k), which is given in units of the electron scattering length (classical electron radius) r e = e 2 /mc 2 = 2.818 Â 10 À5 Å . Here r and k are the position coordinate and the scattering vector, respectively. The values of F(k) are obtained at the reciprocal lattice points k hkl from a diffraction experiment, if the phase of F(k) can be solved, and (r) is then calculated from the Fourier series.
The counterpart of the electron position density (r) is the electron momentum density (EMD) $(p), and it is obtained from the energy loss of the probing high-energy photon in (X, eX) scattering or the energy loss of the electron in (e, 2e) scattering, when the recoil electron is observed in coincidence. In the conventional Compton scattering only the scattered photon is detected, and its energy is analysed. The motion of the target electrons causes Doppler broadening in the energy of the scattered photons, and the observed spectrum is called the (uncorrected) Compton profile in the energy scale h -! 2 or simply the Compton band Iðh -! 2 Þ, the subscript 2 indicating the scattered photon. The (corrected) Compton profile J on the momentum scale is the one-dimensional projection of the EMD on the scattering vector k = k 2 À k 1 , which is usually chosen as the z-direction of the coordinate system of the experimental set-up. In that coordinate system the relationship between $(p) and J( p z ) is
$ðpÞ dp x dp y ;
an area integration over the (p x , p y )-plane, to which the (p z k k) direction is perpendicular. In the sample coordinate system with variable orientations of the sample relative to the scattering vector k and therefore variable orientations of the scattering vector with respect to the sample, the relationship becomes the volume integral
The electron momentum vector q is independent of the choice of any coordinate system and points in the direction of the k vector of the particular measurement. With infinitely many such measurements with different orientations of k the threedimensional Compton-profile function J(q) is obtained as a continuous function in momentum space, whose only peculiarities are that it is a probability density distribution of the modulus q = |q| and that it can be multivalued at q = 0 (Janis et al., 1978) , written as J(0, # q , ' q ) = J(0) (Weyrich, 1978) . The two expressions (1) and (2) are naturally equivalent, but seen from different coordinate systems. Thinking in terms of the latter expression is useful when the sample coordinate system is preferred to be kept fixed and measurements to be performed in arbitrary directions of q .
The EMD is the sum of one-electron momentum densities over the occupied natural spin orbitals~ j ðpÞ in momentum space,
where 0 n j 1 is the occupation number, and~ j ðpÞ is the three-dimensional Fourier transform of the one-electron wavefunction j (r) in position space. Correspondingly, the electron position density is written as
By the definition of $(p), for any direction of q,
where now N is the number of electrons in the scattering unit (atom, molecule, asymmetric unit, formula unit).
(r) and $(p) are united in the quantum-mechanical counterpart of phase space, the one-electron density matrix (ODM). In its pure position-space representation, (r) is the diagonal of the ODM, whereas $(p) is represented by the socalled reciprocal form factor B(s), which is the Fourier transform of the EMD,
When the convolution theorem of the Fourier transformation is applied, and the EMD is decomposed into the sum of orbital contributions,
Accordingly, B(s) is the sum of autocorrelation functions of the position-space orbitals or, more precisely and more generally, B(s) is the projection of the off-diagonal parts of the ODM onto the subspace {s} perpendicular to the diagonal of the matrix (Weyrich, 1978 (Weyrich, , 1996 Asthalter & Weyrich, 1997) . It is seen from (6) that in the direction s z k p z (in three dimensions s k q) the reciprocal form factor is the onedimensional Fourier transform of the (directional) Compton profile,
It is customary to use atomic units, i.e. to express the length s z in multiples of the Bohr radius a 0 = 0.529177 Â 10 À10 m = 1 Bohr and the momentum p z in multiples of p 0 = h/2a 0 = 1.99285 Â 10 À24 kg m À1 = 1 DuMond. The frequent omission of the various atomic units in relationships is equivalent to research papers setting h -= h/2 = 1, m e = 1 and c = 137.036 (inverse of the finestructure constant ). The analysis of the experimental data is carried out alternatively in terms of J( p z ) or B(s z ), which has certain practical advantages, and the results can be used for subsequent reconstruction of the three-dimensional momentum and position space densities, and for comparisons with theory.
Experiment
The goal of the experiment was to produce a data set of directional Compton profiles (DCPs) with sufficient statistical accuracy and momentum resolution for a detailed comparison with the most sophisticated theoretical calculations. At the same time, the data should be sufficiently extensive for mapping an irreducible volume of reciprocal space and reconstruction of the three-dimensional EMD. Accordingly, an experimental strategy was developed to allow the recording of 15 DCPs in five days, with about 10 6 counts per 0.1 p 0 at the Compton peak. The measurements were carried out using the Johann-type scanning spectrometer at beamline ID15B of the ESRF. One of the advantages of scanning spectrometers is that counting statistics can be optimized at different count rates. We describe in detail the experimental conditions and reduction of the recorded data to Compton profiles, because the level of accuracy needed for comparison with theory can be achieved only when all the factors affecting the measurement are fully understood. The construction and performance of the first scanning spectrometer at ID15B have been described in detail . Radiation from an asymmetric multipole wiggler is monochromatized and focused on the sample by a horizontally bent Si crystal with a 5 : 1 demagnification ratio. In the present work the (311) reflection was used to produce 57.00 keV radiation with about 30 eV bandwidth. A slit of 0.3 mm (horizontal) Â 5 mm (vertical) was placed at the exit of the beam tunnel, and the flux was monitored by a Si pin diode. Secondary monitoring was performed by recording the intensity of total scattered radiation from the sample with a Ge detector placed at a 140 scattering angle. The scan routine included frequent tuning of the monochromator for a maximum flux. The advantage of the horizontally focused beam is that small needle-like samples can be used to minimize multiple scattering. The spectrometer works in the horizontal Rowland-circle geometry, where the scan motions maintain the sample, analyser and detector on the focusing circle. The analyser was a cylindrically bent Johann-type Ge (440) crystal. Owing to the focusing geometry, a narrow slit (2 mm) could be used in front of the detector, which made the background very low, only about 0.1-0.2% of the Compton peak intensity. The vertical opening angle of the receiving slit, as seen from the sample position, is about 40 mrad (= AE 1.2 ) at the position of the Compton peak.
The sample geometry ( Fig. 1 ) was similar to that used in the experiment on Be (Huotari et al., 2000) . Two single-crystalline LiH samples, about 15 mm long with a rectangular cross section, where the edges varied from 1.0 mm to 1.6 mm, were cut by cleaving and with a diamond saw from a crystal boule. The long axes of the crystals were in the h100i and h110i directions, respectively. LiH is very sensitive to moisture, air and carbon dioxide. Therefore, the crystal boule was stored in a sealed bag filled with paraffin oil, and cutting was carried out in a glove-box under dry argon atmosphere. For transportation the samples were sealed in ampoules with paraffin oil, which was removed before the experiment with pentanehexane mixture. The samples were mounted on a goniometer head inside a glove box with an Ar atmosphere, and transported to the beamline in a vacuum chamber that had mylar windows for the incident, transmitted and scattered beams. During the experiment the chamber was continuously kept evacuated to a pressure of < 1 mbar. The samples were examined after the experiment under a microscope. No visible surface degradation was observed.
The samples were oriented in such a way that the scattering vector directions corresponded to an approximately uniform grid in the irreducible 1/48 area of the unit sphere (see Fig. 2 ). The rationale for that strategy has been not to introduce a directional bias for the spherically averaged J(q) and the later Sample environment in the present experiment. The sample is a rectangular stick kept in a vacuum chamber during the measurements.
Figure 2
The irreducible 1/48 sector of the unit sphere showing the crystallographic directions for which the Compton profiles were acquired. The polygons around the directional points are the Voronoi cells whose area (= solid angle) indicates the weight of that direction for the twodimensional representation of the directional dependence of $(p), J(q), B(s), and other quantities not discretized by the Fourier sum over the three-dimensional positional crystal lattice points. Those weights should therefore not be confused with the crystallographic multiplicities of structure factors even for crystallographically cubic systems.
reconstruction of the three-dimensional electron momentum density $(p). Fortunately, in the cubic structure of LiH that choice almost coincides with the goal to obtain data along the directions of the interionic vectors R mn for studying the interionic interactions with the highest sensitivity. Therefore we have chosen the directions of 1 110, so that nine points of the 15-point grid could be reached by rotating the h110i crystal about its axis, which was perpendicular to the scattering plane. In the same way, the points between [100] and [110] were reached by rotating the h100i crystal about its axis. The three remaining points inside the triangle were reached by small tilts of either crystal. The tilt needed for reaching [421] from [1, 1/2, 0], for example, is 12.60 , and the angle to [1, 3/4, 1/2] from [1, 1, 1/2] is 7.96 . Owing to the almost backscattering geometry with Â = 172.55 , to a very good approximation the tilt is in the direction of the incident beam. The projected length of the scattering volume increases by h tan , where h is the height of the beam and is the tilt angle. The effect on the energy resolution of the spectrometer will be briefly discussed further below. The sample was aligned to a reference direction (either [100] or [110] ) along the incident beam by bringing the 002 and 004 reflections to the horizontal plane, using a fluorescent screen as the detector. The accuracy of the alignment was better than 0.1 .
The resolution function of the scanning spectrometer depends on the incident beam distributions, the illuminated volume of the sample and the reflectivity of the analyser. Usually the elastically scattered radiation provides a reference line, which can be used for calculation of the energy and momentum resolution at the Compton peak. In addition, the Compton profile is broadened owing to variation of the scattering angle, but this effect was negligible in the present case. Elastic scattering of 57 keV radiation from LiH was very weak, and therefore an Al sample of the same size as the LiH samples was used for calibration. The effective thickness could be varied from 1.2 mm to 1.95 mm by rotating the sample. This range covers the effective thickness of the LiH samples in different orientations, including the cases where the sample was tilted. There was a small systematic increase in the width of the elastic line with increasing sample thickness, and the shape of the line was symmetric and Gaussian. The FWHM of the resolution function in the momentum scale varied from 0.20 p 0 to 0.22 p 0 at the Compton peak. Individual resolution functions were assigned to the Compton profiles, corresponding to different crystallographic directions. A momentum resolution of 0.15 p 0 could have been reached by using a narrower collimating slit (0.2 mm), but in the present case the highest resolution was not needed, and the intensity was maximized instead.
The beam reflected by the analyser crystal was recorded by a scintillation detector. The energy resolution of the photon counting chain is about 10 keV at 50 keV, so that parasitic components such as the detector escape peak and Ge fluorescence from the analyser crystal can be separated . The highest count rates at the Compton peak were about 7000 s À1 , which required a dead-time correction. The detector time constant = 1.4 ms was much larger than the inter-bunch distance of the ESRF storage ring in uniform fill, so that a steady-state radiation source could be assumed (Laundy & Collins, 2003) . Each profile was measured many times using an automatic scan routine where statistics were optimized by varying the counting time from 1 s per point at far tails to 44 s per point at the Compton peak area. These choices of counting times yield an almost constant statistical accuracy across the profile (Weyrich, 2010) .
One scan with interruptions for monochromator fine-tuning lasted about 1 h, and the scans were repeated four to eight times. A common scale for the profiles was obtained by dividing the sum of scans at each point of measurement by the respective cumulated monitor count. The background owing to the detector dark current and the background from the hutch environment when the sample was removed were measured and subtracted. There was a small residual background, presumably owing to Compton scattering from the analyser crystal, which decreases as Q À2 , where Q is the distance between the analyser and the detector. This component was estimated to be 1 to 2 counts per second under the profile, i.e. less than 0.1% of the intensity at the Compton peak, and a parabola was fitted at the far tails of the Compton profile, where the intensity should be zero.
Since the quasielastic line had a very weak intensity, it could not be used for an angle-scale calibration of the spectrometer as is done usually. Because of this, the calibration was carried out with a very high accuracy using a glitch of the analyser crystal located at the Bragg angle B = 7.49449 , as will be described in x4.2. The B scale was converted to energy E of the scattered photon via Bragg's law. As the integrated reflectivity of an analyser crystal varies as a function of photon energy, the spectra were corrected for this variation based on calculations by Erola et al. (1990) . The spectra were corrected for other energy-dependent factors, namely the sample selfabsorption as well as the absorption in air between the sample and the detector, and for the quantum efficiency of the NaI scintillation detector. Finally, the corrected profiles were converted to DCPs in the momentum scale q using relativistic formulae for the q versus E relation, and the corresponding cross section (Holm, 1988) .
Corrections to Compton profiles 4.1. Impulse approximation, multiple scattering, resolution function
The Compton profile is symmetric because of the inversion symmetry of the electron momentum density in the absence of net magnetic fields. The experimentally determined Compton research papers profiles typically have deviations from this rule, even after all the corrections and conversions discussed above. Reasons for this are multiple scattering, change of the resolution function across the profile, the failure of the IA, and final-state effects. The essence of the IA is that in order to properly probe the ground-state momentum density the scattering process must be instantaneous, i.e. the energy and momentum transfers must be very large compared with the binding energy and characteristic momentum of the electron (Eisenberger & Platzman, 1970) . Final-state effects are related to the IA and can become important if the scattering electron is not transferred in the far continuum (Sternemann et al., 2001) . The reasons for the profile asymmetry have been studied in detail (Huotari et al., 2001) . The final-state effects can be ruled out in the present case owing to the high-energy photons involved in the study. The small deviation from the IA is due to the two 1s electrons of Li + , and it was calculated using hydrogenic wavefunctions (Holm & Ribberfors, 1989) . The more complicated quasi-self-consistent-field calculation of the coreelectron Compton profiles gives essentially the same result (Issolah et al., 1991; Huotari et al., 2001) . Multiple scattering is small in the present geometry, where the irradiated sample volume is comparable with the total sample volume. A correction was calculated using an efficient Monte Carlo code, where the polarization of the photons is included throughout the calculation using Stokes parameters (Fajardo et al., 1998) . The peak of the multiple-scattering contribution is at a slightly lower energy than the peak of single scattering. The total amount of multiple scattering was 1.7% at most, and the maximum asymmetry owing to multiple scattering was 0.1% of J(0). The width of the resolution function is approximately proportional to E 3 at the Compton peak, which broadens the profile slightly more on the high-energy side than on the lowenergy side . The effect is easily calculated analytically when the Compton profile is approximated by a sum of Gaussians. The maximum change in J(q) at q = AE 1 p 0 was AE 0.02% of J(0), which is negligible. More important are the variations in the thickness and shape of the irradiated sample as seen by the analyser (Boldrini & Weyrich, 2010) . For each orientation, this effect has been corrected via its reciprocal form factor to the common value Áq FWHM = 0.210 p 0 , which is a prerequisite for correct spherical averaging and for the future reconstruction of the three-dimensional electron momentum density $(p). The results for the calculated effects of the IA departure, multiple scattering and the varying resolution function are collected in Fig. 3 . The part of the corrections to J(q) that is antisymmetric about q = 0 justifies the common practice of taking the average of the Compton profile at Àq and +q.
Quantum efficiency function of the analyser
After the above corrections the profiles should be perfectly symmetric. However, the response or quantum efficiency function of the crystal analyser is not exactly a smooth function of the angle of incidence, but there are small dips and sometimes bumps. The (440) planes of the analyser crystal are not the only ones that reflect the beam scattered by the sample. When the analyser crystal is rotated about the vertical ½1 "
1 10 axis the reciprocal lattice point (relp) (440) stays on the Ewald sphere, but many other points pass through the sphere, i.e. they fulfil the reflection condition at certain angles. The chances of reflection are multiplied when the beam has axial (vertical) divergence.
The beam from such an extra reflection may reach the narrow but vertically extended receiving slit and contribute to detectable intensity, if the relp of the reflection lies in the vertical plane that is spanned by the nominal relp (440) and the vertical rotation axis, and thus fulfils the horizontal focusing condition at least approximately. This has been observed both for an off-focusing-plane reflection {(551) with [001] as the rotation axis} and for parasitic scattering excited by incident beam harmonics and reflected by other (hh0) of the analyser (Manninen et al., 1996; Suortti et al., 1999) . Both types of unwanted irregular contributions to the measured spectrum are avoided in the present set-up by choosing the (311) reflection of the Si monochromator (overtones forbidden or very weak), and by choosing ½1 " 1 10 as the rotation axis of the analyser crystal .
More intricate are the effects of multiple diffraction in the analyser crystal, which occur whenever not only (000) and the observed (hkl) [here (440)] but also one or more additional relps are on the Ewald sphere simultaneously. Depending on the moduli and the relative phases of the structure factors of all the relps, the observed reflection can gain (Umweganregung) or lose (Aufhellung) intensity.
The occurrence of multiple diffraction is primarily a geometrical question. Under the ideal Rowland-circle condition in the present case, the direction of the Compton-scattered photon with wavelength has to lie in the plane that contains (000) and (440) and that stays perpendicular to the rotation axis ½1 " 1 10 [plane of all ðhhlÞ]. The centre of the Ewald sphere is located on the plane that is perpendicular to the reciprocal lattice vector from (000) to (440) and bisects it at (220). In the units of the reciprocal unit cell edge a Ã , the radius of the sphere is r Ã
Here z Ã E is the distance from (220) to the centre of the Ewald sphere, i.e. z Ã E = 8 1=2 = tan B . The centre of the Ewald sphere is located at (2 þ z Ã E sin ; 2 À z Ã E sin ; z Ã E cos ), where is the angle between the line from (220) to the centre and the plane ½1 " 1 10. Here is positive with clockwise rotation about the vector (440). For = 0, the Bragg angle B or equivalently the wavelength is the only remaining variable parameter that can bring additional relps to the Ewald sphere. At these wavelengths the observed spectrum shows extra peaks (Umweganregung) or dips (Aufhellung), colloquially called 'glitches' by X-ray spectroscopists. By analysing the passage of such relps through the Ewald sphere when varying its radius and the position of its centre, the relps can be identified, and the positions of the glitches can be calculated on the Braggangle and wavelength scales. Such an assignment is a necessary prerequisite for a reliable correction of the measured Compton profile for glitches.
In our calculation, the size of the diffracting domain of the relps is accounted for by varying the radius of the Ewald sphere from 0.999r Ã E to 1.001r Ã E , and the result is shown in graph (b) of Fig. 4 . Each linear chain of dots (interval of 0.01 in B ) represents the passage of an extra relp through the shell around the Ewald sphere. Invisible in the graph are the extra relps (400) and (040), since they remain exactly on the sphere for all B .
However, the percentage of incident and outgoing beams that are strictly parallel to the plane ½1 " 1 10 of the Rowland circle is differentially small. Namely, the beam hitting the analyser has a vertical divergence of AE 1.2 , and therefore the Ewald sphere possesses all tilts around the reciprocal lattice vector (440) within = AE 1.2 with respect to the plane ½1 " 1 10. Therefore the glitches have been calculated also for = +1 and = À1 [graphs (a) and (c) in Fig. 4 ] in order to discriminate extra reflections whose B depends on only in second order from those that show first-order dependence on B . The multiple diffraction with (400) and (040) is thus irrelevant, since it is of the latter type, whereas the former type can yield a significant glitch by its integral over at almost constant B .
The map of glitches shown in Fig. 4 presents only a finite fraction of extra reflections up to a limiting radius of 17a Ã in reciprocal space, whereas in total there are more than 16000 extra reflections in the scan range. An exact calculation of the integrated intensities of the extra reflections is not feasible in the case of a bent crystal, but fortunately most reflections come from distant relps, and are very weak. It is sufficient to identify the few reflections of relatively low order (hkl) with second-order dependence on . The only ones found are ð " 3 3 " 3 31Þ and (771), whose contribution [coinciding with those of some other high-order (hkl)] is indicated in Fig. 4(b) by a pair of arrows, cuts the abscissa at B = arctanð4 ffiffi ffi 2 p =43Þ ' 7.494495 , and has already been observed by Suortti et al. (1999) . The lines of dots for = +1 (Fig. 4a ) and = À1 (Fig. 4c ) are located at B = 7.49306 , hardly different from the value at = 0. These Bragg angles are absolute values that depend only on the cubic symmetry of the reciprocal lattice. Therefore we have used the glitch for the high-accuracy zero-point calibration of the experimental B scale for each crystallographic orientation of our samples separately.
With the primary energy and the scattering angle of the present experiment, that glitch is located in the momentum scale at q = 1.415 p 0 with no counterpart at q = À1.415 p 0 . Because of their completely different origin the glitches are not at symmetric positions with respect to q = 0, so that glitchfree J(|q|) can always be found.
The ratio C(q) = J uncorr (Àq)/J uncorr (+q), shown in Fig. 5 , gives the analysers q-dependent quotient of its local quantum efficiency (q). The coincidence of the reflections (440), ( " 3 3 " 3 31), (771), (10; 10; 8), (14, 14, 8) Angular positions of extra reflections (b) for beams parallel to the plane of the Rowland circle ( = 0 ), and for beams inclined to that plane by (a) = +1 and (c) = À1 around the (440) vector. The bands show the trajectories of reciprocal lattice points (relps) from 0:999 r Ã E to 1:001 r Ã E through the Ewald sphere of radius r Ã E . The multiple reflection that gives rise to an observable glitch is marked by arrows in graph (b) and can be found at almost the same B also in the graphs (a) and (c).
Figure 5
The q-dependent quotient C(q) = J uncorr (Àq)/J uncorr (+q) = (Àq)/(+q) of the analysers local quantum efficiency (q). The local dip in (q) centred at q = 1.415 p 0 is extracted by fitting a gross third-order polynomial plus a local Gaussian function to C(q) and making use of the absence of a local glitch in (q) around q = À1.415 p 0 . The dash-dotted line shows the resulting local (q) (right-hand scale), which J uncorr (q) is then corrected for.
definitely less than 0.1% of J(0) and undetectable in the counting statistics. The experimental Compton profiles, which had been corrected for other factors as described above, were divided locally in the range of the glitch by (q). It must be emphasized, however, that the asymmetry of the quantum efficiency (q) of the analyser could not have been calculated without the prior corrections for the deviations from IA, multiple scattering and the changing resolution function.
Glitches are unavoidable in all crystal spectrometers, although this fact is not always recognized or admitted. When the goal of Compton profile measurements is an accuracy of 0.1% of the peak value, a careful analysis and correction of the effects of glitches is essential. Probably the best approach to the problem is experimental, where scattering is measured with very high precision from a material that is known to have a smooth Compton profile that decreases monotonically with q. A polycrystalline sample of a free-electron metal, such as Al, is a good choice.
Results and discussion
An example of the fully corrected Compton profile is shown in Fig. 6 , together with the asymmetry J(+q) À J(Àq) of the uncorrected profile. It is clear that an accuracy of 0.1% of the peak value would not have been reached without the detailed analysis described above. For a comparison, the differences ÁJ(q) between a few crystallographic directions are shown in Fig. 7 . The results for fully corrected and uncorrected profiles are almost identical, which demonstrates that the traditional use of directional differences in comparison with theory has been justified. The fully corrected Compton profiles are tabulated in Table 1 .
When the fully corrected profiles are compared with the results of theory, the latter must be convoluted by the resolution function (or the experimental profile deconvoluted). The resolution function is very closely Gaussian, so that its Fourier transform is Gaussian, too. Because B(s) is the Fourier transform of J(q), the effect of instrumental broadening is seen in B(s) as a multiplicative Gaussian damping factor exp[À(s/S) 2 ], where S = ½4ðln 2Þ 1=2 =Áq FWHM . In the present case the average value is S = 15.86 a 0 = 8.39 Å . The theoretical B(s) values were calculated in the directions where the DCPs were measured, and multiplied by individual damping factors instead of using the average S. The theoretical DCP was calculated by Fourier transforming the corresponding B(s). The experimental B(s) is obtained by transforming the experimental J(q). This is an easy and transparent way to compare theory and experiment, either using J(q) or B(s). Experimental and theoretical reciprocal form factors in the principal crystallographic directions are shown in Fig. 8 . Both the uncorrected and fully corrected experimental results are shown, and it is seen that the glitches cause unphysical oscillations in B at high values of s.
Directional theoretical and experimental reciprocal form factors provide a starting point for reconstruction of the EMD. The three-dimensional function B(s) is obtained by interpolation from the directional form factors, or it can be obtained by expansion into polyhedral harmonics X L (# s , ' s ) that have the correct Laue-group symmetry. The EMD $(p) is obtained by Fourier transforming B(s), either numerically from the interpolated function, or by Hankel transformation of the radial factors b L (s) of the polyhedral harmonics to $ L (p). The results will be a part of a forthcoming article. Differences between directional Compton profiles: J 100 À J 111 and J 110 À J 111 for fully corrected profiles (open circles), uncorrected profiles (crosses) and theoretical calculations (full lines; Asthalter et al., 1992) .
Figure 6
Fully corrected Compton profile in the [111] direction together with the magnified asymmetry 10 Â [J(+q) À J(Àq)] of the uncorrected profile. Table 1 The fully corrected Compton profiles represented as the difference between each directional Compton profile and the spherically averaged Compton profile hJ(q)i X /p À1 0 . 0.0 2.2052 (5) À28 (5) 98 (7) À174 (5) 11 (8) 92 (5) 44 (5) À131 (13) À200 (5) 0.1 2.1782 (7) À158 (7) 91 (10) À193 (7) 32 (11) 86 (7) 12 (7) À41 (28) À159 (7) 0.2 2.0991 (6) À376 (9) 29 (8) À227 (7) 81 (10) 79 (11) À47 (7) 145 (16) À55 (7) (7) 58 (7) 247 (8) À231 (7) À156 (7) 89 (7) 236 (7) 292 (7) 0.2 2.0991 (6) 2 (7) 103 (7) À16 (8) À11 (7) 75 (7) 98 (7) 119 (7) 
Conclusions
It has been demonstrated that highly accurate experimental directional Compton profiles can be extracted from the inelastic scattering spectrum recorded by a scanning crystal spectrometer. An accuracy of 0.1% of the peak value is reached, because the background is low and can be deter-mined separately and subtracted, the reflectivity of the analyser crystal can be calculated, and the resolution function can be measured independently. It is shown that the corrections for the deviation from the IA, multiple scattering and a non-constant resolution function must be calculated individually, and that glitches must be identified and their effects removed.
The purpose of this work is to give a detailed account of the procedures required for reaching an accuracy of 0.1% at the Compton peak. Such accuracy is needed when discussing effects that are still challenges to theory. In the case of LiH the electron wavefunction can be calculated at the Hartree-Fock level, so that the differences between theory and experiment should arise from electron-electron correlation only. There are several theoretical approaches, and results from highly accurate Compton profile measurements are capable of providing stringent tests for theory. A full account of the experimental Compton profiles and reciprocal form factors of LiH will be presented in subsequent publications where comparisons with earlier experimental work and theoretical calculations will also be given. (12) 3 (12) 4 (16) 4 (13) 9 (12) 14 (12) 10.0 0.0002 (11) 0 (12) 4 (12) 3 (12) 3 (13) 4 (12) 0 (12) 1 (11) 
