Introduction
Grey system theory is an interdisciplinary scientific area that was first introduced in early 1980s by Deng [1, 2] .
Since then, the theory has become quite popular with its ability to deal with the systems that have partially unknown parameters [3] [4] [5] . In the field of information calculate process and higher forecasting accuracy, it has been widely used in the prediction of a lot of research fields. A grey prediction model is one of the most important parts in grey system theory, and that, the GM(1,1) model is the core of grey prediction [6] . The purpose of GM(1,1) model is to work on system forecasting with poor, incomplete or uncertain messages.
The GM (1,1) has more advantages with contrast to those traditional prediction ways, because it does not need to know whether the prediction variables obey normal distribution or not, does not require too much statistic sample [1] . However, many scholars find that there are many theory defects in traditional GM (1, 1) model [7] , and do a lot of researches for this. These researches almost take traditional GM (1,1) modeling steps and thoughts, thus there are some following defects, first, these improved models need to face the reasonable selection of background value. On the other hand, the parameters estimation is an important factor for the model, we should directly take minimizing the error of the primitive value and the predicted value and the actual value as the criterion [9] .
According to the above describing, we need find a new method to improve the precision of GM (1,1) 
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where (0) X is a non-negative sequence and n is the sample size of the data. When this sequence is subjected to the accumulated generating operation (AGO), the following sequence (1) X is obtained.
where .It is obvious
X is monotonically increasing.
The generated mean sequence (1) Z is defined as:
The GM(1,1) model can be constructed by establishing the whitening equation for (1) X as:
The grey difference equation of GM(1,1) is defined as follows [1, 2] :
In above, is a sequence of parameters that can be found as follows: 
The least s are estim 1 [ , ] ( )
where
Applying the inverse accumulated generat operation (IAGO), the following grey model can be estab ing lished, It need to face the reasonable selection of background value, but t
2)The initial value in GM(1,1) model take the first data,it has been proved to be unreasonable [7] .
3)The transformation from discrete form to continuous form is lack of rigorous theory basis parameters estimation method can't avoid the jumping errors which come from the difference equation to differential equation. The BP learning process works in small iterative steps, and the netw current state of it's synaptic weights (initially, the output will be random). This output is compared to the known-good output, and a mean-squared error signal is calculated. The error value is then propagated backwards through the network, and small changes are made to the weights in each layer. The weight changes are calculated to reduce the error signal for the case in question. The whole process is repeated for each of the example cases, then back to the first case again, and so on. The cycle is repeated until the overall error value drops below some pre-determined threshold. At this point we say that the network has learned the problem "well enough" -the network will never exactly learn the ideal function, but rather it will asymptotically approach the ideal function.
2.2BP neural network
A BP neural network is not the most efficient nor the most accurate way to solve all problem, however, you can use back-propagation for many problems, including a pattern classification problem, compression, prediction and digital signal processing.
2.3Modeling basic principle
In order to overcome abov G work is presented. 
is a raw sequence, considering the differential equation which satisfies the following initial value problem Because the error function is nonlinear, we now resolve the above problem by means of BP network which can approximate nonlinear function with any precision [10] . We define 
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Let:
( ) ( ) ( 1) ( (1) )(1 ) The above equation is mapped to a BP neural network, the network structure is described as Fig.1 :
Compared with GM(1,1) model, the function value of Eq. (11) at (
)can be taken as the predicted value in the corresponding time t of GM (1,1) model. In order to obtain a better solution, this initial value does not take the first data of the original sequence data, but as a parameter to be determined by data fitting.
Hence, the original discrete data sequence Table 1 . The threshold value of (0) y is ( 1) 
(1 )( (1)) (1 ) , this function is S-type function, there is a high-gain area which ensure that the network eventually reach a steady [11] , Other neuron's transfer function is taken as a linear function
The following equation is used to cope with the initial data: modeling method in the paper [9] and the paper [11] , the precision in this article respectively enhances 75.60%
and 25.28%. Additionally, these in the paper [9] and the paper [11] , the modeling process need to use accumulated generating operation and inverse accumulated generating operation, the computation is complex. Simulation results show that Model5 is feasible and effective.
Furthermore, according the criteria purposed by Lewis [13] , the model is better than the other forecasting models because of lower average MAPE. Fig.2 Training errors of the primitive data based on the method in this paper
Model validation criteria:
The results obtained by the model in this paper are compared with traditional GM(1,1) model and other model.
Various models are formed in this paper:
·Model2:Traditional GM(1,1) model.
·Model3:
Method in the paper [9] ·Model4: Method in the paper [11] .
·Model5: Method in this paper.
Mean absolute percentage error (MAPE) approach [12, 13] has been recommended to validation. Mean absolute percentage error is defined as is low, vice versa [13] . 
