In this paper 1 we are concerned in looking at different ways for calculating the strength of Association Rules in Market Basket data. The significance of Association rules is measured via support and confidence and the way they are used to identify the rules in a particular transaction of the form, "When a customer buys items A&B also buys item C". The first part of this paper illustrates the usage of the method of Maximum Likelihood for Point Estimation and gives an idea how the maximum likelihood estimator can also be used for predicting the confidence of an association rule. The second portion of the paper mainly describes how maximum likelihood function can be used for calculating the collective confidence of association rules.
INTRODUCTION
Since its introduction in 1993 by Agarwal et al [1] [2], association rule mining has continuously received a great deal of attention from the database research community. Association Rule Mining (ARM) is the data-mining process of finding interesting association and /or correlation relationships among large sets of data items. The original motivation for discovering association rules comes from the need to analyze super market transactions in what is known as Market Basket Research (MBR) where analysts are interested in examining customer shopping patterns in terms of the purchased product. The market basket databases consist of a large number of transactional records. In addition to the transactional identifier, each record lists all the items bought by a customer during a single visit to the store. Knowledge workers are typically interested in finding out which group of items are constantly purchased together. Such knowledge could be useful in many business decisionmaking processes, such as adjusting store layouts( like placing products optimally with respect to each other), running promotions, designing catalogs and identifying potential customer segments as targets for marketing campaigns. [5] provide information in the form of "if-then" statements. These rules are computed from the data and unlike the rules of logic they are probabilistic in nature. In association analysis, the antecedent (or the "if" part of the rule) and the consequent (or the "then" part of the rule) are sets of items referred to as item sets that are disjoint (i.e. do not have any item in common). In addition to the antecedent and the consequent, an association rule usually has statistical interest measures that express the degree of certainty in the rule. Two ubiquitously used measures are support and confidence. The support of an item set is the number of transactions that include all the items in the item set. The support of an association rule is simply the support of the union of items in the antecedent as well as in the consequent. It can be either expressed as an absolute number or as a percentage out of the total number of transactions in the database. In statistical terms, this expresses the statistical significance of a rule. The confidence of an association is defined as the ratio of the number of transactions containing all the items in the antecedent as well as the consequent of the rule (i.e. support of the rule) over the number of transactions that include all the items in the antecedent only (i.e. the support of the antecedent). Statistically, this measure expresses the statistical strength of a rule. Alternatively, one can think of support as the probability that a randomly selected transaction from the database will contain all the items in the antecedent and the consequent, and of confidence as the conditional probability that a randomly selected transaction will include all the items in the consequent given that the transaction includes all the items in the antecedent. In this paper we will illustrate that the maximum likelihood function can also be used to determine the confidence of an association rule.
Association Rules

Formal Problem Statement
Formally, let I be a set of items defined in an item space [3] [4] [6] . A set of items S = {i 1 ,……,i k ) belonging to I is referred to an item set (or a k-item set if S contains k items). Any transaction over I is defined as a couple T = (tid,ilist) with tid being the transaction identifier and ilist an item set over I. A transaction T = (tid, ilist) is said to support an item set S in I, if S is a subset of T"s ilist. A transaction database D over I is defined as a set of transactions over I. For every item set S, the support of S in D adds the number of transaction identifiers for all transactions in D that support S (i.e contain S in their ilists): support(S,D) = |{tid |(tid,ilist) in D, S being a subset of ilist }|. An item set is said to be frequent if the support is greater than or equal to a given absolute minimum support threshold ,minsupp where 0 <= minsupp <= |D|. An item set which is not known to be frequent or infrequent is referred to as a candidate frequent item set. Generally speaking ARM is defined as a three way process: (1) Choosing the right set of items/level of detail, (2) finding all frequent patterns which occur at least as frequently as a pre-determined minimum support threshold and (3) generating strong association rules from the frequent patterns which must satisfy the minimum confidence threshold. However, it is worth noting that few ARM approaches do not strictly adhere to this three way format.
Rule Generation
The support [7] of an association rule A->C in D, support (A->C,D), is the support of A union C in D. An association rule is called frequent if its support exceeds the given minsupp. The confidence [8] of an association rule A->C in D, confidence (A->C, D), is the conditional probability of having C contained in a transaction, given that A is contained in the same transaction : P(C|A) or confidence (A->C,D): = support(A->C,D)/support(A,D). A rule is confident if its confidence exceeds a given minimal confidence threshold, minconf , where 0 <= minconf <= 1.So given a set of items I and a transactional database D over I we will be considered of generating collection of strong rules in D with respect to minsupp and minconf.
Method of Maximum Likelihood
Inferring knowledge about the population from a statistical analysis of the sample is known as Statistical Inference. Two types of problems may however creep in due to Statistical Inference. First, we might have no information about some characteristics of the population, especially the values of the parameters involved in the distribution, and it is required to obtain estimates of these parameters. This is the problem of Estimation. The Theory of Estimation requires a random sample x 1 , x 2………………… x n on a variable x whose distribution in the population involves an unknown parameter . It is required to find an estimate of  on the basis of random values. The estimation is done in two different ways: i) Point Estimation and ii) Interval Estimation. However we are only concerned in Point Estimation. In Point Estimation, the estimated value is given by a single quantity which is a function of sample observations (i.e. statistic). This function is called the "estimator" of the parameter and the value of the estimator in a particular example is called an "estimate".
In Point Estimation, the method of Maximum Likelihood is a convenient method for finding a good estimator. According to R.A. Fisher these qualities are Unbiasedness, Consistency, Efficiency and Sufficiency. Consider, x 1 , x 2………………… x n be a random sample from a population with probability mass function, f(x,), where  is the parameter. Then the joint distribution of the sample observations denoted as L is defined by:
is called the Likelihood function of the sample. The method of Maximum Likelihood consists in choosing as an estimator of  and that statistic when substituted for  maximizes the likelihood function L. Such a statistic is called the Maximum Likelihood Estimator (M.L.E). Since log L is maximum when L is maximum the maximum likelihood estimator of  is obtained by maximizing log L. This is achieved by differentiating log L partially with respect to  and using the two relations as listed in the following:
Using the Maximum Likelihood Function to calculate the confidence of an Association Rule
Probability Distribution of a random variable is statement specifying the set of its possible values together with their respective probabilities. When a random experiment is theoretically assumed to serve as a model, the probabilities can be given as a function of the random variable. The probability distribution concerned is then generally known as theoretical distribution.
The Binomial Distribution is a discrete probability distribution and is defined by the p.m.f f(x) = n C x p x (1-p) n-x (x = 0,1,2,………n) where p is the probability of success.
If a supermarket database has 100,000 point of sale transactions, out of which 4,000 include both items A and B and 1000 of these include item C then the association rule "If A and B are purchased then C is purchased in the same trip" has a support of 1% and a confidence of 25%. We will try to illustrate the confidence of the association rule using the method of Maximum Likelihood.
Let p be the probability that when items A and B are purchased then item C is also purchased. 4000 of the transactions have items A and B and out of those 1000 include item C. So the probability that item C occurs 1000 times in 4000 trials is 4000 C 1000 p 1000 (1-p) 4000-1000 .
Since this is a single association rule then the likelihood function is given by L = 4000 C 1000 p 1000 (1-p) 4000-1000 = 4000 C 1000 p 1000 (1-p) 3000 log L = log ( 4000 C 1000 ) + 1000 log p + 3000 log (1-p)
Differentiating with respect to p on both sides:
The maximum likelihood estimator p o is therefore obtained by solving
Thus the maximum likelihood function can be used as well to calculate the confidence of an Association Rule.
Using Maximum Likelihood Function to calculate collective Confidence of Association Rules
When there are a collection of association rules involved in a database D then the maximum likelihood function can be used to calculate the collective confidence of these independent rules.
"When items A & B are purchased then item C is purchased in the same trip" is an association rule. Let"s assume that out of n items in which A & B are together purchased x number of those items contain item C. If p is the probability of the item C to be occurring then the likelihood function of this rule can be expressed as follows: Differentiating with respect to p on both sides:
Solving, p o = (x+y) / (m+n) The collective confidence of selecting item C from the association rules is thus found to be (x+y) / (m+n) .
LIMITATIONS
The confidence of an Association rule can be calculated in a simpler way if we just know the number of items in the antecedent out of which items in the consequent occur. The method of Maximum Likelihood also generates the same result but takes a rather complicated mathematical approach. The paper moreover does not illustrate the approach of calculating collective confidence of an item with real life data.
CONCLUSIONS AND FUTURE WORK
This paper takes a different approach in calculating the confidence of association rules and moreover tries to find an estimate of the extent of association between two transactions in predicting the occurrence of a particular item. The method for calculating collective confidence of a particular item for predicting the extent of association using the Maximum likelihood function can be extended to n association rules and the solution will maximize the occurrence of the consequent item in the database. A further extension of this paper will be to find the maximum likelihood estimator of different association rules when the probabilities of occurrence of consequents differ.
