The recent phenomenon of "social tagging" or "distributed indexing" raises a number of questions regarding long-held beliefs and practices of the classification and indexing community. This workshop paper covers several of these issues, such as locus of authority, control, and meaning, and suggests we may be observing the emergence of a new paradigm of knowledge organization.
shape (round), and texture (smooth, shiny, hard) and is composed of parts such as skin, flesh, seeds, and stem. Objects are most frequently named at the "basic level," (Rosch, 1978) that is, the level at which objects within a category will share the maximum number of attributes and at which the objects in the category will be maximally different from objects in other categories. Some progress has been made at bridging the semantic gap here, but assembling object primitives into understandable objects is much more successful within limited domains and processes, such as manufacturing and quality control. Objects, such as apples, also have associated contexts: uses: ingredient (pie, applesauce); weapon or target; activities (eating, cooking, bobbing for); histories or stories (discovery of gravity); or meanings (temptation, poison).
As of yet we do not have systems powerful enough or organizations with sufficient resources to bridge the semantic gap: in other words, to permit image indexing to be as detailed or as comprehensive as research is beginning to reveal human image description and searching can be. Translating a human query into one that can be handled by automated methods is beyond most users' abilities, with the problem only exacerbated by some of the search interfaces that have been created. Additionally, the gap between a human's image descriptions and those within an IR system has become a reality that is compounded by today's unmediated, cross-collection, and cross-culture searching of the web or of large digital repositories. Combined with the multivalent nature of images, bridging this gap sometimes seems an intractable problem.
Issues of Authority and Control
From the system side, the ability to provide access to information bestows the provider with a certain amount of power beyond that of merely controlling physical access: the power to name, the power to filter, the power to control the information context, and thus the power to shape the perception of reality. Classification systems and algorithms both have the capacity to mirror and instantiate the assumptions, beliefs, and desires of a group or society (Olsen, 1998; Fleischmann and Wallace, 2005) , and once created, they are slow to change, as the paradigms of their creation underlie everything that is built upon them. Change of such a system requires not only new definition and understanding but also a reordering of concepts and shifts in the balance of power.
Indexing and classification has traditionally been the work of a community of educated professionals. Standard text-based methods of indexing or classifying images (controlled vocabulary and thesauri) have emphasized the importance of authority and consistency in description, while automated systems are also constrained by explicit and implicit rulebased methods. There are many benefits to these approaches as they overcome a number of semantic gaps that are created by issues with synonyms, homonyms, and heteronyms (Macgregor and McCulloch, 2006) . However, there are other semantic gaps that exist, between groups with different needs, goals, and interests, between providers and users. This has been addressed most extensively in the museum literature, and especially in the art museum literature, as the audiences (both amateur and professional) for arts and cultural heritage objects and images have vastly different experiences, training, and levels of interaction with these objects and images.
These traditional systems are in marked contrast to more recent innovations (e.g. Flickr, www.flickr.com) that permit spontaneous social tagging (effectively, distributed and "democratic" indexing) of images by a larger community. In these systems, the lines blur between providers and users, and between individual and collective uses, and social tagging and the folksonomic approach have a number of advantages that are seen as a means to overcoming a variety of semantic gaps (Kroski, 2005) .
Thus, in addition to manual indexing and automated methods we now have a third approach to image access, that of a wide range of users engaged in social tagging processes. These projects vary in the amount of control exerted over the process, and range from minimal control to attempts to insure a standard of tagging through control of who is engaged in the process. Several projects are currently underway which are facilitating user tagging of images and analyzing the products of this tagging, and as a result non-traditional and creative uses of scholarly and consumer image collections, such as storytelling and reminiscence, are beginning to emerge (Trant, 2007) . Additionally, when there is no pre-imposed authority structure controlling what is indexed or how, subgroups form which create their own criteria for inclusion and authority (Stvilia and Jörgensen, 2007) . This expands the range and scope both of materials indexed and the range of attributes that are addressed in the indexing process.
What do We Know about Language?
At this point, we might ask, what does the vocabulary of tagging look like? What and how can tags contribute to the vocabulary of description? Are the results comparable to the short term or postulated long-term effect of a million monkeys with typewriters (the infinite monkey theorem) 1 ?
Several recent studies have used available data and analyzed the characteristics of language used in social tagging. Among the results, image tags generated in this way appear to follow the characteristics of a Power Law 2 in the form of the Zipf distribution of a natural language corpus (Mathes, 2004; Guy and Tonkin, 2006) . The "Long Tail" of the Zipf distribution is being viewed economically as an opportunity for niche markets and philosophically as a catalyst for creativity and diversity. In terms of vocabulary, the Long Tail contains infrequently used words, as compared to the peak of the most commonly used words, thus the Long Tail is seen as having the potential to expand indexing, and therefore retrieval.
However, from an IR standpoint, Luhn's (1958) model proposes that in fact the midrange terms are the best index terms and relevance discriminators, not the very infrequent words of the long tail. While natural language composes a searcher's query, indexing languages typically employ highly precise and specific terms relevant to the community that uses the indexing language. This suggests that a closer look at the vocabulary generated in the tagging process might be useful to understanding and bridging the 1 For a thorough discussion of this theorems origins and occurrences, as well as the underlying probability theory, see the Wikipedia entry available at http://en.wikipedia.org/wiki/The_Total_Library 2 The Power Law states that the frequency of an item is inversely proportional to its rank. This has been found to hold true for such divergent statistics as populations of cities, words in a corpus, and size of web sites. The cause and meaning of this phenomenon is not known but is theorized that it may be a possible statistical artifact.
"semantic gap" between current indexing vocabularies and user's natural language queries.
One recent study uses the NISO guidelines (NISO, 2005) pertaining to the choice and formation of concept terms for thesaurus construction within three tagging systems, De.licio.us, Furl, and Technorati, as a benchmark with which to evaluate their tag structure (Spiteri, 2007) . Although the majority of terms within the sample conformed to the guidelines regarding the types of concepts, the use of single tags, the predominance of nouns, the use of recognized spelling, and the use of primarily alphabetic characters, there remained problems with ambiguity. This research concludes that in order to integrate tags within standard systems such as library catalogs, clear recommendations for tag choice and formation be established.
Thus, there remains a number of issues related to the role of established tools such as controlled vocabulary in relation to social tagging, and recommendations for "improving" tagging usually require constraints on how tags are formed, moving tags closer to a controlled vocabulary. Social tagging, as a distributed activity, is also being viewed as a relatively inexpensive way to increase access points to collections (and also likely to be as unstoppable as Google).
3 However, specifying rules for tag formation will increase the effort associated with tagging, and thus could increase cost and lessen tag production.
Where is the Research?
As tagging is such a recent phenomenon, research is only beginning to reach the publication stage and much of the discussion before 2006 is found on the web rather than in the print journal literature. There are a number of assumptions that appear in discussions of tagging questioning its usefulness. For instance, it is widely assumed that tagging will improve recall, but can only hurt precision. Beyond the fact that this inverse relation has not been empirically proven, we should remember that precision and recall themselves are only two (somewhat disputed) measures of retrieval effectiveness and apply well only to specific types of queries.
Another set of assumptions is the effect of a lack of authority control on the consistency and "goodness" of tags.
4 Interestingly, at the same time there has been, in the literature, an increase in both defense of controlled vocabularies against the competition of tags, and calls to "train the user" (to create the "right" kind of tags), a response well known in times of perceived threats to entrenched systems. There is also tacit acknowledgement of the need to placate the current authority, the controlled vocabulary community: "Optimisation of user tag input, to improve their quality for the purposes of later reuse as searchable keywords, would increase the perceived value of the folksonomic tag approach" (Guy and Tonkin, 2006) . These assumptions are associated with a particular understanding of how to effectively mine and retrieve user-generated tags and are based on the controlled vocabulary paradigm: the only "good" tag is a controlled tag, i.e. one which lends itself well to a specified community and method of retrieval. Here we see a sharp contrast between academic discussions and commercial practice; while a number of Google-like search engines are thriving, searchers are less and less inclined to train themselves to use traditional authoritative indexing and retrieval systems, and use of these resources is declining. Why should users trade a process that allows spontaneity and even fun for one which requires effort and seriousness, not to mention learning?
Research in new phenomena needs to investigate not only the phenomena but also the assumptions upon which the research is based. With the invention of the printing press, the church recognized that the populace needed to be literate to benefit from the widespread production of printed materials; i.e. in order to maintain its authority, the populace needed to be able to read the church's religious teachings. Ironically, we know that the spread of literacy historically created multiple conflicting authorities. A parallel can be drawn to the emergence of the Internet in phenomena ranging from blogs to social tagging. The underlying thread in much discussion of the Internet is the need to train users: to cite, to search, to discriminate, to tag, to fit in with a particular community's current model of authoritative sources, which often derives from centralized (and profitable) publication of print materials. The current paradigm is controlling the production and practice of indexing, rather than eliciting new types of indexing behaviors and new participants in the process. Distributed description and annotation of documents and distributed collection building have the potential to stimulate distributed knowledge creation (Jörgensen, 2004) . We need to ask what paradigms this could possibly threaten, and place investigation of social tagging within the larger contexts of those paradigms.
Is there a Middle Ground?
As we now see, in addition to content-based (using computer algorithms to describe lowlevel features) and concept-based (using human intelligence to assign higher-level descriptors) indexing (Rasmussen, 1997) , there is now a third alternative available for providing access to images, that of social tagging or cooperative indexing.
5 While social tagging still may be done by an individual in isolation, the tags associated with an image may be contributed by several sources, and recent observations indicate that over time a consensus forms around the tags assigned to an item (Mathes, 2004) . We could also refer to this as consensus-based indexing.
While one can't meaningfully create a distribution for a controlled vocabulary (as it would be a flat line since each unique term occurs once), preliminary research demonstrates that the terms from social tagging appear to conform to a Zipf distribution, and the long tail of the distribution is assumed to be where terms capable of the most discrimination occur. A quick sample of 164,663 terms collected from Flickr (Table 1) 6 5 In addition to social or voluntary tagging systems, at least one system, Mechanical Turk (www.mturk.com), is experimenting with compensating distributed work such as indexing, writing, and locating information (this has become known as "crowdsourcing").
shows what would appear to be useful 7 indexing terms appearing in the long tail all the way down to single word occurrences (which are by and large much less useful as they are often numbers or concatenations of terms). Interestingly, 75% of the 21 most frequently occurring terms were labels that have also seen some success in content-based processing (e.g. sunset, tree, sky, water, flower, clouds, and several colors), supporting the idea that tags could be used as training data for a machine learning environment. There are several projects that have focused on integrating tags and image features in a machine learning environment as a means to improve indexing. Hauptman and others (2007) report using this method in multilingual broadcast news indexing and retrieval as part of the TRECVID 2006 Workshop. The research used a "light" ontology of 39 concepts derived from the Large-Scale Concept Ontology for Multimedia (LSCOM) (Naphade et al., 2006) , a previous project which developed use cases in the broadcast news area and a larger ontology of 834 concepts using a variety of thesauri and controlled vocabularies as source material. Aurnhammer, Hanappe, and Steels (2006) propose combining collaborative tagging and visual feature analysis as a way to overcome the problems of each method used alone. Their preliminary work suggests that the addition of visual features can overcome the inherent problems of tagging (ambiguity resulting from synonyms, homonyms, and so forth), and tags are demonstrated to be useful in restricting the search space, supporting classification on visual features. They note that their method does not assume that a tag corresponds to a category, as tags are contributed by multiple users.
The idea of integrating collaborative tagging and visual features derives from the concept of "emergent semantics," where the meaning of an image emerges in the interaction between it and the user, and between it and the context it is placed in, such as the particular image collection or set of returned hits. As Santini (2002) explains:
In this sense, the goal of the interaction between the user and database is not so much to retrieve images based on a preexisting semantics but to create image semantics. The interaction itself is not configured as a query but as a navigation in which the user dictates similarities and associations between images and, through this activity, reorganizes the database to embody the desired semantic (p. 81).
Meaning in images has not been addressed by most visual indexing vocabularies, 8 as meaning has been considered too subjective and changeable to be a reliable access point. Emergent semantics turns this restriction into an enabler, by allowing the creation of meaning in interaction and capturing this meaning for others to access.
Is There an Ontology of Images?
Many years ago a colleague posed this query to the author. We now know, in fact, that there are multiple ontologies of images. Each vocabulary created for image indexing carries the assumptions and desires of a particular community as well as its own particular knowledge, and each vocabulary creates its own authority and world of meaning. The problem has been with the inherent constraints resulting from having to choose from among (and within) vocabularies and working within limits on the record structures that carry these vocabulary terms, as well as within organizational constraints such as the amount of time to devote to provision of access.
New paradigms are taking shape. The act of tagging embodies the concepts of interactivity, connectivity, and access, which are characteristic of the digital age, and which presume the user to be capable and seeking connection, rather than needing guidance and protection (Dresang, 1999) . The concept of emergent semantics places image context on equal footing with image content in determining what a viewer sees in an image as well as the meaning of an image, and supplements the concept of consistency with the concept of particularity, as well as allowing a communicative structure within which new worlds of shared meaning can emerge. The challenge for the research community is to recognize old assumptions and understand new paradigms when framing research in this dynamically evolving area of image access.
