more complex algorithms are an effective improvement to it. Both Modified Model Reference [9] and ℒ 1 [10] adaptive controllers, which embody different modifications to the standard scheme with the intent to improve robustness and performance at the same time, are proposed in this work. For consistency of the analysis, all the adaptive scheme solutions are derived for the same control objective [11] [12] [13] [14] and are applied to the same aeroelastic plant, which is a two-DOF structurally nonlinear plunging and pitching lifting surface in a quasi-steady aerodynamic flow. The model has pitch polynomial type structural nonlinearities and uses a single trailing-edge control surface. The proposed aeroelastic model exhibits a supercritical Hopf-bifurcation behavior, that is a stable Limit Cycle Oscillations (LCOs) obtained past the flutter speed [15] . Investigation results and pertinent comments on the adaptation performance and robustness of the three schemes are presented.
II. Aeroelastic Model
The classical wing-flap configuration used as benchmark for flutter suppression active controller testing and performance evaluation [11] [12] [13] [14] [15] is illustrated in Figure 1 . The schematic shows the 2
Degrees-of-Freedom (DOF) aeroelastic systems with plunging and pitching displacements, with an attached trailing edge control surface. The plunging h (positive downward) and pitching α (measured from the horizontal at the elastic axis of the airfoil, positive nose up) displacements are restrained by a pair of springs attached to the elastic axis (EA) of the airfoil with spring constants, k h and k α (α), respectively. Here, k α (α) denotes a continuous, linear parameterizable nonlinearity, that is, the aeroelastic system has a continuous nonlinear (5th-order) restoring moment in the pitch DOF. Such continuous nonlinear model for stiffness results from a thin wing or propeller subjected to large torsional amplitudes [5] . Similar models [3, 11, 15, 16] have been examined and provide a basis for comparison. The aerodynamically unbalanced control surface deflection β is measured from the axis created by the airfoil at the control flap hinge and is positive for flap down. While this flap is primarily used to initiate and terminate maneuvers, it is considered here as a means of suppressing aeroelastic instabilities. As already indicated earlier, the same plant is used to test the three different adaptive control strategies and their ability to respond to structural degradation simulated by suddenly reducing stiffness values.
The equations of motion for the 2DOF aeroelastic system under consideration are given as [1, 15] .
where m is the mass of the airfoil, the dimensionless distance measured from the elastic axis to the center of mass, I α the mass moment of inertia of airfoil about elastic axis, C h , C α the structural damping coefficients in plunging and pitching and the lift L and aerodynamic moment M are modeled in their quasi-steady form as
where U is the free stream velocity, are lift and moment coefficients respectively of the airfoil and the control surface; a is the dimensionless distance between the mid-chord and the elastic axis and b is the semi-chord of airfoil. Equations (1) can be written into the equivalent statespace form:
where z(t) = [z 1 z 2 z 3 z 4 ] T ≜ [h α ḣ α̇] T is the system states vector, ( ) ∈ R 1 is a flap deflection control input, y(t) ∈ R 2 denotes the designated output, and f(z) and g(z) ∈ R 1 assume the following form:
where p(z 2 ) and q(z 2 ) ∈ R 1 are continuous, linear parameterizable nonlinearities in the output variable resulting from the nonlinear pitch spring constant k α (α). The set of constant k i and c i ∀i = 1, … 4, as well as g 3 and g 4 are defined and reported in [2] ; g(z) consists of constants, and partitioning f(z) in the constant and variable part, the aeroelastic system to be controlled belongs to a class of plant described by
where A and B are constant, f(x, t) is a nonlinear function, and u(t) is the control signal.
For control law design purpose, the unknown component of the state matrix and the nonlinear function Eq.(5) can be decomposed from the known part as follow:
A = A * + ΔA; f(x, t) = f * (x, t) + Δf(x, t); B = B * + ΔB (6) where the superscript * denotes the nominal values and ΔA, Δf(x, t) and ΔB denote the uncertain portions of A, f(x, t) and B, respectively. Hence, the dynamic system equation (5) can be expressed as ẋ(t) = A * f(x, t) + (ΔA + Δf(x, t)) + (B * + ΔB)u(t).
Figure 1 2D wing section schematic
III. Adaptive Control Architectures: Control Objective and Problem formulations
The control objective is to suppress the aeroelastic oscillatory motion of the system by driving the pitch angle α to a constant set point, typically zero degrees, while adaptively compensating for uncertainties in all parameters of the model and the nonlinearity. In this particular development, it is assumed that the only available states for feedback are x meas = [α α̇]. If the pitch regulation is achieved, the plunging motion is damped-out [1] [2] [3] [4] . Three different model-reference adaptive control architectures are introduced and compared to evaluate the effectiveness of modifications from the standard MRAC scheme. The aeroelastic system equations are rewritten into amenable form as to fit the problem formulation for each control scheme. A detailed description of the various architectures, control, and adaptive laws is supplied next to highlight the differences between them.
A. Standard MRAC solution
Equation (7) describes a class of plants that is usually written in the following form amenable to model reference control scheme
where x ∈ ℝ n is the state vector, assumed to be measurable, u ∈ ℝ is the control input, θ * ∈ ℝ n is an unknown parameters vector belonging to a known compact convex set Ω ⊂ ℝ n , A m ∈ ℝ n×n is Hurwitz [17] and B ∈ ℝ n are known and the pair (A m ; B) is controllable. As proved in [9] , the fact that the parameter θ * appears linearly in Eq. (8) does not mean that the dynamics are linear. For a standard MRAC scheme, the control problem lies in choosing u(t) such that all the states x(t) in the closed-loop system are uniformly bounded and track the state vector of a desired reference model
both in transient and in steady-state for any bounded reference signal r(t). The standard MRAC solution to this problem is based on the states error between the plant and the reference model [9] defined as e(t) = x(t) − x m (t) (10) from which the unknown parameter vector θ * (t) is estimated by
and the associated control law is
where θ(t) is the estimate of the unknown parameters θ * (t). Γ > 0 is the adaptive gain, e is the tracking error, and P = P T > 0 is the solution of the Lyapunov equation PA m + A m T P = −I. The projection operator is used to constrain θ(t) inside the compact set Ω for all t and is defined in [9, 10] .
For the particular application considered the reference signal r(t) is simply a constant set point, the elastic response has to damp-out with time to zero, which reduces the system to a regulation problem.
The controller design parameters for the reference model are selected as follows: 
B. adaptive controller: State feedback in the presence of matched uncertainties
The ℒ 1 control problem formulation has the same standard MRAC form, since it is defined as a tracking problem between the system dynamics (8) and the reference model dynamics (9) . However, the solution, whose detailed derivation can be found in [10] , slightly differs being based on a state predictor error
instead of the tracking error as in (10) . The state predictor dynamics is given by
where A m is the same Hurwitz matrix in (9), x(t) are the predicted states, x(t) are the actual system states, u(t) is the control signal and θ is again the unknown parameters estimation computed by the adaptive law
The associate control law is defined as
where C(s) is a stable strictly proper transfer function, with C(0) = 1. This is a first-order low-pass filter, which assumes the form
with k > 0 being the design parameter. To guarantee stability and convergence, the condition ‖W b (s)(C(s) − 1)‖ 1 θ max < 1 must be respected, where W b (s) = (sI − A m ) −1 B and θ max is an upper bound for ‖θ‖ 1 . Γ and P have the same meaning as in (11) . However, contrary to the MRAC theory [9] , the adaptive gain Γ in the ℒ 1 adaptive scheme is not subject to any stability constraint, because of the decoupling of the adaptive law dynamics from the system dynamics operated by the filter, in that particular location of the architecture. This allows the designer to increase Γ to very high values for fastness, without affecting the controller robustness [10] . On these theoretical bases, the controller design parameters, have been selected as follows: 
where the reference model state and control matrices, as well as the convex set of the adaptive parameters and P are maintained equal to (13) , for consistency of the analysis. Herein, the filter was tuned by trial and error and the adaptive gain was set high as suggested in [10] .
C. Modified MRAC with normalized adaptive laws and transient performance improvement
It is worthwhile introducing in this investigation another MRAC architecture, which involves signal filtering, but in a different location of the control architecture. This is known as modified MRAC for performance improvement [9, 18] . The problem formulation is still a model reference-tracking problem; however, the controller derivation is based on a parametric expression of (8) and the adaptive and control laws work on normalized signals, which increase the robustness of this scheme.
Equation (8) can be rewritten as |, independently whether ϕ(t) is bounded or not. It must be noticed that, in this formulation, P is a function of t and not a constant matrix. Stability and convergence proof of this robust adaptive law are reported in [9] .
For consistency, the reference model state matrix, the initial conditions, θ convex set and P(0) are set identical to the other control schemes, while the different design parameters are set as follows
It can be noticed that the filter Q(s) has a similar expression to C(s). However, since it appears in a different location of the control schemes and operates on different signals, the two behaviors are fundamentally different as shown in the results section.
IV. Simulation Results
To verify the control algorithms performance and their robustness and adaptive capabilities, an extensive set of simulations is carried out with the 2DOF plunging and pitching aeroelastic model with trailing edge control surface, in several conditions within a parameters region of interest. The proposed aeroelastic plant, whose parameters are reported in Table 1 [ Reference Adaptive Control (Modified MRAC) is an effective improvement of the standard scheme in terms of both robustness and adaptation rate. However, as a drawback, it presents the highest overshoot among the all three control methods, so that command saturation is a concern and is likely to be reached. Unexpectedly, the ℒ 1 control scheme did not represent an effective improvement to the standard scheme. For the application at hand, it has the same level of robustness of the comparative standard scheme, coupled with a not beneficial oscillatory behavior of the adaptive law solver, which reflects the oscillations to the control signal. Moreover, contrary to the standard scheme, which does not require any tuning operation, the ℒ 1 filter needed to be tuned by trial and error, which negatively affects the adaptation capabilities of the architecture. In addition, the proposed work serves as validation of the general effectiveness of model reference algorithms in handling system uncertainties and unmodeled dynamics. Preserving control capabilities in spite of significant structural failures is a valuable result that is worth to further investigation.
