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Abstract. Tackling domain shifts in multi-centre and multi-vendor data
sets remains challenging for cardiac image segmentation. In this paper,
we propose a generalisable segmentation framework for cardiac image
segmentation in which multi-centre, multi-vendor, multi-disease datasets
are involved. A generative adversarial networks with an attention loss
was proposed to translate the images from existing source domains to a
target domain, thus to generate good-quality synthetic cardiac structure
and enlarge the training set. A stack of data augmentation techniques
was further used to simulate real-world transformation to boost the seg-
mentation performance for unseen domains. We achieved an average Dice
score of 90.3% for the left ventricle, 85.9% for the myocardium, and
86.5% for the right ventricle on the hidden validation set across four ven-
dors. We show that the domain shifts in heterogeneous cardiac imaging
datasets can be drastically reduced by two aspects: 1) good-quality syn-
thetic data by learning the underlying target domain distribution, and
2) stacked classical image processing techniques for data augmentation.
Keywords: Model Generalisability · Image Segmentation · GANs.
1 Introduction
Fully automatic cardiac segmentation methods can help clinicians to quantify
the heart structure (e.g. left ventricle (LV), myocardium (MYO), and right ven-
tricle (RV)) from cardiac magnetic resonance (CMR) images for diagnosis of
multiple heart diseases [1]. Deep learning-based methods have shown promis-
ing avenues for cardiac image segmentation [3]. However, existing work [7] have
shown that the segmentation performance of such methods may drop in when
they are directly tested to scans acquired from different centres or vendors. The
degradation of performance is not only caused by the varying cardiac morphology
but also the differences of acquisition parameter, resolution, intensity distribu-
tion, etc. [6] as shown in Fig. 4. All these factors pose obstacles for deploying
deep learning-based segmentation algorithms in real-world clinical practice.
One simple way to address the above issues is to fine-tune a model learned
from some datasets (source domains) with extra labelled data from another
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Fig. 1: The differences of image appearance, resolution and intensity distributions
in the cardiac structures (i.e. LV, MYO, RV) of three vendors.
dataset (target domain). However, collecting sufficient pixel-level labelled med-
ical data for all centres and vendors is extremely difficult which require fully
clinical studies. To mitigate these issues, domain adaptation methods have been
proposed to generalise one algorithm trained on some datasets (source domain)
with additional data (either labelled or not labelled) from another dataset (tar-
get domain) [4,11,8]. Data augmentation-based methods are further proposed to
enhance the generalisability of cardiac image segmentation models [9,2]. Gener-
ally, it is clinically relevant to explore how to learn a generalisable model that
can be successfully applied to other datasets without additional model tuning.
In this work, we present a fully automatic segmentation framework to seg-
ment three cardiac structures (i.e. LV, MYO, and RV) and to mitigate the above
issues caused by domain shifts. It is achieved by leveraging generative adversar-
ial networks to transfer image style and stacked image processing techniques to
augment the training samples and thus to generalise the segmentation model to
unseen domains. Specifically, our approach mainly consists of three modules:
(i) A target domain transfer network. This module is used for learning the under-
lying intensity distribution of the unlabeled vendor and translate the labeled ven-
dor to the target vendor, to augment the training set with synthetic vendor-
C-like images and annotation from vendor A and B . Specifically we develop an
attention-GANs with a focus on the cardiac structure.
(ii) A stacked image transformation function. To simulate real-world testing
conditions and to increase data variations, we apply a stack of six spatial and
intensity transformations to overcome the domain shifts.
(iii) A segmentation model. A residual U-shape convolutional neural network
with dilated convolutions [5] with a larger receptive field compared with U-Net
is used to perform segmentation. It can capture richer context information with
less parameters and is trained with all the data simulated above.
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Fig. 2: Schematic view of our approach. It consists of three modules: a) image
style transfer involving an attention GAN with a focus on cardiac structure, b)
stacked data augmentation of several image transformations, and c) a segmen-
tation network called DRUNET with lighter number of weight but capture rich
context information.
2 Methodology
Given the challenge setting 3, the proposed method aims at learning an generalis-
able segmentation model for labelled vendor A and labelled vendor B :{(xA, yA),
(xB , yB)}, unlabelled vendor C : {xC} where 25 scans were given but without
labels, and the unseen vendor D, where the data was hidden.
As shown in Fig. 2, our framework mainly included three modules as men-
tioned above. Specifically, the image style transfer module translated the images
from vendor A and vendor B to unlabeled vendor C and further augmented
the training set with synthetic vendor-C-like images and the annotations from
vendor A and B. We enhanced the image quality by introducing an attention
loss. The stacked data augmentation module aimed to further increase the data
variation by employing several intensity and spatial transformation on the orig-
inal and synthetic data after the first module. Last, the segmentation models
were trained with all the original and synthetic data and performed inference
with an ensemble model.
Generative Adversarial Network with Attention. We adopted the Cy-
cleGAN [10] as the basic architecture for one-to-one image translation. This
included a pair of generators {G1, G2} and a pair of domain discriminators
{D1, D2}. As illustrated in Figure 3, generator G1 aimed to translate images
from a source vendor to a target vendor while generator G2 aimed to translate
from the target one to the source one. Discriminators {D1, D2} are trained to dis-
tinguish if the generated images are real or fake in the two domains respectively.
In a min-max game, the generators try to fool the discriminators by good image
3 https://www.ub.edu/mnms/
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Fig. 3: Overview of the image translation network. An attention- reconstruction
loss was introduced to enhance the image quality of cardiac region.
translation. However, since the cardiac structures were of interests, we further
introduced a attention-reconstruction loss with a focus on cardiac structure:
La rec = Ex∼S[||(x−G2(G1(x)))m||1] + Ey∼T[||y −G1(G2(y))||1] (1)
Notably the mask m was only applied to the source domains where the labels
are available. Thus, in addition to the original global reconstruction loss Lg rec,
we used a composite loss function which consists of two loss terms: Lrec =
Lg rec +λLa rec. In our experiments, we set λ = 0.5 to balance the contribution
of the two losses.
Stacked Augmentation. We proposed a sequence of k stacked image transfor-
mations f(·) to simulate image distributions for unseen domains. Given training
data xt and the corresponding label yt, augmented data xˆS and the paired label
yˆt can be generated after k transformations.
(xˆt, yˆt) = f
k(fk−1(...f1(xt, yt))) (2)
We selected three intensity transformations and three spatial transformations:
(1) image blurring and sharpening. Gaussian filtering was utilised to smooth
the image to simulate blurry produced by motions. The standard deviation of a
Gaussian kernel is ranged between [0.1, 2]. Meanwhile, we sharpened the image
by using a unsharp masking.
(2) intensity perturbation. The intensity range was shifted with a magnitude
range between [-0.05, 0.05].
(3) gamma correction. This was used to adjust the contrast of the image with a
range between [0.6, 1.7].
(4) shearing. This was aimed to equip the network with variance to deformations
with a magnitude range between [-0.1, 0.1] was used for both images and masks.
(5) rotation. A range between [-15◦, 15◦] was used for both images and masks.
(6) scaling. This enforces the network to be scale-invariant to resolution. A mag-
nitude range between [-0.1, 0.1] was used for both images and masks.
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Segmentation Network. We adopted a top-perform 2D architecture named
Dilated Residual U-Net (DRUNet) [5], which was used for both brain and car-
diac segmentation. DRUNet exploited the inherent advantages of the skip con-
nections, residual learning and dilated convolutions to capture rich context in-
formation with a minimal number of trainable parameters. The network was
trained with a weight cross entropy loss function.
3 Experiments
Table 1: Multi-vendor datasets. Resolutions of scans from the same vendor are
even different.
Vendor A B C D
Numbers
(training/test)
75/50 75/50 25/50 0/50
Annotation
Availability (%)
yes yes no no
3.1 Experimental Setting
Datasets. The released training set consists of 150 annotated scans from two
different MRI vendors (75 for each) and 25 unannotated scans from a third
vendor as shown in Table 1. The CMR scans have been segmented by experienced
clinicians, with contours for the left (LV) and right ventricle (RV) blood pools,
and the left ventricular myocardium (MYO). The segmentation pipeline was
evaluated on it and the results on the hidden validation set provided by the
challenge organisers were presented. To optimise the segmentation model We
use four labeled scans (2 from vendor A and 2 from vendor B) as a validation
set, and the remains as a training set. For the final submission, we used all the
whole released training set.
Pre- and post- processing. The pre-processing of all the images (including
the hidden test set) were performed in a slice-wise manner by three steps. First,
non-local means denoising was performed for each slice to reduce the noise level
considering that the image quality from multiple centres are diverse; second, the
intensity range was normalised to [0, 1] to facilitate the model training; third,
the images and masks are cropped or padded to [256, 256]. For post-processing,
we performed connected component analysis and removed small structures with
less than 30 voxels.
Network training. (1) For the image translation network, we used the Cy-
cleGAN implementation for the one-to-one mappings: A → C, and B → C.
Network configuration and hyper-parameters were kept the same as in [10] ex-
cept the input and output images are single-channel 2D images. It was trained
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for 100 epochs with a batch size of 5 involving around 3500 images for each
vendor including scans from multiple time points. (2) For training the segmen-
tation model, the weights for background, LV, MYO, and RV in the weighted
cross entropy loss were empirically set to 0.19 : 0.24 : 0.31 : 0.26 based on the
performance on the validation set. The algorithm was implemented using python
and Tensorflow and was trained for 100 epochs in total on an NVIDIA Titan V
GPU. The training of the segmentation model took around 5 hours.
3.2 Results
We conducted three experiments to illustrate the effectiveness of our approach.
First, we trained the DRUNet on solely the labeled datasets: vendor A and B,
referred as baseline in Table 3. Second, we used the attention-GANs to gener-
ate good-quality vendor C -like images and include those synthetic images and
their corresponding labels for training, referred as baseline+a-GANs in Table 3.
Lastly, we further incorporated the stacked image transformation and train the
model from scratch, referred as ours in the table. We found that after includ-
ing the stacked image transformation, we drastically improved the segmentation
performance on the hidden vendor D, e.g. Dice for RV is improved from 14.5% to
72.7%. On the unlabeled vendor C, we achieved average Dice score of 86.8% for
the left ventricle, 83.4% for the myocardium, and 83.2% for the right ventricle;
on the hidden vendor, we achieved average Dice score of 89.3% for the left ven-
tricle, 83.4% for the myocardium, and 72.7% for the right ventricle. Qualitative
segmentation result from vendor C is shown in Fig. 4.
Table 2: Average Dice scores of all vendors, the highest performance in each
class is highlighted.
Method
DiceA(%) DiceB(%) DiceC(%) DiceD(%)
LV MYO RV LV MYO RV LV MYO RV LV MYO RV
Baseline 85.7 77.1 66.6 92.2 83.9 87.7 86.0 81.0 76.5 72.3 51.7 14.5
Baseline+a-GANs 88.5 81.6 71.8 94.2 86.6 91.5 87.7 84.5 80.1 65.9 58.0 13.3
Ours (a-GANs+Stacked) 90.5 84.1 85.1 93.6 87.5 91.1 86.8 83.4 83.2 89.3 81.4 72.7
Table 3: Average Hausdorff distance (HD) of all vendors, the highest performance
in each class is highlighted.
Method
HDA(mm) HDB(mm) HDC(mm) HDD(%)
LV MYO RV LV MYO RV LV) MYO RV LV MYO RV
Baseline 23.7 37.0 44.11 14.0 20.7 23.4 17.7 19.4 31.5 27.5 35.8 61.8
Baseline+a-GANs 21.4 31.2 21.1 7.5 11.7 12.4 14.4 16.3 16.7 22.3 30.3 42.0
Ours (a-GANs+Stacked) 15.8 16.7 16.2 7.9 11.0 11.5 10.9 15.0 23.6 17.3 24.6 17.6
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Fig. 4: Qualitative segmentation result of one subject from vendor C. a) baseline
results; b) results of baseline+a-GANs; c) results of our method. Please note
that the ground truth for vendor C is not available.
8 H. Li et al.
4 Conclusion
We proposed a cardiac structure segmentation framework and segmented three
structures: LV, MYO, and RV. We demonstrated that domain shifts in hetero-
geneous cardiac imaging datasets can be drastically reduced by two aspects: 1)
good-quality synthetic data by learning the underlying target domain distribu-
tion, and 2) stacked classical image transformation techniques for data augmen-
tation.
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