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By this project, we explain an actual technique using some image and video meting out 
algorithms for eye blink detection. The object of this technique is that help to disabled those 
who cannot communicate with humans. In this we use the Haar cascade algorithm to detect 
the angle of eye and face for the information on the eyes and the facemask axis. To include 
with this, the similar classifier created on Haar's characteristics is used to discover the 
interaction between the eyes and the facial axis to position them. To detect the position of the 
observed face the effective ocular tracking technique is used. Lastly, to check mobile phones 
with Android, a closed eye detection is used based on the condition of the eyelids (closed or 
open). This technique is used with and without a level filter to show the development of 
finding precision. This request is used in day to day life to study the result of light and the 
distance among the eyes and the mobile to evaluate the detection accuracy and overall 
accuracy of the proposed system. This test results show that our proposed technique gives an 
all-out precision of 98% and a 100% location exactness over a separation of 35 cm and a 
counterfeit light. 
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INTRODUCTION 
These days, electronic devices are getting 
better every day and the demand is also 
improving. Smartphones, tablets are 
examples of this. The system detects the 
beating of the eyelids and distinguishes 
between a long intentional flashing and a 
normal blink of an eyelash. Tetraplegia is 
a condition in which people cannot move 
the parts under the neck. The proposed 
system can be used to monitor and 
communicate with other people. In recent 
years, due to rapid technological progress, 
now days the mobile computers (HCI or 
HMI) and human interaction have a great 
demand. The blinking of the eyelids is a 
quick action to close and open the eyelids. 
Closed eye recognition is a most important 
allowing component in most of the fields, 
like this interaction with the human 
computer, mobile communication, medical 
assistance and driving security. For 
example, flashing was applied like an 
entry mode for a person who is suffering 
with disabilities where he can easily 
interact with computers and mobile phones 
[1, 2]. 
 
In this project, the single-characteristic 
filter restraint, the sub-region image is 
identified using Haar Cascade Classifier. 
We can use this method of quick 
calculation of the integral image method to 
work proficiently in real time applications. 
Ocular tracking method gives the user an 
almost perfect procedure to interact with 
the modern graphical interface, which is 
the quickest non-invasive process for 
determining user attention and interest. 
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sensing interfaces have long governed as 
the prime means  which are related closely  
with the field of human interaction with 
the computer, as the process of progress  
continues to make an improvement in  the 
cost and accuracy of eye location systems, 
are ready to compete for this role [3]. 
 
It is a closed and open eye model is used 
for detecting the blink pattern based on 
correlation measurement [4]. This type of 
technique has been more specifically used 
to help the people who are suffering with 
severe paralysis actual-time flicker 
recognition based on tracking of SIFT 
functionality with GPU-based 
implementation has been proposed [5]. 
 
An efficient technique is described [6]. 
One system is based on picture processing 
procedures to detect the beats of the 
human eye and generate images between 
the eyes. 
 
Flashing interludes for facial tracking A 
Haar Cascade Classifier and Camshaft 
algorithms are used and, as a result these 
are applied to obtain information on the 
facial axis. Haar is an adaptive cascade 
classifier of a cascade of reinforced 
classifiers constructed on Haar-like 
features that utilize the connection 
between the eyes and the facial axis 
applied to locate them. Results of this 
algorithm define that the proposed method 
can work efficiently and effectively in 
real-time applications. 
 
An eye phone application is developed it is 
a system that is capable of handling mobile 
applications using only eye movements 
and participant actions (e.g., winking) [7]. 
The member's eye minute over the 
telephone screen is followed by the Eye 
Phone tracks framework utilizing the 
cameras mounted on the facade of the 
camera. The aftereffects of this application 
show that Eye Phone is a cheerful way to 
deal with oversee versatile entries 
physically. 
 
An effective eye tracking system is 
purposed with a flicker recognition 
function to control an interface that affords 
a different form of communication for 
people suffering from some physical 
disability for which the system planned 
uses the part of the student that follows the 
tracking movement of the eyes [1, 8, 9]. 
 
The summary of this sheet is as defined. In 
section II the methods to be implemented 
are presented.  In Section III, the studies of 
the results of real-time application tests for 
two cases:  artificial light and normal light 




For seriously incapacitated people who 
hold control of the extraocular muscles, 
two principle gatherings of human–PC 
interfaces are most appropriate: mind PC 
interfaces (BCI) and frameworks 
constrained by look or eye-squints. A mind 
PC interface is a framework that permits 
controlling PC applications by estimating 
and translating electrical cerebrum 
movement. No muscle developments are 
required. Such interfaces enable to operate 
virtual keyboards, manage environmental 
control systems, use text editors, web 
browsers or make physical movements. 
Brain–computer interfaces hold 
extraordinary guarantee for individuals 
with serious physical weaknesses; be that 
as it may, their primary downsides are 
meddling and requirement for uncommon 
EEG recording equipment. Look 
controlled and eye-flicker controlled UIs 
have a place with the second gathering of 
frameworks reasonable for the individuals 
who can't talk or utilize their hands to 
impart. The majority of the current 
techniques for look correspondence are 
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for example, infrared (IR) enlightenment 
gadgets or electrooculography (EOG). 
Such frameworks use two sorts of 
information signals: Scanpath (line of look 
controlled by obsessions of the eyes) or 
eyeblinks. The eye-squint controlled 
frameworks recognize deliberate and 
automatic flickers and decipher single 
intentional flickers or their arrangements. 
Explicit mouth moves can likewise be 
incorporated as an extra methodology. 
Specific eye-squint designs have the 
particular console or mouse directions 
doled out, e.g., a solitary long flicker is 
related with the TAB activity, while a 
twofold short squint is a mouse click. Such 
methodologies can be utilized as controls 
for basic games or for working programs 
for spelling words. The vision-based eye-
squint recognition techniques can be 
ordered into two gatherings, dynamic and 
latent. Dynamic eyeblink discovery 
systems require exceptional light to exploit 
the retro-intelligent property of the eye. 
The light falling on the eye is reflected 
from the retina. The reflected pillar is 
tight, since it gets through the understudy 
and it indicates straightforwardly the 
wellspring of the light. At the point when 
the light source is situated on the central 
hub of the camera or near it, the thought 
about pillar is obvious the recorded picture 
as the brilliant understudy impact. The 
splendid student marvel can be seen in the 




The problems faced while developing a 
robust recognition system are numerous 
and very much complicated. Some of these 
problems are as follows:  
Object Analysis: We can represent a 
gesture by some feature vectors which are 
a collection of derived primitives. The 
vector shall serve as a compact and correct 
representation of the gesture. Feature 
selection is therefore application 
dependent and studying performance of 
every feature vector consumes a lot of 
time. The last determination of this vector 
depends on mechanical and factual 
execution estimates, for example, to 
amplify between class design inconstancy, 
limit inside class design changeability and 
having a hearty characterization for 
obscure examples.  
 
Classifier needs some nitty gritty portrayal 
as signal is a muddled example so as to 
deliver a right yield. Our framework can 
do this element determination all alone as 
it would utilize SVM.  
 
Image Segmentation: Gesture contour 
should be retained on the foreground only. 
Accuracy of the representation should be 
there, which means that problems like 3D 
hand movements should be dealt. On the 
off chance that in the event that numerous 
cameras are being utilized, at that point the 
formation of concealed spots should be 
possible which will prompt execution 
debasement as the motion jargon is huge 
and fluctuations between certain signals 
are less. 
 
Pattern Recognition: We present two 
problems:  
Two successive gestures have a 
discrimination gap which is not easy to 
define. The separating gap between such 
gestures is not defined, as in case of image 
sequences within time domain. 
 
Every pattern needs to be tested out for 
similarity, using many classes. In case of 
an alphabet recognition system, the 
gestures are tested to match against 52 
classes (A-Z, a-z). Our device, which is 
intended to perform translation of gestures 
into characters, every gesture of the 
vocabulary uses a different data set. 
 
This paper is aimed at studying the 
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motion recognition device that tracks the 
gestures made in mid-air and translates 
these gestures into characters of the 
English alphabets as bits. Using this 
device, people can create gestures which 
can be a new system of communication for 
the blind. It can be even used by the 
teachers as a completely new style of 
teaching as teaching culture has been 
continuously advancing from chalk and 
blackboard to modern day methods such as 
use of projectors. This device will be 
having a very high accuracy as it will be 
using support vector machine of machine 
learning and will be able to efficiently 
work upon the gestures. 
Throughout the span of this project, 
system objectives have been created. They 
resemble the outputs used to create this 
system. 
• The creation of an interface to show 
results. 
• Successfully implementation of 
methods to detect gestures. 
• Successfully logging data by Arduino 
pro micro and Mpu accelerometer. 
• Sending of this data to computer via 
the hc module. 
• Successfully implement support 
vector machine to extract useful 
features. 
• Conversion of these gestures into 
characters of the English alphabet. 
 
At the point, when somebody presses the 
switch, the module begins to peruse the 
signals and sends accelerometer 
information to the PC. At the point, when 
the catch is discharged, the transmission of 
information stops and change happens. It 
first reads the movements of the device via 
Mpu and Arduino and then sends the data 
collected via the hc module to a computer. 
With the machine learning algorithm, 
translation of the motion readings into 
characters is performed. The code is 
written in python and uses the scikit-learn 
library for the SVM algorithm. The 
module gets powered by a power bank 
which is connected to the Arduino pro 
micro. The cost of production for this 
device will be very less compared to the 
current recognition system such as the 
Microsoft Kinect 3D. It is designed in such 
a way that user can use the device in a 
user-friendly manner and have a very 
sensitivity as it would be using the six-axis 
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Frame Capturing 
Initialization is the first step to be 
performed in the EBCM (electro base 
control model) it is the purposed model. 
With the front camera of the android 
mobile we take a video of the face. We 
need to create the frame of the taken video 
to those frames we use a technique called 
as process frame work. Then, they are 
placed in a square which is colored, we 
will convert this colored frames into gray 
frames by absorbing the luminous/colored 




For face detection, Haar classifier is used 
in the EBCM system. This Haar classifier 
is used mainly because it quickly detects 
any objects on the face that is defined 
priory, the defined objects such as the 
facial function not as pixels. Though, the 
picture zone that is examined for a facial 
expression must be decentralized in with 
the position most likely to contain the 
feature. With the regionalization of the 
recognition area, false positives are 
disregarded. From the above observations, 
the face is identified and marked with a 
coloured rectangle and will be used later to 
for the further identification an eye axis for 
the eye detection phase. 
 
Eye Detection 
To identify the eye, we first have to train 
the Haar cascade classifier, to train the 
classifiers, you need to implement the 
AdaBoost and Haar algorithms, and you 
need two sets of images. One of the set 
among these two contains an image or a 
scene and the other one does not contain 
the object. 
 
The Electro base control module used all 
the detected elements of the Haar cascade 
classifier and the outcome shows the eye 
spotted in a colored rectangle. 
Eye Tracking 
To track the movement of the eye there are 
two main components used in EBCM 
method where it all depends those are 
corneal reflection and the center of the 
pupil the parts of the two eyes, the above 
two characters of the eye helps us to 
follow the eye movement. By identifying 
the pupil center and the position of the 
corneal reflex, the vector distance is 
calculated between them. Additionally, 
over some other mathematics of 
trigonometric concepts are used, the point 
of contemplation can be found. The 
EBCM technique managed to change the 
face and pupil of the eye in the direction of 
contact simultaneously and also with this 
same address.  
 
For example we consider that X is the 
human face that has to be spotted, there are 
two points P1 and P2 relative with the left 
eye and move parallelly with the 
undertaking of X. 
 
Eye Blinking 
Eyelid and eye undertaking can be 
identified through comparatively high 
dependability using discrete techniques. 
There are many methods implemented for 
active scene in which the camera device 
and face, they both move independently of 
each other and the eye moves freely in all 
directions. Regardless of the face even 
though care is needed, eye tracking data is 
used sensibly because the several 
voluntary and involuntary cognitive 
features are the most caring nature of the 
human eye movements. 
 
Software and Hardware 
Hardware Requirements: 
• System       : Pentium Dual Core. 
• Hard Disk       : 120 GB. 
• Monitor           : 15’’ LED 
• Input Devices  : Keyboard, Mouse 
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Software Requirements:  
• Operating system   :Windows 7. 
• Coding Language  :JAVA/J2EE 
• Tool   :Netbeans 7.2.1 
• Database              :MYSQL 
 
Motivation and Related Applications 
The main idea of the approach is to 
develop an instantaneous video-
oculography method that can create the 
communication gap between the patient 
and the world. A non-invasive video-based 
system for calculating components of 
vertical, torsional and horizontal position 
of both flashes (eye tracking) Video 
oculography (VOG) this method is used. 
Using a mask mounted on the head that is 
supplied with tiny cameras to record. 
 
Easy and smart Usage: This project helps 
the common man to use with ease. Like 
the patient need not be conscious all the 
time and is comfortable. 
 
Hospitals: It is applicable for motor 
neuron patients. Hence it can be used in 
hospitals for serving patients. 
 
Cost: There are techniques for 
communication purpose for motor neuron 
disease patients. But these techniques are 
too costly. To decrease the cost and to 
make it easy for the common people to 
easy to buy is the main object of this 
project. 
 
RESULT ANALYSIS AND 
DISCUSSION 
The proposed project aims to bring out a 
solution for the paralyzed people without 
any harm to their body externally or 
internally. It overweighs the previously 
developed prototypes in this field because 
none of the components are in direct 
contact with the patient’s body hence it 
definitely will prove to be safer. Use of 
Raspberry pi is simple and also developing 
tremendously in the market today. The tool 
had advantages over the older 
conventional tools. 
 
To Make Cost Effective: The main 
objective of developing algorithm of a real 
time video Oculography system is that to 
provide cost effective for those people 
who cannot afford. The existing technique 
for such patients to communicate is too 
costly. 
 
Thus, it is needed to design a scheme 
which is affordable to common people 
which includes cost effective components 
for designing. 
 
Electrode Less System: To develop a 
system in which the patient can 
communicate without any application of 
electrodes. Because this electrode needs to 
be pierced to the skin of human body 
which is very painful. The use of 
electrodes is the technique available as of 
now which is cost effective but it is painful 
and makes the patient conscious every 
time and this technique is uncomfortable 
too. 
 
Fast: There are few algorithms which are 
developed for video Oculography system 
for communication. The more important 
aim of this mission is to develop an 
algorithm which is extremely fast 
compared to the existing ones. 
 
Accuracy: The more important aim of this 
mission is to develop an algorithm which 




Obtained results show that the proposed 
algorithm allows for accurate detection of 
voluntary eye-blinks with the rate of 
approximately 99%. Performed tests 
demonstrate that the designed eye-blink 
controlled user interface is a useful tool for 
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opinions of the users with reduced 
functioning were enthusiastic. The system 
was deployed to market as an open-source 
software by the Polish Telecom and the 
Orange Group as an interface for people 




Obtained results show that the proposed 
calculation takes into consideration precise 
identification of wilful eye-flickers with 
the pace of roughly 99%. Performed tests 
exhibit that the structured eye-squint 
controlled UI is a helpful apparatus for the 
correspondence with the machine. The 
assessments of the clients with diminished 
working were eager. The framework was 
sent to advertise as an open-source 
programming by the Polish Telecom and 
the Orange Group as an interface for 
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