Proteotypic peptides are the peptides in protein sequences that can be confidently observed by mass-spectrometry based proteomics. In recent years, there has been an increased effort to use proteotypic peptide prediction to improve the accuracy of peptide identification. These investigations compile various physicochemical peptide features to identify whether peptides are proteotypic. Here we describe our method for the selection, reduction and evaluation of physicochemical features for proteotypic peptide prediction. We performed feature selection on a published set of features and identified six features as the most significant. To highlight the effectiveness of our reduced feature set, we trained three machine learning algorithms (support vector machines, random forests, and XGBoost) as proteotypic peptide identifiers. Importantly, for larger data sets, the random forests and XGBoost algorithms trained faster than the support vector machine, as solving the support vector machine objective function requires quadratic programming. Our three classifiers had similar if not better prediction accuracy when compared to other proteotypic peptide predictors on the same data sets.
INTRODUCTION
The goal of proteomics, the large or global scale analysis of proteins, is to identify and quantify proteins in a cell, tissue, or organism. Unlike genomes, proteins are dynamic and vary in sequential and structural complexity. Successfully mitigating this complexity is the significant challenge in proteomics, which is overcome by one of the primary approaches in proteomics: tandem mass spectrometry (MS/MS). MS/MS offers high-throughput quantification of the proteome in a biological sample. However, due to the high-throughput capability of MS/MS, the cost of performing this analysis on large data sets is prohibitive [1] .
As described by Webb-Robertson et al. [2] , cataloging peptides identified by MS/MS requires substantial time and resource commitments. As new information becomes available, cataloging typically involves using multiple platforms and database search routines [3] , [4] , [5] , [6] . These databases are compiled over time and are useful in evaluating proteomes for which data has been previously amassed. Further, these databases help reduce the cost and time needed to identify proteotypic peptides as their search routines only run on a subset of possible peptide candidates.
For new organisms, cost and time constraints of building these databases persist. To overcome the high cost of building these databases, several algorithmic approaches have been proposed. One of the earliest works used simple sequencederived properties of peptides for accurate mass and elution time (AMT) studies to predict proteotypic peptides using support vector machine (SVM) classification [1] . These algorithms take advantage of the fact that there are many known properties associated with the likelihood of proteotypic peptides, such as peptide polarity, hydrophilicity, and hydrophobicity [1] . By using the known properties of peptides, the challenge of predicting proteotypic peptides is significantly reduced, using fewer resources and requiring less processing time. All of these approaches are based on machine learning algorithms and model building.
In the methodology described by Webb-Robertson et al., proteotypic peptides are defined as peptides that have been included in the AMT database when the parent protein is observed [1] . We adopt this definition of proteotypic peptides. One of the three data sets they used for training and proteotypic predictions was also incorporated.
Webb-Robertson et al. used 35 features in predicting proteotypic peptides [1] . Further research by Al-Qurri and Rose introduced an additional feature for proteotypic prediction: Ordered Amino Acid Usage (AAU) [7] . As described, AAU is an abstract model of bonds between adjacent amino acids with AAU tuples capturing the mutual information of these peptide fragments at an abstract level. Al-Qurri and Rose used AAU tuples of both length 2 (2-AAU) and 3 (3-AAU). By using only seven features, including AAU, they were able to achieve similar area under the curve (AUC) scores to Webb-Robertson et al. for the same Yersinia pestis data set. In our research, we adopted the same AAU definition. The complete list of physicochemical features used in our studies is contained in Table I. As described by Al-Qurri and Rose [7] , many of Webb-Robertson features complement the AAU feature. Table II highlights the features used in their approach [7] . In our work, we verified their conclusion and investigated reducing the feature set using the XGBoost machine learning algorithm. We further experimented with multiple machine learning techniques and three different proteome data sets to determine the predictive impact of using the reduced feature set. In this way, we are able to improve the prediction of the proteotypic peptides using a smaller feature set. Ordered Amino Acid Usage (3-AAU or 2-AAU)
TABLE II PEPTIDE FEATURES USED BY AHMED AL-QURRI AND ROSE [7]
Index Features 1
Ordered Amino Acid Usage (3-AAU or 2-AAU) 2
Number of positively charged polar hydrophilic residues 3
Number of Proline (P) residues 4
Length 5
Number of non-polar hydrophobic residues 6
Number of polar hydrophilic residues 7
Number of charged polar hydrophilic residues
DATA PREPARATION
Three proteomic data sets were used in the proteotypic peptide prediction research. The first of these is the same Yersinia pestis data set from Webb-Robertson et al. [1] . The next data set was the Saccharomyces cerevisiae data set used in the research of Al-Qurri and Rose [7] . Lastly, the classification models were tested by preparing an additional data set from Bacillus subtilis str. 168. To make this data set for Bacillus subtilis str. 168, three files were retrieved: 1) Proteome file in FASTA format from National Center for Biotechnology Information ( [3] http://peptides.thegpm.org/ /peptides by species/ The proteome (FASTA) file for Bacillus subtilis str. 168 holds 4,174 predicted proteins. To build the proteotypic data set, peptides present in the proteome after a computational tryptic digest were compared with those peptides in the DeepNovo and GPMDB data sets. The DeepNovo data set contained 26,687 observed peptides for Bacillus subtilis str. 168, after removing modifications. As an example of mod-ifications, methionine (M) could be modified to M(+15.99) for peptides in the DeepNovo data set, with the attached 15.99d mass accounting for the additional oxygen atom. Peptides with modifications in the DeepNovo file were kept and only the residue modifications were removed. This method ensured that a shared alphabet was used to search the database. Further, this precaution guaranteed that a peptide was not marked as non-proteotypic due to a modification. Cysteine (C), asparagine (N), glutamine (Q), and the previously mentioned methionine were the residues containing possible modifications. The GPMDB data set contained 54,069 observed peptides. For the proteome (FASTA) and GPMDB files, each amino acid leucine (L) was changed to isoleucine (I). This matched the preparation of the DeepNovo file format as its peptides only include isoleucine.
The next step in making the Bacillus subtilis str. 168 data set included intersecting the DeepNovo and GPMDB files. Peptides less than 6 residues in length were removed during the intersection. This intersection resulted in 18,959 matching samples from both files. Of these, samples containing two or more different peptides from the proteome were characterized as proteotypic. These proteotypic peptides were then retrieved from the proteins through a computational tryptic digest. Additionally, there was a subset of 36 peptides that were substrings of larger proteome peptides and were also present in at least two proteins. For example, if a peptide in this subset was present in one protein as a substring of a larger peptide, in other protein(s) it was independent of any existing peptides. These smaller peptides were included in the proteotypic dataset for Bacillus subtilis str. 168. By checking for the presence of the matched peptides from the merged data sets and the additional smaller peptides in two or more proteins, a total of 14,157 proteotypic peptides were retained.
For training and testing of the machine learning models, non-proteotypic peptides from the proteome were used as negative controls. To determine non-proteotypic peptides, it was necessary to identify proteotypic peptide incorporation within the non-proteotypic data set. This included ensuring that proteotypic peptides were not present as substrings in the non-proteotypic peptides. Such incorporation would negatively impact the classification accuracy of all models trained on data set. To do this, the GPMDB peptides were first separated from the proteome (FASTA) file. Next, a computational tryptic digest was completed on the remaining fragment pieces in the proteome (FASTA) file. The digested peptides of at least length 6 were kept after removing redundancies. This process resulted in 42,836 non-proteotypic peptides in the Bacillus subtilis str. 168 data set. Table  III shows the list of observed and unobserved peptides from Yersinia pestis, Saccharomyces cerevisiae and Bacillus subtilis str. 168 data sets.
XGBOOST FEATURE SELECTION
Developed by Tianqi Chen, extreme gradient boosting (XGBoost) is a scalable, gradient boosted decision tree method [9] . Gradient boosting is the process of building a single strong predictive model through the ensemble of many weaker models. Though specifically designed for computational speed and model performance, XGBoost also performs feature selection by default. Decision tree ensembles consist of a set of classification and regression trees (CART). For the trees in the ensemble, their nodes correspond to a single feature. The number of instances of a feature node in the XGBoost decision trees is proportional to the overall impact of that feature to the outcome of the model. After gradient boosting with XGBoost, the feature importance scores can be retrieved explicitly for each feature.
XGBoost was used to reduce the number of features needed to train high-accuracy proteotypic peptide predictors. Feature selection was determined through the feature importance function provided in the XGBoost library [9] of the Python programming language using the Scikitlearn [12] package. To calculate feature importance scores, an XGBoost model for the combined 3-AAU data sets of Yersinia pestis, Saccharomyces cerevisiae and Bacillus Subtilis str. 168 was trained using the full 35-feature set of Webb-Robertson et al data set [1] . For each feature, these importance scores, or F scores, can be calculated for three different measurements [9] : weight, gain, or cover. Weight is the number of times a feature node is used to split the data across all trees in the ensemble. The gain for a feature corresponds to the average information gain of that feature when used in tree nodes. Finally, a feature's cover is measured as the average number of node splits using that feature across the trees.
In this study, weight was selected as the importance score for feature selection. Table IV lists the highest calculated feature importance scores of the combined 36-feature, 3-AAU data sets. While AAU feature importance was clearly differentiated during feature selection, weight differences among lower ranked features were less distinct. The top six features from the XGBoost feature importance analysis were selected to train and test against the performance of the Webb-Robertson 35-feature set trained SVM. In the next section, three different classification algorithms were trained and compared as proteotypic peptide predictors, including SVMs for a direct comparison.
MACHINE LEARNING TECHNIQUES USED FOR PEPTIDE CLASSIFICATION

A. SUPPORT VECTOR MACHINE
A support vector machine (SVM) [10] is a supervised learning algorithm that determines an optimal hyperplane to categorize observations. SVMs are kernel method algorithms and can be used for both classification and regression. In the Num. of (+) charged polar hydrophilic residues 86 4
Polarity Grantham scale 60 5
Hydrophilicity Hopp-Woods scale 59 6
Bulkiness 49 SVM paradigm, each data point is a n-dimensional vector, where n is the number of features. To achieve accurate classification, SVMs select a hyperplane (in n-dimensional space) [11] that has the largest distance or margin from the training data of all classes. By selecting a hyperplane with the highest margin, the out-of-sample error is reduced.
The scikit-learn [12] package for Python provides a support vector classification (SVC) module. The LIBSVMs [13] decision function was used to build and test the peptide predictor. The LIBSVM [13] library is an often-cited and efficient SVM classification and regression package available for many programming languages. For each organism, an SVM with a radial basis function (RBF) kernel was trained and used to classify the test data sets. The models were trained with 5-fold cross-validation using the top six features promoted by the XGBoost feature importance method. Results for the sensitivity and specificity (or true positive rates and true negative rates) of the trained SVM models are listed in Table V . In three of the four direct comparisons, these models perform better than their counterpart Al-Qurri and Rose SVM models (Table V) . Sensitivity and specificity for the Saccharomyces cerevisiae data set was the highest across each tested data set and was also higher than the 93% sensitivity and 82% specificity achieved by the Al-Qurri and Rose SVM models. A higher sensitivity of 97%, but lower specificity of 75% was achieved versus the Al-Qurri and Rose [7] SVM models for the Yersinia pestis data set. Due to the quadratic programming required to solve the objective function, the SVM technique does not scale well when trained with large data sets and requires extensive processing time. As such, two additional machine learning algorithms were tested with similar performance and much shorter wall-clock time. The predictive performance among the trained models is further demonstrated in the receiver operating characteristic (ROC) curves of Figure 1 . In each SVM ROC curve, the Saccharomyces cerevisiae plot is closer to the ideal true positive rate and has a higher area under the curve (AUC). With a reduced feature set, the trained SVM model achieved a nearly identical AUC value to the 0.879 AUC performance of the Webb-Robertson model when trained and tested on the Yersinia pestis data set.
B. RANDOM FOREST
The Random Forests [14] machine learning algorithm is a supervised learning technique that can also be used for classification and regression. In Random Forests, an ensemble of decision trees are combined by bagging or randomly selecting subsets of training data and fitting trees to this data. During construction of the decision trees, node splitting is determined by picking the split that is best among these random subsets of features. After training, a Random Forests outputs the class that is the mode of classes for classification models or mean prediction for regression models. The key benefit of a Random Forests classifier is that it prevents overfitting if there are enough trees in the forest. As such, the feature selection was tested by training and testing Random Forests built from each training data set using the scikitlearn [12] package for Python, which includes the Random Forests classifier module. In the experiment, the number of trees was set to fifty and the number of samples required for an internal node or leaf node were set to two and ten, respectively. The model cross-validation remained 5-fold.
The testing of Random Forests proteotypic predictors produced several significant results. In each direct comparison of the trained support vector machines and Random Forests, the SVMs had higher sensitivity than the Random Forests (Table VI ). This performance difference was most evident in the Yersinia pestis data set, which had the lowest true positive rate across all tests. In contrast, measured specificity for the Random Forests models on each data set was higher than any model trained with the reduced feature set. Of the machine learning techniques tested, the Random Forests classification models were the only classifiers that consistently operated with a higher specificity score than sensitivity score. The higher specificity evaluations indicate that the Random Forests models are better at detecting or screening negative examples. ROC curves for the Random Forests classifiers are plotted in Figure 2 . Despite the difference in models, AUC scores were similar for the Random Forests and SVM models and maintained their ordering Saccharomyces cerevisiae, Bacillus Subtilis str. 168, and Yersinia pestis from greatest to least.
C. XGBOOST
The XGBoost algorithm was tested in the final experiment as a peptide classifier with the reduced feature set. As detailed, XGBoost was first used in the feature selection of the Webb-Robertson et al data set [1] . As seen in table VII, comparable predictive rates were achieved with the tested SVM and Random Forests algorithms. Of the three sets of models, however, the XGBoost classification with the reduced feature set received the highest AUC scores.
To determine the best performing algorithm, AUC scores were averaged across each data set and compared. Figure  3 shows the ROC curve with AUC scores for the XGBoost model performed on the 3-AAU data sets shows the results for XGBoost classification for both the Yersinia pestis, Saccharomyces cerevisiae and Bacillus Subtilis str. 168 data sets. 
CONCLUSION
In our research, three different machine learning techniques were successfully applied to achieve accurate proteotypic peptide prediction results using a reduced feature set of six features. Each of the experiments was implemented using the scikit-learn [12] machine learning package for Python. For each data set, SVM classifier training and validation took significantly more time than the Random Forests and XG-Boost algorithms. These experiments were performed with two historic data sets (Yersinia pestis and Saccharomyces cerevisiae) and one additional Bacillus Subtilis str. 168 data set generated from completing the detailed data preparation method previously described. To determine model generalization and performance, each machine learning algorithm's predictive accuracy was tested across its own training data set and the two remaining data sets. Further, the AUC score was evaluated for each classifier trained.
The best results for sensitivity and specificity were split among SVM, Random Forests and XGBoost machine learning techniques and had a comparable or better accuracy than the SVM model trained with the larger Al-Qurri and Rose feature set [7] . Furthermore, each implemented model performed better than the original Web Robertson et al. [1] research in direct comparison of AUC. Improved accuracy across each algorithm is a strong indication that the feature set was successfully reduced using XGBoost feature selection without sacrificing proteotypic classification accuracy.
Notably, the AAU feature emerged as the most significant feature. As it helped improve the results for all of the tested classifiers, inclusion of the AAU feature should improve the prediction of proteotypic peptides with different machine learning techniques. Although each algorithm was tested individually, combining multiple predictive models would further increase predictive accuracy. While XGBoost did not have the highest tested sensitivity or specificity for any data set comparison, it was the best generalizing algorithm overall by having the least disparity between sensitivity and specificity measurements and the highest average AUC scores. Through experimentation, ensembles and pipelines of multiple artificial intelligence techniques, including the three tested, would achieve even higher accuracy in proteotypic peptide prediction.
