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1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction
Dwindling reserves of conventional energy sources – like crude oil and coal – have been a
major source of international conflict in past few decades. In addition, large-scale pollution
and subsequent climate change is a prominent cause of deterioration of human health and loss
of infrastructure in many countries. Moreover, recent disasters due to leakage from nuclear
power plants in Japan has prompted some countries to phase out nuclear power. This has
indeed increased the importance of nonrenewable energy sources like solar, wind, hydropower
and biothermal and according to International Energy Agency, these energy sources are likely
to overtake natural gas as second largest power source by the year 2016 [8].
Solar radiation is a hugely under utilized source of energy. Photovoltaics based on inorganic
material like silicon and germanium have made great strides in tapping this source of energy by
direct conversion of radiation to electricity. But there high manufacturing cost have not allowed
replacement of conventional energy sources for large scale power generation. Organic solar
cells based on blend of electron donating conjugate polymers and electron accepting fullerene
materials have potential to be a disruptive technology within the solar cell market. This is
due to the numerous advantages of organic solar cells over their inorganic counterparts, like,
mechanical flexibility and low weight, large-area fabrication using roll-to-roll processing at low
temperatures, compatibility with flexible substrates, high optical absorption, easy tunability by
chemical doping, semitransparency and low environmental impact during manufacturing and
operations.
Issues like low power conversion efficiency and durability still prevent commercial success
of organic polymer based photovoltaic devices. The problem of low power conversion efficiency
2is examined in this thesis.
There are various approaches taken by the research community for improvement of efficiency
of organic photovoltaics. (1) Development of new donor and acceptor materials which to lower
band gap and hence increased photon absorption. Materials with higher charge mobilities would
also result in increased performance. (2) Topology improvement for light entrapment using V-
shaped panel arrangement or textured substrate platform to increased photon absorption due
to multiple passes. (3) Electrode surface patterning to again increase photon absorption and
charge collection. (4) Morphology improvement to increase charge generation and transport
The focus of this thesis on computational investigation of the strategy to OSC performance
enhancement through morphology improvement. A computational approach has the advan-
tage of efficient and parallel interrogation of large number of morphologies by capturing the
physics of charge generation and transport in OSCs. Although OSC simulation using contin-
uum models based on excitonic drift-diffusion equations for heterogeneous microstructure have
been considered earlier [9, 10, 11, 12, 13], we develop an efficient and scalable framework for
simulation of OSC device physics equations in dimensionally independent manner and fulfilling
the objectives stated as research objectives in the next section.
1.2 Summary of research objectives
(1) Computational framework is able to use images of realistic morphologies obtained from
TEM, SEM or AFM measurements.
(2) Able to visualize the distribution of exciton densities, charge densities, potential and
current densities in three dimensional heterogeneous morphology.
(3) Able to differentiate devices based on performance with different morphologies.
(4) Quantify the sensitivity of final electrode current density to material properties (elec-
tron/hole mobility, dielectric constant), device thickness and illumination intensity for
(a) Bulk-heterojunction, (b) Sawtooth, and (c) Bilayer morphologies.
(5) Investigate if a device with sawtooth morphology is optimum of high efficiency.
3(6) Able to provide numerical support to experimental investigation of (1) Effect of OSC
spin-casting based fabrication spin rate on recombination due to additional trap levels
[14] and (2) Effect of ferroelectric dipoles on charge separation in OSC [15].
1.3 Thesis Organization
This thesis is organized into six chapters. First chapter is for general introduction and last
chapter lists general conclusions. Rest of the chapters – chapter two to five – comprise of three
published and one preprint journal papers with one chapter for each paper.
4CHAPTER 2. A COMPUTATIONAL FRAMEWORK TO
INVESTIGATE CHARGE TRANSPORT IN HETEROGENEOUS
ORGANIC PHOTOVOLTAIC DEVICES
A paper published in Computer Methods in Applied Mechanics and Engineering
Hari K. Kodali and Baskar Ganapathysubramanian
Abstract
Low cost per watt and mechanical flexibility of organic solar cells (OSC) make it a promising
alternative to traditional inorganic solar cells. Recently, conjugated polymer based organic
solar cells with efficiency of 8.13% [16] have been reported. Experimental results suggest that
the distribution of the donor and acceptor constituents in the morphology is a key factor in
determining the efficiency of such devices. A computational framework that can effectively
explore that correlation between morphology and performance would greatly accelerate the
development of high efficiency organic photovoltaic devices.
In this paper, we develop a scalable computational framework to understand the correla-
tion between nanoscale morphology and performance of OSC. We focus on the charge transport
mechanism while considering one-stage interfacial charge generation process. Steady state drift-
diffusion equations are used for modeling these devices. We discuss the numerical challenges
associated with a finite element based simulation of OSC with spatial variation in material
properties and large charge density gradients. The effect of microstructure on the distribu-
tion of charge densities and electrostatic potential is investigated. The prominent effect of
feature size and interface area on the current-voltage characteristics is illustrated using real-
istic microstructures. We showcase the framework by interrogating fully 3D heterogeneous
5microstructures.
2.1 Introduction
Dwindling resources, climate change and accidents leading to large-scale pollution with con-
ventional energy sources have made clean and renewable energy sources all the more relevant.
Solar radiation is an abundant and largely under utilized source of energy. Solar cells based
on inorganic materials like silicon and germanium have made great strides in tapping this en-
ergy, but their inherently high manufacturing cost render this form of energy prohibitive for
widespread use. The possibility of flexible, large-area fabrication makes conjugated polymer
based organic solar cell (OSC) devices highly attractive for ubiquitous solar-electric conversion
[17]. OSC technology incorporates the advantages of facile fabrication suitable for roll-to-roll
processing, compatibility with flexible substrates, high optical absorption, low-temperature
processing, and easy tunability by chemical doping [18]. Additionally, the optical proper-
ties of polymer films are relatively tolerant to defects in the bulk, making them suitable for
rapid deployment and large area applications. These properties - flexibility, rapid production,
biodegradability - make organic solar cells a power source of great promise. This versatility
enables organic solar cells to be used on a large scale like walls of buildings, transparent window
panels, automobile exteriors, or with small everyday use objects like garments, umbrellas, and
handbags [19].
Solvent-based thin-film deposition technologies [20] (e.g. spin coating, drop casting, doc-
tor blading) are the most common organic photovoltaic fabrication techniques. These tech-
niques usually involve preparing dilute solutions of electron-donor polymers (like P3HT, poly(3-
hexylthiophene)) and electron-accepting polymers (like PCBM, [6,6]-phenyl-C61 butyric acid
methyl ester) in a volatile solvent. After some form of coating onto a substrate, the solvent
evaporates, leaving a system consisting of only two components. An initially homogeneous
mixture subsequently undergoes spinodal decomposition and separates into electron-acceptor
rich regions and electron-donor rich regions [21]. Depending on the specifics of polymer blend
and processing conditions (spin coating time [22, 23] , annealing time [24, 25] , solvent type
[26, 27]), different morphologies are typically formed (Figure. 2.1).
6Figure 2.1: Cross-sectional morphology for rrP3HT:PCBM system imaged using TEM[6]. Di-
mensions are 1200nm×100nm. The white regions represent the photo active polymer (rrP3HT),
while the black regions represent the conducting fullerene (PCBM).
This is in contrast to inorganic solar cells (ISC) which are made by sandwiching together
an electron rich (n-type) material and hole rich (p-type) material which require expensive
manufacturing techniques like vacuum deposition. Unlike ISC which have a bilayer structure
and hence only one interface for free charge creation, OSC has a plethora of inter penetrating
donor-acceptor interfaces, the so-called Bulk-Heterojunction (BHJ). This structure results in
high optical absorption [28] .
The past decade has witnessed considerable improvement in efficiencies in organic solar
cells (from efficiencies below 3% [29] to currently the highest reported efficiency 8.13% [16]
obtained in laboratory conditions). This improvement was made possible primarily through
new materials development [30, 31, 32], and device designs [33, 34, 35]. Recent experimental
evidence suggests that tailoring the morphology of the thin film will have significant effect on
the final performance of the device [36, 26, 37, 38]. In particular, efficiency gains have been
obtained by affecting the microstructure using additives [39, 40], annealing [28] at a temperature
above the glass transition of the polymer and by making use of solvents with higher boiling
point [29] during processing. There is a lot of room for progress to standardize a process of
morphology improvement in terms of optimizing the spatial arrangement of the constituents.
Experimentally determining and rank ordering two different morphologies – resulting from
different processing parameters – is expensive. A computational framework which can efficiently
interrogate the microstructure by capturing the physics of charge generation and transport in
organic solar cells would be immensely helpful in understanding the effect of morphology on
performance. This is the pressing motivation for the current work.
The physics of current generation in OSC can be divided into two stages. Stage 1 - Charge
Generation: Absorption of light resulting in generation and subsequent diffusion of tightly
7coupled electron-hole pairs known as excitons towards donor-acceptor interface. These excitons
then separate at the interface to form electrons in the acceptor region and holes in the donor
region.
Stage 2 - Charge Transport: Movement of electrons and holes towards the cathode and
anode respectively. The tortuous structure of the pathways (see Figure. 2.1) makes transport
of the generated charges towards the electrodes a complex process.
This work focuses on quantifying the effect of morphology on charge transport, i.e. Stage
2 detailed above. We utilize a charge transport model (based on the drift-diffusion equations
[41]) capable of distinguishing between the properties of devices with different morphologies.
This is achieved by using spatially varying material properties according to the composition
of the blend at each point and by limiting the generation (i.e. Stage 1) and recombination
process to a thin region around the donor-acceptor interface. The computational efficiency of
this model allows us to perform large scale simulations in a high throughput fashion1. Other
contributions of the present study include the following:
(1) Using realistic morphologies obtained from TEM, SEM or AFM measurements to ex-
tract morphological information in contrast to the regular morphologies studied previously
[10, 11, 12, 13]; (2) the first three dimensional analysis of charge transport in heterogeneous
realistic microstructure. (3) formulation of an accurate current-calculation strategy based
on transformation of the charge densities to fermi-level variables; (4) implementing a parallel,
scalable framework that enables scalable analysis of large scale devices; (5) deploying the frame-
work using a modular structure that makes it easier to incorporate new mobility, generation
and recombination models; and (6) we showcase results which illustrate the effects of realistic
morphologies on the distribution of charge densities, potential and current density distribu-
tions. Comparative analysis across morphologies having different features further emphasize
the role of morphology on charge transport and device performance.
1There are equations that model Stage 1 [9, 10, 11, 12, 13] (i.e the exciton generation and diffusion process),
in addition to the charge transport equations in the drift-diffusion model. These sets of equations have been
used to provide valuable insight into the two stage process for simple morphologies. We focus our attention
on computationally solving Stage 2 for complex heterogeneous microstructures. A framework for solving the
coupled Stage 1 and Stage 2 system is presented in a forthcoming publication. [42]
8Figure 2.2: Schematic of the cross-section of a typical organic solar cell device along the thick-
ness.
2.2 Problem definition
2.2.1 Device morphology
The physical domain of interest is the active layer of an organic solar cell (Figure. 3.2).
The active layer is a thin layer comprising of an electron donating conjugated polymer and
an electron accepting fullerene-derivative. Figure. 2.1 shows a typical structure of the active
layer as observed under transmission electron microscope by Moon et al [6]. White region
denotes Regio-regular poly(3-hexylthiophene) (rrP3HT or polymer) and black region is [6,6]-
phenyl-C61 butyric acid methyl ester (PCBM or fullerene). The top and bottom boundaries are
connected to electrodes to extract current. One of the electrodes is transparent to the visible
region of electromagnetic radiation spectrum, while the other is reflecting. Often, Indium
Tin Oxide (ITO) covered with a conducting polymer like poly(3,4-ethylenedioxythiophene):
poly(styrenesulfonate) (PEDOT:PSS) is used as transparent anode and Aluminum as reflecting
cathode.
2.2.2 Device Physics: Stage 1 and Stage 2
Stage 1: The radiation reaching the active layer through the transparent electrode is
absorbed by the electron donating polymer. The absorption of photons leads to formation of
tightly bound electron-hole pairs known as excitons [28] (Figure. 3.3(A)). The excitons need
9Figure 2.3: Device operation. A. Photon absorption/exciton generation. B. Exciton diffusion
and polaron formation. C. Polaron dissociation and free charge creation
to diffuse through the donor to reach the donor-acceptor interface before decaying (lifetime of
∼ 0.5 nanoseconds [43]). At the interface, [44] the excitons dissociate into free electrons and
holes. As shown in Figure. 3.3(B), the dissociation of excitons involves transfer of electrons to
the acceptor at the donor-acceptor interface.
Stage 2: Electron transfer at donor-acceptor interface is followed by transport of electrons
and holes towards their respective electrodes. As shown in Figure. 3.3(C), after exciton disso-
ciation the electrons travel through the electron accepting fullerene and the holes through the
electron donating polymer.
2.2.3 Device Model for Stage 2
There are two classes of models that can be used to interrogate heterogeneous semiconductor
devices (1) Microscopic models, and (2) Continuum models.
Microscopic models based on Monte Carlo simulations [45, 46, 47] can accurately describe
the effect of morphology on charge generation, recombination and transport. It is also simple
to incorporate new physics (like quantum effects) with Monte Carlo methods. They have been
used with great utility in understanding the effects of various sub-processes in semiconductor
analysis [48, 49]. However, these methods have some drawbacks. Specifically, these methods
are computationally very expensive to use for three dimensional simulations and high through-
put analysis (for morphology characterization). Furthermore, long range nature of coulomb
interaction limits the use of Monte Carlo simulations [12] for full device scales.
On the other hand, continuum models based on the classical drift-diffusion equations, pro-
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vide a computationally efficient alternative to microscopic models. Continuum models can also
incorporate recombination, exciton generation and creation of free charges, which are unique
to OSC device operation (though not as easily as into Monte Carlo based models). Continuum
models with heterogeneous microstucture have been considered by Barker et al. [9], Buxton and
Clarke [10], Martin et al. [11], Williams et al. [12] and Ganesan et al. [13]. The drift-diffusion
model is derived from the Boltzmann transport equation by replacing actual carrier distribu-
tion function with equilibrium distribution function assuming the charge carrier temperature
to be constant throughout the device [50]2.
The effect of morphology of the active layer of an organic solar cell device is incorporated
into the drift-diffusion model by using spatially varying material properties based on the spatial
distribution of constituent materials. These properties (charge carrier mobilities and dielectric
constant) effect the transport of charges through the active layer. A simple charge generation
model (for Stage 1) is used 3.
The equations describing the charge transport processes in a heterogeneous organic solar
cell are given below. The three fields of interest are the electron density n, hole density p and
the electrostatic potential φ.
∇ · (∇φ) = q(n− p) (2.1)
∇ · Jn = qU (2.2)
∇ · Jp = −qU (2.3)
Jn = −qnµn∇φ+ qDn∇n (2.4)
Jp = −qpµp∇φ− qDp∇p (2.5)
where Eq. 2.1 describes the effect of space charges on the electrostatic potential φ in the
2This model breaks down under high electric field and when the device dimension (distance between the
electrodes) is short compared to the carrier mean-free path (∼ 5-8 nm for P3HT [43]). Carriers accelerate
under high electric field, and scattering is not sufficiently strong to bring the carrier temperature back to lattice
temperature. A short high-field region causes the distribution function to become highly asymmetric which
cannot be approximated by equilibrium distribution function. Typical thickness of the active layer of an OSC
device is around 100 nm, which is much larger than the carrier mean-free path. The range of interest for the
externally applied potential, in order to characterize the device, is from zero volts to the open circuit voltage.
Thus, the device dimensions and operating conditions for OSC devices permit the use of drift-diffusion model.
3 The charge generation and recombination is confined to a thin region of thickness 2δ around the donor-
acceptor interface. The value of δ is taken as 10 nm, which is the approximate value of exciton dissociation
length [41]
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device. Eqs. (2.2), (2.3) are known as the current continuity equations. Jn and Jp are the
current densities for electrons and holes respectively. The electric field dependence of charge
carrier mobilities µi (i = n or p) is taken into account by using the Frenkel-Poole form µi =
µi0 exp(E/Ei0) [51] , where µi0 are the zero field mobilities and Ei0 the Frenkel-Poole field
parameter for electron and holes respectively. The carrier diffusion coefficients Di are assumed
to obey the Einstein relation [52] Di = µiVt, where the thermal voltage Vt = kBT/q, kB is the
Boltzmann constant and T the temperature. q denotes elementary charge and U is the net
generation rate given by
U = −PG+ (1− P )R (2.6)
R = γ(np− n2int)
where P is the probability of electron-hole pair dissociation. The generation rate of electron-hole
pairs is denoted by G and their recombination rate by R which is dependent on charge densities
of electron n and holes p. γ is the recombination strength which is discussed Appendix A. nint
is the intrinsic carrier density of electrons and holes given by nint =
√
NCNV exp(−Egap/2Vt).
NC|V denotes the effective density of states of conduction and valence band. Egap is the band
gap.
Remark 1: Divergence of total current J Adding Eqns. 2.2 and 2.3 gives ∇ · (Jn +
Jp)=0, or ∇ ·J=0, where J denotes total current. Hence the divergence of the total current at
any location in the domain has to be zero. This condition is not imposed explicitly. It is an
emergent property which is used to check the validity of the numerical solution.
Boundary conditions One of the electrodes is assumed to line up with the conduction
band and the other with the valence band. Hence, for these Ohmic boundaries[53, 54], the
boundary conditions for the charge densities is given by
n(C) = NC
p(C) = NV exp(
−Egap
Vt
) (2.7)
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for the electrode lined up with conduction band and
n(V ) = NCexp(
−Egap
Vt
)
p(V ) = NV (2.8)
for the electrode aligned with valence band. The built-in potential Vbi is given by the difference
in the work functions of the two electrodes, given by qVbi = ϕan − ϕcat, where ϕan and ϕcat
are the work functions for the anode and the cathode. As the electrodes are assumed to line
up with the conduction and valence bands, i.e. the LUMO of acceptor and HOMO of donor
respectively, Vbi = Egap. Hence, the electrostatic potential at the electrodes is given by
φC − φV = Egap − Va (2.9)
where Va is the applied voltage.
Remark 2: Current-Voltage plot The electron and hole current density vectors (equa-
tions 2.4 and 2.5) are calculated using the values of n, p and φ obtained by solving the drift-
diffusion equations (2.1-2.3). The integral of the normal component of Jn,Jp at the electrodes
is computed to obtain the average current density available from the device. The current den-
sity depends on the boundary condition for potential calculated from the applied voltage. The
values of current density obtained for a range of applied voltages – from zero volts to open
circuit voltage – is plotted. This current-voltage plot is finally used to characterize the device
by calculating the fill-factor and power conversion efficiency. Fill-factor is obtained by taking
the ratio of maximum power and the product of short-circuit current and open-circuit voltage.
Remark 3: The boundary conditions as well as the charge recombination model are
modularly implemented. This allows subsequent changes to investigate different boundary
conditions (Schottky type) and recombination models to be easily made.
2.3 Computational method
This section details the computational approach and challenges in solving Eqns. 2.1-2.3.
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2.3.1 Non-dimensionalized equations
It is common practice to use normalized units to avoid numerical overflow/underflow and
to make the algorithms more efficient. This is significant in this problem because of approx-
imately 20 orders of magnitude variation in the charge distributions (n, and p), and domain
size in nanometers which leads to overflow and underflow errors. Using the scaling strategy of
Markowich [55], with the scaling factors given in Table 2.1, the basic equations transform into
the following.
∇ˆ · (λ2∇ˆφˆ) = (nˆ− pˆ) (2.10)
∇ˆ · (−µˆnnˆ∇ˆφˆ+ µˆn∇ˆnˆ) = Uˆ (2.11)
∇ˆ · (µˆppˆ∇ˆφˆ+ µˆp∇ˆpˆ) = Uˆ (2.12)
where the [ ˆ ] indicates that the variable is scaled. For notational convenience, [ ˆ ] will be
dropped in all further use of these equations. The Debye length λ is
λ2 =
φ0
x20qNC
(2.13)
which gives the minimum resolution needed to resolve charge variations in space [52].
Quantity Scaling factor symbol Value of scaling factor
x x0 Maximum length scale
φ Vt
kBT
q
n,p NC NC
Dn, Dp D0 max(Dn, Dp)
µn, µp µ0 D0/φ0
U U0 D0C0/x
2
0
Table 2.1: Scaling factors used to non-dimensionalize the drift-diffusion equations
Finite element formulation The presence of significant drift(convective) term in the
current-continuity equations is handled using Streamline Upwind Petrov Galerkin (SUPG)
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formulation [56].
In a spatial domain, Ω, find φ, n, p  H1(Ω), φ = φD, n = nD, p = pD on ∂ΩD such that∫
Ω
(∇ · (λ2∇φ)− (n− p))wφdΩ = 0 (2.14)∫
Ω
(∇ · Jn − U)wndΩ = 0 (2.15)∫
Ω
(∇ · Jp − U)wpdΩ = 0 (2.16)
for all wφ, wn, wp  H
1
0 (Ω). φD, nD and pD represent the Dirichlet boundary values for the po-
tential φ and charge densities n and p, respectively. On the remainder of the domain boundary
∂Ω/∂ΩD, zero flux (Neumann) conditions for ∇φ, Jn and Jp are (implicitly) applied.
This results in a Galerkin form given as: Find φh, nh, ph, satisfying the essential boundary
conditions such that ∫
Ω
(
−λ2∇φh · ∇whφ − (nh − ph)whφ
)
dΩ = 0 (2.17)∫
Ω
(
nh∇φh · ∇whn −∇nh · ∇whn
)
dΩ
−
∑
e
∫
Ωe
(
∇ · Jn − U
)
[τn∇φh · ∇whn]dΩ =
∫
Ω
U
µn
whndΩ (2.18)∫
Ω
(
ph∇φh · ∇whp +∇ph · ∇whp
)
dΩ
+
∑
e
∫
Ωe
(
∇ · Jp − U
)
[τp∇φh · ∇whp ]dΩ =
∫
Ω
− U
µp
whpdΩ (2.19)
where φh, nh and ph are the Galerkin approximations to the electrostatic potential, electron
density and hole density respectively. τn and τp are the stabilization parameters for the electron
and hole continuity equations respectively. These stabilization parameters are given by:
τn = τp =

h2
12 0 ≤‖ ∇φ ‖ h/2 ≤ 3
h
2‖∇φ‖ 3 ≥‖ ∇φ ‖ h/2
(2.20)
Here, h is the ’element length’ computed using the expression h = 2(
∑nen
a=1 |s · ∇N ea |)−1, where
nen is the number of nodes in the element, s is the unit vector in the direction of local velocity
and N ea is the basis function associated with the local node a. The discretized equations (3.20-
3.22) generates a coupled system of non-linear algebraic equations.
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Remark 4: Finite element method with SUPG over exponential basis function
It is worth noting that drift-diffusion equations have been solved in two dimensions using
Scharfetter-Gummel method for both inorganic [52] and organic [10] solar cells with finite
difference method. In addition, exponential fitting finite element discretization have been
used for simulating organic [57, 58, 59, 60] solar cell devices. Finite element method with
exponential basis functions provides a natural extension of the classical Scharfetter-Gummel
difference scheme [61, 62]. However, Sharma et. al. [63] argue that a flux-directed numerical
dissipation term which is a variant of streamline upwind Petrov-Galerkin class of methods
is potentially more accurate than Scharfetter-Gummel method for two or three dimensional
simulations.
Remark 5: A note about the boundary conditions Assuming a flat device with top
and bottom boundaries in contact with the electrodes, the device lengths in the two horizontal
directions much larger than the vertical direction. The top and bottom are Dirichlet boundaries
as the values of charge densities and electrostatic potential is specified there. Periodic boundary
conditions are used at the other surfaces.
2.3.2 Clustering motivated by an analytical solution to the 1D drift diffusion
equation
The 1D drift-diffusion equations with simplifying assumptions can be exactly solved to
get analytical results for charge and current densities (refer to appendix A.10 for details).
These equations still retain many of the characteristics of the original equations, like large
drift component and huge charge density gradients near the electrodes. This analytical result
enabled exact error calculation for various numerical schemes and also allowed us to study
grid convergence. Analysis revealed that the current density varied very steeply close to the
electrodes. This suggested a clustering of mesh points close to the electrode boundaries using
yc = h
(β + 1)[(β + 1)/(β − 1)](2ξ−1) − β + 1
2{1 + [(β + 1)/(β − 1)(2ξ−1)}
(2.21)
where, ξ = y/Ly and 1 < β < ∞. As β approaches 1, more grid points are clustered near y =
0 and y = 1. Extensive numerical simulations revealed a value of β = 0.002 to be optimum for
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Begin
Initialize n,p,φ at Vapp=0
Set spatially averaged ǫ, µn, µp
Solve without recombination
Set spatially varying ǫ, µn, µp
Solve with recombination and post-process
Vapp = Vapp + VT , Reinitialize φ
Solve with recombination and post-process
J > 0
End
yes
no
Figure 1: Flow diagram of the method of continuation.
1
Figure 2.4: Flow diagram of the method of continuation.
the simulations.
2.3.3 Method of continuation
The highly coupled and non-linear nature of the drift-diffusion equations necessitates a good
initial guess and subsequent solution strategy for convergence of Newton’s method. We utilize
a method of continuation involving a series of steps to solve the problem (Figure. 2.4). A ’step’
denotes solution of drift-diffusion equations at a specific value of applied voltage.
For the first step, a constant electric field at equilibrium (Vapp = 0) and zero charge densities
is used as initial guess. Then the equations are solved for n, p and φ neglecting recombination
and using spatially averaged material properties (, µn and µp) . Subsequently, the effect
of morphology is incorporated by using the material properties of the polymer and fullerene
17
separately, instead of using the spatially averaged values. At the beginning of each step, the
initial guess for the electric field is set to a constant value instead of using the solution from
preceding step. This enables the Newton’s method solver to have a convergence criteria based
on relative tolerance. The value of the applied voltage is incremented by VT at each step to
construct the J-vs-V curve. This is continued until the current density (J) at the electrodes
becomes negative.
2.3.4 A new formulation for post-processing charge density to compute current
density
Post-processing for current from the calculated values of potential and charge densities
present a significant challenge. For example, the electron current Jn = −qµn∇φn + qDn∇n
involves derivatives of the potential and density which cannot be calculated to satisfactory
accuracy with first order methods. A second order accurate method for derivative calculation
at the boundaries introduced by Carey [63] slightly mitigates this problem but still requires large
number of grid points in regions of large density variation. Assuming an exponential variation
of densities, as introduced by Scharfetter and Gummel [61], leads to significant reduction in the
number of grid points required. But this method is not readily extensible to find the current
density vector in two or three dimensions.
We propose a technique wherein, only for the current density calculation, the charge den-
sities are replaced by quasi-Fermi level variables given as
Φn = V − Vt log(n/nint) (2.22)
Φp = V + Vt log(p/nint)
where, Φn|p are the electron—hole Fermi level variables. Using these variables the expressions
for electron and hole current densities reduce to
Jn = −qnµn∇Φn (2.23)
Jp = −qpµp∇Φp
In these expressions, instead of the derivatives of charge densities we have the derivatives of
Fermi levels which can be calculated accurately even with first order methods. This is due to
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Figure 2.5: Flow chart of the framework
using the logarithm of charge carriers in the expressions for Fermi level variables, which scales
down gradients considerably. The derivatives at nodal points of the computational mesh are
obtained by using least-squared interpolation of the derivative values at the integration points.
The values of current density obtained at electrode boundaries may vary across the bound-
ary, based on the distribution of the constituents. Hence, the current densities are integrated
over the electrode boundary surface and the resultant value is divided by the area of the surface.
This gives the average current across the electrodes.
2.3.5 The computational framework
Figure. 2.5 gives an overview of the key steps involved in the framework. Given microstruc-
tural description of the device, the morphological details are interpolated onto a computational
mesh. This mesh is used by the drift-diffusion equation solver to obtain the charge density and
potential distribution in the device. The current-voltage characteristic curve is post-processed
from the results. The drift-diffusion equation solver module is implemented in C++ using
an in-house parallelized finite element library called FEMLib which is based on PETSC [64].
Partitioning the computational mesh among the computer processors of a cluster is achieved
using ParMETIS [65]. The non-linear problem is solved utilizing the ’Scalable Nonlinear Equa-
tion Solver’ (SNES) module of the PETSC library. The linear system at each iteration of the
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Figure 2.6: a) Current voltage characteristic curve, b) Grid convergence plot of L2 error in
Jsc for OC1C10-PPV-PCBM, and c) L2 error of Jn + Jp for the simplified 1D problem, where
analytical solution exists.
non-linear problem is solved using MUMPS [66] library.
2.4 Results and discussion
2.4.1 Validation of the framework
The framework can be used for one, two and three dimensional simulations with either
homogeneous or heterogeneous microstructure assumption. To validate our framework, we
consider a device with thickness of 120 nm fabricated using PPV-PCBM donor-acceptor blend.
The material properties and charge generation and decay rates were obtained from literature
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Figure 2.7: Effect of using different values of clustering parameter β.
[41]. Computations were carried out with a mesh containing 800 elements along the thickness,
with clustering (β = 0.002). A close match was observed between the current-voltage curves
obtained from simulation and experiment (Figure. 2.6(a)). Furthermore, the numerical imple-
mentation was verified by plotting the grid convergence of error in total current-density values.
The error was calculated by taking the difference in the value of short circuit current density
obtained with sufficiently refined mesh (1000 mesh points in this case) and with other mesh
element sizes (Figure. 2.6(b)). In addition, we also utilized the simplified problem where an
analytical solution exists to check convergance. Figure. 2.6(c) shows the grid convergence of
error obtained from the difference in numerical and analytical value of total current, Jn + Jp.
The analytical value of Jn + Jp is obtained for the drift-diffusion equations while assuming
linear electrostatic potential φ in a 1-D domain with homogeneous material properties (see
appendix A.10 for details).
2.4.2 Clustering
The level of clustering of mesh points at the electrode boundaries is critical to obtain
accurate solution for current densities. Figure. 2.7(a) shows the current-voltage characteristic
curves plotted at different levels of clustering, which is dependent on the parameter β. For low
level of clustering which corresponds to larger values of β, the current-voltage plot is incorrect
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as it consists of large oscillations. As the clustering is gradually increased by reducing β, the
current-voltage plot converges. Small oscillations start to appear with further reduction in β
indicating presence of an optimum value for the clustering parameter.
L2 norm of the difference between short circuit current density at reference value of β and
other values of β is plotted against β (Figure. 2.7(b)). This plot shows point of minimum error
for β in the range 10−3 to 10−4. All subsequent simulations use structured meshes clustered
towards the electrode boundaries.
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Figure 2.9: a) Strong scalability (DOF∼1.5 million) b) Weak scalability (fixed problem size per
processor)
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2.4.3 Scalability of the framework
Numerical solution of finely resolved devices with heterogeneous morphology involves large
degrees of freedom. It becomes especially evident when determining the external quantum ef-
ficiency by calculating the current density at various values of applied electrostatic potentials.
This necessitates an efficient parallel implementation of the framework. We show the scalabil-
ity tests performed with various numbers of computer cores and problem sizes. The problem
considered was a two dimensional device with heterogeneous morphology (with properties as-
sociated with a P3HT-PCBM based organic solar cell). The time of execution was measured
at short circuit conditions. The solver involved solution of three nonlinear coupled equations
solved using Newton’s method.
Scalability study was done on the National Center for Supercomputing Applications (NCSA)-
ABE cluster which is part of the TeraGrid infrastructure in USA. Figure. 2.8 shows the timing
measurements done on a single computer node with eight cores for increasing problem sizes.
The problem size is changed by varying the number of elements in x direction while keeping
the number of elements in y direction constant at 800. There is a jump in the amount of time
observed for a total degree of freedom (DOF) ∼ 1.2 million. This, along with weak scalability
shown in Figure. 3.4 b), indicated the approximate problem size per processor for efficient
simulation. Figure. 3.4 a) shows the strong scaling analysis plot.
2.4.4 Effect of regular morphologies
Once the framework was validated, we use it to study the effect of bilayer and multilayer
morphologies in vertical and horizontal configuration (regular morphologies) on device perfor-
mance. This is similar to the investigation done by Ganesan et. al. [13] to study the effect
of anisotropic mobility on the current-voltage plot. In this study, we assume an isotropic car-
rier mobility in order to isolate the effect of morphology on charge transport. This is shown
by the current density plots in Figure. 2.10, 2.13 and 2.14. The distribution of the x and y
components of current densities for vertical configurations are presented in Figure. 2.10 and
2.13. Only y-component of current density is shown for horizontal configuration as the values
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(a) Jn, 2 stripes (b) Jp, 2 stripes
(c) Jn, 6 stripes (d) Jp, 6 stripes
Figure 2.10: X-component of current density for vertical stripes microstructure
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for x-component are negligible. The horizontal configuration essentially represents a one di-
mensional device as there are no variation in x-direction. The morphologies were simulated on
a mesh of size 100× 800.
Figure. 2.10(a) and 2.10(b) shows the x-component of electron and hole current densities
respectively for a vertical bilayer device and Figure. 2.10(c) and 2.10(d) shows that for a six
layered device. The electrodes are placed at the top and bottom boundaries. The electrons are
generated in the acceptor side of the vertical interface and holes in the donor side. The flow of
electron and hole currents from interface to the respective electrodes, as can be inferred from
the figure, is due to the electrostatic potential and the boundary conditions for charge densities
at the electrodes.
A comparison of the current-voltage characteristic plots for the vertical configuration with
2 stripes and 6 stripes (Figure. 2.11(a)) shows the increase in short-circuit current and open-
circuit voltage and hence the power conversion efficiency for multi-layered case. Figure. 2.11
(b) shows the plot of divergence of total current across the horizontal center line of the vertical
configuration with 6 stripes. It is zero, as expected, away from the interface, while a jump is
observed at the interface which corresponds to change in the nature of current from electrons
to holes (see Remark 1).
Figure. 2.13 shows the y-component of the current densities for vertical bilayer and six
layered devices. Figure. 2.14 shows the same for horizontal bilayer and six layered devices.
Unlike the case of horizontal stripe morphologies, the current densities at the electrodes are not
constant for vertically striped morphologies. Hence although the current density close to the
interface at the electrodes is larger for vertical case, the total current available at the electrode
– obtained by integrating over the electrode boundary – is larger for the horizontal case (see
Figure. 2.12) 4.
Following observations can be made based on the visualization of the flow of charges gener-
ated at interface to electrode boundaries as shown in Figure. 2.10, 2.13 and 2.14. (1) Restriction
of electron current to the acceptor region and of hole current to the donor region is captured.
4This would not be the case if anisotropy of charge carrier mobilities is considered, which would give larger
current for vertical configuration.
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(a) Jn, 2 stripes (b) Jp, 2 stripes
(c) Jn, 6 stripes (d) Jp, 6 stripes
Figure 2.13: Y-component of current density for vertical stripes microstructure
27
(a) Jn, 2 stripes (b) Jp, 2 stripes
(c) Jn, 6 stripes (d) Jp, 6 stripes
Figure 2.14: Y-component of current density for horizontal stripes microstructure
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Figure 2.15: TEM image of a cross-section of active layer
Figure 2.16: a) Electron density b) Hole density
(2) The amount of current collected at the electrode boundary depends on the surface area of
acceptor at cathode and that of donor at anode boundary while limited by the minimum of the
two.
2.4.5 Real device simulation
After investigating regular morphologies we consider a real morphology as observed in
the active layer of OSC devices. In this section we demonstrate the use of our computational
framework as a stereological microscope for virtual interrogation of real device microstructures.
A computational investigation of this nature on real morphology has not been undertaken
previously. Figure. 2.15(a) shows the binary image for a real microstructure of P3HT-PCBM
Figure 2.17: a) Electron current density b) Hole current density
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blend obtained experimentally [67] using Transmission Electron Microscope. The region shown
here is the vertical cross-section of the active layer of thickness 100nm. The top and bottom
sides are connected to the anode and cathode respectively.
This image is read by the framework and the microstructure information interpolated onto
the computational mesh. The scaled dimensions of the device are 10 × 1. Electron mobility
(2×10−7m2/V s) and hole mobility (1.5×10−28m2/V s) are used in acceptor rich regions. Donor
rich regions have an electron mobility of 2×10−7m2/V s and hole mobility of 1.5×10−28m2/V s.
The values of dielectric constant in acceptor in 3.9 while that in donor is 3. Interface width
on the non-dimensionalized device is taken as 0.01. The charge generation rate away from
the interface is taken as zero, while a constant value of 6 × 1027 is used for generation rate
at interface throughout the device. A decay rate (kf ) of 1.2 × 104s−1 and electron-hole pair
distance (a) of 2.5× 10−9nm is used to calculate the probability of polaron dissociation in the
interface region.
The charge density and potential distribution is calculated at short-circuit condition. With-
out the effect of the microstructure the contours for charge densities would show no variation
in horizontal direction. But, as shown, there is a clear effect of the morphology on the distribu-
tion of charge carriers (Figure. 2.16(a) and 2.16(b)). Finally, electron current density and hole
current density are obtained by post-processing the results for charge density and potential
(Figure. 2.17(a) and 2.17(b)). The current densities being vector quantities, have components
in x and y directions. Here, only the y-components are shown as the values of x-components
of current densities is comparatively very small. Figure. 2.17(a) shows the distribution of the
y-component of electron density in the acceptor region. The acceptor rich regions close to
cathode show maximum values of electron current which reduces gradually as we move towards
anode boundary. Similarly hole current density is maximum in the donor rich regions close to
anode Figure. (2.17(b)). This emphasizes flow of electron generated at interface through the
acceptor towards the cathode which is the bottom boundary and that of hole through donor
towards anode.
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(a) MS 1 (b) Jny 1
(c) MS 2 (d) Jny 2
(e) MS 3 (f) Jny 3
(g) MS 4 (h) Jny 4
Figure 2.18: Microstructures with different feature sizes. The second column shows the distri-
bution of y-component of electron current at short-circuit condition.
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Figure 2.19: Comparison of current-voltage characteristic curves for the microstructures. a)
Same value of charge generation rate at every interface. b) Same value of overall generation
rate of the device.
2.4.6 Effect of microstructure on current-voltage curves
To delineate the effect of morphological properties like feature size, we show the current
density distribution and current-voltage plots calculated for four device morphologies (Figure.
2.18) 5. The effect of variation in the feature size and distribution (Figure. 2.18) on the
electrical properties has been captured in Figure. 2.19 and we explain it below.
First we consider a constant generation rate per unit length at interfaces throughout the
device for all four morphologies. Hence a device with large interface area would have more
overall generation rate. Figure. 2.19(a) shows the current-voltage characteristic curves for this
case. As the total interface area6 decreases from MS 1 (14.3%), MS 2 (11.2%), MS 3 (7.9%)
to MS 4 (5.4%), the magnitude of the short-circuit current density decreases due to decrease
in total charge generation rate over the device. A constant generation rate per unit length is
however not a very good approximation of the physics. Smaller feature size would result in
more charge generation as there are more interfaces available. On the other hand larger feature
size makes it easier for the charges to travel towards the electrodes than the highly winding
5These microstructures are solutions to the morphology evolution problem solved using the Cahn-Hilliard
equations, corresponding to a blend ratio of 1:1 between polymer and fullerene with material parameter χ=2.2.
For more details please refer [21]
6The values in the brackets indicate the fraction of the total area that is covered by the interface
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pathways –with dead ends and bottlenecks– provided by blends with smaller feature size. We
do not observe effect of charge transport in case a) as the charge generation effect is dominant.
To isolate the effects of charge transport, the value of total generation rate over the device
is maintained constant for the four morphologies. This would eliminate the effect of generation
rate on the device morphology and show only the effect of charge transport. Figure. 2.19(b)
shows the current-voltage characteristic curves for this case. Here, the relative variation in
the short-circuit current density values is lower when compared to case (a). Also, the current-
voltage plots do not show the regular trend for the four devices as observed in case (a). The
short-circuit current for MS 1 is lowest in case (b) instead of highest as in case (a). This is due
to reduced charge transport caused by increased number of dead ends and bottlenecks.
2.4.7 Three dimensional simulation
We finally demonstrate the application of the framework to investigate the effect of three
dimensional heterogeneous morphology on the distribution of current density. To our best
knowledge, this is the first time that three dimensional simulations of realistic morphologies
have been performed.
Two device morphologies fabricated with different P3HT:PCBM blend ratios are analyzed
in this study7. The blend ratio’s of the two morphologies are 1 : 2 and 1 : 3. The devices
(and their morphologies) are visualized in Figure. 2.20(b) (1:2 blend ratio), and Figure. 2.21(b)
(1:3 blend ratio). Notice that the morphology fabricated using a 1 : 2 blend ratio has a very
interpenetrated structure, with the P3HT:PCBM interface forming a percolating structure
across the domain. In contrast, the morphology fabricated using the 1 : 3 blend ratio is
very globular, with the P3HT forming isolated spheroidal particles in a PCBM matrix. These
morphologies are chosen to elucidate the effect of percolating interfaces on enhanced charge
transport and hence the device efficiency.
The cathode and anode planes are shown in Figure. 2.20(b) and Figure. 2.21(b). For ease
of visualization, the cathode side view of the microstructures are shown in Figures. 2.20(a)
7These morphologies were obtained from solutions of the unsteady Cahn-Hilliard equations for different blend
ratios [21]
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Figure 2.20: Electron and hole current distributions for a device fabricated using a poly-
mer:fullerene blend ratio of 1:2. Row 1 displays various views of the microstructure. Row 2
displays various views of the electron current density and Row 3 displays various views of the
hole current density
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Figure 2.21: Electron and hole current distributions for a device fabricated using a poly-
mer:fullerene blend ratio of 1:3. Row 1 displays various views of the microstructure. Row 2
displays various views of the electron current density and Row 3 displays various views of the
hole current density
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and 2.21(a) while the anode side view of the microstructures are shown in Figures. 2.20(c) and
2.21(c). A constant generation rate at the donor:acceptor (P3HT:PCBM) interface throughout
the device is applied and the charge distributions and hole and electron current densities are
computed. The morphologies were simulated on a mesh of size 30× 800× 30.
Figure. 2.20(e) plots contours of the component of electron current density normal to
electrodes (Jny) while Figure. 2.20(h) plots contours of the component of hole current density
to electrodes (Jpy). A gradual increase in Jny from anode to cathode can be seen in Figure.
2.20(e) with maximum value of Jny observed at the cross-section of acceptor in contact with
cathode (red regions in Figure. 2.20(d)). A reverse trend is observed for Jpy which is maximum
where the donor is in contact with anode (red regions in Figure. 2.20(i)). Note also that the
electron current at the cathode (Figure. 2.20(d)) closely mimics the microstructure at the
cathode (Figure. 2.20(a)), while the hole current at the anode (Figure. 2.20(i)) mimics the
microstructure at the anode (Figure. 2.20(c)).
Similarly, Figure. 2.21 shows results for a device with donor:acceptor blend ratio of 1:3.
The major difference between Figure. 2.20 and Figure. 2.21 is the significant reduction in the
total current density of both electron and holes generated (both figures are plotted to the same
scale). This is primarily due to the difference in morphologies (interpenetrating vs spheroidal)
that affects charge transport. Equal fractions of donor and acceptor material in the blend give
rise to a three dimensional percolating network of interfaces whereas a blend ratio of 1:3 gives
rise to a structure where the acceptor material is matrix like with globules of donor material
dispersed in it. The morphology with 1:3 blend ratio shows lower values of electrode current
at short circuit conditions. This is in agreement with the experimental [68] observation of best
efficiencies for P3HT:PCBM blend weight ratio of 1:1 to 1:2.
2.5 Conclusions and future work
We showcase an efficient framework for quick virtual interrogation of real microstructures
obtained either from experiments or simulation. A computationally efficient model is proposed,
which is capable of distinguishing the charge transport properties of devices with different mor-
phologies. A novel post-processing technique based on transformation of charge densities to
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fermi-level variables is introduced for accurate current calculation. Computational strategies
including grid clustering and continued Newton’s method have been shown to improved con-
vergence the nonlinear problem. A parallel implementation of the framework is show-cased and
results from scalability study are shown.
We investigated the effect of feature size and heterogeneous microstructures on the charge
transport mechanism of thin film organic solar cells. Additionally, plots of charge density and
current density distribution help visualize and interpret the effect of morphology on device per-
formance. The framework was successfully tested to distinguish between the current-voltage
characteristic plots of devices with different microstructures. In particular, the electrical prop-
erties of a real device morphology obtained using TEM measurement are presented. Addition-
ally, (for the first time) charge transport through realistic heterogeneous 3D morphologies are
analyzed which quantitatively elucidate the importance of an interpenetrating morphology for
higher device efficiencies.
Future work consists of augmenting this charge transport framework to include exciton
generation and diffusion [42]. Other avenues of work include (a) predicting 3D optimal mor-
phologies for maximized charge generation and transport, and (b) investigating the effects of
dispersed ferro-electric, quantum dots and magnetic particles in the thin film on charge trans-
port.
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CHAPTER 3. COMPUTER SIMULATION OF HETEROGENEOUS
POLYMER PHOTOVOLTAIC DEVICES
A paper published in Modelling and Simulation in Materials Science and Engineering
Hari K. Kodali and Baskar Ganapathysubramanian
Abstract
Polymer based photovoltaic devices have the potential for widespread usage due to their
low cost-per-watt and mechanical flexibility. Efficiencies close to 8.3% [16] have been achieved
recently in conjugated polymer based organic solar cells. These devices were fabricated using
solvent-based processing of electron-donating and electron-accepting materials into the so-called
bulk heterojunction (BHJ) architecture. Experimental evidence suggests that a key property
determining the power-conversion efficiency of such devices is the final morphological distribu-
tion of the donor and acceptor constituents. In order to understand the role of morphology
on device performance, we develop a scalable computational framework that efficiently interro-
gates organic solar cells to investigate relationships between the morphology at the nano-scale
with the device performance.
In this work, we extend the Buxton and Clarke (2007) [3] model to simulate realistic devices
with complex active layer morphologies using a dimensionally independent, scalable, finite el-
ement method. We incorporate all stages involved in current generation, namely 1) exciton
generation and diffusion, 2) charge generation, and 3) charge transport in a modular fash-
ion.The numerical challenges encountered during interrogation of realistic microstructures are
detailed. We compare each stage of the photovoltaic process for two microstructures – a bulk
heterojunction morphology and an idealized sawtooth morphology. The results are presented
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for both two and three dimensional structures.
3.1 Introduction
The utility of cheap sources of renewable energy in a world faced with dwindling conven-
tional energy sources and climate change is indisputable. Solar radiation is one of the most
promising and long term sources of renewable energy. Traditional inorganic solar cells have
made significant progress in harnessing this energy, but their high manufacturing cost still pro-
hibits widespread usage. In contrast, organic solar cells (OSC) permit large-area fabrication
(by incorporating facile manufacturing suitable for roll-to-roll processing) which potentially
gives a much cheaper source of photoelectric conversion [17]. In addition, compatibility with
flexible substrates, high optical absorption and easy tunability by chemical doping [18] make
OSC devices even more attractive for versatile applications at large (solar farms, exterior walls
of buildings) as well as small (garments, umbrellas, handbags [19]) scales.
In recent years, we have witnessed significant improvement in efficiencies (from below 3%
[29] to the current highest reported value of 8.13% [16] obtained under laboratory conditions).
New materials development [30, 31, 32], and device designs [33, 34, 35] are largely responsible
for this improvement. Tailoring the morphology of the active layer will have significant effect
on the final performance of the device, as suggested by experimental evidence [36, 26, 37, 38].
For instance, efficiency gains have been reported by changing the morphology using a higher
boiling point solvent [29] during processing, annealing [28] at a temperature above the glass
transition of the polymer and by making use of additives [39, 40]. Still, compared to inorganic
devices, polymer devices have very low efficiency which can be significantly improved by tuning
the morphology [28].
High-throughput experiments to test (and tune) devices with various morphologies is time
consuming, resource intensive and prohibitively expensive. A computational framework which
can efficiently interrogate the microstructure by capturing the physics of charge generation
and transport in organic solar cells will be immensely helpful in understanding the effect of
morphology on performance, thus allowing the design of high efficiency solar cells. Broadly,
there are two classes of computational models used to interrogate heterogeneous semiconductor
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devices: (1) microscopic and (2) continuum models.
Microscopic models (Monte Carlo technique and derivatives) [45, 46, 47] have been used
successfully to determine the effect of morphology on generation, recombination and transport
of excitons and charges. These methods have been used to delineate and understand the various
sub-processes in semiconductor analysis [48, 49]. However, these methods have some significant
drawbacks. In particular, the computational cost involved with three dimensional simulations
and high throughput analysis (for morphology characterization) is prohibitive. In addition,
long range nature of Coulomb interaction limits the use of microscopic models [12] when full
device simulations are needed.
Continuum models provide a computationally efficient alternative to microscopic models.
Continuum models based on excitonic drift-diffusion equations for heterogeneous microstuc-
ture have been considered by Barker et al. [9], Buxton and Clarke [10], Martin et al. [11],
Williams et al. [12] and Ganesan et al. [13]. The excitonic drift-diffusion model is obtained by
adding an additional exciton diffusion equation to the standard current-continuity and Poisson
equations, i.e. the standard drift-diffusion model. The drift-diffusion model is derived from the
Boltzmann transport equation by replacing actual carrier distribution function with equilib-
rium distribution function assuming the charge carrier temperature to be constant throughout
the device [50].1 We note that the utility of the continuum model hinges on the accurate rep-
resentation of dissociation, recombination processes and mobilities. However, a scalable and
efficient implementation of the continuum model will allow rapid classification and approxi-
mate rank ordering necessary for high-throughput analysis.2 In addition a continuum model
will facilitate investigation of various long range interactions and testing of different models for
the sub-processes.
1This model breaks down under high electric field and when the device dimension (distance between the
electrodes) is short compared to the carrier mean-free path (∼ 5-8 nm for donor material [43]). Carriers accelerate
under high electric field, and scattering is not sufficiently strong to bring the carrier temperature back to lattice
temperature. A short high-field region causes the distribution function to become highly asymmetric which
cannot be approximated by equilibrium distribution function. Typical thickness of the active layer of an OSC
device is around 100 nm, which is much larger than the carrier mean-free path. The range of interest for the
externally applied potential, in order to characterize the device, is from zero volts to the open circuit voltage.
Thus, the device dimensions and operating conditions for OSC devices permit the use of drift-diffusion model.
2The most promising candidate morphologies from such high-throughput analysis can subsequently be sub-
jected to more rigorous interrogation, thus significantly cutting down on computational overhead.
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Our contributions in this paper are the following: (1) We extend the excitonic drift-diffusion
model which was successfully applied to organic semiconductor devices with regular microstruc-
tures [9, 10, 11, 12, 13]. (2) We implement a parallelized finite element framework to efficiently
interrogate device scale morphologies. (3) Investigate electrical properties of realistic interpen-
etrating heterogeneous microstructures. (4) Characterize effects of interfacial area on each
stage of current generation process. (5) Perform a stage-by-stage comparison of a percolating
and an idealized sawtooth microstructure.
3.2 Problem definition
3.2.1 Device morphology
Fig. 3.2 shows a typical configuration of an organic solar cell. The active layer comprised of
a blend of donor and acceptor materials forms the domain under consideration. Fig. 3.1 shows
the structure of the active layer as seen under a transmission electron microscope [6] 3. The
top and bottom boundaries are connected to electrodes. Typically the anode is transparent to
the visible region of radiation spectrum, while the metallic cathode is reflective.4
Figure 3.1: Morphology of the active layer for a typical donor-acceptor system imaged using
TEM [6]. Dimensions are 1200nm×100nm.
3.2.2 Device Physics
The active layer of OSC devices (Fig. 3.2) consists of a blend of electron donor and electron
acceptor materials. The current generation process in OSC can be broadly divided into three
stages. Stage 1 - Exciton generation and diffusion: Absorption of light resulting in generation
3The white region denotes Regio-regular poly(3-hexylthiophene) (rrP3HT or polymer) and black region is
[6,6]-phenyl-C61 butyric acid methyl ester (PCBM or fullerene).
4Indium Tin Oxide (ITO) covered with a conducting polymer like poly(3,4-ethylenedioxythiophene):
poly(styrenesulfonate) (PEDOT:PSS) and Aluminum are examples of transparent anode and reflecting cath-
ode, respectively.
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Figure 3.2: Schematic of the cross-section of a typical organic solar cell device along the thick-
ness.
Figure 3.3: Device operation. (a) Photon absorption/exciton generation. (b) Exciton diffusion
and charge separation. (c) Free charge creation and transport
and subsequent diffusion of tightly coupled electron-hole pairs known as exciton’s towards the
DA interface. Stage 2 - Charge generation: The excitons then separate at the interface to form
electrons in the acceptor region and holes in the donor region. Stage 3 - Charge transport :
Movement of electrons and holes towards the cathode and anode, respectively. Each stage is
described in detail as follows:
Stage 1: The electron donor in the active layer of the OSC absorbs the photons reaching it
through the transparent electrode. Unlike inorganic photovoltaic devices where the absorbed
photons directly create free electron-hole pairs, organic photovoltaic devices give rise to tightly
bound electron-hole pairs known as excitons [28] (Fig. 3.3(A)). These excitons, which have a
short lifetime of ∼ 0.5 nanoseconds [43], must diffuse to the donor-acceptor interface in order
to be separated into free charges.
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Stage 2: At the interface, [44] the difference in electron affinity of the materials causes the
electron in the exciton to jump to the acceptor (Fig. 3.3(B)). The hole remains in the donor
region. This transfer of electron causes the electron-hole pair to become loosely bound. The
loosely bound electron and hole can be separated by the local electric field at the interface.
Stage 3: Once the exciton has separated into a free electron and a hole in the two regions
across the interface, the charges travel to the electrodes through the respective materials. That
is, the electron is transported through the acceptor-rich region towards the anode, while the
hole is transported through the donor-rich regions towards the cathode (Fig. 3.3(C)). The
transport characteristics is affected by the local electric field [28]. The tortuous structure of
the pathways (see Fig. 3.1) makes transport of the generated charges towards the electrodes a
complex process.
3.2.3 Device Model
The equations describing the charge transport processes in a heterogeneous organic solar
cell are given below. The four fields of interest are the electron density n, hole density p,
electrostatic potential φ and exciton density X.
∇ · (∇φ) = q(n− p) (3.1)
∇ · Jn = −qfD[∇φ,X] + qfR[n,p] (3.2)
∇ · Jp = +qfD[∇φ,X] − qfR[n,p] (3.3)
Jn = −qnµn∇φ+ qVtµn∇n (3.4)
Jp = −qpµp∇φ− qVtµp∇p (3.5)
∇ · (VtµX∇X)− fD[∇φ,X] −R[X] = −G − fR[n,p] (3.6)
where the Poisson equation (Eqn. (4.1)) incorporates the effect of electron and hole densities
on potential φ in the active layer.  is the dielectric constant, and is a spatially varying field.
Eqns. (4.2), (4.3) are commonly known as the current continuity equations. The notations
for electron and hole current densities are Jn and Jp, respectively. The exciton generation,
diffusion and dissociation are represented by Eqn. (4.6). G and D[∇φ,X] denotes rate of exciton
generation and dissociation, respectively. Exciton relaxation rate is denoted by R[X].
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Remark 1: Donor-acceptor interface The exciton dissociation D[∇φ,X] and charge
recombination R[n,p] are confined to a thin region at the DA interface using the factor f . This
is similar to the boundary condition for excitons at the interface, used by Martin (2007) [11].
The factor f takes a value of one in the thin region (∼2nm thick) across DA interface which
is used to approximate the interfacial region. f is zero elsewhere. This finite interfacial region
allows transport of both electron and holes but the electrons are restricted to acceptor regions
(and holes to donor regions) by using a mobility value 20 orders of magnitude lower than the
mobility in acceptor regions (donor regions in case of holes).
The mobilities for electron, holes and excitons are denoted by µn, µp and µX , respectively.
The thermal voltage Vt = kBT/q, where kB is the Boltzmann constant, T the temperature and
q denotes elementary charge. The Onsager dissociation rate [9] D is given by
D[∇φ,X] =
3γ
4pia3
e−Eb/KBT
J1(2
√−2b)√−2b X (3.7)
In this expression Eb = q
2/(4pix) is the exciton binding energy,
b = q3|∇φ|/(8pik2BT 2) is the field parameter and J1 is the first order Bessel function given by
J1(2
√−2b)√−2b =
∞∑
m=0
(2b)m
m!(m+ 1)!
(3.8)
The charge recombination R[n,p] = γnp, where γ is the Langevin recombination parameter. In
the present study, the following form for Langevin parameter γ = q (µn + µp) [3] is used. The
exciton relaxation R[X] = X/τX [3], where τX is the average lifetime of an exciton. Generation
rate of excitons is given by G[x] = α0Γ0exp(−α0x), where α0 is the absorption coefficient, Γ0
the photon flux, and x is the distance from the top of the active layer which is in contact with
the transparent electrode.
Remark 2: Boundary conditions Assuming the cathode and anode to line up with
the conduction and valence band, respectively, the boundary conditions [53, 54] for the charge
densities is given by
n[C] = NC
p[C] = NV exp(
−Egap
Vt
) (3.9)
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for the cathode, and
n[V ] = NCexp(
−Egap
Vt
)
p[V ] = NV (3.10)
for the anode. Here, Egap is the band gap and NC , NV denote the effective density of states of
conduction and valence band, respectively. The built-in potential Vbi is given by qVbi = ϕan −
ϕcat, where ϕan and ϕcat are the work functions for the anode and the cathode, respectively.
Alignment of electrodes with the conduction and valence bands gives Vbi = Egap. Hence, the
boundary condition for potential at the electrodes is given by
φC − φV = Egap − Va (3.11)
where Va is the applied voltage.
Remark 3: Current-Voltage plot The solution of the excitonic drift-diffusion equa-
tions (4.1-4.6) is used to calculate the electron and hole current density vectors using Eqns. (4.4)
and (4.5). 5 The current density available from the device is obtained by integrating the nor-
mal component of Jn,Jp at the electrodes. The variation of current density is plotted for a
range of applied voltages – zero volts to open circuit voltage – and is popularly known as the
current-voltage characteristic plot.
3.3 Methodology
In addition to the numerical instabilities due the drift term in current-continuity equations,
the highly coupled nature of the Eqns. (4.1-4.6) makes a computational solution non-trivial.
Approximately 20 orders of magnitude variation in the charge distributions (n, and p), and
device thickness in nanometers may lead to overflow and underflow errors. Moreover, the large
problem size obtained due to the need to resolve the fine morphological details necessitates
5As the expressions for current densities involve derivatives of the calculated charge densities and potential,
large errors may be introduced while post-processing for current density vectors. We have developed an efficient
current calculation strategy [69] to calculate current density in the entire domain, based on replacing the charge
densities by their quasi-Fermi level counterparts.
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parallelization in order to be able to perform high throughput analysis of different microstruc-
tures.
This section details the computational approach used to solve Eqns. (4.1-4.6).
3.3.1 Non-dimensionalized equations
Use of normalized units helps to avoid numerical overflow/underflow and improves the
efficiency of the algorithms. Using the scaling strategy of Markowich [55], the basic equations
transform into the following.
∇ˆ · (λ2∇ˆφˆ) = (nˆ− pˆ) (3.12)
∇ˆ · (−µˆnnˆ∇ˆφˆ+ µˆn∇ˆnˆ) = −fDˆ + fRˆ[n,p] (3.13)
∇ˆ · (µˆppˆ∇ˆφˆ+ µˆp∇ˆpˆ) = −fDˆ + fRˆ[n,p] (3.14)
∇ˆ · (µˆX∇ˆXˆ) = fDˆ + Rˆ[X] − Gˆ − fRˆ[n,p] (3.15)
where ˆ denotes non-dimensionalization. ˆ will not be used in the sequel for notational conve-
nience.
Finite element formulation We use a finite element formulation to solve this set of
Eqns. (3.12-3.15). The numerical instabilities associated with the presence of drift (convective)
term in the current-continuity equations is taken care by using the Streamline Upwind Petrov
Galerkin (SUPG) formulation [56]. The weak form of the problem defined by Eqns. (3.12-3.15)
can be stated as,
Given a domain Ω, with boundary ∂Ω, find φ, n, p,X  H1(Ω), φ = φD, n = nD, p = pD,
X = XD on ∂ΩD such that ∫
Ω
(∇ · (λ2∇φ)− (n− p))wdΩ = 0 (3.16)∫
Ω
(∇ · Jn − (−fD + fR[n,p])) (w + q∗)dΩ = 0 (3.17)∫
Ω
(∇ · Jp − (+fD − fR[n,p])) (w + q∗)dΩ = 0 (3.18)∫
Ω
(∇ · (µX∇X)− fD −R[X] + G + fR[n,p])wdΩ = 0 (3.19)
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for all w  H1(Ω), w = 0 on ∂ΩD, where H
1(Ω) represents the Sobolev space. φD, nD, pD
and XD represent the Dirichlet boundary values for the potential φ, charge densities n and p,
and exciton density X, respectively. q∗ is the SUPG function which modifies the Galerkin test
function w to a Petrov-Galerkin test function (w + q∗) [56]. On the remainder of the domain
boundary ∂Ω/∂ΩD, a zero boundary condition for the normal component of ∇φ, Jn and Jp is
implicitly applied.
Discretization In this stage we replace the infinite dimensional solution space H1(Ω)
with a finite dimensional approximate Hh(Ω) representing the discrete solution set on a grid.
The finite dimensional counterparts of the solution variables φ, n, p,X are denoted by φh, nh, ph, Xh.
The Galerkin form of equations can be stated as follows:
Find φh, nh, ph, Xh  H
h(Ω), satisfying the essential boundary conditions such that∫
Ω
(
−λ2∇φh · ∇wh − (nh − ph)wh
)
dΩ = 0 (3.20)∫
Ω
(nh∇φh · ∇wh −∇nh · ∇wh −∇nh · ∇φhq∗h) dΩ
=
∫
Ω
(−fD + fR[n,p])(wh + q∗h)/µn (3.21)∫
Ω
(ph∇φh · ∇wh +∇ph · ∇wh −∇ph · ∇φhq∗h) dΩ
=
∫
Ω
(+fD − fR[n,p])(wh + q∗h)/µp (3.22)
−
∫
Ω
µX (∇X · ∇w) dΩ =
∫
Ω
(
fD +R[X] − G − fR[n,p]
)
wdΩ (3.23)
for all wh  H
h, where φh, nh, ph and Xh are the Galerkin approximations to the electrostatic
potential, electron density, hole density and exciton density, respectively. The discretized equa-
tions (3.20-3.23) generates a coupled system of non-linear algebraic equations.
3.3.2 The computational framework
Overview Given the microstructural description of the device, the morphological details
are mapped onto a computational mesh. This mesh is used by the excitonic drift-diffusion
equation solver to obtain the charge density and potential distribution in the device. The
current-voltage characteristic curve is post-processed from the results.
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Figure 3.4: Scaling of the parallelized framework.
Framework setup and domain decomposition The drift-diffusion equation solver
module is implemented in C++ using an in-house parallelized finite element library which is
based on PETSC [64].
Determining the electrical properties of heterogeneous polymer devices with small feature
sizes requires fine mesh resolution. Additionally, the relatively large device dimensions (1000nm
X 100nm) considered in the present study results in large degrees of freedom. Furthermore,
we need to solve the non-linear excitonic drift diffusion equations at different values of applied
voltages in order to obtain the current-voltage characteristic curve. This necessitates paral-
lelization of the framework for quick simulations. We utilize domain decomposition strategy to
partition the computational mesh among the processors of a cluster using ParMETIS [65].
Solvers The non-linear problem is solved utilizing the ’Scalable Nonlinear Equation Solver’
(SNES) module of the PETSC library. The linear system at each iteration of the non-linear
problem is solved using the MUMPS [66] library.
Scaling analysis We consider a heterogeneous two dimensional morphology for the tim-
ing study. The non-linear excitonic drift-diffusion equations were solved using Newton’s method
with relative tolerance for convergence set to 10−12. The code was compiled with optimization
options for the compiler set on. The timing tests were performed on the ’Cystorm’ cluster at
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Iowa State University which consists of 3200 computer processor cores and high-speed infini-
band interconnection.
Fig. 3.4 (a) and (b) show the results of the scaling study for different number of degrees
of freedom. The plots allow us to determine the optimum number of processors to use for a
problem with specific number of degrees of freedom. A problem size of 1.28 million degrees
of freedom solved on around 60 processors would result in maximum speedup. These plots
(Fig. 3.4) show a reduction in solution time with increase in processors used, and this reduction
is improved as the problem size increases.
The three dimensional simulations scale similar to their two dimensional counterparts with
some deterioration due to increased bandwidth of the stiffness matrix.
3.4 Results and discussion
3.4.1 Realistic heterogeneous morphology
We utilize the computational framework to capture the influence of realistic active layer
morphology on the electrical properties of a photovoltaic device. Fig. 3.5 (a) shows the vertical
cross-section of the active layer of a heterogeneous organic photovoltaic device composed of
donor and acceptor materials. The thickness of the active layer is 100 nm. The top and
bottom are connected to the anode and cathode, respectively.
The horizontal length of the microstructure is about 1000nm. This allows analysis of a wide
range of morphological feature types on the photovoltaic behavior of the device. The active layer
is composed of P3HT as the electron-donating polymer and PCBM as the electron-acceptor
(see Fig. 3.1). The P3HT:PCBM system has been extensively investigated due to its optimal
HOMO-LUMO gap, good charge mobilities, and ease of manufacturability [1, 70, 71, 4]. In this
class of devices light is absorbed by the electron donor to generate excitons. 6 To accurately
represent this feature, the exciton generation is limited to the donor region. Light intensity
decays with depth due to absorption. The resultant exciton generation rate is shown in Fig. 3.5
(b). As the light is shining through the transparent anode at the top of the active layer, exciton
6This is usually the case. However, some electron acceptors can also absorb light to generate excitons, eg.,
PC71BM [72]
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(a) Active layer microstructure
(b) Exciton generation rate, G
(c) Electron density, n
(d) Hole density, p
(e) Exciton density, X
(f) y-component of electron current density, Jny
(g) y-component of hole current density, Jpy
Figure 3.5: Cross-section of the active layer of realistic polymer photovoltaic device
50
(a) x-component, Ex
(b) y-component, Ey
Figure 3.6: Electric field distribution
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Figure 3.7: Current-voltage characteristic plot.
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generation rate G is maximum near the anode.
We consider the effect of the random and highly inter-penetrating structure of the DA
interface on the distribution of excitons, charges and electric field at short circuit conditions.
The ohmic boundary conditions results in maximum electron and hole densities at cathode
and anode, respectively (Fig. 3.5 (c) and (d)). The electron density decreases from cathode to
anode throughout the domain, but the decrease is much more pronounced in the donor than
acceptor region. Similarly, hole density values drops from anode to cathode with a greater rate
of decrease in acceptor region.
X is maximum in the inner regions of donor material and its value goes to zero while
approaching the interface where the excitons dissociate into free charges. An exponential
reduction in the incident light available for absorption along the thickness of the active layer
results in higher exciton density near the anode at top.
Figs. 3.5 (f) and (g) show the contour of the electron and hole current densities components
normal to the electrodes. The electron current-density (Fig. 3.5 (f)) is negligible in the donor
region and increases in the acceptor region while going from anode to cathode. A similar effect
is observed with hole current-density (Fig. 3.5 (g)), where maximum values are observed in
donor-material close to anode. The electrons are observed to be more dispersed towards the
center of the active layer than the holes. This is due to greater likelihood of exciton dissociation
near anode at top of the domain. The holes generated at the top of active layer drift upwards
towards the anode, while the region in the bottom half remains largely hole free. But electrons
created at the top of the domain drift downward towards the cathode and hence are more
widely distributed along the thickness.
The spatial variation of electron and hole concentrations results in variation of electric field
in the x-direction. Fig. 3.6 (a) shows the x-component of electric field with regions of positive
values in acceptor material and negative values in donor material which are the electron and
hole transporting media, respectively. The y-component of the electric field (Fig. 3.6 (b)) is an
order of magnitude larger than the x-component. The relative variation of the y-component
across different materials is less pronounced than the x-component due to the potential created
by the difference in work functions of the electrodes. Moreover, a larger value of y-component
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of the electric field can be seen in the electron rich acceptor regions compared to donor regions.
Hence the spatial variation of charge densities across different materials results in variation in
electric field, but the effect is more visible for the x-component than the y-component as the
internal potential dominates.
Fig. 3.7 shows the current-voltage characteristic plot obtained by simulating the morphology
shown in Fig. 3.5 (a) over a range of applied voltages. Table B.1 in the appendix lists the
values used for the various parameters involved in the simulation. The current-voltage curve
shown here is similar to typical experimentally obtained curves for P3HT-PCBM based systems
[73, 74].
3.4.2 Idealized 2D morphology
This section analyses the electrical properties of a sawtooth morphology with device di-
mensions, feature size and interface area identical to the realistic morphology analyzed in the
previous section. This provides a means to assess the performance of a realistic heterogeneous
polymer solar cell against an idealized morphology.
Fig. 3.8 (a) shows a sawtooth morphology with 35 teeth each of donor and acceptor. The
device dimensions are maintained same as that of Fig. 3.5 (a). The number and height of teeth
is calculated to get an average feature size of 15 nm and the same interface area .The material
parameters and simulation settings are same as that for realistic morphology simulation.
The charge densities (Fig. 3.8 (c) and (d)) are observed to be maximum at the respective
electrodes (anode for holes and cathode for electrons) and decrease towards the opposite elec-
trode. Away from the electrodes, the maximum values of charge density are found near the DA
interface. As shown in Fig. 3.8 (e), maintaining an exciton generation rate distribution similar
to realistic morphology case gives an exciton density distribution with maximum values in the
donor region lying between the anode and DA interface.
Fig. 3.9 (a) shows the x-component of the electric field calculated at short-circuit conditions.
This picture is similar to the results presented by Buxton and Clarke (2007) [3]. Similar
to realistic morphology case, the y-component (Fig. 3.9 (b)) of electric field is an order of
magnitude larger than the x-component.
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(a) Active layer microstructure
(b) Exciton generation rate, G
(c) Electron density, n
(d) Hole density, p
(e) Exciton density, X
(f) y-component of electron current density, Jny
(g) y-component of hole current density, Jpy
Figure 3.8: Cross-section of the active layer of an ’idealized’ polymer photovoltaic device
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(a) x-component, Ex
(b) y-component, Ey
Figure 3.9: Electric field distribution
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Figure 3.10: Comparison of the current-voltage plot of realistic and idealized morphologies.
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The comparison of current density distribution plots for the realistic morphology (Fig. 3.5
(f), (g)) and idealized morphology (Fig. 3.8 (f), (g)) clearly reveals the superiority of the saw-
tooth structure which, unlike the heterogeneous structure, allows all the charges generated at
the DA interface to be collected at the electrodes. Additionally, full contact of donor mate-
rial with anode and acceptor with cathode augments the charge collection process even more.
Fig. 3.10 highlights this difference in performance between sawtooth and realistic device struc-
tures.
In order to further tune the realistic device morphologies to obtain high short circuit current
densities, we investigate the effect of gradual increase in the feature size while maintaining the
same blend volume fraction, on the sub-processes involved in current generation process.
3.4.3 Effect of interfacial area
In this section, we study the effect of systematically changing the interface area and in-turn
the feature size of the devices on photovoltaic properties. A similar study delineating the effect
of increasing interfacial length on the current density was undertaken by Buxton and Clarke
(2007, [3]).8
We consider realistic device morphologies as shown in Fig. 3.11 9 for the present analysis.
The different morphologies shown in Fig. 3.11 show variation in a) interfacial area, b) feature
size and c) electrode contact area (acceptor with cathode and donor with anode) simultaneously.
Increase in interfacial area corresponds to decrease in feature size. The electrode contact
area remains relatively unchanged, as the volume fraction of each material in the blend is
same. Large interface area would result in greater opportunity for the excitons to dissociate.
However, it also deteriorates the charge transport due to high intertwining of pathways and
greater number of isolated islands and dead-ends.
The material and simulation parameters are identical to the previous section. Fig. 3.12
shows the current-voltage characteristic curves obtained for the morphologies shown in Fig. 3.11.
8This seminal work [3] investigated regular sawtooth morphologies with direct pathways for charges to the
electrodes. The present study extends it to include convoluted morphologies with bottlenecks and cul-de-sacs.
9These microstructures are obtained by solving the morphology evolution problem using the Cahn-Hilliard
equations, corresponding to a DA blend ratio of 1:1 with material parameter χ=2.2. Refer [21, 75] for more
details.
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(a) MORPH 1
(b) MORPH 2
(c) MORPH 3
(d) MORPH 4
(e) MORPH 5
Figure 3.11: Morphologies with gradual variation in interfacial area
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Figure 3.12: Current-voltage characteristic plot for the morphologies shown in Fig. 3.11
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Figure 3.13: Effect of interface area on the integral of (a) exciton generation rate G, exciton
relaxation rate RX , and (b) exciton dissociation rate D, charge recombination rate R, over the
domain at short circuit condition. The dashed lines in (b), which represent linear increase, are
curved on account of being plotted on a semi-log plot.
This shows that the morphology with highest interfacial area has the best performance suggest-
ing a dominant role played by exciton dissociation rate in deciding the final performance. To
further understand the role played by the DA interface, the relative effect of interfacial area on
the subprocesses involved in light absorption to charge collection stage ( generation,dissociation
and relaxation of excitons, charge recombination ) is analyzed. Fig. 3.13 shows increasing in-
terfacial area plotted against the integral of G, RX , D and R. The overall exciton generation
rate G (Fig. 3.13 (a)) remains relatively unchanged for different interface areas. This is due to
using the same device dimensions and material volume-fractions. Fig. 3.13 (b) shows a sublin-
ear increase in exciton dissociation rate with increase in interfacial area suggesting a reduced
increase in D for any further increase in interfacial area. A reverse trend is observed for exciton
relaxation rate RX . The charge recombination R, which limits the device performance, shows
an almost linear increase with interface area.
The increase is charge recombination rate R is overshadowed by increase in exciton dis-
sociation rate and decrease in exciton relaxation rate RX , thereby resulting in a net increase
in device performance. The charge recombination increases super-linearly with interface area,
whereas the increase in exciton dissociation is sub-linear, which would lead to diminishing
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performance improvements with further increase in interface area.
Figure 3.14: Electron and hole current distributions for real morphology. Row 1, 2 and 3
shows various views of the microstructure, electron current density and hole current density
respectively.
3.4.4 Three dimensional simulation
We showcase the capability of the framework to simulate 3D realistic morphologies with
Figures. 3.14 and 3.15. Figure. 3.14 (b) shows the morphology of the device used in this
study. The calculated electron and hole current densities are shown in Figure. 3.14 (e) and (h)
respectively. The cathode and anode facing views are also included to aid visualization. Figure.
3.15 shows the corresponding morphology and current density plots for ideal morphology. As
can be observed from Figures. 3.14 and 3.15, the current density for ideal morphology is much
larger than that for real morphology due to better charge transport pathways and electrode
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Figure 3.15: Electron and hole current distributions for ideal morphology. Row 1, 2 and 3
shows various views of the microstructure, electron current density and hole current density
respectively.
contact area (cathode contact area for acceptor and anode contact area for donor).
For real morphology, some features which appear as isolated ’islands’ in two dimensions
may have direct pathways to electrode in 3D, and in general, 3D structures may provide more
number of pathways from charge generation site to charge collection site than an equivalent
2D device structure. Hence 3D simulation helps visualize and analyze the charge transport
properties which are not easily seen to 2D simulations.
3.5 Conclusions and future work
The ability of correlate morphological features with each stage of the current generation
process will be immensely helpful to minimize performance losses. Quantification of morpho-
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logical effects on performance based on experimental investigation is very time consuming and
resource intensive or prohibitively costly in case of a high-throughput study on a range of mi-
crostructures. This necessitates development of a computational framework that can be used
as a virtual characterization tool for detailed analysis.
We showcase an efficient, dimensionally-independent, finite-element-based framework for
high-throughput interrogation of realistic percolating microstructures. (1) A parallel imple-
mentation of the framework is showcased and results from scalability analysis are shown. (2)
The modular structure of the framework enables quick evaluation of various quantities (e.g.
D, R[X], J) over the entire domain. (3) A comparison of a typical percolating and idealized
sawtooth type microstructure revealed a short circuit current gain of more than twice for the
later. (4) We also investigated the effect of feature size on the photovoltaic properties of hetero-
geneous interpenetrating microstructures. This helped us understand the relative affect feature
sizes on exciton dissociation and charge recombination. The increase in exciton dissociation
due to increase in interfacial area tapers of for a feature size of around 10nm at which point
charge recombination starts to play a dominant role.
Future work consists of analyzing the charge transport improvement due to electrode sur-
face engineering [76]. Other avenues of work include predicting 3D optimal morphologies for
maximized charge generation and transport.
Acknowledgments
B.G. and H.K.K. were supported in part by NSF PHY-0941576, NSF CCF-0917202 and an
NSF CAREER Award. We thank Olga Wodo for the images of active layer microstructures
and discussions.
61
CHAPTER 4. SENSITIVITY ANALYSIS OF CURRENT GENERATION
IN ORGANIC SOLAR CELLS – COMPARING BILAYER, SAWTOOTH
AND BULK HETEROJUCTION MORPHOLOGIES
A paper published in Solar Energy Materials & Solar Cells
Hari K. Kodali and Baskar Ganapathysubramanian
Abstract
Organic solar cells (OSC) show great potential as a low-cost energy source. In addition, their
mechanical flexibility allows the added advantage of use on a wide variety of surfaces. In recent
years, progress in experimental strategies and modeling approaches have enabled enhancing
the power conversion efficiencies of OSC. In particular, simulation based analysis have played
a significant role in improving our understanding of the charge transport phenomena in the
active layer of these devices. The excitonic drift-diffusion (EDD) model has been used widely
to simulate the generation and transport properties of bulk heterojunction (BHJ) solar cells.
The EDD model – which is derived from Boltzmann transport equations – is dependent on
a number of input parameters such as (1) material properties (mobility, permittivity), (2)
operating conditions (illumination, device thickness) and (3) active layer morphology.
A comprehensive sensitivity analysis of the short-circuit current, Jsc, to the input parame-
ters is performed. This helps in rank ordering the input parameters and operating conditions
– by strength and relevance – on their impact on Jsc. We particularly focus our investigations
on understanding how the active layer morphology affects the sensitivity of Jsc. To accomplish
this we analyze three classes of morphologies: bilayer, BHJ, and sawtooth. The results show
significant differences in sensitivities between BHJ, sawtooth and bilayer morphologies. Short-
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circuit current in BHJ structure shows higher sensitivity to material properties than either
sawtooth and bilayer structure, suggesting the necessity for finer control of material properties
to counteract the increased disorder in the active layer morphology. The electrode current is
found to be most sensitive to illumination intensity for all three morphologies. We report some
interesting trends that may help choose the most sensitive parameters to vary for designing
OSC’s with better performance.
4.1 Introduction
Organic solar cells allow the use of low-temperature roll-to-roll, and hence low-cost manu-
facturing [20]. Mechanical flexibility is the other major advantage of these devices which makes
them so attractive. Huge progress has been made in the last few years towards improving the
problem of low efficiencies associated with organic solar cells. This advancement (highest re-
ported value under laboratory conditions is 9% [77]) is made possible by experimental and
numerical investigations of the operating mechanisms and device structure optimization. Nu-
merical simulations not only help enhance performance through device optimization [78], but
also help improve the fundamental understanding of the underlying charge transfer processes
in the active layer which is not easily accessible to experimental tools [3, 79, 80, 81, 82].
Monte-Carlo method based microscopic models [45, 46, 47] have been utilized to probe
the effect of morphology on the generation, mobility and recombination of charge carriers.
But the high computational cost associated with microscopic simulations hampers their use
for large scale simulations or in high-throughput analysis of OSC. A computationally efficient
alternative in the form of excitonic drift diffusion model [9, 10, 83, 79, 11, 12, 13] has been
used successfully for simulating the charge transport properties of organic photovoltaics. With
wide use of EDD equations it has become increasingly imperative to do a detailed investigation
to understand how the material properties and operating conditions (inputs to EDD model)
effect the device performance (output from EDD model). When input variables are not known
or can be changed, sensitivity analysis informs us about the effect of a small change in input
parameters on the output from EDD model. Sensitivity analysis can also help in ordering the
inputs by their effect on performance of organic solar cells. This facilitates decision making
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process when one is presented with the option of modifying one among a number of competing
input parameters, thus providing guidance on process optimization. Also, it would contribute
towards increasing the understanding and credibility of the EDD model and making the results
more persuasive. In recent years, such sensitivity analysis has been used extensively for a
variety of systems like ecological models [84], chemical models [85], structural systems [86],
pharmacokinetic models [87] and fluid flows [88].
For OSC devices, sensitivity analysis of 1D homogeneous model was undertaken by Ha¨usermann
et. al. (2009) [89], wherein the sensitivity to input parameters for a range of device thicknesses,
input voltages and time during turn-on was studied. The input parameters selected were elec-
tron and hole mobilities µn, µp, recombination efficiency reff , exciton pair separation a, and
decay rate kf . The pair separation a was found to have the highest influence on the short-circuit
current.
However, experimental evidence suggests that the active layer morphology is an important
factor determining the performance of organic solar cells [36, 37, 38], which indicates significant
effect of morphology on the sensitivity of Jsc. This study aims to do an in-depth sensitivity
analysis of a morphology dependent EDD model for organic solar cells. We analyze the sensitiv-
ity of the short-circuit current to the a) material properties (electron mobility µn, hole mobility
µp, acceptor dielectric constant A and donor dielectric constant D), b) device thickness (L),
and c) operating condition (illumination intensity Γ) under three different morphologies. To
investigate the effect of the transition from ordered to disordered morphologies on sensitivity,
we study bilayer, sawtooth and BHJ based devices. As the sensitivity to a specific input pa-
rameter may be dependent on the values of other input parameters, we compute the sensitivity
to the inputs for a range of values of all input parameters.
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4.2 Method
4.2.1 Model
In order to determine the short-circuit current density output from the active layer of a
BHJ device, we use the EDD model [79] as described below.
∇ · (∇φ) = q(n− p) (4.1)
∇ · Jn = −qff ′D[∇φ,X] + qff ′R[n,p] (4.2)
∇ · Jp = +qff ′D[∇φ,X] − qff ′R[n,p] (4.3)
Jn = −qnµn∇φ+ qVtµn∇n (4.4)
Jp = −qpµp∇φ− qVtµp∇p (4.5)
∇ · (VtµX∇X)− ff ′D[∇φ,X] −R[X] = −G − ff ′R[n,p] (4.6)
Equations (4.1-4.6) are solved to obtain the electron (n) and hole (p) densities, and electrostatic
potential φ. The solution thus obtained is used to determine the electron and hole current
densities, Jn and Jp respectively. Here, q is the elementary charge.
Morphology dependent parameters: The values of dielectric constant , electron mo-
bility µn and hole mobility µp are dependent on morphology, i.e. , µn and µp at any location
in the active layer depends on the type of material at that location. f and f ′ denote the
parameters which are used to track the donor:acceptor (DA) interfaces. f is 1 at interface, 0
elsewhere. To identify the interfaces with pathways to electrodes – for both electrons and holes
– we use parameter f ′. f ′ is 0 at interfaces without direct connection to either cathode (for
electrons) or anode (for holes). These interfaces are associated with either of the donor and
acceptor regions forming a cul-de-sac. f ′ is 1 elsewhere.
The exciton generation, diffusion and dissociation are represented by Eqn. (4.6). G and
D[∇φ,X] denote rate of exciton generation and dissociation, respectively. Exciton relaxation
rate is denoted by R[X]. The recombination of charges is given by R[n,p]. The expressions for
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(a) Bilayer (b) BHJ
(c) Sawtooth
Figure 4.1: Morphologies used for the sensitivity analysis. Dark region represents acceptor and
lighter region is donor.
D[∇φ,X], R[n,p], G, R[X] are:
D[∇φ,X] = kdX (4.7)
R[n,p] = γrnp (4.8)
G = αΓexp(−αx) (4.9)
R[X] = X/τX (4.10)
where Γ denotes illumination intensity and x is the distance from the illumination site. Here
the exciton generation rate G is approximated using Beer-Lambert Law. The expression for
Langevin recombination parameter γr used in this study is γr =
q
 (µn + µp). The dissociation
rate constant kd, absorption coefficient α, average lifetime of exciton τX can be found in Kodali
and Ganapathysubramanian (2012) [79]. We use ohmic boundary conditions at the electrode
boundaries and homogeneous Neumann condition for the rest of the boundaries. The equations
(4.1-4.6) are solved using finite element method [79]. We utilized the National Center for
Supercomputing Applications (NCSA)-ABE cluster which is part of XSEDE, to analyze the
large number of test cases involved with a detailed sensitivity analysis.
4.2.2 Morphologies
The sensitivity analysis is performed on three OPV devices with structures shown in Fig-
ure. 4.1. The cross-section of the active layer shown in Figure. 4.1 consists of 1:1 volume
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Figure 4.2: Current-voltage characteristic plots for the bilayer, sawtooth and BHJ morphologies
compared with result from experiment [7]
ratio of poly(3-hexylthiophene):[6,6]-phenyl-C61-butyric acid-methyl ester (P3HT:PCBM). Fig-
ure. 4.1(b) shows a typical BHJ morphology with interpenetrating electron donor (P3HT) and
acceptor (PCBM) phases. Figures. 4.1(a) and 4.1(c) show bilayer and sawtooth structures.
The bottom of the active layer is connected to cathode and top to anode. Figure. 4.2 shows
the current-voltage characteristic curves for the representative values of input parameters P
shown in Table. 4.1. We note that the values of the relative dielectric constants (Table. 4.1) in
the acceptor and donor region correspond to the real part of the complex permittivity.
4.2.3 Sensitivity analysis
The EDD model described in Section. 4.2.1 is used to determine the dependence of short-
circuit current Jsc on electron and hole mobilities (µn, µp), donor and acceptor dielectric
constants (A, D), active layer thickness (L) and photon flux (Γ). We define the sensitivity of
Jsc to input parameter P , as
Sensitivity[P ](Jsc) =
∂Jsc
∂P
(4.11)
where P can be µn, µp, A, D, L or Γ. Note that the value of Γ can be ∼30 orders of magnitude
larger than other parameters (see Table. 4.1). This results in ∼30 order of magnitude difference
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in the values of Sensitivity[Γ](Jsc) and sensitivity of Jsc to µn, µp, A, D, L. Hence we define
a normalized form of sensitivity as,
δ̂PJsc =
∂Jsc/Jsc
∂P/P
(4.12)
This enables comparison of sensitivity to all the parameters irrespective of the magnitude of
the physical values. All subsequent mention of sensitivity refer to normalized sensitivity.
Parameter, P Symbol Numerical value Units
1. Electron mobility µn 1.0× 10−7 m2V −1s−1
2. Hole mobility µp 1.0× 10−7 m2V −1s−1
3. Donor relative dielectric constant D 3.0 −−
4. Acceptor relative dielectric constant A 3.0 −−
5. Active layer thickness L 1.0× 10−7 m
6. Illumination intensity Γ 4× 1021 W/m2
Table 4.1: Representative values of the input parameters P .
4.3 Results and discussion
We study the response of the three devices as light is incident from the top through the
transparent anode onto the active layer. The absorption of photons and consequent exciton
generation is restricted to the donor regions, as it is comparatively negligible in the acceptor
region for P3HT:PCBM based devices [28]. The absorption depth is taken as 50nm [90]. The
electron and hole mobilities are assumed to be independent of the electric field in this study
[91, 92].
Figure. 4.3 shows the comparison of the effect of varying parameters P on Jsc for the three
device morphologies under consideration on a lin-log plot. The mobilities (Figures. 4.3(a),(b))
and dielectric constants (Figures. 4.3(c),4.3(d)) have a comparatively small effect on Jsc. Pho-
ton flux Γ and active layer thickness L in Figures. 4.3(e) and 4.3(f) show a relatively higher
impact. Among the three structures considered, BHJ structures show greatest variation in
Jsc due to change in the permittivity (Figures. 4.3(c),4.3(d)). This may be due to increased
bending of the electric field lines around the donor:acceptor interfaces, thereby assisting charges
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Figure 4.3: Jsc plotted against (a) µn, (b) µp, (c) A, (d) D, (e) L, and (f) Γ (in terms of
number of Suns) for BHJ, Sawtooth and Bilayer morphologies.
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to bypass interface recombination while moving towards the electrodes [93]. BHJ and sawtooth
structures show maximum Jsc when the active layer thickness L is equal to the absorption
depth (50nm) and any further increase in thickness leads to negligible increase in charge gen-
eration while significant reduction in charge transport and collection (Figure. 4.3 (e)). Bilayer
devices show a monotonic decrease in Jsc with increasing L due to change in the distance of the
donor:acceptor interface from the location of greatest exciton generation, i.e. the P3HT region
closest to anode. Figure. 4.3 (f) shows a rapid increase in Jsc with increase in Γ.
As given in Table. 4.1, the ratio of representative values of electron:hole mobilities as well
as donor:acceptor dielectric constant is 1:1. The sensitivity of Jsc (Figure. 4.4) to different
parameters is calculated for a range of each of the parameter values, while keeping all the other
parameters at their representative values shown in Table. 4.1. δ̂PJsc is determined by calcu-
lating the relative change in Jsc for a 10% variation in each of the input parameter P . From
Figure. 4.4, it can be inferred that for the representative values of parameters, the sensitivity for
BHJ morphology is highest to Γ. As shown in Figure. 4.4 (a)-(d), sensitivity of Jsc to mobilities
and permittivities is higher for BHJ structure compared to sawtooth or bilayer structure. On the
other hand, sensitivity of Jsc to device thickness L is lowest for BHJ structure (Figure. 4.4(e)).
This suggests greater performance benefit by optimizing thickness of devices with regular struc-
ture compared to those with BHJ structure. The value of δ̂PJsc for BHJ and sawtooth is lowest
(Figure. 4.4(e)) when the device thickness L is equal to the absorption depth of 50nm. All
three structures show the same sensitivity to Γ, suggesting that all devices - independent of
the morphology - benefit equally from increase in illumination intensity.
After comparing the values of δ̂PJsc to each of the parameters P separately for the three
morphologies, we analyze the sensitivity of Jsc to multiple parameters simultaneously for a
range of values of each parameter (Figure. 4.5). δ̂µnJsc, δ̂µpJsc, δ̂AJsc and δ̂DJsc are plotted
for a range of values of µp, D and L (Figure. 4.5) for a device with BHJ morphology. Plots
with sensitivity to all the input parameters for Bilayer, BHJ and Sawtooth morphologies are
shown in Figures. C.1, C.2 and C.3 in appendix. Figures. 4.5(a),(b) show that as the sensitivity
of Jsc to A and D increases with increase in mobilities. On the other hand, sensitivity of Jsc
to µn and µp decreases with increase in the values of permittivities. Hence it is more difficult
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Figure 4.4: Sensitivity of Jsc to (a) µn, (b) µp, (c) A, (d) D, (e) L, and (f) Γ (in terms of
number of Suns) for BHJ, Sawtooth and Bilayer morphologies.
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for BHJ morphology
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to increase the Jsc by increasing mobilities of materials with higher dielectric constants. Also,
Jsc can be increased by making relatively small changes to the permittivities of a material with
high carrier mobilities for BHJ devices. δ̂µnJsc increases significantly for larger thicknesses.
In addition, δ̂µnJsc is greater than δ̂µpJsc for larger thicknesses, suggesting that the electron
mobility, µn, becomes a critical factor for thicker devices.
Among µn, µp, A, D, L,Γ the short-circuit current is found to be most sensitive to illumi-
nation intensity Γ. The values of δ̂ΓJsc are closely followed by the sensitivity of short-circuit
current to device thickness. δ̂LJsc is also invariant to changes in most of the input parameters,
as δ̂ΓJsc, but shows change when the thickness itself is changed. Short-circuit current plotted
against device thickness shows a maximum when L is equal to absorption depth for BHJ and
sawtooth structures. At the same thickness, sensitivity to thickness is lowest for these struc-
tures. Hence, optimizing the device thickness (to be close to the absorption depth) is one order
more effective in increasing Jsc than changing any of the material properties.
Short-circuit current sensitivity to material properties ̂δµn|pJsc and ̂δA|DJsc is higher for
BHJ structure compared to sawtooth or bilayer structures. Sensitivity to electron mobility
increases significantly for thicker devices and higher illumination intensities. Jsc is found to
be least sensitive to hole mobility. Sensitivity to electron mobility is shown to be an order of
magnitude higher than that to hole mobility for most of the values of the input parameters
considered.
4.4 Conclusions
We have performed a morphology dependent sensitivity analysis of the short-circuit current
in organic solar cells using the exitonic drift-diffusion equations. Following is an enumeration
of some of the insights gained is this study.
1. For materials with higher permittivities, it is difficult to increase Jsc by increasing carrier
mobilities of devices with BHJ structures (Figure. 4.5(b)).
2. For materials with higher mobilities, Jsc can be changed by making relatively small
changes to the permittivities of devices with BHJ structures (Figure. 4.5(a)).
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3. Greater performance benefit can be achieved by optimizing the thickness of devices with
regular (Sawtooth,Bilayer) structure compared to devices with disordered (BHJ) struc-
ture (Figure. 4.4(e)).
4. The sensitivity to permittivities is highest for BHJ devices (Figures. 4.4(c), 4.4(d)), which
may be due to charge transport assisted by the electric field lines, bent around the
donor:acceptor interfaces [79].
5. For relatively thicker devices, electron mobility µn is the most critical material property
effecting the short-circuit current (Figure. 4.5(c)).
We envision this analysis and the trends reported to be of value to our experimental colleagues
for choosing the most sensitive parameters to vary for designing OSC’s with better performance.
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CHAPTER 5. IS A COLUMNAR INTERDIGITATED MORPHOLOHY
OPTIMAL FOR ORGANIC SOLAR CELLS ?
Modified from a paper to be submitted to Physical Review Letters
Hari K. Kodali and Baskar Ganapathysubramanian
Abstract
Organic solar cells are promising low-cost alternatives [17] to their inorganic counterparts
due to lower manufacturing costs [20], higher mechanical flexibility [28], and optical tun-
ability [18]. However, a low power conversion efficiency [94] (PCE) is a bottleneck to their
widespread use. It is known that morphology [95] plays a critical role in determining the
PCE [37]. Morphology control and tailoring has been the focus of extensive research [38] over
the past decade, driven by the hypothesis [6] that morphologies having interdigitated columnar
domains will make optimal devices [95]. Here we disprove this hypothesis by computationally
discovering a family of morphologies that perform better than the hitherto thought optimal
morphology by as much as 25%. This family of morphologies are simply topological pertur-
bations to the interdigitated columnar morphology, thus maintaining most of the features –
connectivity and domain sizes – exhibited by the latter. The discovery of a whole class of mor-
phologies with improved performance will have an impact on the field of organic photovoltaic
from molecular design and fabrication tailoring to the question of discovering the optimal mor-
phology.
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Figure 5.1: A representative set of the family of topological perturbations to the ‘standard’
columnar morphology (a) with increasing amplitude A (b & c), and wavenumber k (d & e).
Here, dark and light colors denote acceptor-rich and donor-rich regions respectively. The value
of amplitude A is denoted in terms of the column thickness.
5.1 Introduction
Sustained research over the past decade has improved efficiency of organic solar cells from
1 % to 10.6% [94]. This has been achieved by the development of new materials [30, 31, 32],
device designs [33, 34, 35] and morphology control of the active-layer [36, 37, 38]. There is
a general consensus that morphologies having interpenetrating columnar domains (Fig. 5.1
a) result in optimal devices [95, 96, 6, 97, 98, 99, 100, 1, 101]. This morphology consists
of domains whose characteristic sizes facilitates high exciton diffusion to the interface, fairly
large interfacial area that enhances exciton dissociation, as well as straight pathways that
promote charge transport. This intuition has been backed by various numerical investigations
[3, 83, 13, 79, 47] which compare planar and bulk-heterojunction (BHJ) morphologies with
columnar morphologies and make the case for columnar morphologies. Alam et. al. [83] even
suggested that no significant gains in performance of BHJ devices may be expected through
morphology modification as the numerically calculated efficiency of annealed BHJ devices is
already close to devices with the ‘optimal’ columnar morphology.
We investigate the underlying hypothesis in all these studies that columnar morphology
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leads to optimal performance by exploring other structured morphologies. Since the exploration
of all arbitrary morphologies is conceptually infeasible, we start from a ’standard’ columnar
morphology and make systematic topological perturbations to this morphology. Specifically,
we perturb the donor-acceptor interface into a sine function x = Asin(2piyk), where y is the
distance from the top boundary, and x is the interface location. This creates a family of
fully-connected, interdigitated ‘wavy’ columnar morphologies characterized by two parameters:
amplitude (A) and wavenumber (k) (Fig. 5.1). Using the sine function also ensures that the total
donor-acceptor volume fraction in the active layer is conserved, all domains remain connected
to the electrodes, and the domain characteristic sizes remain nearly constant (Fig. 5.1). We
evaluate the performance of this family of morphologies by calculating the current-voltage
characteristics under 1 sun condition using the excitonic drift-diffusion model [3, 83, 13, 79] with
material properties A.1 corresponding to widely studied model system with 1:1 volume ratio
of poly(3-hexylthiophene) as donor and [6,6]-phenyl-C61-butyric acid-methyl ester as acceptor
(P3HT:PCBM).
Parameter Symbol Numerical value Units
Electron effective density of states NC 3.5× 1025 m−3
Hole effective density of states NV 3.5× 1025 m−3
Electron mobility µn 2.5× 10−7 m2V −1s−1
Hole mobility µp 1.5× 10−7 m2V −1s−1
Band gap Eg 1.34 eV
Relative dielectric constant  3.4 −−
Average exciton lifetime τX 1× 10−6 s
Electron-hole pair distance a 1.8× 10−9 m
Active layer thickness L 100 nm
Table 5.1: Material parameters used for simulating ‘Wavy’ morphologies
Fig. 5.2 plots the current-voltage characteristics of three morphologies: a representative
bulk-heterojunction morphology, columnar morphology and a representative topological per-
turbation. The efficiency of each device is a function of the short-circuit current Jsc, open-circuit
voltage Voc and fill-factor FF . Changes to the Voc and FF are usually negligible when mod-
ifying the morphology of a device while keeping the materials, volume fraction and electrode
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Figure 5.2: Current voltage curves for three morphologies: A representative BHJ morphol-
ogy whose predicted profile matches experimentally measured values, a ‘standard’ columnar
morphology, and a typical member of the ‘wavy’ columnar morphology
connectivity invariant (as seen in Fig. 5.2, also [83]). Based on this, we focus on using Jsc as the
metric for performance comparisons 1. The Jsc for a large set of morphologies corresponding
to variations in A from 0.05 to 2.0 and variations in k from 1 to 10 was computed 2.
5.2 Results and discussion
Fig. 5.3 shows variations of the normalized short-circuit current J˜sc with changing A and k
starting from a ‘standard’ columnar morphology with columns of width 10 nm. J˜sc is obtained
by dividing the short-circuit current computed for a perturbed morphology with the short-
circuit current of the ‘standard’ columnar morphology. For k = 1, J˜sc increases monotonically
with increase in amplitude A. For higher values of wavenumber k, J˜sc initially increases and
then decreases. The peak value of J˜sc for each constant-k curve is nearly identical (∼ 125% of
the ‘standard’ columnar morphology). Furthermore, these peaks occur on the loci of constant
1We utilize our in-house parallel finite element based simulation framework [79] for solving the EDD equations
and computing the current-voltage characteristics. Solving for each current-voltage plot requires significant
computational effort on a high performance computing cluster
2We developed an in-house automation framework that intelligently deploys and tracks each parallel FEM
calculation and enables compressive management of large number of simulations. The complete high throughput
analysis of the family of morphologies required about 7000 hours of computing.
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Figure 5.3: Variation of normalized short-circuit current J ′sc for a family of ‘wavy’ morphologies
that are topological perturbations of a ‘standard’ columnar morphology of column width 10
nm.
k ∗ A. We attribute the initial rise to the increase in donor-acceptor interface area and hence
enhanced exciton dissociation. But any further increase in A is accompanied by a reduction of
domain width (see Fig. 5.1). Smaller domain could result in larger non-geminate recombination,
and hence, poorer charge transport [102] as shown by drop in J˜sc. This increasing-decreasing
behaviour of J˜sc corroborates well with observation by Shah and Ganesan [13]. The observation
of peak J˜sc occurring at constant k ∗A suggests that the net effect of increase in both A and k
is to increase the donor-acceptor interface area. We assert that ‘wavy’ morphologies with the
same interface area should result in similar J˜sc even when obtained by topological perturbations
of ‘standard’ morphologies having different column widths.
We test this assertion by analyzing three families of ‘wavy’ morphologies obtained from
three different column widths (10nm, 13.3nm, 20nm). Fig. 5.4 plots the computed Jsc purely
as a function of the donor-acceptor interface area. All three data sets collapse into a single
curve. The curve exhibits three linear regimes, marked as R1, R2, and R3. R1 is due to the
exciton dissociation rate being directly proportional to interface area. The drop in short circuit
current shown by R2 may be due to the linear decrease in the volume occupied by pure donor
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Figure 5.4: Relation between Jsc and donor-acceptor interface area. Both are normalized by
the Jsc and interface-area of a ’standard’ columnar morphology with column width of 10nm
and acceptor phases (and hence the charge transport pathways) with increasing interface area.
The reduced slope of drop in region R3 could be explained by exhaustion of pure donor and
acceptor phases thereby causing less change in short circuit current with increased interface
area. The maxima in Fig. 5.4, which is almost identical for morphologies with different column
widths, represents a balance between increase in exciton dissociation due to increase in interface
area and decrease in charge transport pathways [13].
This – seemingly obvious – observation gives a structured approach to change the mor-
phology so as to enhance the performance of OSCs: increasing the donor-acceptor interface
area marginally while ensuring that (a) the total donor-acceptor volume fraction is conserved,
(b) all domains remain connected to (appropriate) electrodes, (c) the domain characteristic
sizes remain nearly constant. Our results show that an interdigitated columnar structure is not
optimal, and that improvements in performance can be obtained by perturbing this structure.
This has major implications in organic photovoltaics, as significant effort has gone towards
achieving a columnar morphology. Fabricating nano-columnar structures is currently still a
formidable challenge [103]. However, devices with micro-scale columnar morphologies are rel-
atively straightforward to fabricate [96, 104, 105, 106]. Our results suggest a way to enhance
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Figure 5.5: Columnar versus wavy morphologies with micro-scale columns
the (usually very poor) performance of such micro-columnar structures by inducing waviness.
Waviness can be produced in a variety of ways, for instance, by mechanical deformations via
wrinkling in the vertical directions using corona discharge as shown in [107] or via force induced
buckling as shown in [108] and references therein. Fig. 5.5 plots the improvement in Jsc when
waviness is introduced in devices with (sub) micron-scale columnar morphologies. The waviness
decreases the average domain size and ensures that excitons are able to reach the donor-acceptor
interface to create useful charges. This effect produces a nearly 100% improvement in Jsc for
a range of column thicknesses.
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CHAPTER 6. GENERAL CONCLUSIONS
6.1 General Discussion
An efficient, scalable and dimensionally independent computational framework has been
developed which is able to use images of realistic morphologies obtained from TEM, SEM
or AFM measurements. This framework enables visualization of the distribution of exciton
densities, charge densities, potential and current densities in three dimensional heterogeneous
morphology. It also enables differentiation of devices based on performance with different
morphologies.
As discussed in chapter four, we presented a detailed analysis of the sensitivity of final
electrode current density to material properties (electron/hole mobility, dielectric constant),
device thickness and illumination intensity for (a) Bulk-heterojunction, (b) Sawtooth, and (c)
Bilayer morphologies. The electrode current was found to be most sensitive to device thick-
ness and illumination intensity. Investigation was performed for the question, if a device with
sawtooth morphology is optimum of high efficiency. Wavy morphologies obtained through topo-
logical perturbations of columnar (sawtooth) morphologies – while qualitatively maintaining
the connectivity to electrodes – give higher performance for certain values of amplitude (A)
and wavenumber (k).
6.2 Recommendations for future Research
(1) Optical simulation of heterogeneous morphologies. A detailed comparative in-
vestigation of effect of bulk-heterojunction, bilayer, columnar and wavy morphologies on
photon absorption would influence the morphology enhancement process which is cur-
rently focused on maximizing charge generation and transport.
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2 High fidelity OSC simulation. Incorporation of extra phases in the donor:acceptor
active layer blend – as revealed with recent imaging measurements – in the simulation
process would increase the fidelity of the numerical results.
3 Automated device thickness optimization. Currently, the standard practice for ex-
perimentalists is to fabricate a number of devices with different thickness for the same
materials and fabrication steps in order to determine the optimum thickness. A com-
putational approach using an optimization framework along with the current framework
for OSC simulation would automate and accelerate this process of determining optimum
thicknesses.
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APPENDIX A. Supplementary material for Chapter 2
A.1 Recombination strength, γ
As the electrons and holes are confined to different phases of the blend, the recombina-
tion occurs largely across the material interfaces. Braun [109] first proposed the form of the
expression for recombination strength as
γ =
q
<  >
< µn + µp > (A.1)
where <> denotes spatial average, to account for the difference in electron and hole mobilities
in different components of the blend. A significant deviation was observed in the experimental
values for the recombination coefficient [110]. Later the rate of recombination was suggested
to be limited by the slowest charge carrier [111].
γ =
q
<  >
min(µn, µp) (A.2)
Szmytkowski [112] considered the difference in permittivities of the two materials at the inter-
face. He proposed a model taking the image force effects on the recombination into account.
γ =
∣∣∣∣1 − 21 + 2
∣∣∣∣ eµ101 (A.3)
Although all three models have been implemented in the present framework, we present results
using the simple model given by equation (A.1)
Table. A.1 tabulates the numerical values for the various constants used in this paper.
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Parameter Symbol Numerical value Units
Electron effective density of states NC 2.5× 1025 m−3
Hole effective density of states NV 2.5× 1025 m−3
Electron zero field mobility µn 2.5× 10−7 m2V −1s−1
Hole zero-field mobility µp 3.0× 10−8 m2V −1s−1
Band gap Eg 1.34 eV
Generation rate G 2.7× 1027 m−3s−1
Dielectric constant 〈〉 3.0× 10−11 F/m
Boltzmann constant kB 1.3806503× 10−23 m2kgs−2K−1
Room Temperature T 300 K
Elementary charge q 1.60217646× 10−19 As
Table A.1: Parameters used for analysis of charge transport in OSCs
A.2 Newton’s Method
Newton’s method is a coupled procedure for solving the equations simultaneously. The
equations (3.20-3.22) can be written in the residual form as
Fφ(φ, n, p) = 0 Fn(φ, n, p) = 0 Fp(φ, n, p) = 0 (A.4)
Applying Taylor expansion on each of the three equations gives the following Jacobian system

∂Fφ
∂φ
∂Fφ
∂n
∂Fφ
∂p
∂Fn
∂φ
∂Fn
∂n
∂Fn
∂p
∂Fp
∂φ
∂Fp
∂n
∂Fp
∂p

∣∣∣∣∣∣∣∣∣∣
δφ
δn
δp
∣∣∣∣∣∣∣∣∣∣
= −

Fφ
Fn
Fp

which is solved for the corrections δφ, δn and δp. The solution variables φ,n and p are then
updated by
φ(k + 1) = φ(k) + δφ(k)
n(k + 1) = n(k) + δn(k) (A.5)
p(k + 1) = p(k) + δp(k)
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where k indicates the iteration number.
Elements of the Jacobian matrix in Newton’s method
∂Fφ
∂φ
=
∫
Ω
−λ2∇δφ · ∇wdΩ
∂Fφ
∂n
=
∫
Ω
−wδndΩ
∂Fφ
∂p
=
∫
Ω
wδpdΩ
∂Fn
∂φ
=
∫
Ω
(n∇δφ · ∇w) dΩ−
∑
e
∫
Ωe
∇n · ∇δφ[τn∇φh · ∇whn]dΩ
∂Fn
∂n
=
∫
Ω
(∇φ · ∇wδn−∇δn · ∇w) dΩ−
∑
e
∫
Ωe
∇δn · ∇φ[τn∇φh · ∇whn]dΩ
∂Fn
∂p
= 0
∂Fp
∂φ
=
∫
Ω
(p∇δφ · ∇w) dΩ +
∑
e
∫
Ωe
∇p · ∇δφ[τp∇φh · ∇whp ]dΩ
∂Fp
∂n
= 0
∂Fp
∂p
=
∫
Ω
(∇φ · ∇wδp+∇δp · ∇w) dΩ +
∑
e
∫
Ωe
∇δp · ∇φ[τp∇φh · ∇whp ]dΩ
A.3 Probability of electron-hole pair dissociation
Onsager first described the dissociation and recombination kinetics of ion pairs in an applied
electric field. This model of geminate recombination was later extended by Braun [109] by
introducing the effect of finite lifetimes of electron-hole pairs. In Braun’s model, electron-hole
pair dissociation probability is given by
p(x, F, T ) =
kd(x, F, T )
kd(x, F, T ) + kr
(A.6)
where x is the electron-hole pair distance, F is the electric field strength, T is the temperature,
kr is the decay rate and kd is the dissociation rate given by
kd(x, F, T ) =
3γ
4pix3
e−Eb/KBT
J1(2
√−2b)√−2b (A.7)
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In this expression Eb = q
2/(4pix) is the exciton binding energy, b = q3F/(8piK2BT
2) is the
field parameter and J1 is the first order Bessel function given by
J1(2
√−2b)√−2b =
∞∑
m=0
(2b)m
m!(m+ 1)!
(A.8)
Electron-hole pair dissociation probability over all charge-separation distances is
P (F, T ) =
4√
pia3
∫ ∞
0
p(x, F, T )x2e−(x/a)
2
dx (A.9)
where a is the charge-separation distance at which the probability of the Gaussian function
is maximum. This expression is evaluated numerically using Simpson’s 3/8th integration rule.
The value of the integrands after first 200 terms drops down significantly and can be safely
neglected.
A.4 Analytical solution for the simplified drift-diffusion equations
We consider a 1-D domain with homogeneous material properties at short-circuit conditions.
We also consider constant charge generation. This enables us to assume a linear potential
distribution across the electrodes [41]. Using these assumptions while neglecting recombination
gives a linear uncoupled set of ordinary differential equations
∇.(−nµn∇φ+Dn∇n) = G
∇.(pµp∇φ+Dp∇p) = G
∇2φ = 0 (A.10)
which can be solved analytically.
In one dimension the uncoupled electron and hole equations are of the form
D
d2θ
dx2
+ u
dθ
dx
= G
θ(0) = θ1, θ(d1) = θ2
where θ is n—p and D and u are the coefficients of diffusion and drift term respectively(D
= Dn—Dp, u = −µn dφdx—µp dφdx ). This is a non homogeneous linear ODE. Solution to the
corresponding homogeneous equation is given by,
θh(x) = c1 + c2e
− u
D
x
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and the particular solution is,
θp(x) =
G
u x
General solution is,
θ(x) =θh(x) + θp(x) = c1 + c2e
− u
D
x + Gu x
Applying boundary conditions, we get,
θ(x) =θ1 − (θ1 − θ2 + Gu x2)
(1− e− uDx)
(1− e− uDx2) +
G
u x
This is the analytical solution for the uncoupled problem.
Derivative of θ, required for current calculation, is given by
dθ
dx
= − (θ1 − θ2 +
G
u x2)
(1− exp(− uDx2))
(
u
D
exp(− u
D
x)) +
G
u
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APPENDIX B. Supplementary material for Chapter 3
B.1 Material parameters and universal constants [1, 2, 3, 4, 5]
Parameter Symbol Numerical value Units
Electron effective density of states NC 2.5× 1025 m−3
Hole effective density of states NV 2.5× 1025 m−3
Electron zero field mobility µn 2.5× 10−7 m2V −1s−1
Hole zero-field mobility µp 3.0× 10−8 m2V −1s−1
Band gap Eg 1.34 eV
Photon flux Γ0 4.31× 1021 m−2s−1
Donor relative dielectric constant D 6.5 −−
Acceptor relative dielectric constant A 3.9 −−
Absorption coefficient α0 2× 107 m−1
Average exciton lifetime τX 1× 10−6 s
Boltzmann constant kB 1.3806503× 10−23 m2kgs−2K−1
Room Temperature T 300 K
Elementary charge q 1.60217646× 10−19 As
Table B.1: Sample parameters used for simulation excitonic drift-diffusion equations
The typical parameters and universal constants used in the simulations described here are
summarized in Table. B.1. The material properties are typical for annealed P3HT:PCBM
based devices. The short-circuit current is highly dependent on the values of charge mobilities
µnandµp. It also depends on overall exciton generation rate which is inturn dependent on the
values of photon flux Γ0, absorption coefficient α0 and exciton lifetime τX . As the boundary
condition for electrostatic potential φ is a function of band-gap, the open-circuit voltage VOC
is in turn highly dependent on band-gap Eg.
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APPENDIX C. Supplementary material for Chapter 4
C.1 Sensitivity of Jsc to parameters P for bilayer, BHJ and sawtooth
structures
Figures. C.1, C.2 and C.3 show the sensitivity of Jsc to P for bilayer, sawtooth and BHJ
morphologies respectively. For regular structures – bilayer and sawtooth – the Jsc is most
sensitive to device thickness for most of the parameter values considered. Whereas in case of
BHJ structure, Jsc is more to illumination intensity than device thickness. This is expected
as the distribution of the donor phase in the active layer region within the absorption depth
governs the exciton generation rate. This donor phase distribution does not change for regular
structured devices. δµnJsc is observed to be larger than δµpJsc for all three device structures,
but the difference between δµnJsc and δµpJsc is larger of BHJ compared to sawtooth, which is
in-turn larger than bilayer structure.
Detailed procedure for sensitivity calculation
Initially representative morphologies (Bilayer, Sawtooth and BHJ) are selected. Then we
choose the input parameters µn,µp,A,D,L and Γ on which the sensitivity of the selected output
parameter Jsc is calculated. A set of representative values is selected for the input parameters.
Each of the input six parameters is investigated over a range at eight discrete values. The first
value is from the representative values shown in Table. 4.1. Hence, in stage we have one case
with values from Table. 4.1 and seven cases (for seven discrete values) for each the six input
parameters, with a total of 43 cases. This is the phase space of parameter values at which
sensitivity is calculated.
To calculate the sensitivity each of the six parameters is varied by 10% resulting in 258
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simulations for each morphology. The sensitivity of the short circuit current is calculated by
taking the difference between the values of short circuit current obtained at the 43 cases and
the ones obtained with the input parameters varied by 10%. Thus, the sensitivities to each
input parameter is determined for a range of parameter values.
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Figure C.1: Sensitivity of Jsc to different parameters over a range of (a) µn, (b) A, (c) L, and
(d) Γ (in terms of number of Suns) for bilayer morphology
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Figure C.2: Sensitivity of Jsc to different parameters over a range of (a) µn, (b) A, (c) L, and
(d) Γ (in terms of number of Suns) for BHJ morphology
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Figure C.3: Sensitivity of Jsc to different parameters over a range of (a) µn, (b) A, (c) L, and
(d) Γ (in terms of number of Suns) for sawtooth morphology
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