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Motivated by work in [W. Ma, T. Hara, Y. Takeuchi, Stability of a 2-dimensional neural
networkwith time delays, J. Biol. Syst. 8 (2000) 177–193; S.A. Campbell, Delay independent
stability for additive neural networks, in: New Millennium Special Issue on Neural
Networks and Neurocomputing—Theory, Models and Applications Part I, Differential
Equations Dynam. Syst. 9 (2001) 115–138; S. Zhang, W. Ma, Y. Kuang, Necessary and
sufficient conditions for global attractivity of Hopfield-type neural networks with time
delays, Rocky Mountain J. Math. 38 (2008) 1829–1840], this work gives some necessary
and sufficient conditions for global attractivity of an n-dimensional Hopfield-type neural
network model with time delays based on the M-matrix and a class of nonlinear algebra
equations with n variables.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
It is well known that stability on neural networks of Hopfield type [1,2] has had a broad spectrum of application in
various optimization, associative memories, and engineering problems. When applied as associative memories, Hopfield-
type neural networks have equilibria representing stored patterns, and their stability means that the stored patterns can be
retrieved even in the presence of noise. When applied as optimization solvers, the networks have equilibria characterizing
all possible optimal solutions of the optimization problems, and their stability then ensures convergence to the optimal
solutions. Early studies on the stability of Hopfield-type networks mainly dealt with models in [2] where updating
and propagation are assumed to occur instantaneously. In recent years, however, investigation on the stability of the
networks with time delays has attracted considerable interest (see [3–19] and the references therein) since integration and
communication delays are ubiquitous both in biological and in artificial neural networks. Most of the studies, furthermore,
are obtained on the basis of the construction of proper Lyapunov functions or functionals. It is known that there are no
general rules for how to construct proper Lyapunov functions or functionals for given systems. Furthermore, on the basis
of nonsingular M-matrix theory [20] and the theory of monotone dynamical systems [15], some excellent necessary and
sufficient conditions for componentwise exponential convergence of delayed Hopfield-type neural networks were derived
in [7–10].
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In [18], motivated by work in [14], the authors obtained nonlinear algebra equations with n variables associated with a
class of n-dimensional Hopfield-type neural networks with time delays. Then, by using some computational techniques on
matrices, they gave some necessary and sufficient conditions for global attractivity in only two classes of two-dimensional
and three-dimensional Hopfield-type neural networks with time delays. The purpose of this work is further to give some
necessary and sufficient criteria for the global attractivity of an equilibrium for an n-dimensional Hopfield-type neural
network with time delays. To prove the main results, some properties of the M-matrix [20] and results of [5] are used.
This work is organized as follows. In Section 2, we shall give some preliminaries which will be used in the following
sections. In Section 3, we shall give the main results of the work. Some remarks and numerical simulations are given in
Section 4.
2. Preliminaries
In this work, we consider the following well known n-dimensional Hopfield-type neural network with time delays:
u˙i(t) = −biui(t)+
n∑
j=1
aijfj(uj(t − τij)), i = 1, 2, . . . , n, (1)
where t ≥ 0 and bi, aij are real constants, time delays τij are nonnegative, and the fi are continuously differentiable. For (1),
the following conditions are assumed to be satisfied for any i = 1, 2, . . . , n:
(H1) bi > 0.
(H2) fi(0) = 0 and fi(u) saturates at±1 for any u ∈ R, i.e., limu→±∞ fi(u) = ±1.
(H3) f ′i (u) is continuous such that f
′
i (u) > 0 for any u ∈ R, f ′i (0) = 1, and 0 < f¯i(u) < u for any u > 0, where
f¯i(u) = max {fi(u), −fi(−u)} , (u ≥ 0, i = 1, 2, . . . , n).
As usual, the initial condition for (1) is given as follows:
ui(s) = φi(s), (−r ≤ s ≤ 0, i = 1, 2, . . . , n),
where r = max{τij|i, j = 1, 2, . . . , n} and φi(s) (i = 1, 2, . . . , n) are continuous on [−r, 0].
Note that from Lemma 1, it is not difficult to show that under (H1)–(H3), solutions of (1) satisfying the above initial
condition exist and are unique on R+ ≡ [0,+∞) (see, for example, [21,22]). It is clear that system (1) always has an
equilibrium u = (0, 0, . . . , 0)T, i.e., (1) has the trivial solution ui(t) = 0 for i = 1, 2, . . . , n and t ≥ 0.
The purpose of this work is to consider necessary and sufficient criteria for the global attractivity of the equilibrium of
u = (0, 0, . . . , 0)T of (1).
The following Lemmas 1–4 will be used in the discussions in next section.
Lemma 1. If (H1)–(H3) are satisfied, then for any solution (u1(t), · · · , un(t))T of (1), we have that
lim sup
t→+∞
|ui(t)| ≤ Mi, (i = 1, 2, . . . , n),
where the nonnegative constants Mi satisfy
Mi = 1bi
n∑
j=1
|aij|f¯j(Mj), (i = 1, 2, . . . , n). (2)
Lemma 2. Let Zn×n = {(cij)n×n | cij ≤ 0, i 6= j, i, j = 1, 2, . . . , n} and C = (cij)n×n ∈ Zn×n; then the following two conditions
are equivalent:
(i) All the principle minors of C are nonnegative.
(ii) If x 6= 0 and y = Cx, then there exists a subscript i such that xi 6= 0 and xiyi ≥ 0.
Let A¯ = (a¯ij)n×n, Aˆ = (aˆij)n×n, where a¯ii = −bi + aii, a¯ij = aij (i 6= j), aˆii = −bi + |aii|, aˆij = |aij| (i 6= j) for i, j = 1, 2, . . . , n.
Lemma 3. Let bi > 0 (i = 1, 2, . . . , n). If Det(−Aˆ) < 0, then there exist τij ≥ 0 for i, j = 1, 2, . . . , n such that the
transcendental equation
Det

−b1 − λ+ a11e−λτ11 a12e−λτ12 · · · a1ne−λτ1n
a21e−λτ21 −b2 − λ+ a22e−λτ22 · · · a2ne−λτ2n
...
...
...
...
an1e−λτn1 an2e−λτn2 · · · −bn − λ+ anne−λτnn
 = 0 (3)
has a root λ with Re λ > 0.
Lemma 4. Let bi > 0 (i = 1, 2, . . . , n) and Det(A¯) 6= 0. If −Aˆ is not an M-matrix, then there exist τij ≥ 0 for i, j = 1, 2, . . . , n
such that the transcendental equation (3) has a root λ with Re λ > 0.
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Lemma 1 can be found in [18] which actually generalized a similar conclusion of [14] for the system (1) in the case of
n = 2. Lemma 2 is well known and taken from [20]. The matrix C ∈ Zn×n which satisfies the conditions in Lemma 2 is
usually called theM-matrix. Lemmas 3 and 4 were proven in [5] by similar arguments in [23].
3. Necessary and sufficient conditions for global attractivity
In this section,we shall give sufficient andnecessary conditions for the global attractivity of the equilibrium (0, 0, . . . , 0)T
of (1). For the sufficient condition, we have the following theorem.
Theorem 1. If the matrix−Aˆ defined in Section 2 satisfies the condition (i) or (ii) of Lemma 2, i.e., if −Aˆ is an M-matrix, then
the equilibrium (0, 0, . . . , 0)T of (1) is globally attractive for any time delays τij ≥ 0 (i, j = 1, 2, . . . , n).
Proof. LetMi (i = 1, 2, . . . , n) be nonnegative constants which satisfy the nonlinear equations
Mi = 1bi
n∑
j=1
|aij|f¯j(Mj), (i = 1, 2, . . . , n). (4)
Wewill first show that it is impossible thatMi > 0 for i = 1, 2, . . . , n. Otherwise, one easily has from (4) that∑nj=1 |aij| > 0
for i = 1, 2, . . . , n, ifMi > 0 for i = 1, 2, . . . , n. Hence, it follows from (H3) and (4) that
Mibi <
n∑
j=1
|aij|Mj, (i = 1, 2, . . . , n),
which can be rewritten in the following vector form:
− AˆM < 0, (5)
where
M = (M1,M2, . . . ,Mn)T > 0.
Let x = M > 0 and y = −AˆM . Then it follows from Lemma 2 that there is some i such that
Miyi = Mi
(
−
n∑
j=1
aˆijMj
)
≥ 0,
which is clearly contradicting (5). This proves that it is impossible thatMi > 0 for i = 1, 2, . . . , n.
Without loss of generality,we assume thatMn = 0; then, the nonlinear equations (4)with n variablesMi (i = 1, 2, . . . , n)
are reduced to the nonlinear equations with n− 1 variablesMi (i = 1, 2, . . . , n− 1),
Mi = 1bi
n−1∑
j=1
|aij|f¯j(Mj), (i = 1, 2, . . . , n− 1). (6)
With the same arguments as in the above, one has that there is some k such thatMk = 0 for 1 ≤ k ≤ n− 1. We also assume
thatMn−1 = 0. By repeating the same procedure, one finally has thatM2 = M3 = · · · = Mn−1 = 0, and hence,
M1 = 1b1 |a11|f¯1(M1).
If a11 = 0, one hasM1 = 0. If a11 6= 0 andM1 > 0, one has from (H3) that
M1 <
1
b1
|a11|M1,
i.e.,
(b1 − |a11|)M1 < 0,
which is a contradiction to b1− |a11| ≥ 0. Hence, one must have thatM1 = M2 = · · · = Mn = 0. From Lemma 1, we obtain
lim
t→∞ xi(t) = 0, (i = 1, 2, . . . , n),
which shows that the equilibrium (0, 0, . . . , 0)T is globally attractive for any time delays τij ≥ 0 (i, j = 1, 2, . . . , n). This
proves Theorem 1. 
Remark 1. For the cases of n = 2 and n = 3, Theorem 1 includes main results of [18] as special cases. It is noticed that a
completely different proof has been used in [18].
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Fig. 1. τ = 30.
Theorem 1 implies that, under suitable conditions, time delays τij ≥ 0 (i, j = 1, 2, . . . , n) in (1) are harmless for the
global attractivity of the equilibrium (0, 0, . . . , 0)T. The following theorem further gives necessary conditions for the global
attractivity of (1) for any time delays τij ≥ 0 (i, j = 1, 2, . . . , n).
Theorem 2. If the equilibrium (0, 0, . . . , 0)T of (1) is globally attractive for any time delays τij ≥ 0 (i, j = 1, 2, . . . , n), and
Det(A¯) 6= 0, then the matrix−Aˆ satisfies the condition (i) or (ii) of Lemma 2, ı.e., −Aˆ is an M-matrix.
The proof of Theorem 2 is omitted here, since its proof is just same as that of Theorem 2.6 in [5] or directly follows from
Lemmas 3 and 4 in Section 2.
From Theorems 1 and 2, one has the following necessary and sufficient condition for the global attractivity of the
equilibrium (0, 0, . . . , 0)T of (1):
Corollary. Suppose Det(A¯) 6= 0. Then, the equilibrium (0, 0, . . . , 0)T of (1) is globally attractive for any time delays τij ≥
0 (i, j = 1, 2, . . . , n) if and only if the matrix−Aˆ satisfies the condition (i) or (ii) of Lemma 2, ı.e., −Aˆ is an M-matrix.
4. Discussion
In this section, we shall give some discussion on Theorems 1 and 2.
For any matrix C ∈ Zn×n, it is well known that the following conditions are equivalent (see, for example, [20]):
(iii) C is a nonsingular M-matrix.
(iv) All the principle minors of C are positive.
FromTheorem1, one has that, if thematrix−Aˆ is anM-matrix, then the equilibrium (0, 0, . . . , 0)T of (1) is globally attractive
for any time delays τij ≥ 0 (i, j = 1, 2, . . . , n). In fact, if, in addition, the matrix Aˆ is also nonsingular, one has the following
well known result [7,8,12,17,19].
Proposition. If the matrix −Aˆ satisfies the condition (iii) or (iv), then the equilibrium (0, 0, . . . , 0)T of (1) is globally
exponentially stable for any time delays τij ≥ 0 (i, j = 1, 2, . . . , n).
For the case of n = 2, it is shown in [18] that the sufficient condition in Theorem 1 is also necessary for the global
attractivity of the equilibrium (0, 0)T of (1) for any time delays τij ≥ 0 (i, j = 1, 2). For the case of n = 3, the following
three-dimensional system is given in [18]:
u˙1(t) = −u1(t)+ a11 tanh
(
u1
(
t − 1
2
τ
))
,
u˙2(t) = −u2(t)+ 5 tanh
(
u1
(
t − 1
3
τ
))
+ a22 tanh(u2(t − τ)),
u˙3(t) = −u3(t)+ 6 tanh
(
u2
(
t − 3
5
τ
))
+ a33 tanh
(
u3(t − 23τ)
)
,
(7)
where τ ≥ 0 and aii (i = 1, 2, 3) are constants. From Theorem 1, one has that the equilibrium (0, 0, 0)T of (7) is globally
attractive for τ ≥ 0 if |aii| ≤ 1 (i = 1, 2, 3). The numerical simulations in [18] show that, for a11 = a22 = −1 and a33 = 1.1,
there are solutions of (7) which tend to non-zero equilibria of (7) as t tends to infinity. Let us further choose a11 = a22 =
−1.1, a33 = 1.1 and τ = 30; Fig. 1 shows that there are solutions of (7) which tend to non-constant periodic solutions as t
tends to infinity.
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In view of Theorems 1 and 2 and numerical simulations, one has the following conjecture for n-dimensional system (1):
Conjecture. The sufficient condition in Theorem 1 is also necessary for the global attractivity of the equilibrium (0, 0, . . . , 0)T of
(1) for any time delays τij ≥ 0 (i, j = 1, 2, . . . , n), i.e., the assumption Det(A¯) 6= 0 in Theorem 2 is not necessary.
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