The paper is focused on the energy performance of the photovoltaic systems constituted by several arrays. The main idea is to compare the statistical distributions of the energy dataset of the arrays. For small-medium-size photovoltaic plant, the environmental conditions affect equally all the arrays, so the comparative procedure is independent from the solar radiation and the cell temperature; therefore, it can also be applied to a photovoltaic plant not equipped by a weather station. If the procedure is iterated and new energy data are added at each new run, the analysis becomes cumulative and allows following the trend of some benchmarks. The methodology is based on an algorithm, which suggests the user, step by step, the suitable statistical tool to use. The first one is the Hartigan's dip test that is able to discriminate the unimodal distribution from the multimodal one. This stage is very important to decide whether a parametric test can be used or not, because the parametric tests-based on known distributions-are usually more performing than the nonparametric ones. The procedure is effective in detecting and locating abnormal operating conditions, before they become failures. A case study is proposed, based on a real operating photovoltaic plant. Three periods are separately analyzed: one month, six months, and one year.
Introduction
The random variability of the atmospheric phenomena affects the available irradiance intensity for PhotoVoltaic (PV) generators. During clear days an analytic expression for solar irradiance can be defined, whereas it is not possible for cloudy days. Extreme-case conditions are usually assumed as reference, for the sake of check, neglecting the inherent random nature of some aspects affecting the electrical characteristics of a PV system. Several models that are able to take into account the effects of the environmental conditions have been proposed in [1] [2] [3] . When a PV plant is operating, a monitoring system to check the performance in all of the environmental conditions is needed. PV modules are the main components of a PV plant, so a deep attention has to be focused on their state of health [4] . For this aim, techniques that are commonly used to verify the presence of typical defects in PV modules are based on the infrared and/or luminescence analysis [5, 6] , while the automatic procedures to extract information by the thermo-grams are proposed in [7, 8] . Nevertheless, these approaches regard single modules of PV plants and they are useful when a defect has been roughly individualized. When there is no information about the general operation of the PV plant, other techniques have to be considered to predict failures and to enhance the PV system performance, as neural networks [9] or electrical model [10] . Some authors propose statistics-based approaches [11] [12] [13] . Other researchers evaluate the presence of faults, by monitoring the electrical signals [14, 15] . Instead, predictive model approaches for PV system power production based on the comparison between measured and modeled PV system outputs are discussed in [16, 17] . For example, the international rule [18] defines some indices (final PV
Statistical Methodology
In this paper, we consider that the PV plant is composed of N identical arrays, with each of them being equipped with a measurement unit, which measures the values of voltage and current of both the DC and AC sides of the inverter, and the energy produced by the array, with a fixed sampling time, ∆t. At the generic time-instant t = k∆t of the d-th day, the k-th sample vector of the n-th array is defined as x d,n (k) = [v d,n,AC (k) i d,n,AC (k) v d,n,DC (k) i d,n,DC (k) E d,n (k)], for n = 1, . . . , N, d = 1, . . . , D (being D the number of investigated days), k = 1, . . . , K, where k = 1 characterizes the first daily sample at the time t = ∆t and k = K defines the last daily sample, acquired at the time K·∆t. For our aims, let us consider the dataset constituted by the energy values E d,n (k). The n-th array, at the end of the d-th day, Sustainability 2018, 10, 608 3 of 15 has produced the energy E d,n = ∑ K k=1 E d,n (k), therefore the complete dataset of the produced energy by the PV plant in the whole investigated period can be represented in a matrix form:
The columns of the matrix (1) are independent each other, because the values of each array are acquired by devoted acquisition units, so no inter-dependence exists among the values of the columns, which can be considered as separate statistical populations. The flow chart in Figure 1 proposes a methodology to verify the energy performance of a PV plant and to detect and locate any anomaly before it becomes a failure. The methodology is particularly useful when the PV plant is not equipped with weather station, because, in this case, the evaluations about the energy performance cannot be carried out with respect to the solar radiation, cell temperature, and so on.
The absence of the weather station is very frequent for PV systems with nominal peak power up to 100 kWp. So, the proposed methodology allows for supervising the energy performance of a PV plant on the basis of a mutual comparison among its arrays, with no environmental data as input. Obviously, this approach is valid, only if the arrays are identical (same PV modules, same number of modules, same slope, same tilt, same inverters, and so on); in fact, under this assumption, the energy productions of the arrays must be almost identical in each period and in the whole year (the changing environmental conditions affect the arrays in the same way, if they are installed next to each other). So, the comparative and cumulative monitoring of the energy performance of identical arrays allows to declare, within the uncertainty defined by the value of the significance level α, if the arrays are producing the same energy or not. This goal can be pursued by using the parametric tests or the non-parametric tests. Since the parametric tests are based on known distribution, they are more reliable than the non-parametric ones, which are, instead, distribution-free. For this reason, it is advisable to use always the parametric tests, provided that all of the needed constraints are satisfied. In particular, the parametric test known as ANalysis Of VAriance (ANOVA) [21] compares the variance inside each array distribution and the variance among the arrays' distributions. In other words, ANOVA evaluates whether the differences of the mean values of the different groups are statistically significant or not. ANOVA is based on the null hypothesis H 0 (Equation (2) ) that the means of the distributions, µ i , are equal:
versus the alternative hypothesis that the mean value of at least one distribution is different from the others. In rigorous way, ANOVA can be used under the assumptions:
(a) all the observations are mutually independent; (b) all the distributions have equal variance; and, (c) all the distributions are normally distributed.
Nevertheless, ANOVA can be applied also for limited violations of the assumptions (b) and (c), whereas the assumption (a) is always verified, if the measures come from independent local measurement units.
So, before applying ANOVA test, several verifications are needed and they are the blue blocks of Figure 1 . The first check regards the unimodality of the dataset of each array, because a multimodality distribution, e.g., the bimodal distribution in Figure 2 , is surely non-normal. The Hartigan's Dip Test (HDT) is able to check the unimodality [22] and is based on the null hypothesis that the distribution is unimodal versus the alternative one that it is at least bi-modal. Usually, the test hypothesis is defined with the significance value α = 0.05; so, if p-value < α, then the null hypothesis is rejected, when considering it as acceptable to have a 5% probability of incorrectly rejecting the null hypothesis. This is known as type I error. Smaller values of α are not advisable to study the data of a medium-large PV plant, because the higher complexity of the whole system requires a larger uncertainty to be accepted. The verification of the unimodality can be also done on the basis of a relationship between the values of skewness and kurtosis [23, 24] ; nevertheless, in this paper only HDT will be used, because it is usually more sensitive than other methods. Usually, the test hypothesis is defined with the significance value α = 0.05; so, if p-value < α, then the null hypothesis is rejected, when considering it as acceptable to have a 5% probability of incorrectly rejecting the null hypothesis. This is known as type I error. Smaller values of α are not advisable to study the data of a medium-large PV plant, because the higher complexity of the whole system requires a larger uncertainty to be accepted. The verification of the unimodality can be also done on the basis of a relationship between the values of skewness and kurtosis [23, 24] ; nevertheless, in this paper only HDT will be used, because it is usually more sensitive than other methods. If the unimodality check is not passed, the distribution is not gaussian and ANOVA cannot be used, then a nonparametric test has to be applied. In the general case of N arrays, with 2, the nonparametric test to be used has to be chosen between Kruskal-Wallis test (K-W) [25, 26] and Mood's Median test (MM), which do not require that the distributions are gaussian, but only that the distributions are continuous. In presence of outliers, MM performs better than K-W. Instead, if the unimodality is satisfied, other checks are needed, before deciding whether ANOVA can be applied. First of all, it is needed to verify the previous assumptions (b) and (c). If both of them are satisfied, ANOVA can be applied. Otherwise, since ANOVA is effective also for modest violations of those assumptions, then it is needed to quantify the entity of the violations. With this in mind, the condition (b) on the variance can be verified by means of the Homoscedasticity's Test (HT), which is again a hypothesis test that returns a p-value. So, also in this case, it is possible to fix the significance value α = 0.05 (accepting the 5% of probability of type I error) and to compare it with the p-value. If the inequality p-value < α is satisfied, the variances of the distributions of the arrays are different, thus, the condition (b) is violated, and ANOVA cannot be applied. In this case, it is necessary to use K-W or MM, depending on the presence or absence of the outliers. Otherwise, ANOVA could be applied, if even the condition (c) is satisfied, eventually with a modest violation. To check the condition (c), an effective tool is the normal probability plot [27] , which returns information about the range of percentiles that fall into the normal distribution. If the feedback from the normal plot is not exhaustive to decide if the condition (c) is satisfied, then it needs to calculate the values of skewness (Equation (3)) and kurtosis (Equation (4)) of each distribution [19] . Skewness, , is defined as:
where µ is the mean of the data x, σ is the standard deviation of x, and E(t) represents the expected value of the quantity t. The skewness is the third standardized moment and measures the asymmetry of the data around the mean value. Only for = 0 the distribution is symmetric; this is a necessary, but not sufficient condition for a gaussian distribution. In fact, while the gaussian distribution is surely symmetric, nevertheless there exist also symmetric but not gaussian distributions. Therefore, the only value of the skewness is not exhaustive. For this reason, it is needed to calculate also the kurtosis, , here defined as the Pearson's kurtosis less 3 (also known as excess kurtosis) and calculated as: If the unimodality check is not passed, the distribution is not gaussian and ANOVA cannot be used, then a nonparametric test has to be applied. In the general case of N arrays, with N > 2, the nonparametric test to be used has to be chosen between Kruskal-Wallis test (K-W) [25, 26] and Mood's Median test (MM), which do not require that the distributions are gaussian, but only that the distributions are continuous. In presence of outliers, MM performs better than K-W.
Instead, if the unimodality is satisfied, other checks are needed, before deciding whether ANOVA can be applied. First of all, it is needed to verify the previous assumptions (b) and (c). If both of them are satisfied, ANOVA can be applied. Otherwise, since ANOVA is effective also for modest violations of those assumptions, then it is needed to quantify the entity of the violations. With this in mind, the condition (b) on the variance can be verified by means of the Homoscedasticity's Test (HT), which is again a hypothesis test that returns a p-value. So, also in this case, it is possible to fix the significance value α = 0.05 (accepting the 5% of probability of type I error) and to compare it with the p-value. If the inequality p-value < α is satisfied, the variances of the distributions of the arrays are different, thus, the condition (b) is violated, and ANOVA cannot be applied. In this case, it is necessary to use K-W or MM, depending on the presence or absence of the outliers. Otherwise, ANOVA could be applied, if even the condition (c) is satisfied, eventually with a modest violation. To check the condition (c), an effective tool is the normal probability plot [27] , which returns information about the range of percentiles that fall into the normal distribution. If the feedback from the normal plot is not exhaustive to decide if the condition (c) is satisfied, then it needs to calculate the values of skewness (Equation (3)) and kurtosis (Equation (4)) of each distribution [19] . Skewness, σ k , is defined as:
where µ is the mean of the data x, σ is the standard deviation of x, and E(t) represents the expected value of the quantity t. The skewness is the third standardized moment and measures the asymmetry of the data around the mean value. Only for σ k = 0 the distribution is symmetric; this is a necessary, but not sufficient condition for a gaussian distribution. In fact, while the gaussian distribution is surely symmetric, nevertheless there exist also symmetric but not gaussian distributions. Therefore, the only value of the skewness is not exhaustive. For this reason, it is needed to calculate also the kurtosis, k u , here defined as the Pearson's kurtosis less 3 (also known as excess kurtosis) and calculated as:
The kurtosis is the fourth standardized moment and measures the tailedness of the distribution. Only for k u = 0, the distribution is mesokurtic, which is the necessary but not sufficient condition for a gaussian distribution. Other details can be found in [19] . The set of the two indices (skewness and kurtosis) allows for quantifying the mismatch of the distribution with respect to a gaussian one and to evaluate if the violation of the condition (c) is acceptable or not, even if the maximum acceptable mismatches are not unique [28] [29] [30] . Only if also this verification is passed, the ANOVA test can be applied; otherwise a non-parametric test has to be used.
As new data are acquired and the size of the energy dataset increases, the monitoring becomes more accurate, allowing for the estimation and location also of a low-intensity anomaly, before it becomes a fault.
Description of the PV Plant under Investigation
The energy performance of a real operating 90 kWp grid-connected PV plant, installed in a private area of a company located in Bari, a city in the south of Italy, has been studied. It injects the energy exceeding the local consumptions into the distribution network. The 600 modules of the PV plant are equally divided in six arrays. The nominal power of a single module is 150 Wp (Sol 150, mono-crystalline, by Solterra), whereas the nominal peak power for a single array is 15,000 Wp. Each array is connected to a 15 kW inverter (Sunny Tripower 15000TL by SMA, Milan, Italy). The plant has an interface device, able to automatically connect itself to the grid. The system faces the south and is sloped at about 35 • . By inserting these values in the well-known PhotoVoltaic Geographical Information System (PVGIS) [31] of the European Commission Joint Research Centre (EC-JRC), and based on the historical data of the solar irradiance, it results that the estimated yearly energy production is about 117,680 kWh, corresponding to about 1307 kWh/kWp per year. Moreover, the website provides also the estimated monthly energy production, which will be used in the next Sections 4.1-4.3.
The PV plant is equipped with a datalogger that acquires data from the six arrays. The datalogger has a sample time of 2 s, while internal software calculates the mean of all the measures after 10 min and only this last value is stored into a database. The monitoring system measures and stores the values of total power and energy on the AC side of each inverter, the number of the operating hours, and the voltage V DC on the DC side of each inverter. The capacity of the monitoring equipment is up one year. The observation period refers to a full year during which the PV plant has shown some malfunctions, whereas in the previous years the PV plant has not shown any malfunction, therefore the results of the previous year are not reported in the paper.
Cumulative Statistical Analysis
The energy performance of the PV plant described in Section 3 has been studied by means of the statistical methodology proposed in Section 2. Statistical data analysis has been carried out in Matlab R2017 environment by using the standard routines of the Statistics toolbox and by implementing the flow chart of Figure 1 . Figure 3 diagrams the daily energy that is produced by each array during a whole year and it seems that no anomaly is present. In fact, the diagrams seem to be superimposable.
Three analyses are discussed to evaluate the trends of the energy performances of the PV plant. The increase of the time window described in Figure 1 allows for understanding how some characteristic benchmarks of the PV plants vary during the year as the new data are acquired. The trend of the parameters can be very useful to detect and locate possible low-intensity anomalies. Following results will be discussed:
• one-month analysis (January); • six-months analysis (January-June); and, • one-year analysis (January-December).
The following results will be reported for each analysis: p-value of the HDT for each array, p-value of the HT, normal probability plot, box plot of the ANOVA or K-W test, mean, median, variance, and relative spreads of each one of them, skewness and kurtosis, p-value for ANOVA, or K-W test. Table 1 reports the p-value of HDT for each array, the p-value of HT, the means, medians, and variances of the energy produced by each array, the global means of them and the spreads in per cent. With respect to the unimodality condition (first blue block of Figure 1 ), the p-value of HDT is calculated for each array and it is higher than α = 0.05, so all the distributions are unimodal. To apply ANOVA, conditions (b) and (c) have to be verified. The p-value = 1 of HT in Table 1 (again higher than α = 0.05) says that the homoscedasticity is verified, thus also the condition (b) is verified. In order to verify the condition (c), the normal probability plot (Figure 4 ) is used. Since almost all the data of each array belong to the straight red line, the distributions are gaussian. Therefore, the main conditions of the flow chart in Figure 1 are satisfied and ANOVA can be applied. The box plots of Figure 5 highlight that the six arrays produce almost the same energy, either with respect to the median value (in red color), or either with respect to the first and third inter-quartiles; moreover, outliers are absent. Therefore, the energy performances of the arrays are similar and no anomaly is present in the PV plants. These considerations are also supported by the values of means, medians and spreads in Table 1 . Particularly, from [31] , it results that the estimated average energy of the PV plant in January should be about 5770 kWh, corresponding to a daily average energy for each array of about 5770/(31 × 6) = 31.0 kWh, that is almost equal to the global mean value 30.19 kWh of Table 1 . Moreover, the well working of the whole PV plant is also confirmed by the highest p-value of ANOVA (0.999) that is reported in the Table 2 , which also collects the values of skewness and kurtosis for each array. Even if they are not necessary in this case, because the normal probability plot has not evidenced a violation of condition (c), nevertheless it is useful to calculate these indices at each step, in order to follow their trends. 4.1. One-Month Analysis (January) Table 1 reports the p-value of HDT for each array, the p-value of HT, the means, medians, and variances of the energy produced by each array, the global means of them and the spreads in per cent. With respect to the unimodality condition (first blue block of Figure 1 ), the p-value of HDT is calculated for each array and it is higher than α = 0.05, so all the distributions are unimodal. To apply ANOVA, conditions (b) and (c) have to be verified. The p-value = 1 of HT in Table 1 (again higher than α = 0.05) says that the homoscedasticity is verified, thus also the condition (b) is verified. In order to verify the condition (c), the normal probability plot (Figure 4 ) is used. Since almost all the data of each array belong to the straight red line, the distributions are gaussian. Therefore, the main conditions of the flow chart in Figure 1 are satisfied and ANOVA can be applied. The box plots of Figure 5 highlight that the six arrays produce almost the same energy, either with respect to the median value (in red color), or either with respect to the first and third inter-quartiles; moreover, outliers are absent. Therefore, the energy performances of the arrays are similar and no anomaly is present in the PV plants. These considerations are also supported by the values of means, medians and spreads in Table 1 . Particularly, from [31] , it results that the estimated average energy of the PV plant in January should be about 5770 kWh, corresponding to a daily average energy for each array of about 5770/(31 × 6) = 31.0 kWh, that is almost equal to the global mean value 30.19 kWh of Table 1 . Moreover, the well working of the whole PV plant is also confirmed by the highest p-value of ANOVA (0.999) that is reported in the Table 2 , which also collects the values of skewness and kurtosis for each array. Even if they are not necessary in this case, because the normal probability plot has not evidenced a violation of condition (c), nevertheless it is useful to calculate these indices at each step, in order to follow their trends. 
One-Month Analysis (January)

Six-Months Analysis (January-June)
In this analysis, the data of the previous analysis and the successive five months are included. Table 3 reports the analogous values of Table 1 . Also, in this case, the unimodality is satisfied for each array (p-values of HDT), as well as the homoscedasticity (p-value of HT). Instead, Figure 6 reports the normal probability plot and it is evident that the data belong to the red line only in the range [0.2~0.6], thus the distributions are not gaussian and it is needed to evaluate the violation of the condition c) by means of skewness and kurtosis (Table 4) . Now, both of the indices of each array are different from zero, but the absolute values of kurtosis are also higher than 1, which is largely considered as the maximum acceptable threshold to consider the violation modest. As already said in the Introduction, there is not an unambiguous position on this point. Moreover, all of the values of skewness have changed sign, becoming negative; this means that the asymmetry of the distribution of each array is changed during the six months under investigation. Therefore, the violation of the condition (c) is not negligible and flow chart of Figure 1 suggests to avoid ANOVA and to apply a non-parametric test. The box plot of Figure 7 , based on K-W, confirms again that the arrays have similar energy productions (see also the p-value in Table 4 ). Particularly, from [31] , it results that the estimated average energy of the PV plant in the period January-June should be about 58,700 kWh, corresponding to a daily average energy for each array of about 58,700/(181 × 6) = 54.05 kWh, that is almost equal to the global mean value 54.41 kWh of Table 3 . The box plot of the array n. 6 is slightly different from the others. This is confirmed also by observing the spreads of the means and of the medians in Table 3 , as well as the values of the skewness (array n. 6 has the maximum values). Table 4 . p-value of K-W, skewness and kurtosis for the arrays (1~6), (6-months). . Normal plot of the energy of the six arrays for the six-month analysis. The blue symbols "+" are the samples; the red line is the reference for a normal distribution. Figure 6 . Normal plot of the energy of the six arrays for the six-month analysis. The blue symbols "+" are the samples; the red line is the reference for a normal distribution. Figure 6 . Normal plot of the energy of the six arrays for the six-month analysis. The blue symbols "+" are the samples; the red line is the reference for a normal distribution. 
Array
One-Year Analysis (January-December)
From Table 5 , it results that the unimodality is satisfied for each array (p-values of HDT), even if the p-value of the array n. 6 is quite different from the other ones. The homoscedasticity (p-value of HT) is also satisfied. Figure 8 diagrams the normal probability plot of each distribution and the data belong to the red line only in the range [0.2~0.6], thus the distributions are not gaussian and it is needed to evaluate the violation of the condition (c) by means of skewness and kurtosis (Table 6 ). Now, both the indices of each array are different from zero and the absolute values of kurtosis are higher than 1. Both of the indices confirm the sign of the previous analysis. The violation of the condition (c) is not negligible and flow chart of Figure 1 suggests using a non-parametric test. The box plot of Figure 9 , based on K-W, confirms again that the arrays have similar energy productions. Particularly, from [31] , it results that the estimated average energy of the PV plant in the period January-December should be about 117,680 kWh, corresponding to a daily average energy for each 
From Table 5 , it results that the unimodality is satisfied for each array (p-values of HDT), even if the p-value of the array n. 6 is quite different from the other ones. The homoscedasticity (p-value of HT) is also satisfied. Figure 8 diagrams the normal probability plot of each distribution and the data belong to the red line only in the range [0.2~0.6], thus the distributions are not gaussian and it is needed to evaluate the violation of the condition (c) by means of skewness and kurtosis (Table 6 ). Now, both the indices of each array are different from zero and the absolute values of kurtosis are higher than 1. Both of the indices confirm the sign of the previous analysis. The violation of the condition (c) is not negligible and flow chart of Figure 1 suggests using a non-parametric test. The box plot of Figure 9 , based on K-W, confirms again that the arrays have similar energy productions. Particularly, from [31] , it results that the estimated average energy of the PV plant in the period January-December should be about 117,680 kWh, corresponding to a daily average energy for each array of about 117,680/(365 × 6) = 53.73 kWh, that is almost equal to the global mean value 53.46 kWh of Table 5 . The box plot of the array n. 6 is again slightly different from the others. Moreover, the p-value in Table 6 is less than the p-value of the previous analysis. By observing the spreads of the means in Table 5 and the skewness in  Table 6 , array n. 6 shows a slightly different energy performance, which represents an alert about the presence of a low-intensity anomaly. 
Discussion
As the real operating PV systems are affected by the atmospheric phenomena, their energy distributions are never gaussian, as shown in the previous analyses. Then, the parametric tests should never been applied. Instead, since ANOVA can be applied for modest violations of its assumptions, the issue consists in quantifying the violation, in order to decide whether it is negligible or not. Moreover, the previous analyses have also shown that it is not sufficient for only one parameter to state whether the violation is modest or not. In fact, Figure 10 groups the values of 
As the real operating PV systems are affected by the atmospheric phenomena, their energy distributions are never gaussian, as shown in the previous analyses. Then, the parametric tests should never been applied. Instead, since ANOVA can be applied for modest violations of its assumptions, the issue consists in quantifying the violation, in order to decide whether it is negligible or not. Moreover, the previous analyses have also shown that it is not sufficient for only one parameter to state whether the violation is modest or not. In fact, Figure 10 groups the values of both skewness and kurtosis reported in the Tables 2, 4 and 6. It results that: (a) the values of skewness are always near the zero, but they change the sign, meaning that the asymmetry changes during the year; (b) the values of kurtosis are always negative, but they exceeds the value −1 (that is considered the maximum acceptable violation by several researchers) in both the second and third analyses. Therefore, if only skewness had been calculated, the violation would have always been limited and ANOVA would have always been used. Instead, the values of kurtosis have suggested using ANOVA only in the first analysis and not in the other two analyses. The issue of the quantification of the violation of the ANOVA's assumptions is still open and is a very interesting topic for a future work. Figure 9 . Box plot of K-W test of the six arrays for the one-year analysis. For each box, the red mark represents the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers are to the most extreme elements.
As the real operating PV systems are affected by the atmospheric phenomena, their energy distributions are never gaussian, as shown in the previous analyses. Then, the parametric tests should never been applied. Instead, since ANOVA can be applied for modest violations of its assumptions, the issue consists in quantifying the violation, in order to decide whether it is negligible or not. Moreover, the previous analyses have also shown that it is not sufficient for only one parameter to state whether the violation is modest or not. In fact, Figure 10 groups the values of both skewness and kurtosis reported in the Tables 2, 4 and 6. It results that: (a) the values of skewness are always near the zero, but they change the sign, meaning that the asymmetry changes during the year; (b) the values of kurtosis are always negative, but they exceeds the value −1 (that is considered the maximum acceptable violation by several researchers) in both the second and third analyses. Therefore, if only skewness had been calculated, the violation would have always been limited and ANOVA would have always been used. Instead, the values of kurtosis have suggested using ANOVA only in the first analysis and not in the other two analyses. The issue of the quantification of the violation of the ANOVA's assumptions is still open and is a very interesting topic for a future work. 
Conclusions
The paper proposes a procedure to statistically analyze the PV plant operation without the environmental data as input. The procedure is cumulative and some benchmarks are calculated as new data are acquired. The real case study shows three analyses to explain how the procedure is applied during a complete year, but it can be also used for a real-time monitoring, after specific performance benchmarks have been fixed. In this way, it is possible to follow the trend of the benchmarks and to detect and locate the low-intensity anomalies, before they become failures. Obviously, the number of applications of cumulative analysis for detecting an anomaly depends on its severity. A real case study has shown the effectiveness of the proposed approach in detecting a low-intensity anomaly in the array n. 6. In fact, the proposed procedure has allowed revealing an anomaly that had not been detected, by using the standard indexes. The procedure does not allow identifying the cause of the anomaly, but only to detect and locate it. Finally, ANOVA can be applied also for modest violations of the assumptions, even if nowadays there is not a fixed procedure to evaluate the amount of the violations, and, consequently, to decide whether the violations are negligible or not. The proposed algorithm is a useful start point to investigate in depth the new approaches to establish which are the thresholds for modest violations. The proposed approach is particularly effective for PV plants that are not equipped with a weather station, as it often happens for small-medium size PV plants. The industrial community can use the proposed algorithm to monitor several PV plants with different characteristics, in order to classify the different low-intensity anomalies and to improve the energy performance of the PV plants. In general, these anomalies can depend on the premature ageing, on the production process of the components, on the design of the PV plants, on the installation stage, and so on. The proposed algorithm can be a valid support for the classification of the anomalies and then for the predictive maintenance.
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