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Abstract
The European Traffic Observatory is a European Union
VI Framework Program sponsored effort, within the Inte-
grated Project EVERGROW, that aims at providing a pa-
neuropean traffic measurement infrastructure with high-
precision, GPS-synchronized monitoring nodes. This paper
describes the system and node architectures, together with
the management system. On the other hand, we also present
the testing platform that is currently being used for testing
ETOMIC nodes before actual deployment.†
Keywords: Traffic measurement platforms, active
and passive measurement experiments
1 Introduction and system architecture
Internet traffic is growing at an extraordinary pace and,
as a consequence, traffic control and forecasting are becom-
ing fundamental issues for network operators. The Euro-
pean Union VI Framework Program is sponsoring a major
research effort that aims at building a solid understanding
of the Internet evolution until 2025, from a complex sys-
tems perspective. The EVERGROW1 Integrated Project
provides a multifaceted approach to forecasting the Internet
evolution. The different subprojects that make up Evergrow
cover a wide range of topics, from distributed systems and
message passing to measuring Internet traffic in real time.
Precisely, one of the subprojects is specifically focused on
realizing a paneuropean measurement infrastructure, con-
sisting of 50 measurement nodes which will be deployed at
selected European locations. Such measurement infrastruc-
†This paper is accompanied by a demo of ETOMIC to be delivered at
the conference
1http://www.evergrow.org
ture is calledEuropean Traffic Observatory Measurement
InfrastruCture(ETOMIC).
ETOMIC is targeted to provide the scientific comunity
with a measurement platform that is i) fully open and re-
configurable and ii) extremely accurate (nanoseconds) and
GPS-synchronized. First, ETOMIC has been designed to
allow researchers to performany kindof measurement ex-
periments. To do so, researchers are provided with an inter-
face from which software upload to the measurement nodes
is possible. A choice of measurement scripts are also pro-
vided, that cover the most popular measurement techniques
(packet pairs, etc). On the other hand, the researcher may
also provide his/her own code for the experiments, that will
be automatically compiled by the ETOMIC management
system. Then, node reservation can be performed through
the web-based user interface. Finally, the ETOMIC man-
agement kernel takes care of the software upload and ex-
periment execution, in a fully automated fashion. On the
other hand, ETOMIC is a high-precision infrastructure, due
to the fact that Endace DAG cards [1][2] are incorporated to
the nodes. Such cards are specifically designed to transmit
packet trains with strict timing, in the range of nanoseconds.
Actually, the DAG card transmit code has been specifically
modified according to the ETOMIC requirements. Further-
more, a GPS is also incorporated to the measurement nodes,
so that the whole measurement infrastructure is synchro-
nized to the same reference clock. For example, a possible
application is one-way delay measurements between nodes.
The system components are depicted in figure 1. A
central management system is in charge of system control,
comprising not only the scheduling and execution of mea-
surements experiments, but also system monitoring (surviv-
ability) and configuration. The central management sys-
tem is composed of a workstation and a traffic repository
to which measurements can be downloaded for subsequent
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processing. The software running in the management sys-
tem is called themanagement kernel. On the other hand, re-
searchers interact with the management system through the
user interface and account database. ETOMIC provides
an account to any registered researcher, so that he/she can
upload software and download measurement results. Fi-
nally, the interface also serves for the system manager to
enter configuration data about the measurement nodes and
researcher accounts.
The paper is structured as follows. The remaining of the
section is devoted to the state of the art. Section 2 presents
several examples of active and passive measurements that
can be performed with ETOMIC. Section 3 presents the
testing enviroment for ETOMIC. Section 4 presents the
node architecture and management kernel and section 5 is
devoted to the user interface. Finally, section 6 presents the
conclusions that can be drawn from this paper.
1.1 State of the art
ETOMIC is not the only measurement infrastructure that
is currently available in the state of the art, which in-
cludes the Surveyor, Felix, Skitter [3], IPMA and AMP
[4]. On the other hand, NIMI (National Internet Measure-
ment Infrastructure) [5] is a large-scale measurement in-
frastructure with diverse administered sites. ETOMIC dif-
fers from the previous measurement infrastructures since it
combines in the same platform i) high-precision and GPS-
synchronization and ii) capabilities to run all kinds of mea-
surement experiments. ETOMIC incorporates dedicated
measurement hardware and dedicated machines that are
administered by a single management site, in contrast to
NIMI. The aim is to create a high-precision measurement
platform that can cope with the requirements of high reso-
lution measurements in high-speed environments. Note that
the timing requirements for Gbps speeds are very strict both
for passive and active measurements. For such scenarios,
a dedicated hardware approach is often adopted [6]. On
the other hand, high-precision and GPS-synchronization is
also offered by the RIPE NCC infrastructure [7]. However,
the measurement software available in the boxes is not up-
loaded by the end user on a per-measurement basis.
2 ETOMIC applications
ETOMIC is anopen infrastructure, i. e. the final goal
is to provide a service to the network measurement com-
munity. To this end, ETOMIC does not incorporate spe-
cific measurement software. On the contrary, nearly any
measurement program can be run in ETOMIC nodes, even
though off-the-shelf software is also provided for rapid pro-
totyping. In this section we explore possible applicationsf
ETOMIC, in order to assess the value and usefulness of our
measurement platform.
A plethora of network monitoring software has been im-
plemented to date (see for instance [8]), showing an increas-
ing interest in network monitoring. On the other hand, such
monitoring software is very diverse, from delay and band-
width estimation tools [9] to Internet tomography tools [10].
Due to this diversity, a universal network measurement plat-
form such as ETOMIC proves very useful to tackle a wide
range of open topics in Internet measurement.
Furthermore, not only ETOMIC is open but it also pro-
vides high-precision, which is becoming a requisite due to
the increasing bandwidth of Internet core links. For exam-
ple, packet probing methods [11] can significantly benefit
from high resolution timestamping, since larger available
bandwidths can be measured.
On the other hand, note that ETOMIC is also a GPS-
synchronized platform. This is specially interesting to pr-
vide a time reference service for a wide variety of appli-
cations. For example, Internet coordinate systems [12] at-
tempt to assign a coordinate vector to hosts in the Inter-
net, such the distance approximates the network distance
between them. Such coordinates are useful for content
delivery networks, peer-to-peer applications, etc. To im-
plement a coordinate system, some solutions advocate for
the use of landmarks, which consist of a set of reference
hosts by which other hosts can establish their coordinates.
The ETOMIC platform may serve to this purpose since the
node locations are known beforehand and the links between
nodes can be characterized accurately (delay, bandwidth) at
a one-way level.
Finally, ETOMIC may also serve as a reference dis-
tributed clock for testing network time protocol [13] en-
hancements. As a conclusion, we note that ETOMIC is an
open platform that allows for a wide variety of applications
2
for the measurement community.
3 Example network testbed for ETOMIC
ETOMIC is currently being developed by the
EVERGROW consortium, with a scheduled develop-
ment time of 18 months. The design approach is rapid
prototyping and testing. The prototype is developed
and tested over a laboratory network configuration, that
mimics the behavior of an Internet link. Then, changes are
introduced to the prototype according to the experience
gained with the link emulator.
3.1 Emulator components
The link emulator consists of the following components:
1. Router 3660: A Cisco router with several interfaces.
Those used for this emulator are an ATM OC-3c inter-
face and two Fast Ethernet interfaces.
2. Router 7204: Another Cisco router with two Fast Eth-
ernet interfaces, an ATM OC-3c one and a POS inter-
face not used in the emulator
3. An ATM link that connects both routers. The link is
configured for CBR service with 100 Kbps bandwidth
4. Four ETOMIC measurement nodes that are attached to
the routers’ Fast Ethernet networks
The link emulator components are depicted in figure 2.
Figure 2. Testbed block diagram
3.2 Physical layout
The emulator is currently located at the research labora-
tories of Public University of Navarra, Spain. The aim of
the emulator was to have an Internet link, with varying load
and delay conditions. By doing so, we were able to exten-
sively test the ETOMIC agents on the link, under controlled
congestion conditions.
The physical layout of the network emulator is presented
in figure 3.
Figure 3. Testbed layout
3.3 A test experiment
An example of test experiment is presented next. The
experiment objective was to test the ETOMIC delay mea-
surement capabilities. To this end, the link was artificially
loaded with a step function, so that the load was suddenly
increased one minute after the experiment start. On the
other hand, a measurement agent was sending unidirec-
tional UDP packets on the link, whose delay was measured
at the other end. The expected result is a sudden delay in-
crease that should correspond with the time instant the load
is increased.
Accordingly, the following measurement agents were
coded:
1. Agent 1: The Agent was in charge of sending a low
speed flow to Agent 2. The packets in this flow con-
tained a timestamp telling when they were sent
2. Agent 2: It received the packets sent by Agent 1
3. Agent 3: The Agent sent a high speed flow to Agent 4
4. Agent 4: It received the packets from Agent 3
Agent 1 was uploaded to node ever3 in figure 2, whereas
agents 2, 3 and 4 were uploaded to node ever1, ever4 and
ever2 respectively. The flow from Agent 3 to 4 produces
congestion in the ATM link and so a high delay in the
path from nodes ever3 and ever4 to nodes ever1 and ever2.
On the other hand, Agents 1 and 2 produced a unidirec-
tional UDP flow. Agent 1 inserted a timestamp per packet
and Agent 2 recorded the unidirectional delay. Note that
ETOMIC nodes are GPS-synchronized, thus allowing for
one-way delay measurements.
The experiment results are presented in figure 4. As ex-
pected, a delay increase happens by the time the load is in-
creased (50 seconds after the experiment start). The experi-
ment allowed not only to test the basic ETOMIC functional-
ities (node booking, software upload and results download)





















Figure 4. Experiment results
4 Node architecture and management kernel
In this section, the hardware and software architecture
of the measurement node is described, together with the
ETOMIC measurement kernel.
4.1 Node architecture
The measurement nodes are based on standard PC hard-
ware with Debian GNU/Linux 3.0 (Woody) with enhanced
kernel capabilities for low level network access without root
privileges. For the network monitoring interface an En-
dace DAG 3.6 GE is used, which is specifically designed
for active and passive monitoring. Such cards do not use
interrupts to signal packet arrivals to the kernel, and, thus,
packets can be captured at gigabit speeds. Shared mem-
ory is used as a means to relay packets to the analysis pro-
gram running in user space, in such a way that interrupts are
avoided. Furthermore, the GPS reference signal is used to
timestamp the incoming packets with high resolution.
The GPS reference is based on a Garmin GPS 35 HVS.
It is a low-cost water-resistant GPS receiver that is used to
synchronize the measurement nodes. Specifically, the GPS
provides a PPS signal (pulse per second) directly to the
DAG card. The resulting accuracy is 100 nanoseconds in
the packet timestamps and interframe generation intervals.
An RS232-RS422 converter has been designed in order to
bridge the mismatch between GPS receiver and PC ports.
Furthermore, this converter transforms the RS232 signal
from the GPS to a RS422 signal that allows larger distances
between the GPS and the PC. This is a very important issue
because the GPS receiver has to be placed outdoors with di-
rect sky visibility, mainly on the roof. The converter, DAG













Figure 5. Monitoring node
4.2 Management kernel
The management kernel constitutes the core of the cen-
tral management system. It is in charge of scheduling the
experiments and keeping the corresponding results in the
traffic repository. The software is implemented for GNU
Linux operating system.
The researcher is expected to use the (web-based) inter-
face in order to book several nodes during a certain time
interval and in order to upload the measurement client and
server. Such bookings are stored in the central database, tht
will be described in the next section. Note that the database
contains all the relevant information and software about the
measurement experiment. Thus, the management kernel is
continuously checking the database for new measurement
requests. Then, SSL (Secure Sockets Layer, RFC 2246) is
used by the kernel to securely command the measurement
nodes.
Once a new experiment has been defined and the dead-
line for execution approaches, the management kernel per-
forms the following tasks:
• Software upload and measurement node configuration
• Experiment execution
• Results download
Such tasks are internal to the system and transparent to
the researchers, that will only use the web interface to up-
load software to the central management system and re-
trieve measurements.
The software upload and measurement node configura-
tion task is performed before the experiment starting time.
In this task, the measurement programs are uploaded to the
measurement nodes. Accompanying data files may also be
uploaded that contain traces or measurement parameters.
This allows to upload many different parameters for one sin-
gle experiment. The data transfer has been enhanced with
transfer resume functionalities in order to be able to manage
very large data files. Once the files are uploaded, the mea-
surement nodes are programmed with the starting and end-
ing time for each of the executables that are going to be run
for the experiment. This time scheduling is performed using
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theatdservice in Linux. Several subtasks are performed for
this task, such as quota reservation for the experiment, file
upload and time programming for each of the measurement
nodes.
During theexperiment executiontask, the management
kernel is on standby until the end of the experiment. It only
has to ensure that no other experiment is using the same
measurement nodes in the same time interval. The aim is
to completely isolate the measurement nodes so that the
high-precision measurement hardware can be exclusively
devoted to a single experiment.
Once the experiment is finished, the management ker-
nel will downloadthe resulting data files from each mea-
surement node. The experiment files will be deleted at that
time. Note that during the download phase the measurement
node cannot be assigned to another measurement experi-
ment, since the measurement and the download would in-
terfere with each other. An estimation of the download time
for an experiment is performed by the management kernel
and stored in the database as part of the reserved time inter-
val for such experiment. However, since download time is
highly dependent on the network connectivity, transfer re-
sume capabilities are necessary. Thus, the download phase
may be interrupted by the management kernel and resumed
in the future, depending on the number of pending measure-
ment requests.
Besides the experiment management tasks described
above, maintenance tasks are also performed by the man-
agement kernel. Such tasks have low priority and they take
place when no other task is scheduled for a given measure-
ment node. An example of a maintenance task is to config-
ure a newly incorporated measurement node to the network.
To do so, the public key and basic software configuration is
uploaded to the node. Finally, other maintenance tasks are
related to keepalive functions such as connectivity checking
and bandwidth estimation.
5 Database and user interface
ETOMIC provides an interface for researchers and ad-
ministrators which fullfils the different requirements they
may have. The former require capabilities to define new ex-
periments, to reserve the measurement nodes and to down-
load results from the management system. The latter re-
quire functionalities to manage users, measurement nodes,
software and experiments.
It turns out that the database and management kernel
(section 4.2) are strongly interdependent. Note that the
database provides all the necessary software and data to
keep track of measurement experiments. For example, the
measurement nodes data (IP address for instance) is stored
in the database. In addition, the database is used to store the
experiment results, the experiment status and the measure-
ment node status.
The interface is based on the ubiquitous Web service.
Using HTML4, Javascript, PHP4 and Apache Web server
(using a Secure Sockets Layer) we were able to provide in-
terface capabilities which are close to those offered by end-
user applications. The aim is to facilitate the definition of
the experiments as much as possible. This targeted simplic-
ity and ease of use posed more stringent challenges on the
researchers interface. On the other hand, the ETOMIC ad-
ministrators interface was easier to define. Snapshot from
the interface are shown in figure 6.
Figure 6. User interface
ETOMIC will mostly be used by researchers willing to
define measurement experiments. This kind of user is of-
fered the following functionalities through the interface:
• Adding a new program: In order to run simple ex-
periments, several scripts for sending and receiving IP
packets with the DAG card high-precision timestamp-
ing are provided. However, not onlyoff-the-shelfpro-
grams are offered but also an API for creating new
programs for whatever experiment the researcher may
have in mind. Hence, the interface offers capabilities
to upload new programs, as source code. The programs
are automatically built and made available as soon as
the compilation process is over. Shell scripts can also
be uploaded in such a way the researcher can eas-
ily createbatch-worksbased on already existing pro-
grams.
• Uploading data files: User programs may require con-
figuration parameters or input data files. Such files can
be uploaded at any time.
• Creating an experiment-Bundle: The definition of a
new experiment comprises several measurement nodes
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and several programs running on each node, with dif-
ferent starting and ending times. This is called an ”Ex-
periment Bundle”. First, the monitoring nodes that
make up the experiment must be selected. Then, the
programs that run on each node are chosen. A choice
of programs is offered, from the scripts mentioned be-
fore to the traditional unix network tools (ping, tracer-
oute, etc), besides the source code written by the user.
As a last step, for each of the programs that make up
the experiment bundle a starting and ending time can
be providedrelative to the starting time of the exper-
iment. Thus, full flexibility is provided for defining
asynchronous execution of several programs within the
same experiment. It is noteworthy that the programs
that make up the bundle can be reused for other exper-
iment bundles, since they are permanently stored in the
database.
• Booking ETOMIC time : Once the bundle definition
is performed, the researcher should define the starting
time for the experiment. To do so, the interface shows
the availability intervals per node, together with a best-
fit suggestion. However, it is up to the user to select
any available time interval, depending on the specific
experiment requirements (day time versus night time,
for example).
• Obtaining results: The management kernel is in
charge of downloading the data files created or modi-
fied during the experiment. Once the download is over,
the researcher will have access to such files through the
interface. It is expected that he/she will be willing to
download them to his local computer, in order to pro-
cess the results offline. Hence, functionalities to down-
load a variable number of files, in compressed format,
are offered.
The steps followed to create and run an experiment are
represented in figure 7.
6 Conclusions
In this paper, the European Union VI Framework pro-
gram sponsored European Traffic Observatory has been
described. The traffic observatory will provide a high-
precision fully opened measurement platform for the benefit
of traffic measurement researchers. A testbed has been de-
veloped for extensive testing of the traffic observatory, that
serves to identify the different network conditions and im-
pairments that will affect ETOMIC, before it is deployed at
the paneuropean level.
Figure 7. Life-cycle of an experiment defini-
tion
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