Mader proved that for every integer t there is a smallest real number c(t) such that any graph with average degree at least c(t) must contain a Kt-minor. Fiorini, Joret, Theis and Wood conjectured that any graph with n vertices and average degree at least c(t) + ε must contain a Ktminor consisting of at most C(ε, t) log n vertices. Shapira and Sudakov subsequently proved that such a graph contains a Kt-minor consisting of at most C(ε, t) log n log log n vertices. Here we build on their method using graph expansion to remove the log log n factor and prove the conjecture.
Introduction
A key result in the study of graph minors is that, for each integer t, a sufficiently large average degree, based only on t, forces a graph to contain the complete graph on t vertices as a graph minor. That is, if d(G) is the average degree of a graph G and c(t) = min{c : d(G) ≥ c implies that G has a Kt-minor}, then c(t) is finite. Mader [12, 13] showed that c(t) does indeed take the minimum of the above set and that c(t) ≤ 2 t−2 , before improving the bound to c(t) = O(t log t). Kostochka [9] and Thomason [16] independently found the correct order, showing that c(t) = Θ(t √ log t), where the lower bound comes from a disjoint union of dense random graphs. Thomason [17] was later able to prove that c(t) = (2α + o(1))t √ log t for an explicit constant α.
Fiorini, Joret, Theis and Wood [6] studied graphs with n vertices and average degree more than c(t), investigating what average degree is needed to force a Kt-minor made up from few vertices. They proved that an average degree of at least 2 t−1 + ε suffices to force a Kt-minor constructed from Oε,t(log n) vertices. That is to say they showed there was some constant C(ε, t) depending on ε and t so that any graph with n vertices and average degree at least 2 t−1 + ε must contain a Kt-minor found by contracting at most C(ε, t) log n edges and deleting other edges and vertices. They conjectured that only an average degree of at least c(t) + ε would be needed to force a Kt-minor consisting of Oε,t(log n) vertices. As they remarked, the existence of graphs with constant average degree d yet girth C(d) log n (either found by random methods [5] or explicit constructions [3] ) demonstrate that this would be tight up to the constant when t ≥ 3. Shapira and Sudakov [15] used graph expansion to get near this conjecture, showing that each graph with average degree at least c(t) + ε must contain a Kt-minor consisting of Oε,t(log n log log n) vertices. Here we build on their method to prove the full conjecture. Theorem 1. Let ε > 0. If a graph G with n vertices has average degree at least c(t)+ε then it contains a Kt-minor consisting of Oε,t(log n) vertices.
Similarly, a well known result is that, for each integer t, a sufficiently large average degree, based only on t, forces a graph to contain Kt as a subdivision, also known as a topological minor. That is, if s(t) = min{c : d(G) > c implies that G has a Kt-subdivision}, then s(t) is finite. More difficult than the previous case with minors, this was first proved by Mader [12] , who later improved his result to s(t) = O(2 t ) [14] . Komlós and Szemerédi [7] used graph expansion in the sparse case and Szemerédi's Regularity Lemma in the dense case to prove that for each γ > 14 there is some constant c such that s(t) ≤ ct 2 (log t) γ . Bollobás and Thomason [1] found the correct order, showing that s(t) = Θ(t 2 ) using the concept of linked graphs. Subsequently, Komlós and Szemerédi [8] improved their previous methods to give an alternative proof. Currently it is known that (1 + o(1))9t
2 /64 ≤ s(t) ≤ (1 + o(1))10t 2 /23, where the lower-bound is due to an example by Luczak, and the upperbound is due to a development of Komlós and Szemerédi's proof by Kühn and Osthus [11] .
As noted by Fiorini, Joret, Theis and Wood [6] , the methods used by Kostochka and Pyber in [10] can be adapted to show that, for every integer t ≥ 2 and real ε > 0, any graph on n vertices with average degree at least 4 t 2 + ε contains a Kt-subdivision consisting of Ot,ε(log n) vertices. Developing our method for constructing small minors further, we will prove the following result for topological minors.
Theorem 2. Let ε > 0. For sufficiently large t ≥ t0(ε) each graph with n vertices and average degree at least (1 + ε)s(t) contains a Kt-subdivision consisting of Oε,t(log n) vertices.
Using very similar methods, we will prove the following theorem, which finds either a constant-sized minor or a logarithmic-sized subdivision in any graph with above the extremal edge density for graph minors.
Theorem 3. Let ε > 0. For sufficiently large t ≥ t0(ε) each graph with n vertices and average degree at least (1 + ε)c(t) contains either a Kt-minor consisting of Oε,t(1) vertices or a Kt-subdivision consisting of Oε,t(log n) vertices.
In Section 2 we will set up some notation and outline the graph expansion concepts we will require, before proving Theorem 1 in Section 3. In Section 4 we will strengthen the graph expansion concepts for small sets. In Section 5 we will describe units, how they can be found in graphs with expansion properties, and how they can be used to construct subdivisions. In Section 6 we will prove Theorems 2 and 3 using the results in Section 5. In Section 7 we make some closing remarks.
In several lemmas about graphs of order m we have omitted rounding symbols for functions of m for neatness. This will not affect the proofs as the lemmas will only be applied for large m (depending on ε and t).
Graph Expansion and Notation

Basic Notation
For a graph G and a vertex subset W ⊂ V (G), G[W ] is the subgraph of G induced on the vertices of W . We will abbreviate G[V (G) \ W ] to G − W . We will denote the set of neighbours of a vertex v by N (v) and the neighbours in G − W of a vertex v by NG−W (v). When S is a vertex set we let
We will use B(S) to denote the ball of radius one around S, so that B(S) = S ∪ N (S). Iterating this function l times we get the ball of radius l around S, denoted by B l (S). We will use similar notation like B(v), BG−W (v) and B l G−W (S) without further definition. For a vertex set S, dS(x, y) is the graph theoretic distance between vertices x and y in the graph G[S]. We will denote the radius of a vertex in S by radS(v) = maxw∈S dS(v, w) and rad(S) = min{radS(v)|v ∈ S}.
For a graph G, we will use d(G) for the average degree of a graph G and for a vertex set S we will use d(S) = d(G[S]). The minimum and maximum degree of a graph G will be denoted by δ(G) and ∆(G) respectively.
Several lemmas require the size of a graph H, denoted by m, to be sufficiently large based on δ and t. By this we mean there is some function m0(δ, t) for which the lemma holds if m ≥ m0(δ, t).
We will use log for the natural logarithm.
Graph Expansion
We will use an adaptation of the expansion used by Shapira and Sudakov [15] to prove their result.
Definition 4. Let λ, η > 0. An m-vertex graph H is said to be a (λ, η)-expander if for every set S ⊆ V (H) with |S| ≤ m 1−η we have
We will also follow Shapira and Sudakov in using the following proposition, which concerns sets which do not expand well, to find an expander subgraph in graphs of constant average degree.
Proof. Suppose to the contrary that d(G − S) < c, d(B(S)) < (1 − γ)c and |N (S)| < γ|S|. Then, writing n = |G|,
We wish to find expander graphs in graphs of constant density. We will define an expansion function as follows so that this is possible. Definition 6. Let G be a graph of order n and let 0 < δ, η < 1. A function f :
Lemma 7. Let G be a graph order n and let 0 < δ, η < 1. Let f be a
Proof. Set G0 = G and consider the following process.
Let H be the graph at the end of this process.
We need only show that d(H) ≥ (1 − δ)c, as if |H| > 2 16/η then H must be an (f (|H|), η)-expander for the process to have stopped.
In the process at l either the average degree of the graph didn't decrease, or
16/η . Therefore the density can decrease only once as the size of G l passes through the interval n
for each integer x ≥ 1. The process stops once m l ≤ e
≤ 2 16/η , where the last inequality is true as 0 < η < 1, so we only need to look at intervals for x where n
. Taking logarithms we have that if y = − log log n/ log(1 − η/2) then x ≤ y − 2. When 1 ≤ x ≤ y − 2 the average degree decreases as the size of G l passes through the interval for x by at most a factor of
, by the first property in the definition of a (δ, η)-expansion function. Therefore,
using the second property of a (δ, η)-expansion function.
The only consequence of expansion we will use can be encapsulated by the following proposition, where we expand a vertex set S in G while avoiding some forbidden vertex set W . Proposition 8. Let 0 < λ, η < 1. Let H be a (λ, η)-expander of order m and let S, W ⊂ V (H) be disjoint sets with S = ∅. If |W | ≤ λ|S|/2 and k = (4/λ) log m then |B
Therefore the set B l H−W (S) expands as l increases until l is the smallest integer for which
Taking logarithms, and using that log(1 + λ/2) ≥ λ/4 for λ < 1, we see that l ≤ (4/λ) log m, as required.
The following proposition will be used several times and will be convenient to state here. Proposition 9. Suppose in a graph G we have s disjoint vertex sets S1, . . . Ss with paths P1, . . . , Ps each of length at most t. Then we may find a subset I ⊂ {1, . . . , s} of size at least s/(2t + 3) so that for every i, j ∈ I with i = j we have Si ∩ Pj = ∅.
Proof. Form a new graph G on the vertex set {1, . . . , s} with ij an edge exactly when Si ∩ Pj = ∅. Each path has at most t + 1 vertices and so intersects with at most t + 1 of the disjoint sets S1, . . . , Ss. Thus G has at most s(t + 1) edges. A result of Caro [2] and Wei [18] using a simple application of the probabilistic method says that
. Picking an independent set of size at least s/(2t + 3) gives the required subset I.
Proof of Theorem 1
We will first pick many large sets of small diameter in Proposition 10, before using them to construct a small Kt-minor in Lemma 11. and rad(Si) ≤ (4/λ) log m.
Proof. Say a set S is nice if rad(S) ≤ k := (4/λ) log m and |S| = m 1/4 . It is enough to show that for any set W of at most m 1/2 vertices, we can find in H − W a nice set S. Indeed, we can then iteratively pick the sets Si, 1 ≤ i ≤ m 1/4 , where at iteration i we will pick Si from H − (∪j<iSj). As | ∪j<i Sj| ≤ m 1/4 m 1/4 = m 1/2 this will be possible until we have found m 1/4 nice sets. Given any set W ⊂ V (H) with |W | ≤ m 1/2 , take a set A ⊂ H − W with |A| = m 5/8 . We have λ|A| ≥ 2|W |, and hence by Proposition 8,
vertices remain, which will form a nice set as required.
Lemma 11. The following holds for any λ > 0, integer t ≥ 1 and sufficiently large m depending on t. If H is an (λ, 1/8t)-expander on m vertices and λ ≥ 36m −1/8t log m then H contains a Kt-minor consisting of at most (16t 2 /λ) log m vertices.
Proof. Let η = 1/8t. From Proposition 10 we know H contains disjoint sets S1, . . . , S m 1/4 , each of size m 1/4 and radius at most k = (4/λ) log m. Pick vi ∈ Si so that dS i (vi, y) ≤ k for all y ∈ Si. We will carry out the following process t − 1 times, beginning with the indexing set I0 = [m 1/4 ] and forbidden vertex set W0 = ∅.
Suppose at stage j we have an indexing set Ij with |Ij| = m
and a forbidden vertex set Wj ⊂ V (H) \ ∪i∈I j Si with |Wj| ≤ jm
For sufficiently large m, |Wj| ≤ λm 1/4 /2. By Proposition 8 then,
for each i ∈ Ij. Therefore there must be some vertex in H − Wj which is in more than |Ij|m −η of the sets
Pick ij ∈ I j and remove it from I j . For each remaining i ∈ I j , let Pj,i be a shortest path connecting
(Si j ) = ∅ for each i, each path Pj,i will have length at most 4k.
Using Proposition 9, select Ij+1 ⊂ I j where |Ij+1| = m 1/4−2(j+1)η and if i, i ∈ Ij+1 are distinct then Pj,i ∩ S i = ∅. This is possible as, for sufficiently large m,
Noting that |Wj+1| ≤ |Wj| + 4k|Ij+1| ≤ (j + 1)m 1/4−η for sufficiently large m, take Ij+1 and Wj+1 to be the new indexing and forbidden set respectively.
Having carried out the above process t − 1 times we have |It−1| ≥ m 1/4−2(t−1)η ≥ 1 and we pick any it ∈ It−1. Taking, for each r, 1 ≤ r ≤ t,
we get t connected sets of total combined size at most 4kt 2 so that if each Xr is contracted to a single vertex we get a complete graph on t vertices as required.
The expansion function f will have to fulfil three main requirements. Firstly, Lemma 11 constructs a Kt-minor from O (log m/f (m)) vertices and we wish to use it to construct a Kt-minor from O(log n) vertices. We thus will need f (m) = Ω(log m/ log n). Secondly, for any t, we want f (m) ≥ 36m −1/8t log m for sufficiently large m, which we will achieve by picking f so that f (m) = Ω(1/(log log m)
2 ). Finally, we will need the function to be a (δ, η)-expansion function so that we may use Lemma 7, which we will achieve by including an appropriate factor based on the constants δ and η. To satisfy these constraints, we will take f as follows. Proof. The first condition for f to be a (δ, η)-expansion function holds as f is the maximum of two monotonic functions. The final conclusion of the proposition easily holds as f (m) = Ω(1/(log log m) 2 ). All that remains is to check the second condition for f to be a (δ, η)-expansion function. For y = − log log n/ log(1 − η/2) ,
where we have used that log(1 − z) ≤ −z for 0 < z < 1.
Proof of Theorem 1. Assume ε < c(t), else we may take ε = . Let f be the function from Proposition 12 with δ = ε/3c(t) and η = 1/8t. Let G be an n-vertex graph satisfying d(G) ≥ c(t) + ε. Applying Lemma 7 to G we obtain a subgraph H for which
16/η is sufficiently large for Proposition 12 and Lemma 11 to hold, say m ≥ m0(t, ε) > 2 16/η , then we get a Kt-minor constructed from at most (16t 2 /f (m)) log m ≤ (2 12 t 3 c(t)/ε) log n vertices. If m < m0(t, ε) then using the definition of c(t) we have a Kt-minor in H, which must of course consist of at most m0(t, ε) vertices.
Constants and expansion of small sets 4.1 Constants and dependence
As the proofs of Theorems 2 and 3 are more involved than the proof for Theorem 1 it will be convenient to fix some constants and set the expansion function here. The following constants based on t and ε will be the same for the rest of the paper. Let
and η = 1 300t 3 .
Note that, unlike in the previous case, δ depends only on ε and not on t.
Given a graph G with n vertices we will find within it a graph H with m vertices which is a (f (m), η)-expander with an additional condition for the expansion of small sets detailed below. We will take f to be the following function depending on n, ε and t, which is chosen for similar reasons to the function in the minor case. Let f (m) = max δη 2 32(log log 4m) 2 , δη log m 8 log n .
The numbers l and k will be the lengths of paths or the radius of balls. Let l = (log log m) 2 and k = min 128 log m(log log 4m) 2 δη 2 , 32 log n δη .
Note that, similarly to before, k = 4 log m/f (m).
Small set expansion
For the proof of Theorems 2 and 3, it will be necessary to construct t non-intersecting paths coming out from a common vertex which spread out into different large sets of small diameter. Such a structure we shall call a unit, defined explicitly later. Once we have found plenty of units we can join some of them up into a subdivision in an adaptation of the previous work. To find the units we will need a slightly stronger form of expansion to control the expansion of small sets.
Definition 13. An m-vertex graph H is said to be a (δ, η, n)-expander if for any subset S ⊂ V (H) with |S| ≤ m 1−η we have
where f is the function from (1) and, in addition, if 1 ≤ |S| ≤ m 1/3 then |N (S)| ≥ δ 20(log log 4|S|) 2 |S|.
We will refer to this new condition as the expansion of small sets. We will only use it for sets of size up to log 2 m, but the stronger condition will follow for no additional cost. These new expander graphs can be found in graphs of constant degree similarly to in Section 2. Lemma 14. Let G be a graph order n and let 0 < δ, η < 1. Let f be the function from (1) and
Proof. We use the some process as in the proof of Lemma 7, the only difference being in the case where
The number of times the average degree can decrease and the amount by which it decreases due to the first case can be bounded as before. The second case is very similar to the first case with η = 2/3. For the second case, the average degree can decrease at most once as |G l | passes through the interval [n
] for each integer z ≥ 1, and we only need consider intervals where z ≤ y − 2 with y = − log log n/ log(2/3) because the process stops once |G l | < 2 24 < 2 24/η .
Combining the two cases we see that, with y = − log log n/ log(1 − η/2) ,
The additional condition of the expansion of small sets will be used when we have found several paths leading out of a vertex v and wish to expand out from v avoiding these paths.
Definition 15. We say that paths P1, . . . , Ps, each starting with the vertex v and contained in the vertex set W , are consecutive shortest paths from v in W if, for each i, 1 ≤ i ≤ s, the path Pi is a shortest path between its endpoints in the set W − ∪j<iPj + v.
Lemma 16. Let n, t ≥ 1, c, ε > 0 and recall the values of δ, η and l = (log log m)
2 . For sufficiently large t ≥ t0(δ, c) the following is true. Suppose H is a (δ, η, n)-expander with m ≤ n vertices which has a vertex v with d(v) ≥ ct √ log t + 3t. If t ≤ 2t and P1, . . . , P t are consecutive shortest paths from v in B l (v) and B ⊂ V (H) with |B| ≤ t, then
where P = ∪iPi.
Firstly, observe that as the paths Pi are consecutive shortest paths from v in B l (v) then only the first p + 2 vertices of Pi, including v, can belong in NH (B p H−∪ j<i P j +v (v)). Hence
In particular, the case p = 0 and the degree condition for v gives |BF (v)| ≥ ct √ log t. Let d = ct √ log t. We will consider two cases, when |B
and then when it is in the region [t(log t) 2 , (log m) 2 ]. As d ≥ t, these two regions overlap to cover the region we're interested in.
The induction hypothesis for all 0 ≤ p < p limits how large p can be. The size of the ball has increased by at most a factor of (log d) 2 and at each increase in radius the size increases by at least a factor of 1 + δ/40(log log(4d(log d)
2 ) 2 and hence
Here, as previously, we have used that log(1 + x) ≥ x 2
for small x. As d = ct √ log t, for sufficiently large t, we have
By the expansion property then for small sets, as |B
which is the inductive hypothesis for p.
The induction hypothesis for all p < p implies that
For sufficiently large t ≥ t0(δ, c), we have that
holds for all b ≥ t(log t) 2 . Indeed since the right hand side is increasing in b we need only make t sufficiently large for the inequality to hold for b = t(log t) 2 . Then, using (2) and (3), (2) we have an upper-bound for p. By taking sufficiently large t, and hence sufficiently large m, this bound gives p ≤ (log log m) 2 as required. Here we have used that δ depends only on ε, not on t.
Units and Subdivisions
We will first find (t, σ)-units in expander graphs, where σ = 1/100t as set previously, before expanding these units and joining them up to form a subdivision of Kt.
Definition 17. A (t, σ)-unit is formed from a corner vertex v, disjoint vertex sets S1, . . . , St each of size m σ with special vertices vi ∈ Si so that radS i (vi) ≤ k, and a set of paths P1, . . . , Pt so that Pi goes from v to vi, avoids all other paths Pj except on v itself, avoids all sets Sj when j = i, and has length at most 6k. Proof. We will show that given any vertex set W0, with |W0| ≤ m 5σ , we can find a (t, σ)-unit in H − W0. This will prove the lemma, for if W0 is taken to be the vertex set of a maximal set of disjoint (t, σ)-units in H then from this |W0| ≥ m 5σ . Thus we must have at least m σ disjoint (t, σ)-units as required.
Finding (t, σ)-units
Given a vertex set W0, with |W0| ≤ m 5σ , we will first expand some of the sets Ci lying in H − W0 to get disjoint sets Si in H − W0 such that Ci ⊂ Si, |Si| = m σ and radS i (vi) ≤ k, where, as specified before, k = 4 log m/f (m). We will say Si extends Ci around vi if it has these three properties.
We will show that for any set |W | ≤ 2m 5σ , we can find some set Ci disjoint from W and a set Si in H − W which extends Ci around vi. By recursion, at each stage letting W be the union of W0 and the sets Si found so far, this is sufficient to find m 4σ disjoint sets Si in H − W0, each respectively extending Ci in H − W0.
Take then W ⊂ V (H) with |W | ≤ 2m 5σ . Let I index the Ci which do not intersect W , so that |I| ≥ m 6σ − 2m 5σ . Recalling that f = Ω(1/(log log m)
2 ), we have | ∪i∈I vi| ≥ (m σ − 2)|W | ≥ 2|W |/f (m) for sufficiently large m. By Proposition 8, we then have
Thus for some i ∈ I we have |B k H−W (vi)| ≥ m σ and so we may pick a set Si which extends Ci in H − W .
We have thus constructed, as desired, m 4σ disjoint sets Si in H − W0 where each Si extends Ci around vi; relabel so they are indexed by I0 = {1, . . . , m 4σ }. Given some set of indices I, we will say that a collection of paths P α-connects the sets Si, i ∈ I, if there is a set A = {a1, . . . , aα} ⊂ V (H) \ W0, where P consists of paths P α ,i from vi to a α for 1 ≤ α ≤ α and i ∈ I, and the paths are such that
• |P α ,i | ≤ 2k + 2 and |P α ,i ∩ Ci| ≤ 2,
• P α ,i ∩ S i = ∅ if i = i , and
We claim that, given a collection P that α-connects the sets Si, i ∈ I, where |I| = m 4σ−2αη and α < t, we can construct a collection P which (α+1)-connects the Si for an indexing set I ⊂ I with |I | = m 4σ−2(α+1)η . If this claim holds we can construct a (t, σ)-unit as follows. Starting with the empty collection 0-connecting the Si, i ∈ I0 and applying the claim t times we get an indexing set It and a collection P which t-connects the Si, i ∈ It, where |It| = m 4σ−2tη . As m is sufficiently large we can assume without loss of generality that {1, . . . , t + 1} ⊂ It. For 1 ≤ t ≤ t let P t be the shortest path between vt+1 and v t in P t ,t+1 ∪ P t ,t . The corner vertex vt+1, sets S1, . . . , St, and paths P1, . . . , Pt form a (t, σ)-unit as required, where the properties of the (t, σ)-unit follow directly from the conditions on the paths P t ,i .
It is left then just to prove the claim. Suppose the collection P α-connects the sets Si, i ∈ I. Let W = W0 ∪ (∪ α ≤α ∪i∈I (P α ,i − vi)), the vertices we wish to avoid in the creating the new paths. As each path P α ,i can include at most one vertex of Ci in addition to vi, we have
where the middle inequality follows for sufficiently large m because f = Ω(1/(log log m) 2 ) so that k = O(log m(log log m) 2 ). By Proposition 8,
Thus, for some i, we must have |B 
We can now find some aα+1 which appears in at least |I|m −η /2 of these sets B 2k+1 H−W (vi), say indexed by I2, and pick the shortest paths Pα+1,i from vi to aα+1 in H − W for each i ∈ I2, which will be each of length at most 2k + 1 and pass through Ci − vi at most once because each vertex in Ci − vi is adjacent to vi. Using Proposition 9 pick an indexing set I ⊂ I2 of size m 4σ−2(α+1)η so that for each pair i, j ∈ I we have Si ∩ Pα+1,j = ∅ if i = j. Collecting together the paths associated with each i ∈ I to form P gives the collection of paths required to finish the proof of the claim and hence the lemma.
Lemma 20. The following holds for all δ, c > 0, integer t ≥ 1 and sufficiently large m based on δ, t and c. If H is a (δ, η, n)-expander on m vertices with δ(H) ≥ ct √ log t + 3t and which has a set X as in the second part of Proposition 18 then H either contains a Kt-subdivision consisting of at most t 2 (log log m) 2 vertices or H contains m σ disjoint (t, σ)-units.
Proof. We will show that for any set W with X ⊂ W and |W | ≤ m 7σ
we can find either a (t, σ)-unit in H − W or a Kt-subdivision of order at most t 2 l in H, recalling that l = (log log m) 2 . If no such subdivision exists in H then we can find m σ disjoint (t, σ)-units, by starting with W = X, repeatedly finding a (t, σ)-unit in G − W and adding it to W .
Suppose then W has these properties. Call a set S nice with respect to v ∈ S if radS(v) ≤ k, |S| = m σ and B If we have the first case for at least m 1/4−8(α+β)η /2 values of i ∈ I, then there must be some vertex in W , b β+1 say, which is the end of at least m 1/4−8(α+β)η−7η /2 of these paths, indexed say by I . Denote the path from vi to b β+1 by Q β+1,i for each i ∈ I and add them to the other paths, indexed by i ∈ I to form P which (α, β + 1)-connects the sets Si, i ∈ I.
Suppose then we have the second case for at least m 1/4−8(α+β)η /2 values of i ∈ I, say indexed by I1. Using Lemma 16, take Ti ⊂ B l H−W −P (vi) so that vi ∈ Ti, radT i (vi) ≤ l and |Ti| = log 2 m. Remove from P the vertices which are only in paths indexed by I − I1 and the vertices vi, i ∈ I1. We have | ∪i∈I 1 Ti| ≥ log 2 m|I1|, |P | ≤ 4tk|I1| and |W | ≤ m 7σ . As k = O(log m(log log m) 2 ) we have, for sufficiently large m, that f (m)| ∪i∈I 1 Ti| ≥ 2|W ∪ P |. By Proposition 8 then,
There must therefore be some i ∈ I1 for which |B H−W −P (Ti). Let Pα+1,i be a shortest path in H − W − P from vi to aα+1, which will have of length at most 2k + l. Using Proposition 9, select m 1/4−8(α+β+1)η of these indices, indexed by I , so that Pα+1,i does not intersect Sj if i = j. Removing paths associated with indices I − I from P and adding in the paths Pα+1,i for i ∈ I gives P which (α + 1, β)-connects the sets Si, i ∈ I. This completes the proof of the claim.
Starting with I = [m 1/4 ] and P = ∅ which (0, 0)-connects the sets Si, i ∈ I, apply the claim at most 2t times to get P and I so that P (α, β)-connects the sets Si, i ∈ I , with either α = t or β = t and |I| ≥ m } ⊂ I α+β . If α = t, then taking vt+1 as the corner vertex, sets Si for 1 ≤ i ≤ t and paths Pi of length at most 6k connecting vi to vt+1 through Pi,i and Pi,t+1, the properties of the paths Pi,j listed above imply that this is a (t, σ)-unit.
} be a bijection. When 1 ≤ i < j ≤ t, take Ri,j to be a path of length at most 2l from bi to bj in Q i,c(i,j) ∪ Q j,c(i,j) . From the properties of the paths Qi,j we have that the paths Ri,j intersect only at their endpoints and hence the paths Ri,j form a Kt subdivision in H with corner vertices {b1, . . . , bt} which contains at most 2 t 2 l + t ≤ t 2 l vertices in total as required.
Constructing subdivisions from (t, σ)-units
Lemma 21. The following holds for all δ > 0, integer t ≥ 1 and sufficiently large m based on δ and t. If H is a (δ, η, n)-expander of order m which has m σ disjoint (t, σ)-units then it has a Kt-subdivision consisting of at most (10 6 t 5 /δ) log n vertices.
Proof. Label the (t, σ)-units Ui, where each Ui has a corner vertex vi, paths Pi,j from vi to vi,j ∈ Si,j, for 1 ≤ j ≤ t. Delete vertices from each set Si,j so that |Si,j| = m σ−(j−1)η yet still radS i,j (vi,j) ≤ k.
Consider the lexiographic ordering on ordered pairs (α, β) ⊂ [t] 2 , so that (α , β ) ≤ (α, β) if either α < α or α = α and β ≤ β. We will say (α, β) + = (α + , β + ) is the successor of (α, β) under the ordering of [t] 2 . We will also say that (1, 0) ≤ (α, β) for all (α, β) ⊂ [t]
2 with (1, 0) + = (1, 1). Given an indexing set I, we say that a collection of paths Q (α, β)-connects the Ui, i ∈ I, if it consists of paths Q α ,β ,i for (1, 1) ≤ (α , β ) ≤ (α, β) and i ∈ I and there is a set of vertices {a α ,β : (1, 1) ≤ (α , β ) ≤ (α, β)} such that
• Q α ,β ,i connects v i,α to a α ,β ,
• Q α ,β ,i has length at most 2k,
• Q α ,β ,i ∩ P j,α = ∅ unless i = j and α = α , and
Note that this is a different definition than the connection of vertex sets in the proof of Lemma 20. Roughly speaking, the first four conditions give paths of length at most 2k which connect v i,α to a α ,β while avoiding all other paths except for those also coming from v i,α or also going to a α ,β . Thus each a α,β will give us one opportunity to create a path from some v i,α to some other v j,α which, when combined with P i,α and P j,α , will allow us to create a path from vi to vj. The final condition dictates that the paths avoid those sets S j,α which we need in the proof of the following claim.
We claim that, given a collection Q that (α, β)-connects the (t, σ)-units Ui, i ∈ I, where |I| = m σ−2η(αt+β) , we can construct a collection Q and indexing set I with |I | = m
Given this claim, we can construct a subdivision on Oε,t(log n) vertices as follows. Discard some of the Ui so that m σ−2ηt (t, σ)-units remain, indexed by I. Starting with the empty collection which (1, 0)-connects the Ui, i ∈ I, apply the claim t 2 times to get a collection Q and indexing set I so that Q (t, t)-connects the Ui, i ∈ I , and |I | = m σ−2(t 2 +t)η . Taking m to be sufficiently large, we can assume without loss of generality that {1, . . . , t} ⊂ I . It is well known that Kt can be t edge-coloured with colours 1, . . . , t so that edges of the same colour do not meet. Take such a colouring c : E(Kt) → [t]. There are certainly at most t edges of each colour, so we may construct a function e : E(Kt) → [t] such that if ij = i j then c(ij) = c(i j ) or e(ij) = e(i j ). For i < j, let Rij be a path of length at most 16k connecting vi to vj in P i,c(i) ∪ Q c(ij),e(ij),i ∪ Q c(ij),e(ij),j ∪ P j,c(j) . By the properties of these paths and the functions c and e we know that Rij ∩ R i j = {vi, vj} ∩ {v i , v j }. Therefore the paths Ri,j form a Ktsubdivision with the vi as corner vertices which uses at most 16kt 2 vertices as required.
It is left then to prove the claim. Suppose Q (α, β)-connects the (t, σ)-units Ui, i ∈ I, where |I| = m σ−2η(αt+β) ≤ m σ−2ηα . Let W be the union of all the paths Q α ,β ,i in Q and the paths P i,α with 1 ≤ α ≤ t and i ∈ I, so that, for sufficiently large m, |W | ≤ m σ−2ηα (t 2 + t)(6k Therefore, there must be some vertex, a α + ,β + say, which is in at least m −η |I| of the sets B k H−W i (S i,α + ), indexed say by I1. Pick paths Q α + ,β + ,i of length at most 2k from vi,α to a (α,β) + . Using Proposition 9 on the paths Q α + ,β + ,i and matching sets ∪ α≥α + Si,α we can find a further indexing set I ⊂ I1 so that for all i, j ∈ I we have (∪ α≥α + Si,α) ∩ Q α + ,β + ,j = ∅ if i = j and |I | = m σ−2η(αt+β+1) . As αt + β + 1 = α + t + β + , this completes the proof of the claim, and hence the lemma.
Proof of Theorems 2 and 3
Theorems 2 and 3 follow from Lemma 14 and the following lemma.
Lemma 22. Let δ, c > 0. For sufficiently large t ≥ t0(δ, c), and sufficiently large m ≥ m0(δ, t, c) the following holds. If H is a (δ, η, n)-expander on m vertices, with δ(H) ≥ ct √ log t + 3t, then H has a Ktsubdivision consisting of at most (10 6 t 5 /δ) log n vertices.
Proof. Lemma 22 follows simply from Proposition 18 and Lemmas 19, 20 and 21.
Proof of Theorem 2. Given ε > 0, assume ε < 1/2 for otherwise we may set ε = 1/3. As δ = ε/3, we have (1 −2δ)(1+ε) > 1. Take t ≥ t0(δ, 1/128) where t0 comes from Lemma 22. Let G be an n-vertex graph satisfying d(G) ≥ s(t)(1 + ε). Applying Lemma 14 to G we obtain a subgraph H so that d(H) ≥ (1 − 2δ)(1 + ε)s(t) > s(t), δ(H) ≥ s(t)/2 ≥ t 2 /128, and if |H| > 2 24/η then H is a (δ, η, n)-expander. From Lemma 22, if |H| ≤ max{m0(δ, t, 1/128), 2 24/η } then from the definition of s(t) we have a constant-sized Kt-subdivision, and otherwise we can construct a Kt-subdivision from Oε,t(log n) vertices using Lemma 22.
Proof of Theorem 3. Given ε > 0, assume ε < 1/2 for otherwise we may set ε = 1/3. As δ = ε/3, we have (1 −2δ)(1+ε) > 1. Take t ≥ t0(δ, 1/128) where t0 comes from Lemma 22.
Let G be an n-vertex graph satisfying d(G) ≥ c(t)(1 + ε). Applying Lemma 14 to G we obtain a subgraph H satisfying d(H) ≥ (1 − 2δ)(1 + ε)c(t) > c(t), δ(H) ≥ c(t)/2 ≥ t √ log t/128 + 3t and if |H| > 2 24/η then H is a (δ, η, n)-expander. From Lemma 22, if |H| ≤ max{m0(δ, t, 1/128), 2 24/η }, then from the definition of c(t) we have a constant-sized Kt-minor, and otherwise we can construct a Kt-subdivision from Oε,t(log n) vertices using Lemma 22.
Remarks
For the proof of Theorems 2 and 3 we used that the extremal functions for topological minors and minors were of order Θ(t √ log t) and Θ(t 2 ) respectively. Specifically, they were used in the construction of the corner vertices in the (t, σ)-units which had t disjoint paths emerging from them. We were able to construct these paths and hence the units as the minimum degree was comfortably larger than just a linear function in t. If we could have constructed t 2 disjoint paths leading out of the corner vertices to larger sets the proof of Lemma 21 would be more straightforward but the degree condition is not strong enough to allow us to find the t 2 disjoint sets.
An immersion minor is a topological minor where in addition we allow the paths between the corner vertices to intersect on interior vertices, requiring them only to be edge-disjoint. The extremal function for immersion minors was shown to be Θ(t) by DeVos, Dvořák, Fox, McDonald, Mohar and Scheide [4] . This is not large enough to apply our methods to find a corresponding version of Theorem 1 or Theorem 2 for immersion minors.
