The Green's function on a slow wave structure is constructed. The Green's function includes all radial modes, and for each radial mode, all space harmonics. We compare the analytic solution of the frequency response on the slow wave structure with that obtained from a particle-in-cell code. Favorable comparison is obtained when the first few lower order modes are resonantly excited. This gives some confidence in the prediction of converting a pulse train into radiation using a slow wave structure. V C 2012 American Institute of Physics. [http://dx
I. INTRODUCTION
High power RF radiation sources, whether narrow-band or wide-band, typically require an electron beam. There are substantial advantages if the radiation can be generated without using an electron beam. Radiation generated using a nonlinear transmission line (NLTL) is one such approach. [1] [2] [3] [4] The key question on this type of beam-free radiation source is the conversion of the NLTL's output voltage pulses into radiation. This paper addresses one aspect of this problem.
One way in which voltage pulses may be converted into radiation is if they are designed to excite a slow wave structure (SWS). 5 SWS readily converts an input voltage pulse into radiation when a circuit mode is excited. An example is the traveling wave tube (TWT). 6 An external AC excitation coupled to the slow wave structure would generate an electromagnetic wave or set of waves on the circuit, which could then be coupled out as radiation. For a general temporal excitation, the Green's function for the SWS is of fundamental interest.
In this paper, we shall not consider the explicit coupling of the NLTL and the SWS. Instead, we consider how the SWS would respond to an impulse excitation by constructing the Green's function. We also study the frequency response using particle-in-cell simulation on a textbook example of SWS. This textbook example of SWS 7 serves to illustrate the analytic theory and to show the structure of the Green's function for a practical SWS geometry in general. Section II describes the analytic formulation of the Green's function and the frequency response. In Sec. III, we compare the analytic formulation with the numerical code. Concluding remarks are given in Sec. IV.
II. ANALYTIC THEORY
The model of the SWS is shown in Fig. 1 . It has a periodicity L in the y-direction, the vanes are infinitesimally thin, 7 and the other geometrical dimensions are specified in Fig. 1 . We shall consider the excitation of two-dimensional (2D) transverse magnetic waves whose nonzero components are E x , E y, and H z . To compare the analytic theory with particle-in-cell simulation, we shall assume that this slow wave structure is excited by a current source with only a J y component. 
We are in particular interested in the excitation of the SWS by a propagating ideal current sheet
where K, a, x and b are constants and d is the Dirac delta function, and 0 < a < b (Fig. 1) . The Green's function is the SWS's response to the impulse current excitation, applied instantaneously at (x, y, t) ¼ (a, a 0 , 0)
Jðx; tÞ ¼ŷKdðx À aÞdðy À a 0 ÞdðtÞ
Comparing Eq. (3) 
In writing the last form of Eq. (4), we explicitly show an infinite response if the SWS, which is assumed to be lossless, is resonantly excited at the frequency x ¼ x m (see Fig. 3 below). The Green's function G(x,y,t), which is the solution H z in the SWS in response to the impulse current excitation, Eq. (3) 
where A m is defined in Eq. (4). The contribution from each radial mode (m), and from each space harmonic ('), to the Green's function is apparent in Eq. (7); it can also be calculated numerically. Note the general form of the Green's function, as displayed in Eq. (7), for a periodic SWS. For the geometry of Fig. 1 , x m ¼ x m ðbÞ is the mth root to D(x,b) ¼ 0, where 7, 8 Dðx; bÞ
and h n and c n are defined as
The cold tube dispersion relation x m ðbÞ is schematically shown in Fig. 2 , which shows the first three "radial" modes m ¼ 1, 2, and 3 where m designates the mode number in the x-direction in Fig. 1 . These vacuum modes were studied in detail in Ref. 8 ; (13)
Since the Green's function, Eq. (7), depends on all modes and is valid for arbitrary (x,y,t), its benchmark against numerical codes is infeasible. Thus, we resort to comparing the crucial components that form the building block of the Green's function. Specifically, we calculate the frequency response, V 1 ðxÞ, of the voltage across a pair of vane tips when the excitation current is given by Eq. (2) with a pre-assigned value b.
With the tip voltage written as V 1 ðtÞ ¼Ṽ 1 ðxÞe jxt , (Fig. 1) we findṼ
to within a constant phase factor by the Floquet Theorem. 7 The frequency responseṼ 1 as a function of x is plotted in Fig. 3 for the following parameters:
The divergence ofṼ 1 shown in Fig. 3 occurs at x ¼ x m , at which c m is singular in Eq. (10). 
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m Þ, where Q m represents the quality factor of the mth eigenmode. 7 We shall use this technique to compare the analytic results with the numerical simulation, which is described next.
III. PARTICLE-IN-CELL SIMULATION
In this section, we use the ICEPIC particle-in-cell code 9 to simulate the response of the slow wave structure and compare with the analytic theory.
Simulations were performed in 2-D geometry, shown in Fig. 4 . The third dimension, Z, is ignored. Two artificially heavy particle beams (|e/m| ¼ 1. Resolution was set at 5 mm for both X and Y grids. The period length, L, was defined to be 10 cm. The remaining geometry was then constrained per the ratios given in the caption of Fig. 3 . The slow wave structure consisted of a constant height section (200 periods in length), with tapered sections (50 periods) at either end. All slow wave structure vanes were one cell thick in the Y direction, making the cavity widths 9.5 cm.
The tapered slow wave structure sections were separated from regions of perfectly matched load (PML, 10 20 periods in length) by vacuum sections 15 periods in length. The emitter and collector, which pass through the PML regions, were one cell thick in the X direction and 20 periods long. The inter-vane voltage measurement was made using an E•dl line integral extending from the tip of vane 100 to the tip of vane 101 of the center section of the slow wave structure.
Data for xL/c values ranging from 0.140 to 1.300 are plotted in Fig. 5 . Due to the wide range in peak heights, the base 10 log is taken of the normalized amplitude scale described previously in Fig. 3 . The leftmost peak in Fig. 3 corresponds to the intersection with the m ¼ 1 branch of the dispersion relation qualitatively depicted in Fig. 2 respectively. For reference, a grid plot showing the slow wave structure is depicted in Fig. 6(d) .
It is well known that the Q of a system can be represented by the total energy present in a system divided by the total energy lost from the system over one RF cycle. For the arrangement considered by the analytic calculations, infinitely high Q values are possible as no energy leaves the system. As previously described, the ICEPIC simulations presented here utilize a finite slow wave structure terminated on either end with tapered sections and perfectly matched load regions. The presence of these load regions represents an energy loss mechanism within the simulation space. This energy loss will necessarily result in finite Q values and thus finite width resonance peaks.
The comparison between the ICEPIC simulations and the analytic theory follows. First, to make the analytic frequency response finite at x ¼ x m in Eq. (10), we introduce a finite quality factor Q m in the manner given in the last paragraph of Sec. II. The value of Q m is adjusted so that the resonant peak at x ¼ x m is the same between the analytic theory and the simulation, as shown in Fig. 7 . The introduction of such a phenomenological Q m is necessary because of the very different approximations that have been made between the analytic model and the simulation, all of which might affect the value of Q for each radial mode. Note that in the analytic theory, fixing the value of Q m would also fix the linewidth at x ¼ x m , in addition to the peak voltage at the vane tip. From Fig. 7 , we see that the values of such a composite "loaded Q" are quite reasonable, for both the analytical and simulation model.
IV. CONCLUDING REMARKS
The excitation of a slow wave structure by a series of impulses has been determined analytically by developing the Green's function for the system which includes all spatial harmonics and all radial modes. Since any signal can be represented by a superposition of impulses, the solution derived here can be used to determine the excitation of a SWS driven by an arbitrary temporal signal. The analytic solution was compared to particle-in-cell calculations in which an ideal current excitation is used to measure the response of the SWS. A finite Q was introduced into the analytical solution to account for previously mentioned effects which result in a finite line width in the simulations. Despite the differences in the geometry and in the approximations made between the analytic and simulation models, the resonant peak locations (xL/c values) in the ICEPIC simulations were found to agree with analytically predicted values to within 1.5%. The ability to analytically predict excitation of RF within pulse excited systems not only furnishes a vital tool to guide experimental efforts but also provides capabilities to benchmark computational algorithm development. 
APPENDIX: THE GREENS' FUNCTION
This appendix presents a form of the Green's function which may be computed numerically. It also displays the contributions to the Green's function from the various radial modes and their space harmonics. The generality of the structure of the Green's function is noted.
Equation ( where we have used Eq. (4) and the fact that A m and H zm (x,y) are independent of x. In the last integral of Eq. (A1), the contour C lies in the lower half complex x-plane, according to the Laplace transform theory. 11 Since x m ¼ x m (b) is real for real b (Fig. 2) , the simple residue theory yields 
