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MIXING SOLUTIONS FOR THE MUSKAT PROBLEM
WITH VARIABLE SPEED
FLORENT NOISETTE AND LA´SZLO´ SZE´KELYHIDI JR.
Abstract. We provide a quick proof of the existence of mixing weak
solutions for the Muskat problem with variable mixing speed. Our proof
is considerably shorter and extends previous results in [3] and [12].
1. Introduction
The mathematical model for the evolution of two incompressible fluids
moving in a porous medium, such as oil and water in sand, was introduced
by Morris Muskat in his treatise [16], and is based on Darcy’s law (see
also [20, 25]). In this paper we focus on the case of constant permeability
under the action of gravity so that, after non-dimensionalizing, the equations
describing the evolution of density ρ and velocity u are given by (see [17, 7]
and references therein)
Btρ` div pρuq “ 0 ,(1)
div u “ 0 ,(2)
u`∇p “ ´p0, ρq ,(3)
ρpx, 0q “ ρ0pxq .(4)
We assume that at the initial time the two fluids, with densities ρ` and
ρ´, are separated by an interface which can be written as the graph of a
function over the horizontal axis. That is,
ρ0pxq “
#
ρ` x2 ą z0px1q,
ρ´ x2 ă z0px1q.
(5)
Thus, the interface separating the two fluids at the initial time is given by
Γ0 :“ tps, z0psqq|s P Ru. Assuming that ρpx, tq remains in the form (5) for
positive times, the system reduces to a non-local evolution problem for the
interface Γ. If the sheet can be presented as a graph as above, one can show
(see for example [7]) that the equation for zps, tq is given by
Btzps, tq “
ρ´ ´ ρ`
2pi
ż 8
´8
pBszps, tq ´ Bszpξ, tqqps ´ ξq
ps ´ ξq2 ` pzps, tq ´ zpξ, tqq2
dξ.(6)
Linearising (6) around the flat interface z “ 0 reduces to Btf “
ρ`´ρ´
2
HpBsfq,
where H denotes the classical Hilbert transform. Thus one distinguishes the
following cases: The case ρ` ą ρ´ is called the unstable regime and amounts
to the situation where the heavier fluid is on top. The case ρ` ă ρ´ is called
the stable regime. In the stable case, this equation is locally well-posed in
Date: May 19, 2020.
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H3pRq, see [7, 5], whereas in the unstable case, we have an ill-posed problem,
see [20, 7], and there are no general existence results for (6) known. Thus,
the description of (1)-(4) as a free boundary problem seems not suitable for
the unstable regime. Indeed, as shown in experiments [25], in this regime
the sharp interface seems to break down and the two fluids start to mix
on a mesoscopic scale. In a number of applications [16, 25], however, it is
precisely this mixing process in the unstable regime which turns out to be
highly relevant, calling for an amenable mathematical framework.
Mixing solutions and admissible subsolutions. A notion of solution,
which allows for a meaningful existence theory and at the same time able
to represent the physical features of the problem such as mixing, was in-
troduced in [23]; it is based on the concept of subsolution, which appears
naturally when considering stability of the nonlinear system (1)-(4) under
weak convergence [10]. This point of view was pioneered by L. Tartar in the
1970s-80s in his study of compensated compactness [24], and experienced
renewed interest in the past 10 years in connection with the theory of con-
vex integration, applied to weak solutions in fluid mechanics [8, 9, 6, 21].
In order to state the definition, we recall that after applying a simple affine
change of variables we may assume |ρ˘| “ 1. In particular, for the rest of
the paper we will be concerned with the unstable case, so that
ρ` “ `1, ρ´ “ ´1.
With this normalization subsolutions are defined as follows (c.f. [23, Defini-
tion 4.1]).
Definition 1.1. Let T ą 0. We call a triple pρ, u,mq P L8pR2 ˆ r0, T qq an
admissible subsolution of (1)-(4) if there exist open domains Ω˘,Ωmix with
Ω` Y Ω´ YΩmix “ R
2 ˆ r0, T q such that
(i) The system
Btρ` div m “ 0
div u “ 0
curl u “ ´Bx1ρ
ρ|t“0 “ ρ0
(7)
holds in the sense of distributions in R2 ˆ r0, T q;
(ii) The pointwise inequalityˇˇˇ
ˇm´ ρu` 12p0, 1´ ρ2q
ˇˇˇ
ˇ ď 12
`
1´ ρ2
˘
,(8)
holds almost everywhere;
(iii) |ρpx, tq| “ 1 in Ω` Y Ω´;
(iv) In Ωmix the triple pρ, u,mq is continuous and (8) holds with a strict
inequality.
Observe that whenever ρ “ ˘1 for an admissible subsolution, then by (8)
the system (7) reduces to (1)-(3). Conversely, in the set Ωmix the subsolution
ρ represents the coarse-grained density of a microscopically mixed state.
More precisely, we have the following theorem from [23, 3]:
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Theorem 1.2. Suppose there exists an admissible subsolution pρ¯, u¯, m¯q to
(1)-(4) . Then there exist infinitely many admissible weak solutions pρ, uq
with the following additional mixing property: For any r ą 0, 0 ă t0 ă T
and x0 P R
2 such that B :“ Brpx0, t0q Ă Ωmix, both sets tpx, tq P B :
ρpx, tq “ ˘1u have strictly positive Lebesgue measure.
Furthermore, there exists a sequence of such admissible weak solutions
pρk, ukq such that ρk
˚
á ρ¯ as k Ñ8.
In other words ρ¯ represents a sort of “coarse-grained, average” density.
Recently this coarse-graining property of Theorem 1.2 was sharpened in [4]
along the lines of [9] to the statement that, essentially, ρ¯ denotes the average
density not just on space-time balls B but also space-balls for every time
t ą 0.
Theorem 1.2 is based on a general and very robust Baire-category type
argument (c.f. [10] as well as [23, Appendix]), and basically highlights the
key observation that a central object in the study of unstable hydrodynamic
interfaces is a suitably defined subsolution. In recent years this approach
has been successfully applied in various contexts: for the incompressible
Euler system in the presence of a Kelvin-Helmholtz instability [22, 2, 15],
the density-driven Rayleigh-Taylor instability [13], the Muskat problem with
fluids of different mobilities [14], as well as in the context of the compressible
Euler system [11].
Evolution of the mixing region - the pseudointerface. An interest-
ing phenomenon concerning the evolution of the coarse-grained interface
was discovered by A. Castro, D. Cordoba and D. Faraco in [3]: for general
(sufficiently smooth) initial curves Γ0 the mixing (sub)solutions exhibit a
two-scale dynamics. On a fast scale the sharp interface diffuses to a mixing
zone Ωmix at some speed c ą 0, which has a stabilizing effect on the overall
dynamics. On a slower scale the mixing zone itself begins to twist and evolve
according to the now regularized evolution of the mid-section of Ωmix, called
a pseudo-interface.
The authors in [3] showed that appearance of a mixing zone with speed
c is compatible with the requirements of Definition 1.1 provided c ă 2 (for
the flat initial condition c ă 2 was also the upper bound reached in [23], in
agreement with the relaxation approach in [17]), and by a suitable ansatz
exhibited the regularized evolution of the pseudo-interface as a nonlinear
and nonlocal evolution equation of the form (see (1.11)-(1.12) in [3])
(9) Btz “ Fpzq.
In a technical tour de force they were able to show well-posedness of (9)
for initial data z0 P H
5pRq. Roughly speaking, the key point is that the
linearization of (6), in Fourier space written as Btfˆ “ |ξ|fˆ , is modified by
the appearance of the mixing zone to
(10) Btfˆ “
|ξ|
1` ct|ξ|
fˆ ,
which leads to fˆ “ p1 ` ct|ξ|q1{cfˆ0. The analysis of this equation was per-
formed for constant c “ 1 in [3], and recently extended to variable c “ cpsq in
[1] (in which case (10) has to be interpreted as a pseudodifferential equation)
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under certain restrictive conditions. In particular, the analysis in [1] applies
under the condition that the range of mixing speed c1 ď cpsq ď c2 ă 2
is small: 0 ă c1 ď c2 ď
c1
1´c1
; furthermore, high regularity is required:
c PW k,8pRq with k ą c´1 (c.f. [1, Definition 4]).
It was observed in [12] that the ansatz of [3] is too restrictive since after
a short initial time the macroscopic evolution of the pseudo-interface quite
likely becomes non-universal. Thus, the authors in [12] replaced the equation
(9) by a simple expansion in time upto second order,
(11) zps, tq “ z0psq ` tz1psq `
1
2
t2z2psq,
and showed that a suitable choice of z1 and z2 leads to an evolution which
is compatible with Definition 1.1 for any constant speed c P p0, 2q. More
precisely, in the expansion (11) z1 “ Btz|t“0 :“ uν |t“0 is chosen as the
normal velocity induced on the interface by (6) at time t “ 0, whereas z2
involves a non-local operator of the same type applied to z0 plus a local
curvature term:
z2 :“ T rz0s ` c
1´ pBsz0q
2
p1` pBsz0q2q1{2
κ0,
where κ0 “ κ0psq is the curvature of the initial interface Γ0. This expansion
reveals an important difference to the approach in [3]: the regularity of the
pseudointerface does not deteriorate with small cÑ 0, in sharp contrast to
the evolution in (10). From a physical point of view this is natural to expect,
if one takes into account the scale separation in the two dynamics: once a
mixing zone appears, the pseudointerface is a matter of arbitrary choice,
the only relevant object for the system (7)-(8) being the set Ωmix. Thus, a
coupling between the two dynamics should appear at most in terms of higher
order fluctuations; indeed, a closer look [3, 1] reveals that the deterioration
of regularity observed in (10) in fact applies to f “ B4sz.
Motivated by this heuristic, in this short note we extend and simplify the
analysis of [23] by
(1) allowing for variable mixing speed c “ cpsq within the whole range
0 ă infR c ď supR c ă 2, with no degeneration of regularity;
(2) allowing for asymptotically vanishing mixing speed cpsq Ñ 0 as |s| Ñ
8 in case the initial interface z0 is asymptotically horizontal.
Moreover, our analysis shows that the expansion (11) above, obtained in
[23], remains valid upto second order even in this generality, thus giving
further evidence towards universality of the macroscopic evolution.
The main result. In this section we state the precise form of our main
result.
Our assumption on the initial datum is that the initial interface is asymp-
totically flat with some given slope β P R, i.e. ρ0 is given by (5) with
(12) z0psq “ βs` z˜0psq
for some z˜0 with sufficiently fast decay at infinity, using – as in [23] – the
following weighted Ho¨lder norms: for any 0 ă α ă 1 set
}f}˚0 :“ sup
sPR
p1` |s|1`αq|fpsq|.
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Furthermore, we define the associated Ho¨lder (semi-)norms as follows. We
set
rf s˚α :“ sup
|ξ|ď1,sPR
p1` |s|1`αq
|fps´ ξq ´ fpsq|
|ξ|α
,
and for any k P N
}f}˚k,α :“ sup
sPR,jďk
p1` |s|1`αq|Bjsfpsq| ` rB
k
s f s
˚
α.
We denote by Ck,α˚ pRq :“ tf P C
k,αpRq : }f}˚k,α ă 8u.
Next, we describe the geometry of the coarse-grained evolution. Given a
pseudointerface z : R ˆ r0, T s Ñ R and mixing speed c : R Ñ p0,8q define
Ω˘ptq and Ωmixptq as
Ω`ptq “ tx P R2|x2 ą zpx1, tq ` cpx1qtu,
Ωmixptq “ tx P R
2|zpx1, tq ´ cpx1qt ă x2 ă zpx1, tq ` cpx1qtu,
Ω´ptq “ tx P R2|x2 ă zpx1, tq ´ cpx1qtu,
(13)
and set
Ω˘ “
ď
tą0
Ω˘ptq, Ωmix “
ď
tą0
Ωmixptq.
Theorem 1.3. Let z0psq “ βs`z0psq with z0 P C
3,α
˚ pRq for some 0 ă α ă 1
and β P R. Let c “ cpsq ą 0 with sups cpsq ă 2 and Bsc P C
α
˚ pRq. If
infs cpsq “ 0, assume in addition that β “ 0 and there exists cmin ą 0 such
that
cpsq ě cminp1` |s|
2α{3q´1.
Then there exists T ą 0 such that there exists a pseudo-interface z P
C2pr0, T s;C1,αpRqq with z|t“0 “ z0 for which the mixing zone defined in
(13) admits admissible subsolutions on r0, T s. In particular there exist in-
finitely many admissible weak solutions to (1)-(4) on r0, T s with mixing zone
given by (13).
Observe that under the conditions in the theorem the function c has limits
at infinity sÑ ˘8.
The paper is organised as follows. In Section 2 we show that an admissi-
ble subsolution exists provided certain smallness conditions are satisfied on
the temporal expansion of the pseudo-interface - see Proposition 2.1. This
section closely follows the construction in [23], in particular the construction
of symmetric piecewise constant densities in [23, Section 5].
Then in Section 3 we obtain a regular expansion in time t for the normal
component of the velocity across interfaces for arbitrary mixing speeds. Our
key result in this section is Proposition 3.8, see also Remark 3.10 for a
simplified statement. It is worth pointing out that validity of the expansion
requires minimal smoothness assumptions on the pseudo-interface and, at
variance with the approach in [1], does not degenerate as c Ñ 0 or c Ñ 2.
Finally, in Section 4 we complete the proof of Theorem 1.3.
We remark in passing that if β ‰ 0, the statement of the theorem contin-
ues to hold provided the lower bound on cpsq is strengthened to
cpsq ě cminp1` |s|
α{2q´1.
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The proof of this requires minor modifications in Proposition 2.1, in particu-
lar replacing the term c3{2 in (21) by c2. As such modifications unnecessarily
complicate the presentation without added value, we chose not to include
the details here.
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2. Subsolutions with variable mixing speed
We start by fixing N P N and setting
(14) cipsq “
2i´ 1
2N ´ 1
cpsq for i “ 1, . . . , N.
Define the density ρpx, tq to be the piecewise constant function
ρpx, tq “
$’’’’’’&
’’’’’’%
1 x P Ω`ptq,
i
N
cipx1qt ă x2 ´ zpx1, tq ă ci`1px1qt
0 ´c1px1qt ă x2 ´ zpx1, tq ă c1px1qt
´ i
N
cipx1qt ă zpx1, tq ´ x2 ă ci`1px1qt
´1 x P Ω´ptq,
(15)
with i “ 1, . . . , N ´ 1. This definition of ρ already determines the velocity
u by the kinematic part of (7), namely the Biot-Savart law (see Section 3
below)
div u “ 0,
curl u “ ´Bx1ρ.
(16)
Observe that ρ is piecewise constant, with jump discontinuities across 2N
interfaces
(17) Γp˘iqptq “
!
ps, zp˘iqps, tqq : s P R
)
, zp˘iqps, tq “ zps, tq ˘ cipsqt.
It is well known [7] that, provided the interfaces are sufficiently regular,
the solution u to (16) is then globally bounded, smooth in R2z
Ť
i Γ
piq with
well-defined traces on Γ˘, and the normal component
(18) upiqν ps, tq :“ ups, z
piqps, tq, tq ¨
ˆ
´Bsz
piqps, tq
1
˙
is continuous across the interfaces Γpiq for i “ ˘1, . . . ,˘N .
Indeed, we will see in the next section that this is the case provided
(19) zps, tq “ βs` z˜ps, tq,
with z˜p¨, tq P C1,α˚ pRq, Bsc P C
α1
˚ pRq and some 0 ă α,α
1 ă 1 and β P R.
Our main result in this section is as follows:
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Proposition 2.1. Let zps, tq and cpsq be as in (19) with z˜ P C1pr0, T s;C1,α˚ pRqq,
Bsc P C
α1
˚ pRq and 0 ă cpsq ď cmax @s for some cmax ă
2N´1
N
. Let ρ be de-
fined by (15) and u the corresponding velocity field u according to (16), with
normal traces as in (18). Assume that
lim
tÑ0
sup
s
1
cpsq
ˇˇˇ
Btzps, tq ´ u
p˘iq
ν ps, tq
ˇˇˇ
“ 0 for all i ,(20)
lim
tÑ0
sup
s
1
tc3{2psq
ˇˇˇ
ˇˇż s
0
Btzps
1, tq ´
Nÿ
i“1
u
p`iq
ν ps1, tq ` u
p´iq
ν ps1, tq
2N
ds1
ˇˇˇ
ˇˇ “ 0 ,(21)
and furthermore, there exists M ą 0 such that
(22) |Bszps, tq|, |Bscpsq| ďMc
1{2psq @ s P R, t P r0, T s.
Then there exists T 1 P p0, T s and a vectorfield m : R2 ˆ p0, T 1q Ñ R2 such
that pρ, u,mq is an admissible subsolution on r0, T 1q with mixing zone Ωmix
given by (13).
Proof. The proof follows closely the proof of Theorem 5.1 in [23], adapted
here to the variable speed setting. Set
m “ ρu´ p1´ ρ2qpγ ` 1
2
e2q
for some γ “ γpx, tq, with γ ” 0 in Ω˘. Then (8) amounts to the condition
|γ| ă
1
2
in Ωmix,
whereas (7) is equivalent to div γ “ 0 in Ωmixz
ŤN
i“1pΓ
iYΓ´iq together with
2pN ´ 1q jump conditions
(23) rρs
ΓpiqBtz
piq ` rms
Γpiq ¨
ˆ
Bx1z
piq
´1
˙
“ 0 on Γpiq
for i “ ˘1, . . . ,˘N , where r¨s
Γpiq denotes the jump on Γ
piq. Observe that
Ωmixz
Nď
i“1
pΓi Y Γ´iq “
N´1ď
i“´N`1
Ωpiq,
with connected open sets Ωpiq defined as
Ωpiq “ tzpx1, tq ` cipx1qt ă x2 ă zpx1, tq ` ci`1px1qtu,
Ωp´iq “ tzpx1, tq ´ ci`1px1qt ă x2 ă zpx1, tq ´ cipx1qtu,
(24)
for i “ 1, . . . , N ´ 1 and
Ωp0q “ tzpx1, tq ´ c1px1qt ă x2 ă zpx1, tq ` c1px1qtu
The divergence-free condition is then taken care by setting
γ “ ∇Kgpiq in Ωpiq, i “ ´N . . . N,
where gpNq “ gp´Nq “ 0 and gpiq P C1pΩiq for i “ ´pN ´ 1q . . . pN ´ 1q are
to be determined. Then, (8) amounts to the conditions
(25) |∇gpiq| ă
1
2
in Ωi i “ ´pN ´ 1q . . . pN ´ 1q,
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and (23) reduces to conditions on the tangential derivatives on each interface:
for any i “ 1, . . . , N we require on Γp˘iq
Bτg
p˘pi´1qq “
1
1´ p i´1
N
q2
#
ci
N
´
2i´ 1
2N2
`
`
1´ p i
N
q2
˘
Bτg
p˘iq ˘
Btz ´ u
p˘iq
ν
N
+
“ hp˘iq `
1´ p i
N
q2
1´ p i´1
N
q2
Bτg
p˘iq on Γ˘i ,(26)
with
hp˘iqps, tq :“
1
1´ p i´1
N
q2
#
cipsq
N
´
2i´ 1
2N2
˘
Btzps, tq ´ u
p˘iq
ν ps, tq
N
+
and
Bτg
piq
ˇˇ
Γpjq
ps, tq :“ Bs
“
gpiqps, zpjqps, tq, tq
‰
.
Next, for i ‰ 0 we make the choice that gpiq is a function of x1, t only.
Then, using the fact that gp˘Nq “ 0, we may use (26) to inductively define
gp˘pN´1qq, gp˘pN´2qq, . . . , gp˘1q as
gp˘iqpx1, tq “
ż x1
0
hp˘pi`1qqps1, tq `
1´ p i`1
N
q2
1´ p i
N
q2
Bτg
p˘pi`1qqps1, tq ds1.(27)
In particular we obtain
Bx1g
p˘iq “
1
1´ p i
N
q2
Nÿ
j“i`1
˜
cj
N
´
2j ´ 1
2N2
˘
Btz ´ u
p˘jq
ν
N
¸
“
N
2N ´ 1
ˆ
c´
2N ´ 1
2N
˙
˘
N
N2 ´ i2
Nÿ
j“i`1
rBtz ´ u
pjq
ν s
“ ´
1
2
` cpsq
ˆ
N
2N ´ 1
` op1q
˙
,
where op1q denotes terms going to zero uniformly in s as tÑ 0 and we have
used (20) in the last line. Since we also set Bx2g
piq “ 0, and 0 ă cpsq ď
cmax ă
2N´1
N
, we can deduce that (25) holds for sufficiently small t ą 0.
Next, we turn our attention to gp0q on Ωp0q. For s P R, t P p0, T q and
λ P r´1, 1s define
(28) gˆps, λ, tq :“ gp0qps, zps, tq ` λc1psqt, tq.
In order to satisfy (26) we set
gˆps,˘1, tq :“
ż s
0
hp˘1q `
ˆ
1´
1
N2
˙
Bx1g
p˘1q ds1,
and, more generally, for λ P r´1, 1s
gˆps, λ, tq :“
1` λ
2
gˆps, 1, tq `
1´ λ
2
gˆps,´1, tq.
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Then
Bλgˆ “
ż s
0
Nÿ
j“1
˜
Btz ´
u
p`jq
ν ` u
p´jq
ν
2
¸
ds1
“ tc3{2psqop1q,
Bsgˆ “ ´
1
2
`
1
N
Nÿ
j“1
cj `
λ` 1
2N
Nÿ
j“1
rBtz ´ u
p`jq
ν s `
λ´ 1
2N
Nÿ
j“1
rBtz ´ u
p´jq
ν s
“ ´
1
2
` cpsq
ˆ
N
2N ´ 1
` op1q
˙
where we have used (20)-(21). By differentiating (28) with respect to s and
λ and using (20)-(21) we deduce
Bx2g
p0q “ c1{2psqop1q
Bx1g
p0q “ ´
1
2
` cpsqp N
2N´1 ` op1qq ` c
1{2psqp|Bsz| ` t|Bsc|qop1q
“ ´
1
2
` cpsqp N
2N´1 ` op1qq
(29)
where we have used (22) in the last line. Consequently
|∇g|2 “
1
4
´ cpsqp N
2N´1 ` op1qq ` c
2psqp N
2N´1 ` op1qq
2 ` cpsqop1q
“
1
4
´ cpsqp N
2N´1 ` op1qq ` c
2psqp1 ` op1qq
ď
1
4
´ N
2N´1cpsq
`
1´ N
2N´1cmax ` op1q
˘
.
Since N
2N´1cmax ă 1, we deduce that
|∇gp0q| ă
1
2
for sufficiently small t ą 0.
This concludes the proof.

3. The velocity u
In this section we analyse more closely the normal component of the
velocity, given in (18), where the velocity u is the solution of the system (16)
with piecewise constant density ρ given in (15). Following the computations
in [7] and [12] we see that for any t ą 0
(30) upiqν ps, tq “
ÿ
j
1
2piN
PV
ż
R
Bsz
pjqps´ ξ, tq ´ Bsz
piqps, tq
ξ
Φijpξ, s, tq dξ,
where the sum is over j “ ˘1, . . . ,˘N , the kernels Φijpξ, s, tq are defined as
(31) Φijpξ, s, tq “
ξ2
ξ2 ` pzpiqps, tq ´ zpjqps´ ξ, tqq2
,
and
(32) zpiqps, tq “ zps, tq ` cipsqt.
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with the convention c´ipsq “ ´cipsq, where cipsq is defined in (14) for i “
1, . . . , N . The principal value integral here refers to PV
ş
R
“ lim
RÑ8
şR
´R.
Next, we recall the operator TΦ from [23], a weighted version of the Hilbert
transform, defined for a weight function Φ “ Φpξ, sq as
(33) TΦpgqpsq :“
1
2pi
PV
ż
R
Bsgps ´ ξq ´ Bsgpsq
ξ
Φpξ, sqdξ.
Then (30) can be written as
(34) upiqν “
1
N
ÿ
j
TΦijz
pjq `
t
N
ÿ
j‰i
pBsci ´ BscjqIij,
where we set
(35) Iijps, tq “
1
2pi
PV
ż
R
Φij
dξ
ξ
.
Observe that in Iij for i ‰ j it again suffices to consider the principal value
integral as above, with regularization as |ξ| Ñ 8. Nevertheless, for i “ j
also a principal value regularization at |ξ| Ñ 0 is necessary - see below in
Lemmas 3.6-3.7.
We next recall the following bound on TΦ on Ho¨lder-spaces from [12],
where for the weight we use the following norms: first of all we assume that
Φ8psq :“ lim|ξ|Ñ8Φpξ, sq exists, Φp¨, sq P C
1pRzt0uq, and set
Φ¯ “ ξ pΦ´ Φ8q , Φ8 “ lim
|ξ|Ñ8
Φpξ, sq,
Φ˜ “ ξ2Bξ
ˆ
1
ξ
Φ
˙
“ ξBξΦ´ Φ .
(36)
We introduce the norms
~Φ~0 :“ sup
sPR,|ξ|ď1
|Φpξ, sq| ` sup
sPR,|ξ|ą1
p|Φ¯pξ, sq| ` |Φ˜pξ, sq|q,
~Φ~k,α :“ max
jďk
~BjsΦ~0 ` rB
k
sΦsα ` sup
|ξ|ą1
prBks Φ¯pξ, ¨qsα ` rB
k
s Φ˜pξ, ¨qsαq,
where we use the convention that }Φpξ, ¨q} denotes a norm in the second
argument only and }Φ} denotes a norm joint in both variables. In particular
the Ho¨lder-continuity of BksΦ in both variables ξ, s is required in the norm
~Φ~k,α. Accordingly, we define the spaces
W
0 “ tΦ P L8pR2q : Φ8 and BξΦ exist, with ~Φ~0 ă 8u,
W
k,α “ tΦ PW0 : ~Φ~k,α ă 8u
Then, the following version of the classical estimate on the Hilbert transform
T1 “ H∇ on Ho¨lder-spaces holds [12, Theorem 3.1]:
Theorem 3.1. For any α ą 0, f P C1,α˚ pRq and Φ PW
0 we have
(37) }TΦpfq}
˚
0 ď C~Φ~0}f}
˚
1,α .
Moreover, for any k P N, f P Ck`1,α˚ pRq and Φ PW
k,α
(38) }TΦpfq}
˚
k,α ď C~Φ~k,α}f}
˚
k`1,α.
where the constant depends only on k and α.
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In the following we analyse boundedness and continuity properties of the
type of operators (33) arising in (34). This will ultimately enable us to
derive an expansion in time for t Ñ 0 of the normal velocity components
u
piq
ν in (30).
Lemma 3.2. Let zps, tq “ βs ` z˜ps, tq with z˜ P C lpr0, T s;Ck`1,αpRqq for
some l, k P N, 0 ă α ă 1, β P R and T ă 8, and let
Φpξ, s, tq “
ξ2
ξ2 ` pzps, tq ´ zps ´ ξ, tqq2
.
Then Φ P C lpr0, T s;Wk,αq.
Proof. We start by introducing the following notation: for z “ zps, tq define
(39) Z “ Zpξ, s, tq “
zps, tq ´ zps´ ξ, tq
ξ
“
ż
1
0
Bszps´ τξ, tq dτ,
and furthermore, let
(40) KpZq “
1
1` Z2
.
Since K P C8pRq with derivatives of any order uniformly bounded on R,
and since Φ “ K ˝Z, it follows easily from the chain rule that, for any j ď l,
BjtΦ P C
k,αpR2q with
sup
t
}BjtΦp¨, ¨, tq}Ck,αpR2q ă 8.
Concerning the far-field terms, note that Φ8 “ 1
1`β2
, hence
Φ¯ “
β ` Z
p1` β2qp1` Z2q
pz˜ps´ ξ, tq ´ z˜ps, tqq “ KβpZqpz˜ps´ ξ, tq ´ z˜ps, tqq,
where Kβpxq “
β`x
p1`β2qp1`x2q
is again a function with derivatives of all order
uniformly bounded on R. Therefore the chain rule as above, together with
the product rule, easily imply that, for any j ď l, Bjt Φ¯ P C
k,αpR2q with
sup
t
}Bjt Φ¯p¨, ¨, tq}Ck,αpR2q ă 8.
Similarly, ξBξΦ “ K
1pZqξBξZ, where
ξBξZ “ Bsz˜ps ´ ξ, tq `
ż
1
0
Bsz˜ps´ τξ, tq dτ,
so that, once again for any j ď l, ξBξpB
j
tΦq “ B
j
t pξBξΦq P C
k,αpR2q with
sup
t
}ξBξB
j
t Φ¯p¨, ¨, tq}Ck,αpR2q ă 8.
We deduce that BjtΦ PW
k,α with
sup
tPr0,T s
~BjtΦ~k,α ă 8
as required. 
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Using the notation introduced above in (39)-(40) we can write
(41) Φij “ K
ˆ
Zpjq `
cijt
ξ
˙
,
where
Zpjqpξ, s, tq “
zpjqps, tq ´ zpjqps´ ξ, tq
ξ
, cijpsq “ cipsq ´ cjpsq.
Observe that cii “ 0 so that Lemma 3.2 applies to Φii, but the second
term requires more care. In the next lemmata we address boundedness and
continuity with respect to the functions z, c.
Lemma 3.3. There exists a constant C ą 1 such that the following holds.
Let zpsq “ βs` z˜psq with z˜ P C1pRq, c P CpRq, and let
Φpξ, sq “ K
ˆ
Zpξ, sq `
cpsq
ξ
˙
,
whereKpZq “ p1`Z2q´1 as in (40) and Zpξ, sq “ zpsq´zps´ξq
ξ
. Then Φ PW0,
with
(42) ~Φ~0 ď Cp1` }Bsz˜}0 ` }c}0q.
Furthermore, if Φ1,Φ2 are defined as above with z˜1, z˜2 P C
1pRq, then
(43) ~Φ1 ´ Φ2~0 ď C}Bsz˜1 ´ Bsz˜2}0.
Proof. Using that |K| ď 1, we deduce supξ,s |Φ| ď 1. Moreover, since also
|K 1| ď 1, we have
|Φ¯| “ |ξ|
ˇˇˇ
KpZ ` c
ξ
q ´Kpβq
ˇˇˇ
ď |ξ||Z ´ β| ` |c|
ď 2}Bsz˜}0 ` }c}0.
Similarly, for |ξ| ď 1 we also have
|ξBξΦ| “
ˇˇˇ
K 1pZ ` c
ξ
q
ˇˇˇ ˇˇˇ
ξBξZ ´
c
ξ
ˇˇˇ
ď 2}Bsz˜}0 ` }c}0.
The estimate (42) follows.
For the Lipschitz bound (43) we proceed entirely analogously, using the
representation
Φ1 ´Φ2 “
ż
1
0
K 1
ˆ
τZ1 ` p1´ τqZ2 `
c
ξ
˙
dτ pZ1 ´ Z2q
and the bound |Z1 ´ Z2| ď }Bsz˜1 ´ Bsz˜2}0. 
Next, we address continuity of the mapping c ÞÑ KpZ ` c
ξ
q at the singu-
larity c “ 0.
Lemma 3.4. There exists a constant C ą 1 such that the following holds.
Let zpsq “ βs` z˜psq with z˜ P CpRq, c P CpRq, and let
Φpξ, sq “ K
ˆ
Zpξ, sq `
cpsq
ξ
˙
´K pZpξ, sqq ,
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where KpZq “ p1 ` Z2q´1 as in (40) and Zpξ, sq “ zpsq´zps´ξq
ξ
. Then, for
any f P C1,α˚ pRq we have
(44) }TΦf}
˚
0 ď CrBsf s
˚
α}c}
α
0 .
Proof. Using the fact that |K|, |K 1| ď 1, we have
|Φpξ, sq| “
ˇˇˇ
K
´
Z ` c
ξ
¯
´KpZq
ˇˇˇ
ď Cmin
ˆ
1,
cpsq
|ξ|
˙
.
Next, recalling the definition of TΦf from (33) we have
|TΦfpsq| ď C
ż
R
ˇˇˇ
ˇBsfps´ ξq ´ Bsfpsqξ
ˇˇˇ
ˇmin
ˆ
1,
cpsq
|ξ|
˙
dξ
ď C
rBsf s
˚
α
1` |s|1`α
ż
R
|ξ|α´1min
ˆ
1,
cpsq
|ξ|
˙
dξ
“ C
rBsf s
˚
α
1` |s|1`α
cαpsq.

Lemma 3.5. There exists a constant C ą 1 such that the following holds.
Let zpsq “ βs` z˜psq with z˜ P C1,αpRq, c P CpRq, and let
Φpξ, sq “ K
ˆ
Zpξ, sq `
cpsq
ξ
˙
`K
ˆ
Zpξ, sq ´
cpsq
ξ
˙
´ 2KpZpξ, sqq,
where KpZq “ p1 ` Z2q´1 as in (40) and Zpξ, sq “ zpsq´zps´ξq
ξ
. Then, for
any f P C2,α˚ pRq and any s P R we have
(45) p1` |s|1`αq|TΦf ´
|c|
2
σpBszqB
2
sf | ď Crf s
˚
2,αp1` rBszsαq|c|
1`α,
where
(46) σpaq “
1´ a2
p1` a2q2
.
Proof. Let us fix s P R. Observe that if cpsq “ 0, (45) is obvious; therefore
we may assume in the following that cpsq ‰ 0, without loss of generality
cpsq ą 0. We may then change variables in the integral defining TΦf to
obtain
(47) TΦfpsq “
cpsq
2pi
ż
R
Bsfps´ cpsqξq ´ Bsfpsq
cpsqξ
Φcpξ, sq dξ,
where Φcpξ, sq :“ Φpcpsqξ, sq. Note that
Ψ “ K
ˆ
Zc `
1
ξ
˙
`K
ˆ
Zc ´
1
ξ
˙
´ 2K pZcq
“
1
ξ2
ż
1
0
”
K2pZc `
τ
ξ
q `K2pZc ´
τ
ξ
q
ı
p1´ τqdτ,
where we denoted Zcpξ, sq “ Zpcpsqξ, sq. Using that both K and K
2 are
uniformly bounded, it follows that
(48) |Φc| ď Cmin
`
1, ξ´2
˘
.
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Furthermore, letting
Φ0pξ, sq “ K
ˆ
Bszpsq `
1
ξ
˙
`K
ˆ
Bszpsq ´
1
ξ
˙
´ 2K pBszpsqq ,
we also obtain, using that both K and K2 are uniformly Lipschitz, that
(49) |Φc ´ Φ0| ď Cmin
`
1, ξ´2
˘
rBszsαpcξq
α.
Since ξ ÞÑ Φ0pξ, sq is a rational function of ξ, its precise integral in ξ may
be calculated by elementary methods (as done in [12]), leading toż
R
”
Kpa` 1
ξ
q `Kpa´ 1
ξ
q ´ 2Kpaq
ı
dξ “ ´pi
1´ a2
p1` a2q2
“ ´piσpaq.
Thus 1
2pi
ş
R
Φ0pξ, sq dξ “ ´
1
2
cpsqσpBszpsqq. We then write (47) as
TΦfpsq “
1
2
cpsqσpBszpsqqB
2
sfpsq`
`
cpsq
2pi
B2sfpsq
ż
R
Φ0pξ, sq ´ Φcpξ, sq dξ`
`
cpsq
2pi
ż
R
„
Bsfps´ cpsqξq ´ Bsfpsq
cpsqξ
` B2sfpsq

Φcpξ, sq dξ.
Using the bounds (48)-(49) on the two integrals we then deduce (45). 
Finally, we turn our attention to Iij defined in (35).
Lemma 3.6. There exists a constant C ą 1 such that the following holds.
Let zps, tq “ βs` z˜ps, tq with z˜ P Cpr0, T s;C1,αpRqq, and let
Ips, tq “ PV
ż
R
ξ
ξ2 ` pzps, tq ´ zps´ ξ, tqq2
dξ.
Then I P Cpr0, T s;CpRqq with
|Ips, tq| ď C}Bsz}α.
Proof. Using that PV
ş
|ξ|ă1
dξ
ξ
“ PV
ş
|ξ|ą1
dξ
ξ
“ 0 and using the notation
introduced in (39)-(40) we have
Ips, tq “ PV
ż
R
KpZq
dξ
ξ
“
ż
|ξ|ă1
rKpZq ´KpBszqs
dξ
ξ
`
ż
|ξ|ą1
rKpZq ´Kpβqs
dξ
ξ
.
Observe that the integrands in these two integrals are uniformly integrable.
Indeed, K : R Ñ R is uniformly Lipschitz continuous, so that for the first
integral we may use |Z ´ Bsz| ď rBszsα|ξ|
α and for the second integral |Z ´
β| ď 2}z˜}0|ξ|
´1. Thusˇˇˇ
ˇKpZq ´KpBszqξ
ˇˇˇ
ˇ ď rBszsα|ξ|α´1,
ˇˇˇ
ˇKpZq ´Kpβqξ
ˇˇˇ
ˇ ď 2}z˜}0|ξ|´2.
The conclusion follows from Lebesgue’s dominated convergence theorem. 
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Lemma 3.7. There exists a constant C ą 1 such that the following holds.
Let zpsq “ βs` z˜psq with z˜ P C1,αpRq, c P CpRq with cpsq ‰ 0, and let
Icpsq “ PV
ż
R
K
´
Zpξ, sq ` cpsq
ξ
¯ dξ
ξ
.
Then
|Icpsq| ď Cp1` }z˜}1,α ` }Bsz}
2
0q,
and moreover
(50)
ˇˇˇ
ˇIcpsq ´ PV
ż
R
”
KpBsz `
1
ξ
q `KpZq
ı dξ
ξ
ˇˇˇ
ˇ ď CrBszsαcpsqα.
Proof. Let us fix s P R and assume without loss of generality that cpsq ą 0.
We perform the change of variables ξ ÞÑ ξ
cpsq to obtain
Ic “ PV
ż
R
K
´
Z ` c
ξ
¯ dξ
ξ
“ PV
ż
R
K
´
Zc `
1
ξ
¯ dξ
ξ
“
ż
|ξ|ą1
”
K
´
Zc `
1
ξ
¯
´K pZcq
ı dξ
ξ
` PV
ż
|ξ|ą1
K pZcq
dξ
ξ
`
ż
|ξ|ă1
K
´
Zc `
1
ξ
¯ dξ
ξ
,
where we denoted, as in the proof of Lemma 3.5, Zcpξ, sq “ Zpcpsqξ, sq. Now
we observe the following: using the uniform Lipschitz bound on K,ˇˇˇ
K
´
Zc `
1
ξ
¯
´K pZcq
ˇˇˇ
ď
1
|ξ|
,
so that the first integrand is dominated by |ξ|´2 on |ξ| ą 1; furthermore, we
have the lower bound
ξ2 ` pξZc ` 1q
2 “ p1` Z2c q
´
ξ ` Zc
1`Z2c
¯2
`
1
1` Z2c
ě
1
1` }Bsz}20
,
implying that the third integrand is uniformly bounded. Finally, for the
second integral we proceed as in the proof of Lemma 3.6:
PV
ż
|ξ|ą1
K pZcq
dξ
ξ
“ PV
ż
|ξ|ąct
K pZq
dξ
ξ
“ PV
ż
1ą|ξ|ąct
K pZq
dξ
ξ
` PV
ż
|ξ|ą1
K pZq
dξ
ξ
“
ż
1ą|ξ|ąct
rKpZq ´KpBszqs
dξ
ξ
`
ż
|ξ|ą1
rKpZq ´Kpβqs
dξ
ξ
.
Collecting the estimates above we obtain the uniform bound on Ic.
In order to prove (50), we write
PV
ż
R
”
KpZ ` c
ξ
q ´KpZq ´KpBsz `
1
ξ
q
ı dξ
ξ
“
“PV
ż
R
”
KpZc `
1
ξ
q ´KpZcq
ı dξ
ξ
´ PV
ż
R
KpBsz `
1
ξ
q
dξ
ξ
“PV
ż
|ξ|ą1
”
KpZc `
1
ξ
q ´KpZcq ´KpBsz `
1
ξ
q `KpBszq
ı dξ
ξ
` PV
ż
|ξ|ă1
rKpBszq ´KpZcqs
dξ
ξ
` PV
ż
|ξ|ă1
KpZc `
1
ξ
q ´KpBsz `
1
ξ
q
dξ
ξ
.
16 FLORENT NOISETTE AND LA´SZLO´ SZE´KELYHIDI JR.
For the first term we use uniform boundedness of K2 to obtain the bound
ˇˇˇ
KpZc `
1
ξ
q ´KpBsz `
1
ξ
q ´KpZcq `KpBszq
ˇˇˇ
“
1
|ξ|
ˇˇˇ
ˇ
ż
1
0
K 1pZc `
τ
ξ
q ´K 1pBsz `
τ
ξ
qdτ
ˇˇˇ
ˇ
ď C|ξ|´1|Zc ´ Bsz| ď CrBszsαc
α|ξ|α´1,
which suffices to bound the integral. For the second and third term we
obtain analogously
|KpZcq ´KpBszq| `
ˇˇˇ
KpZc `
1
ξ
q ´KpBsz `
1
ξ
q
ˇˇˇ
ď |Zc ´ Bsz| ď rBszsαpc|ξ|q
α,
which again allows to bound the integrals. The estimate (50) follows. 
With Lemmas 3.2-3.7 we are now in a position to obtain an expansion in
time as tÑ 0 for the normal velocities u
piq
ν for sufficiently regular z, c.
Proposition 3.8. Let zps, tq “ βs ` z˜ps, tq with z˜ P C1pr0, T s;C1,α˚ pRqq,
c ą 0 with Bsc P C
α
˚ pRq, and define ci,Φij , z
piq as in (14), (31) and (32).
Then there exists a constant Cz,c depending on }z}
˚
1,α, }c}
˚
1,α, and N , such
that
(51) }upiqν ´ TΦ0z0}
˚
0 ď Cz,ct
α,
where z0psq “ zps, 0q, Φ0pξ, sq “ Φpξ, s, 0q and
(52) Φpξ, s, tq “
2ξ2
ξ2 ` pzps, tq ´ zps ´ ξ, tqq2
.
Furthermore
(53)››››› 12N
ÿ
i
upiqν ´
`
TΦ0z0 ` tTΨ0z0 ` tTΦ0z1 ` tc¯σpBsz0qB
2
sz0
˘›››››
˚
0
ď Cz,ct
1`α,
where z1psq “ Btzps, 0q, Ψ0pξ, sq “ BtΦpξ, s, 0q and
(54) c¯psq “
1
8N2
ÿ
i,j
|cipsq ´ cjpsq|.
Proof. Using the representation (34) we write
upiqν “
1
N
ÿ
j
TΦijz
pjq ` tpBsci ´ BscjqIij
“ TΦ0z0 `
1
N
ÿ
j
„
T
pΦij´
1
2
Φ0q
z0 ` TΦij pz
pjq ´ z0q ` tpBsci ´ BscjqIij

.
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The estimate (51) then follows from applying Lemma 3.4, Lemma 3.3 and
Lemma 3.7. Next, we calculateÿ
i
upiqν “
1
N
ÿ
i,j
TΦijz
pjq ` tpBsci ´ BscjqIij
“
1
2N
ÿ
i,j
pTΦijz
pjq ` TΦjiz
piqq ` tpBsci ´ BscjqpIij ´ Ijiq
“ 2N TΦ0z0 `
1
2N
ÿ
i,j
TpΦij`Φji´Φ0qz0 `
1
N
ÿ
i,j
TΦij pz
pjq ´ z0q
`
1
2N
ÿ
i,j
tpBsci ´ BscjqpIij ´ Ijiq
Now, let us write
Φij ` Φji ´ Φ0 “
”
KpZpjq `
cijt
ξ
q ´KpZ0 `
cijt
ξ
q ´ tK 1pZ0qZ
pjq
1
ı
`
`
”
KpZpiq ´
cijt
ξ
q ´KpZ0 ´
cijt
ξ
q ´ tK 1pZ0qZ
piq
1
ı
`
`tK 1pZ0qpZ
piq
1
`Z
pjq
1
q `
”
KpZ0 `
cijt
ξ
q `KpZ0 ´
cijt
ξ
q ´ 2KpZ0q
ı
,
where Z0pξ, sq “
z0psq´z0ps´ξq
ξ
, Z
piq
1
pξ, sq “ Bt|t“0Z
piqpξ, s, tq and cij “ ci´cj.
Recalling the convention that c´i “ ´ci, we see thatÿ
i,j
K 1pZ0qpZ
piq
1
` Z
pjq
1
q “ 8N2K 1pZ0qZ1 “ 4N
2Ψ0.
On the first two terms we can argue as in Lemma 3.3 and Lemma 3.4,
whereas Lemma 3.5 applies to the last term. Finally, Lemma 3.7 implies
that
|Iij ´ Iji| ď Ct
1`α.
This concludes the proof of (53). 
Remark 3.9. In the statement of Proposition 3.8 we left the expression
for c¯ in the general form (54), which is valid for any choice of 0 ă c1psq ă
c2psq ă ¨ ¨ ¨ ă cN psq with c´ipsq “ ´cipsq and Bsci P C
α
˚ pRq. The explicit
choice of cipsq in (14) leads to the following simplified expression:
c¯psq “ 1
4N2
Nÿ
i,j“1
|cipsq ´ cjpsq| ` |cipsq ` cjpsq|
“ 1
2N2
Nÿ
i,j“1
maxpcipsq, cjpsqq “
cpsq
2N2p2N´1q
Nÿ
i,j“1
p2maxpi, jq ´ 1q
“
2N ` 1
3N
cpsq.
Remark 3.10. It is instructive to compare the expansions in Proposition
3.8 with the expansion of the sharp interface evolution in (6). In particular,
recall that the right hand side of (6) is the normal component of the velocity
at the interface. Let us denote this by vν , so that
vν “ TΦz,
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with Φ defined in (52). In view of Lemma 3.2 vν P C
2pr0, T s;Cα˚ pRqq and
therefore (51),(53) amount to the expansions
upiqν “ vν `Opt
αq,
1
2N
ÿ
i
upiqν “ vν ` tc¯σpBsz0qB
2
sz0 `Opt
1`αq.
4. Construction of the curve z
In this section we construct a function z “ zps, tq satisfying the conditions
of Proposition 2.1.
Proposition 4.1. Let z0psq “ βs ` z˜0psq with z˜0 P C
3,α
˚ pRq for some 0 ă
α ă 1 and β P R. Let c “ cpsq ą 0 with Bsc P C
α
˚ pRq. If infs cpsq “ 0,
assume in addition that β “ 0 and there exists cmin ą 0 such that
(55) cpsq ě cminp1` |s|
2α{3q´1.
For any T ą 0 there exists z˜ P C2pr0, T s;C1,α˚ pRqq such that the conditions
(20)-(22) of Proposition 2.1 are satisfied.
Proof. First of all, let us fix f1, f2 P C
8
c pRq such that
ş
Ik
flpsq ds “ δkl,
where I1 “ p´8, 0q and I2 “ p0,8q. We define
(56) zps, tq “ z0psq ` tz1psq `
1
2
t2z2psq `
2ÿ
k“1
ψkptqfkpsq,
where
z1 :“ TΦ0 z˜0,
z2 :“ TΦ0z1 ` TΨ0 z˜0 ` c¯σpBsz0qB
2
sz0,
with Φ0, Ψ0 and c¯ as defined in Proposition 3.8, and ψk P C
2pr0, T sq are
functions of time still to be fixed, such that ψkp0q “ ψ
1
kp0q “ ψ
2
kp0q “ 0 for
k “ 1, 2.
Let us check that z satisfies the conditions of Proposition 3.8. Since
z˜0 P C
3,α
˚ pRq, Lemma 3.2 (applied with zps, tq “ z0psq) implies that Φ0 P
W2,α. Theorem 3.1 then implies that z1 P C
2,α
˚ pRq. Consequently, from the
expression for Ψ0 in Proposition 3.8 and using Lemma 3.2 again we deduce
that Φ1 P W
1,α. Hence z2 P C
1,α
˚ pRq, using once more Theorem 3.1. Thus
we have shown that z P C2pr0, T s;C1,α˚ pRqq. It follows now from Proposition
3.8 that
lim
tÑ0
sup
s
p1` |s|1`αq
ˇˇˇ
Btzps, tq ´ u
piq
ν ps, tq
ˇˇˇ
“ 0 ,(57)
lim
tÑ0
sup
s
1
t
p1` |s|1`αq
ˇˇˇ
ˇˇBtzps, tq ´ 1
2N
ÿ
i
upiqν ps, tq
ˇˇˇ
ˇˇ “ 0 .(58)
In the case infs cpsq ą 0 conditions (20)-(22) follow directly from (57)-(58).
In particular, in this case we can take ψk ” 0 for k “ 1, 2.
In what follows, let us then assume infs cpsq “ 0, so that also β “ 0 and
(55) holds. Observe first of all that (55) together with (57) directly implies
(20). Furthermore,
|Bsz|, |Bsc| À p1` |s|
1`αq´1 À c1{2,
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so that also (22) holds. It remains to verify (21). To this end our aim is to
choose ψk in such a way that
(59)
ż
Ik
Btzps, tq ´
1
2N
ÿ
i
upiqν ps, tq ds “ 0 @ t P r0, T s, k “ 1, 2.
Indeed, assume for the moment that (59) holds. Then (58) implies for s ą 0ż s
0
Btz´
1
2N
ÿ
i
upiqν ds
1 “ ´
ż 8
s
Btz´
1
2N
ÿ
i
upiqν ds
1 “
optq
1` |s|α
„ optqc3{2psq,
and similarly for s ă 0. Thus in this case also (21) is verified.
To complete the proof it therefore remains to choose ψk to ensure (59).
Let
hkpt, ψptqq :“
ż
Ik
1
2N
ÿ
i
upiqν ps
1, tq ´ z1ps
1q ´ tz2ps
1q ds1,
where dependence on ψ “ pψ1, ψ2q appears in the implicit dependence of
u
piq
ν on z defined in (56) via (30)-(32). Then, recalling the choice of fk, (59)
is equivalent to the ODE system
ψ1kptq “ hkpt, ψptqq, k “ 1, 2
with initial condition ψkp0q “ 0. Using estimate (43) in Lemma 3.3 we verify
that x ÞÑ hpt, xq is uniformly Lipschitz continuous. Therefore the Cauchy-
Lipschitz theorem is applicable and yields a unique solution ψ : r0, T s Ñ R2.
Then, by recalling our choice for z1, z2 and the expansion (53) we see
that hpt, 0q “ optq. By differentiating the ODE we also obtain d
dt
ψ1ptq “
Bth ` Bxhψ
1. Since ψp0q “ 0 and hp0, 0q “ 0, we obtain ψ1p0q “ 0, hence
ψptq “ optq. Furthermore, since Bthp0, 0q “ 0 also, we deduce ψ
2p0q “ 0,
and furthermore, from the equation we deduce ψ1ptq “ optq. This completes
the proof.

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