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Resume
Dans les annees cinquante, Claude Shannon initia la theorie des primitives cryp-
tographiques. Il denit les notions de diusion et de confusion. Toutefois, cette
theorie a tres peu evolue jusqu'a nos jours. Recemment, la cryptanalyse dierentielle
et la cryptanalyse lineaire marquerent un progres signicatif dans l'analyse des
primitives. Des criteres de securite sur les bo^tes de confusion, essentiellement des
criteres de non-linearite, furent proposes.
Dans cette these, on montre comment construire une notion de complexite
sur la structure de graphe des primitives et comment l'etudier. Ceci fournit des
criteres de securite sur le reseau de calcul. On propose egalement de nouveaux
criteres sur la diusion. On unie enn les deux types de cryptanalyse en les
debarrassant de leur aspect lineaire par une approche statistique.
Abstract
In the early fties, Claude Shannon initiated the theory of cryptographic pri-
mitives. He dened the notion of diusion and confusion. However, this theory
did not develop very much until now. Recently, the dierential cryptanalysis and
the linear cryptanalysis gave a signicant advance in the analysis of the primi-
tives. Security criteria for confusion, essentially nonlinearity criteria, has been
proposed.
In this thesis, we show how to dene a notion of complexity on the graph
structure of the primitives and how to study it. This gives security criteria of
the computational network. We propose new criteria for diusion. Finally, we
unify the two types of cryptanalysis, by getting rid of their linear aspects by a
statistical approach.
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Chapitre 1
Introduction
L'histoire de la cryptologie, racontee par David Kahn, est jalonnee d'anecdotes
souvent decousues [4]. La cryptologie conventionnelle a toujours fait appel a des
techniques heteroclites : les methodes de construction (en cryptographie) sont
independantes, et les methodes d'attaque (en cryptanalyse) aussi.
D'apres certains auteurs, l'article de Whiteld Die et Martin Hellman de
1976 marque la naissance de la cryptologie moderne [3, 1]. Depuis, des objets nou-
veaux comme les systemes a clefs publiques sont apparus et de nouvelles theories
ont ete construites, mais le succes de la recherche rencontre dans ces domaines
entra^ne un desintere^t des precedents. Dans le present travail, on se demarque
de ce point de vue en revenant aux sources. Bien qu'elles furent desertees, on
cherche a montrer qu'elle sont toutes aussi fertiles que les systemes \modernes"
construits dans une infrastructure mathematique complexe.
La cryptologie \conventionnelle", dans son aspect actuel, a ete initie par
Claude Shannon [18]. Les recherches dans ce domaine ont souvent ete secretes,
et l'on constate aujourd'hui un manque de theorie. L'ambition de ce memoire
est de montrer qu'il est possible d'en construire une en completant les quelques
resultats disponibles et en proposant de nouvelles bases.
Les principaux objets primitifs utilises en cryptologie sont bien denis. On
utilise des fonctions de chirement pour resoudre le probleme de la condentialite,
les fonctions de hachage pour le probleme de l'integrite, et les generateurs pseudo-
aleatoires pour introduire du hasard dans certains protocoles. Pour construire de
telles primitives, la methode la plus utilisee semble empirique. Elle consiste a
denir un reseau ou chaque sommet represente une bo^te de calcul, ce reseau
devant e^tre assez inextricable, et les bo^tes susamment irregulieres pour que
l'on ne parvienne pas a avoir une vue d'ensemble de la fonction qui nuirait a la
securite ! Le present memoire est entierement consacre aux primitives construites
ainsi.
La fonction de chirement DES, dont l'etude est restee secrete, proposee
comme standard par le gouvernement americain, semble a priori suivre ce prin-
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cipe de construction [6]. Cependant, d'autres fonctions s'inspirant de ce modele
ont ete cassees par de multiples methodes, dont la cryptanalyse dierentielle
proposee par Eli Biham et Adi Shamir et la cryptanalyse lineaire proposee par
Mitsuru Matsui, qui ont a peine ebranle la securite de DES. On peut donc sup-
poser que les experts du gouvernement americain avaient une idee sur les criteres
de securite de telles fonctions et cela donne l'espoir de trouver une theorie dans
la recherche publique, ... 20 ans apres.
Le present memoire se compose de deux chapitres d'introduction et de deux
parties consacrees, l'une a l'etude de la structure geometrique des primitives,
l'autre a celle des bo^tes. Il presente quelques resultats, la plupart d'entre eux
ayant ete presentes dans des colloques internationaux et publies dans leurs actes
[42, 26, 56, 73, 43]. D'autres travaux eectues parallelement dans le domaine des
algorithmes a clefs publiques ne sont pas reproduits ici [90, 91, 92].
Dans la presente introduction, on expose la problematique de la cryptologie
conventionnelle en denissant les primitives cryptographiques, ainsi que la notion
de securite. Le chapitre 2 est plus consacre a l'etat de l'art : on y trouve les
principales techniques utilisees dans la construction ou l'attaque des primitives
construites sur un reseau de calcul.
Dans la premiere partie, on presente une approche de l'analyse des primi-
tives a partir de la geometrie du circuit. Ainsi, dans le chapitre 3, on denit un
formalisme utile dans l'etude de la securite et le chapitre 4 developpe dans ce
cadre l'etude d'une classe generique d'algorithmes qui generalise les notions de
recherche exhaustive et de paradoxe des anniversaires, principaux outils d'ana-
lyse. On montre notamment que la securite vis-a-vis de cette classe est liee aux
proprietes spectrales du graphe de calcul. Le chapitre 5 illustre une notion in-
tuitive de contraction de graphe qui consiste a grouper plusieurs bo^tes ayant un
comportement global representable en une seule. Elle permet de casser la fonc-
tion de hachage FFT Hash II proposee par Claus Schnorr [25]. Cela motive la
recherche de bo^tes de comportement global \inextricable". Les idees de FFT
Hash II ont ete ensuite reprises dans un travail avec Claus Schnorr pour proposer
une nouvelle famille de fonctions de hachage [26, 73]. Le chapitre 6 utilise les
methodes d'analyse generiques presentees plus haut pour montrer la securite de
cette famille.
Dans la seconde partie, le ro^le des bo^tes dans la securite des primitives est
etudie. Tout d'abord, dans le chapitre 7, on met en evidence le danger du^ a l'ab-
sence de critere de securite en matiere de diusion. On illustre ce danger par une
cryptanalyse partielle de MD4, fonction de hachage proposee par Ronald Rivest
[27]. Dans le chapitre 8, on denit un tel critere : la notion de multipermutation.
On etudie la relation de cette notion avec d'autres objets combinatoires deja exis-
tant, ainsi que les methodes pour en construire. Dans le chapitre 9, un exemple
de cryptanalyse lineaire applique a la fonction de chirement SAFER proposee
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Figure 1.1 : Condentialite dans un canal peu su^r.
par James Massey est presente [11]. Dans le chapitre 11, une vision de la cryp-
tanalyse des fonctions de chirement englobant la cryptanalyse dierentielle et
lineaire est presentee. On montre comment ameliorer la meilleur attaque connue
de DES et comment la retrouver sans aucun aspect lineaire. Enn, le chapitre
10, resultat d'un travail avec Florent Chabaud, presente le lien entre l'etude de
la securite des bo^tes vis-a-vis de la cryptanalyse dierentielle et celle vis-a-vis de
la cryptanalyse lineaire.
1.1 Les primitives cryptographiques
On donne ici la denition de quelques objets cryptographiques que l'on appellera
fonctions primitives. On illustre leur usage dans des problemes simples.
Chacun de ces objets specie un probleme suppose dicile contre lequel il
doit orir une certaine securite. En general, on ne sait pas la minorer de maniere
interessante. Le ro^le des cryptanalystes est de la majorer de maniere aussi specta-
culaire que possible. La securite correspond a la complexite, c'est-a-dire le cou^t en
temps, en espace de travail ou en materiel de calcul, de la resolution de problemes
contre lesquels on souhaite se proteger.
1.1.1 Fonctions de chirement
La condentialite est historiquement le premier probleme pose a la cryptogra-
phie. Il se resout par la notion de chirement : un message clair est prealablement
chire par une fonction de chirement C a l'aide d'une clef chirante. Un dechirement
semblable s'opere au moyen d'une clef qui peut e^tre dierente et d'une fonction
de dechirement D (voir gure 1.1).
Les principales methodes de chirement sont presentees dans le livre de Do-
rothy Denning [2].
Les fonctions de chirement sont supposees rendre impossible le decryptage,
c'est-a-dire la recuperation d'un message clair sans la clef. A fortiori, elles doivent
proteger le secret des clefs. On distingue plusieurs modeles d'attaque :
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 attaque a texte chire connu : on dispose d'une liste de textes chires ;
 attaque a texte clair connu : on dispose d'une liste de couples formes
d'un texte clair et de son texte chire ;
 attaque a texte clair choisi : on dispose d'une bo^te noire qui chire
a l'aide de la clef secrete, ce qui permet de produire une liste de couples
clairs/chires avec un contro^le sur les textes clairs.
Chirement symetrique
Dans la cryptographie conventionnelle, les clefs sont identiques, et donc gardees
secretes. Le procede de chirement est dit symetrique. Une methode demontree
su^re pour eectuer du chirement symetrique existe, elle est d'ailleurs employee
dans le telephone rouge : le chire de Gilbert Vernam, connu en anglais sous le
nom de one-time pad [16]. Elle est cependant tres lourde d'emploi, donc trop
cou^teuse.
La methode la plus employee pour realiser un procede de chirement symetrique
consiste a concevoir un circuit susamment complique et avec des bo^tes de cal-
cul susamment irregulieres pour que son analyse soit dicile, en respectant des
criteres de securite. Le probleme fondamental dans ce type de construction est
de determiner ces criteres.
Le gouvernement americain a developpe en 1977 la fonction DES (Data En-
cryption Standard) sur ce type de construction [6]. Cette fonction resiste en-
core a l'acharnement des cryptanalystes, ce qui laisse supposer que les inventeurs
de cette fonction disposaient de bons criteres. Malheureusement, ils ont garde
secretes les etudes ayant conduit a cette fonction.
Une autre fonction repandue est la fonction IDEA (International Data En-
cryption Algorithm) developpee par Xuejia Lai, James Massey et Sean Murphy
[50, 17]. Une etude complete de cette fonction est disponible dans la these de
Xuejia Lai [17]. On y trouve notamment des arguments qui justient la structure
de IDEA.
Chirement asymetrique
Dans la cryptographie a clef publique, les clefs sont dierentes. La clef chirante
est publique et la clef dechirante secrete. Le procede est asymetrique.
La notion me^me de cryptographie a clef publique fut un de mathematique
lance par Whiteld Die et Martin Hellman [3]. Ronald Rivest, Adi Shamir et
Leonard Adleman furent les premiers a apporter une solution presumee aussi su^re
que la factorisation est dicile [14]. Leur methode, appelee RSA et aujourd'hui
largement utilisee, repose sur une propriete de certains calculs mathematiques : il
y a des calculs simples dont la demarche a contre-sens est dicile. Par exemple, il
est simple de multiplier deux nombres, mais il est dicile de factoriser le resultat.
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Figure 1.2 : Generateur pseudo-aleatoire.
La methode RSA repose sur une complexite du me^me ordre : le probleme de
retrouver la clef secrete est equivalent au probleme de la factorisation.
Ceci a ete le premier pas vers le developpement de procedes cryptographiques a
clef publique. Ces procedes presentent l'avantage d'e^tre implementables et d'avoir
une securite conditionnee a un probleme sur lequel on a maintenant une vaste
expertise. Ils presentent aussi le defaut d'e^tre cou^teux en terme d'implementation
et de reposer sur des securites equivalentes : si l'on decouvre un procede de fac-
torisation ecace, la securite de tous ces procedes s'ecroule ! Des progres recents
dans le domaine de l'ordinateur quantique precisent cette crainte. Peter Shor a
montre qu'il est possible qu'une application de la mecanique quantique permette
un jour de construire une machine qui factorise de grands nombres [72]. On ne sais
pas a l'heure actuelle construire une machine mettant en application l'algorithme
de Peter Shor, mais il est possible que les obstacles technologiques soient un jour
surmontes. Cela relance donc l'intere^t pour la cryptographie a clef secrete.
1.1.2 Generateurs pseudo-aleatoires
Lorsqu'une personne choisit sa clef secrete, elle doit faire intervenir le hasard. De
me^me, certains protocoles cryptographiques necessitent un facteur de hasard sup-
pose impredictible par les opposants eventuels. Les dierents procedes demandent
donc l'aptitude a fabriquer du hasard.
L'objet cryptographique en rapport avec ce probleme est le generateur pseudo-
aleatoire. Il se decrit comme un automate ni dont l'etat initial est la graine
(ou semence). Son etat evolue a chaque generation en produisant une quantite
qualiee d'aleatoire (voir gure 1.2). On formalise ainsi le generateur pseudo-
aleatoire comme une fonction d'un ensemble ni (l'ensemble des etats) dans un
ensemble plus grand (l'ensemble des couples formes d'un alea et d'un etat qui
denit le nouveau).
Plusieurs solutions utilisant des proprietes de la theorie des nombres ont ete
proposees [34, 33, 32, 35]. La methode la plus couramment utilisee est encore la
methode empirique qui consiste a fabriquer un circuit dedie assez complique pour
resister a l'expertise du cryptanalyste.
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Figure 1.3 : Integrite dans un canal peu su^r.
Les generateurs pseudo-aleatoires sont supposes e^tre impredictibles. Le modele
d'attaque courant consiste a observer les aleas engendres pendant un certain
nombre de generations pour deviner la suite, voire l'etat du generateur.
1.1.3 Fonctions de hachage
Le probleme de l'integrite des donnees intervient dans dierentes situations :
1. lorsque l'on partage des ressources de memoire sur des ordinateurs : si l'on
laisse des donnees sur une memoire, on aimerait pouvoir e^tre su^r qu'elles
n'ont pas ete volontairement modiees quand on y accede a nouveau ;
2. lorsque l'on communique avec une autre personne au travers d'un canal peu
su^r : on aimerait que le destinataire soit convaincu que le message n'a pas
ete altere volontairement ;
3. lorsque dans un protocole, on doit choisir une donnee sans la reveler et
s'engager a ne pas la modier (par exemple, si plusieurs participants doivent
choisir simultanement une valeur sans que le choix des uns ne depende de
celui des autres).
Une fonction de hachage est une fonction qui reduit une liste de donnees de
taille arbitraire en une donnee de taille xe. Dans le probleme 1, on peut noter le
resultat hache des donnees en memoire sur un support securise (son propre agenda
par exemple). Dans le probleme 2, si l'on dispose d'un canal securise (mais plus
cou^teux) en parallele, on peut communiquer le resultat hache par l'intermediaire
de ce canal (voir gure 1.3). Dans le probleme 3, on met en gage le resultat hache
de la donnee choisie.
Les fonctions de hachage ont ete etudiees de maniere exhaustive dans la these
de Bart Preneel [31]. les methodes de construction utilisees y sont degagees. On
trouve egalement de nombreux commentaires sur les cryptanalyses existantes.
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Dans les problemes d'integrite, la structure de la fonction de hachage doit
rendre dicile la fabrication de deux donnees dierentes qui se hachent en la
me^me valeur. On dit alors que la fonction de hachage est sans collision. Cette
notion a ete denie par Ivan Damgard [30].
Dans le probleme de mise en gage, on demande de plus la diculte d'obtenir
des informations sur une donnee a partir uniquement de son resultat hache. On dit
alors que la fonction est a sens unique. Cette notion a ete proposee par Whiteld
Die et Martin Hellman [3].
Le fait d'e^tre sans collision et a sens unique denit deux criteres qui sont en
general les specications minimales des fonctions de hachage, en cryptographie,
mais il existe de multiples autres specications de securite, qui dependent de leur
application, comme cela est montre par Ross Anderson [29]. Par exemple, on dit
qu'une fonction est correlation-free s'il est dicile de trouver deux donnees telles
que leur resultat hache diere de peu de bits.
1.2 Analyse de la securite
1.2.1 Types de securite
Actuellement, on constate un saut entre les procedes destines a un usage pratique,
dont on ne sait pas montrer la securite autrement que par une expertise, et les
procedes theoriques. Diverses notions de securite existent.
Securite parfaite. Cette notion, proposee par Claude Shannon, est liee a l'in-
capacite theorique de casser le probleme (au sens de la theorie de l'information)
[18]. Les rares exemples de protocoles qui orent une securite parfaite, comme le
chire de Gilbert Vernam par exemple, sont helas trop cou^teux [16].
Securite asymptotique. En general, un \procede theorique" est une famille
innie de procedes associes a un parametre (dit parametre de securite) [88, 87, 85].
On arrive parfois a etudier le comportement asymptotique de la complexite des
problemes sous-jacents en fonction du parametre ou a la reduire a celle d'un
probleme dont on a une vaste expertise. Par exemple, on dira qu'un procede
theorique est su^r si la complexite cro^t exponentiellement, ou si elle est equivalente
a celle d'un algorithme qui resout un probleme NP-complet. Une expertise a
posteriori des cryptanalystes donne une idee du parametre a utiliser en pratique.
Helas, ce parametre est souvent trop grand.
Securite empirique. Un \procede pratique" (ou une instance d'un procede
theorique pour un parametre donne) est su^r si la complexite de son probleme
sous-jacent est superieure a un seuil donne. Pour des applications militaires, on
pourra xer un seuil correspondant a l'exploitation des ressources de calcul dans
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le monde entier pendant un siecle. Pour des applications domestiques, on pourra
xer un seuil correspondant a l'utilisation de machines cou^teuses pendant une
semaine.
1.2.2 Quelques outils d'analyse
Il existe des outils de base qui fonctionnent de maniere universelle dans la cryp-
tanalyse des primitives cryptographiques. La plupart des astuces algorithmiques
de ces methodes est decrite dans [71, 69].
Recherche exhaustive
Le premier outil est la recherche exhaustive. Pour chercher une solution a une
equation, on \essaye" toutes les solutions potentielles jusqu'a en trouver une. On
peut egalement essayer des solutions candidates en les engendrant de maniere
pseudo-aleatoire. Si la probabilite qu'un candidat soit solution est 1
N
, la com-
plexite de cette attaque est en O(N). Si le probleme possede certaines symetries,
on peut utiliser des astuces liees a la theorie des probabilites pour obtenir une
complexite O(
p
N) par les methodes detaillees dans la suite.
Attaque des anniversaires
Pour chercher une solution a l'equation f(x) = f(y) avec x 6= y ou x et y
sont les inconnues (c'est la recherche de collisions sur f), on utilise le paradoxe
des anniversaires (voir [84]) : si l'on eectue k tirages aleatoires x1; : : : ; xk dans
l'espace de depart, si N est le cardinal de l'espace d'arrivee, en admettant que
les f(xi) sont independants et uniformement distribues dans un espace de taille
N , lorsque k est voisin de
p
N , la probabilite d'avoir une collision dans cette liste
est voisine de
1  e  k
2
N :
Cela rend possible la recherche de collisions avec une complexite O(
p
N) en espace
et en temps. En general, on reduit la complexite en espace d'un facteur constant
en gerant des tables de hachage des f(xi) [71, 69].
Methode 
On note que lorsque l'espace d'arrivee et de depart de f sont identiques, une
astuce due a John Pollard (que l'on appelle methode ) permet d'obtenir une
complexite en espace constante et une complexite en temps en O(
p
N) [70]. Si f
est une fonction aleatoire uniformement distribuee, en prenant un x0 quelconque,
la suite des iteres de x0 par f , necessairement ultimement periodique, possede
une collision f(xk) = f(xk+T ) ou T est la periode. Si k est le plus petit possible,
on montre que l'esperance de k + T est O(
p
N) [67].
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Attaque dans le milieu
Pour rechercher une solution a l'equation f(x) = g(y) ou x et y sont les inconnues
(ce que l'on appellera la recherche d'une pince, de l'anglais claw), on generalise
naturellement la methode des anniversaires, comme cela est etudie par Marc
Girault, Robert Cohen et Mireille Campana [68]. On gere deux listes de f(xi)
et de g(yj). Lorsque les deux listes sont de taille k et k
0, la probabilite qu'elles
possedent une pince est
1  e  kk
0
N :
Lorsque l'equation est de la forme g(f(x); y) = c ou c est un parametre et g est
inversible connaissant y, cette methode prend le nom d'attaque dans le milieu
[66].
Conclusion
La demande de securite dans la vie courante montre le besoin de fonctions cryp-
tographique primitives.
La theorie des nombres apporte des solutions a la plupart de ces besoins,
avec ses avantages et ses defauts. L'avantage reside principalement dans la pos-
sibilite de ramener la preuve de securite a des problemes sur lesquels on dis-
pose d'une expertise tres etendue. Le principal defaut, outre le probleme du cou^t
d'implementation qui tend a devenir secondaire, est que la securite de toutes ces
solutions repose sur des problemes que l'on pense pouvoir resoudre simultanement
dans l'avenir. Cela place la securite de leurs applications en porte-a-faux.
Dans le domaine des primitives cryptographiques, la seule methode ecace
(du point de vue de son cou^t d'implementation, de son cou^t d'utilisation et de
sa securite) consiste a concevoir des circuits dedies : la fonction est decrite par
un reseau de calcul sur lequel sont placees des bo^tes. La securite, exclusivement
empirique, repose uniquement sur une expertise dediee a la primitive.
On constate l'absence de liens entre les diverses expertises, ce qui conduit a
des cryptanalyses independantes de certaines fonctions. Ces attaques, a de rares
exceptions pres, reposent exclusivement sur des astuces completees par de la
puissance de calcul brutale.
Dans ce memoire, on trouvera des exemples de telles attaques, sur des fonc-
tions primitives dediees. De plus, on verra une nouvelle approche d'etude systematique
de la securite d'une fonction dediee par une double analyse des proprietes locales
des bo^tes utilisees et des proprietes globales du circuit.
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Chapitre 2
Etat de l'art
Do we need two theories ?
Peter Landrock
La plupart des primitives cryptographiques proposees dans la litterature se decrivent
par un reseau de calcul. On denombre quelques methodes classiques de construc-
tion, adaptees a tel ou tel type de primitive, ce qui donne lieu a plusieurs theories
independantes. De plus, on commence a avoir des criteres de securite sur les bo^tes
du reseau. On se propose ici de dresser l'etat des connaissances sur le sujet.
2.1 Formalisation des primitives
2.1.1 Denitions
On considere une fonction primitive comme etant une fonction f d'un ensemble
Zp dans un ensemble Zq, pour un alphabet Z. Cette fonction peut eventuellement
e^tre parametree par une clef k. Pour une fonction de chirement, on a p = q, pour
un generateur pseudo-aleatoire, on a p < q, et pour une fonction de compression,
on a p > q. Chacune de ces primitives admet des specications de securite.
Fonction de chirement
La fonction fk, qui doit e^tre reversible, est parametree par une clef secrete k. Elle
doit rendre dicile la recuperation de la clef lorsque l'on dispose de fk comme
bo^te noire. Le procede de fabrication des fonctions f etant suppose connu, l'es-
pace des clefs doit e^tre susamment grand pour rendre la recherche exhaustive
impossible. En general, on utilise un espace d'au moins 264 clefs.
Generateurs pseudo-aleatoires
On ecrit Zq comme etant Zp  Zq p. Si le generateur est dans l'etat s, et si
f(s) = (s0; x), le generateur passe dans le nouvel etat s0 en engendrant l'alea x. f
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doit rendre dicile la recuperation d'un etat s lorsque l'on dispose d'une suite de
x consecutifs. L'espace des etats doit donc e^tre susamment grand pour rendre
l'utilisation d'une attaque de type anniversaire impossible : si l'on dispose de
O(Card(Z)
p
2 ) valeurs x consecutives et si l'on essaye autant d'etats de maniere
aleatoire, on pourra detecter une sequence connue dans la suite. En general, on
utilisera donc 2128 etats dierents codes sur 128 bits.
Fonctions de compression
On ecrit Zp comme etant Zq  Zp q. Une telle fonction permet de construire
une fonction de hachage, suivant un procede iteratif. Pour hacher un message
represente comme un motm sur l'alphabet Z, on completem pour obtenir un mot
m0 de longueur multiple de p q. Cette etape preliminaire doit e^tre injective. Par
exemple, on peut utiliser le procede propose independamment par Ralph Merkle
[22] et Ivan Damgard [20] qui consiste a ajouter un petit nombre de 0 (une lettre
de Z), un 1 (une autre lettre), et la longueur de m codee sur l'alphabet Z. Le
nombre de 0 est ajuste pour obtenir la longueur multiple de p  q.
Le mot m0 de longueur n(p   q) est decoupe en blocs m0 = m1 : : :mn. Le
hachage s'eectue alors de maniere iterative. h0 est une valeur initiale. On pose
hi+1 = f(hi;mi+1). Le resultat du hachage est hn.
La fonction de hachage doit rendre dicile la recherche de collisions. Pour
rendre une attaque de type anniversaire impossible, on prendra donc, en general,
Card(Z)p = 2128.
La specication induite sur la fonction de compression n'est pas clairement
etablie. Il est evident que la diculte de la recherche de collisions sur f est
susante, mais elle ne semble pas necessaire. Inversement, la diculte de trouver
une solution de f(a; x) = f(b; y) pour a et b xes est necessaire, mais n'est peut-
e^tre pas susante.
2.1.2 Structure des primitives
Reseau de calcul
On s'interesse aux fonctions primitives denies par un reseau de calcul : on a
un graphe (V;E) oriente sans cycle compose de p sommets d'entree Vi (ceux
qui n'ont pas de predecesseurs), de q nuds de sortie Vo (ceux qui n'ont pas de
successeurs), chaque are^te e correspond a une valeur d'un domaine De (le plus
souvent, De = Z), et chaque sommet interne v correspond a une bo^te de calcul
Rv (que l'on appellera relation), c'est-a-dire une fonction du produit des domaines
des are^tes entrantes dans le produit des domaines des are^tes sortantes.
Ce modele de primitive est celui qui est le plus utilise en pratique. Souvent, le
reseau d'une primitive est decrit comme l'iteration d'un petit reseau. Le nombre
d'iterations est appele nombre de tours. C'est ce nombre qui determine la securite.
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tour 1
tour 2
tour 6
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
 + +   + + 
...
 k13
Figure 2.1 : Vue generale du reseau de SAFER.
Depuis la theorie introduite par Claude Shannon en 1949 [18], on distingue
deux types de bo^tes :
 les bo^tes de confusion (les bo^tes a une seule entree) ; ce sont des permu-
tations qui servent a cacher toute structure remarquable, tant sur le plan
algebrique que statistique ;
 les bo^tes de diusion (les bo^tes a plusieurs entrees), qui permettent de
fusionner plusieurs informations de telle sorte que chacune soit correctement
diusee.
Exemple de SAFER
La fonction de chirement SAFER (Secure And Fast Encryption Routine) in-
troduite par James Massey illustre bien ces notions [11]. L'alphabet utilise est
l'ensemble des octets, soit l'ensemble Z = f0; 1; : : : ; 255g. La fonction est decrite
par 6 tours completes par une operation nale. Une vue d'ensemble du reseau de
SAFER est illustree sur la gure 2.1. Le reseau d'un tour est represente sur la
gure 2.2. Les bo^tes de confusion sont :
 l'addition + modulo 256 ou le ou-exclusif bit-a-bit  avec une information
sur la clef secrete ;
 une permutation P et sa reciproque Q.
La permutation P est denie par
P (a) = (45a mod 257) mod 256:
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Figure 2.2 : Tour i dans SAFER.
Il n'y a qu'un seul type de bo^te de diusion : la bo^te L denie par
L(a; b) = (2a+ b; a+ b) (mod 256):
L'operation nale (apres les 6 tours) est une couche supplementaire de confusion
=+ avec une clef, comme cela se ferait dans un septieme tour.
On constate que la bo^te de diusion est relativement simple, puisqu'elle est
lineaire. De me^me, les bo^tes de confusion utilisant la clef sont egalement tres
simples, mais on peut les voir comme des bo^tes de diusion entre le message et
la clef. En revanche, le ro^le des bo^tes de confusion P et Q est de \casser" les
structures lineaires. Dans ce cas, on peut trouver une structure algebrique aux
fonctions P et Q (precisement, une structure d'homomorphisme entre les groupes
(ZZ=257ZZ) et ZZ=256ZZ), mais l'encheve^trement de ces structures dierentes rend
la fonction su^re, a priori. Une etude de la securite de SAFER est presentee dans
le chapitre 9.
2.2 Construction des primitives
2.2.1 Construction de fonctions de chirement
La plupart des fonctions de chirement sont construites par iteration de tours
qui utilisent des sous-clefs. Un procede annexe de diversication de clef (construit
egalement a l'aide d'un reseau de calcul) permet de produire des sous-clefs qui sont
utilisees dans chaque tour. Dans le cas de SAFER, un procede de diversication
de clef produit 13 sous-clefs de 8 octets a partir d'une clef ma^tre.
Chaque tour doit representer une fonction bijective. Plusieurs constructions
sont utilisees.
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Figure 2.3 : Schema de Horst Feistel.
Utilisation de bo^tes reversibles
La methode la plus evidente consiste a utiliser des bo^tes localement reversibles
(donc avec autant d'entrees que de sorties). Elle est cependant dicile a mettre
en uvre, car la construction de telles bo^tes veriant une liste de criteres de non
linearite imposent des contraintes lourdes. Cette methode est celle qui est utilisee
dans la fonction SAFER [11].
Schema de Horst Feistel
Dans les annees 70, le gouvernement americain commanda le developpement
d'une fonction de chirement a IBM. La fonction Lucifer imaginee par Horst
Feistel fut tout d'abord proposee, mais une expertise la rejeta [9]. Chaque tour
est base sur un schema simple qui fut largement repris par la suite. Il utilise une
loi de groupe (a l'origine, le ou-exclusif bit-a-bit ) et une fonction quelconque
F (voir gure 2.3).
Une seconde proposition conduisit au standard de chirement DES, base lui
aussi sur ce schema [6]. La fonction F utilisee dans DES est illustree sur la gure
2.4. Les fonctions  utilisent la clef. Il est d'usage de considerer les S-bo^tes
comme des fonctions de confusion dont l'entree est codee sur 6 bits et la sortie
sur 4.
Il existe de nombreuses fonctions basees sur ce schema : FEAL-N [15, 13],
REDOC [8], LOKI [7], KHUFU et KHAFRE [12].
Schema de Xuejia Lai et James Massey
Un autre schema fut propose par Xuejia Lai et James Massey [10]. Il utilise la
fonction  (voir gure 2.5).
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S1
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S3
S4
S5
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S7
S8








Figure 2.4 : Fonction F de DES.
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Figure 2.5 : Schema de Xuejia Lai et James Massey.
La fonction IDEA s'inspire de ce schema [17]. Elle utilise 8 tours, et une
transformation nale (la couche =+). La gure 2.6 illustre un tour. Les eches
qui partent de rien utilisent une information sur la clef. Ici, l'alphabet utilise est
Z = f0; 1; : : : ; 65535g. + est l'addition modulo 65536.  est deni par
a  b = (ab mod 65537) mod 65536:
En fait, c'est la loi du groupe multiplicatif de ZZ=65537ZZ.
2.2.2 Construction de fonctions de compression
En general, une fonction de compression est construite a partir d'une fonction
de chirement. Il n'existe toutefois pas de lien entre la securite des deux primi-
tives. Ce constat, etabli par Peter Landrock, implique qu'une bonne fonction de
chirement peut donner une mauvaise fonction de compression.
Schema de Donald Davies et Carl Meyer
Une construction fut proposee independamment par Donald Davies [21] et Carl
Meyer [23] : si fk est une fonction de chirement utilisant la clef k, on considere
la fonction de compression (h;m) 7! fm(h)  h. L'irreversibilite provient de la
double action de h.
Ronald Rivest a construit une serie de fonctions de hachage construites sui-
vant le procede d'iteration (voir page 18) a partir de fonctions de compression
sur ce schema. MD4 est une fonction utilisant 3 tours [27]. Des analyses, l'une
non publiee eectuee par Ralph Merkle, l'autre eectuee par Bert den Boer et
Antoon Bosselaers ont montre qu'il etait facile de construire des collisions si l'on
supprimait le premier ou le dernier tour [36]. Une attaque semblable est pro-
posee dans le chapitre 7. MD5 est une fonction sur 4 tours possedant en outre
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Figure 2.6 : Un tour de IDEA.
une reparation de la faiblesse mise en evidence dans MD4 [28]. Cependant, cette
reparation a donne lieu a la possibilite de construire des collisions pour la fonction
de compression (mais pas pour la fonction de hachage), ce qui pouvait se reveler
peu souhaitable [37].
Sur le me^me modele, une nouvelle fonction SHA, sur 4 tours, a ete adoptee
comme standard de hachage par le gouvernement americain [19]. Cette fonction
propose en outre de nouvelles idees. Aucune attaque de SHA n'est connue a
l'heure actuelle.
Schema de Claus Schnorr
Une autre construction fut proposee par Claus Schnorr dans la fonction FFT
Hashing : si f est une permutation de (Zq)2, et si f(h;m) = (h0; x), le resultat
compresse de h et m est h0 [24]. Ainsi, l'irreversibilite s'obtient par l'\oubli" de
x.
Un defaut de cette construction est que l'on ne peut pas deer de construire
des collisions sur la fonction de compression, puisque cela est tres facile. Cela ne
rend bien su^r pas la fonction de hachage faible pour autant.
Thierry Baritaud, Henri Gilbert et Marc Girault ont montre que l'on pouvait
construire des collisions pour la fonction de hachage FFT Hashing [38]. Une fonc-
tion FFT Hash II a ete proposee [25]. Elle a ete cassee par Serge Vaudenay (voir
la chapitre 5) [42]. Cette construction de fonction de compression a toutefois ete
reprise par Claus Schnorr et Serge Vaudenay conduisant a une nouvelle fonction
de structure interne symetrique et hautement parallelisable [26]. La securite de
cette nouvelle fonction est etudiee dans le chapitre 6.
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2.3 Analyse de DES
Depuis le debut de l'histoire de la cryptologie moderne, les principales theories
developpees en cryptanalyse en matiere de primitives cryptographiques ont ete
motivees par le de lance par le gouvernement americain de casser la fonction
DES [6]. Des techniques d'analyses ont ete degagees, et l'on dispose maintenant
de nombreux criteres de securite sur les fonctions de confusion.
2.3.1 Criteres de non linearite
Dans la fonction DES, il est dicile de representer le reseau de calcul a l'aide
d'un autre alphabet que f0; 1g. Ainsi, les bo^tes de confusion (autre que celles
qui diusent la clef) sont des S-bo^tes avec une entree de 6 bits et une sortie de 4
bits. Une S-bo^te est donc un ensemble de 4 fonctions booleennes. Il pourra e^tre
interessant, parfois, d'etudier des combinaisons lineaires de ces fonctions, ce qui
donne onze autres fonctions booleennes.
Plusieurs criteres de securite existent sur les fonctions booleennes. Ces criteres
ont largement ete inspires par les etudes menees sur le chirement en cha^ne.
On denit quelques notations :
 Distance de Hamming. Pour un vecteur x, on note w(x) son poids de
Hamming, c'est-a-dire le nombre de ses coecients non nuls. La distance
induite se note d(x; y) = w(y   x). De me^me, pour deux fonctions f et g,
la distance d(f; g) est le nombre d'elements x tels que f(x) 6= g(x).
 Fonctions logiques. Pour des vecteurs x et y a coecients 0 ou 1, on note
x ^ y le et bit-a-bit, x _ y le ou bit-a-bit, x y le ou exclusif bit-a-bit (qui
est aussi la somme sur le corps ZZ=2ZZ) et x la negation bit-a-bit.
 Fonctions booleennes. Si f est une fonction booleenne (donc a valeurs 0
ou 1), on note f = ( 1)f = 1  2f sa representation avec des 1.
 Transformation de Hadamard-Walsh. Pour toute fonction numerique
f d'un vecteur sur le corps ZZ=2ZZ, on note
f^(x) =
X
y
f(y)( 1)xy
ou la somme est etendue sur tous les vecteurs y et ou x y est le produit sca-
laire de x par y. On remarque que ( 1)xy = ( 1)w(x^y). f^ est la transformee
de Fourier discrete de f .
 Produit de convolution. Pour des fonctions numeriques f et g sur des
vecteurs sur le corps ZZ=2ZZ, on note le produit de convolution
(f 
 g)(x) =X
y
f(y)g(x y):
26 CHAPITRE 2. ETAT DE L'ART
On rappelle les proprietes classiques :
d
(f^) = 2nfdf 
 g = f^ :g^
ou n est le nombre des bits d'entree de f . En particulier, on a df 
 f = f^2.
Ordre de non linearite
Si l'on ecrit une fonction booleenne sous forme algebrique normale (c'est-a-dire
sous forme de somme minimale de mono^mes dans lesquels chaque variable presente
est de multiplicite 1), le degre du plus grand mono^me est l'ordre de non linearite
de la fonction. Ce critere a ete etudie par Willi Meier et Othmar Staelbach [58].
Distance a une fonction ane
La distance de Hamming d'une fonction a l'ensemble A des fonctions anes est
un critere de non linearite. Les fonctions qui maximisent cette distance sont, dans
certains cas, les fonctions courbes [79]. On note qu'elle est directement liee au
maximum de la transformee de Fourier discrete de la fonction. En eet, en notant
`a;b la fonction ane denie par `a;b(x) = (a  x) b, on a
2n   2:d(f; `a;b) = cf (a)( 1)b
ou a est un vecteur et b vaut 0 ou 1, donc
d(f;A) = min
g2A
d(f; g) = 2n 1   12 maxx jcf(x)j:
Distance a une structure lineaire
Une fonction booleenne g admet une structure lineaire a 6= 0 si l'on a
g(x a) = g(x)
pour tout x. On note Sa l'ensemble des fonctions admettant a comme structure
lineaire et S la reunion des Sa. La distance de f a Sa est le plus petit nombre de
valeurs f(x) a inverser pour obtenir la structure lineaire, soit la moitie du nombre
de x tels que f(x a) 6= f(x). On a donc
2n   4:d(f; Sa) = (f 
 f )(a)
donc
d(f;S) = min
g2S
d(f; g) = 2n 2   14 maxx6=0 (f 
 f)(x):
Les fonctions qui maximisent ce nombre sont, dans certains cas, les fonctions
parfaitement non lineaires (qui sont equivalentes aux fonctions courbes) [58].
Cette notion est duale de la distance a une fonction ane, car on a df 
 f = cf 2.
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Immunite aux correlations
Dans [63], on dit qu'une fonction est immunisee aux correlations a l'ordre t si
pour tout choix d'au plus t variables, si l'on xe ces variables, la distribution de
la fonction obtenue est toujours la me^me. Dans [65], on montre que cela revient a
dire que la transformee de Fourier discrete de la fonction s'annule en tout point
non nul de poids de Hamming au plus t. Le critere est donc
t = min
f^(x) 6=0
w(x)  1:
Critere de propagation
Dans [31], on dit qu'une fonction verie le critere de propagation a l'ordre t si
le fait de changer au plus t entrees fait changer la sortie avec probabilite 1
2
. Cela
revient a dire que la fonction d'auto-correlation s'annule en tout point non nul
de poids de Hamming au plus t. Le critere est donc
t = min
x6=0;(f
f)(x) 6=0
w(x)  1:
C'est donc une notion duale de l'immunite aux correlations (au sens de la trans-
formee de Fourier discrete).
Ce critere generalise le critere de stricte avalanche [64] (t = 1) et la notion de
non linearite parfaite [58] (t est le nombre d'entrees).
2.3.2 Cryptanalyse dierentielle
Une methode d'attaque proposee par Eli Biham et Adi Shamir permet d'envisager
une attaque a texte clair choisi des primitives basees sur le schema de Horst
Feistel [44, 48]. Elle consiste a etudier la propagation d'une dierence m  m0
entre deux textes clairs choisis dans le reseau de calcul. Elle utilise la distance a
une structure lineaire de certaines fonctions. Cette methode a permis de casser
un certain nombre de primitives [45, 46] et a conduit a la premiere cryptanalyse
de DES plus rapide qu'une recherche exhaustive [47].
Dans [50], on trouve une approche theorique de ce type de cryptanalyse. La
notion de chire de Markov a ete proposee pour denir la classe des fonctions de
chirement pour lesquelles les methodes heuristiques developpees par Eli Biham
et Adi Shamir sont rigoureusement etablies. Ces fonctions presentent l'avantage
d'avoir une securite plus facilement demontrable vis-a-vis de cette attaque.
2.3.3 Cryptanalyse lineaire
Une methode imaginee par Anne Corfdir et Henri Gilbert permet d'envisager une
attaque a texte clair connu des primitives basees sur le schema de Horst Feistel
28 CHAPITRE 2. ETAT DE L'ART
[54]. Elle a inspire Mitsuru Matsui qui a propose la cryptanalyse lineaire de DES
avec une complexite analogue a celle de la meilleurs attaque de Eli Biham et Adi
Shamir [52]. Elle a conduit a la premiere attaque experimentale de DES [53].
Le principe de cette attaque consiste a encha^ner des correlations entre les
entrees et les sorties des bo^tes pour obtenir une propriete statistiquement obser-
vable. Elle utilise la distance a une fonction ane.
Conclusion
Les primitives cryptographiques semblent liees, de part leur reduction mutuelle.
Cependant, il n'existe pas de theoreme pratique qui lie leur securite.
Il est important de faire la distinction entre les bo^tes de confusion et les
bo^tes de diusion. On note qu'il existe de nombreux criteres de securite relatifs
aux bo^tes de confusion. Ce sont ceux qui assurent la resistance vis-a-vis des
cryptanalyses dierentielles ou lineaires.
On constate l'absence de critere de securite sur les bo^tes de diusion, ainsi
que sur la structure du reseau.
Partie I
Le graphe des primitives
cryptographiques
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Chapitre 3
Graphes d'equation
Une primitive cryptographique se decrit souvent par un reseau sur lequel chaque
sommet represente une bo^te de calcul. De nombreux criteres de securite existent
sur la structure de ces bo^tes, mais pas sur celle du reseau lui-me^me. Dans cette
partie, on etudie l'implication de celle-ci dans la securite. Tout d'abord, dans
ce chapitre, on denit un nouveau cadre permettant d'etudier la complexite des
primitives dans lesquelles les bo^tes ne sont pas explicitement denies. Chaque
denition de l'ensemble des bo^tes fournit une interpretation, et on fait alors une
etude en moyenne sur toutes les interpretations possibles.
La fonctionnalite d'une primitive engendre des specications de securite. Cha-
cune d'elles s'exprime, en general, par la diculte de resoudre certaines equations.
Par exemple, une fonction f est a sens unique si l'equation f(x) = a est dicile a
resoudre. Puisque f est decrite par un reseau de calcul, on denit ainsi un graphe
d'equation. Ceci n'est rien d'autre qu'un systeme d'equations dans lequel chaque
inconnue correspond a une are^te du reseau, et chaque equation correspond a une
bo^te.
Si l'on cherche des criteres sur les graphes pour analyser la complexite de
la resolution de l'equation, il faut oublier la description exacte des equations
(c'est-a-dire l'interpretation des bo^tes) pour ne retenir que les relations d'in-
terdependance locales entre les inconnues, et le degre de liberte deni par la
contrainte d'une equation. Ceci correspond a la notion de graphe d'equation muet.
On peut imaginer un type de resolution qui cherche a satisfaire successivement
chaque contrainte par une recherche exhaustive ou une attaque de type anniver-
saire. Cette idee de cryptanalyse est apparue dans l'article de Claus Schnorr et
Serge Vaudenay sous le nom de cryptanalyse par bo^tes noires [73]. On l'etend ici
en denissant une classe generique d'algorithmes de resolution.
On montre dans ce chapitre comment formaliser de telles notions en utilisant
des outils de l'informatique theorique et la notion de laplacien de graphe. On
demontre egalement que le probleme de l'etude de la complexite minimale d'un
algorithme generique se ramene a un probleme isoperimetrique sur les graphes.
Les consequences de cela sont etudiees dans le chapitre 4.
31
32 CHAPITRE 3. GRAPHES D'EQUATION
3.1 Denitions
3.1.1 Graphes d'equation
Graphes d'equation muets
Denition 1. Un graphe d'equation muet G = (V;E; r) est la donnee :
 d'un graphe non oriente (V;E) ;
 d'une application r de V [ E dans IN qui denit le rang.
On denit le degre d'un sommet v comme etant la somme d(v) des rangs des
are^tes adjacentes.
Chaque are^te correspond a une valeur. Chaque sommet correspond a une rela-
tion sur les valeurs de ses are^tes adjacentes. On remarque que dans une telle
denition, une valeur ne peut intervenir que dans deux relations dierentes. Des
systemes plus generaux correspondent a la notion d'hypergraphe qu'il ne sera pas
utile d'introduire, car il est facile de transformer un hypergraphe en graphe par
l'adjonction de relations qui recopient les valeurs souhaitees.
Pour une are^te e, r(e) represente la dimension du domaine de la valeur cor-
respondante. Pour un sommet v, r(v) represente le degre de liberte de la relation
correspondante, c'est-a-dire le nombre de valeurs que l'on peut xer arbitraire-
ment pour determiner les autres.
Graphes d'equation et rangs
Denition 2. Un graphe d'equation G = (V;E; r; k;D) est la donnee :
 d'un graphe d'equation muet (V;E; r) ;
 d'un entier k qui denit la base ;
 d'une fonction D qui a une are^te e de E associe un domaine De de cardinal
kr(e).
En general, les are^tes sont toutes associees au me^me domaine Z de cardinal k,
donc de me^me rang 1. En fait, une are^te de rang plus eleve peut se representer
par une are^te multiple. Ainsi, si le graphe d'equation provient d'un reseau de
calcul, le rang d'un sommet est egal au nombre d'are^tes entrantes de la bo^te
correspondante, avant que l'on oublie l'orientation et la description de la bo^te.
Le degre est le nombre d'are^tes totales (entrantes ou sortantes).
Dans toute la suite, on pourra mesurer la taille des ensembles A par leur rang
rg(A) = logk Card(A):
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Tuples et relations
Pour formaliser la notion d'equation, on utilise un vocabulaire analogue a celui
des bases de donnees relationnelles :
Denition 3. Etant donne une famille d'ensembles (De)e2E :
 un schema est une partie de E ;
 un tuple t = (te)e2S sur un schema S est une fonction qui a e 2 S associe
un element te de De ;
 une relation sur un schema S est un ensemble de tuples sur ce schema.
Graphes d'equation denis
Un graphe d'equation s'interprete en precisant les relations.
Denition 4. Un graphe d'equation deni G = (V;E; r; k;D;R) est la donnee
d'un graphe d'equation (V;E; r; k;D) et d'une interpretation R, c'est-a-dire d'une
fonction qui a un sommet v de V associe une relation R(v) de rang r(v) dont le
schema est l'ensemble des are^tes adjacentes a v.
Intuitivement, une relation R(v) est une contrainte explicitee par l'ensemble des
solutions locales qui la respectent. Le probleme de resoudre l'equation consiste
a trouver un tuple sur le schema complet E qui respecte toutes les relations, ou
encore de trouver l'ensemble de ces tuples.
On considerera egalement des relations aleatoires. On les distinguera des
autres en les notant par une lettre majuscule.
3.1.2 Algebre de resolution
Pour formaliser la notion de cryptanalyse par bo^tes noires, on denit des operations
de manipulation de relations. On utilise principalement deux operations : la join-
ture ./ et le contro^le . On pourra aussi envisager d'autres operations dans une
extension de ce type de cryptanalyse : la reunion [, la projection , la selection
 et la dierence  .
Une formule relationnelle sur un graphe muet G = (V;E; r) est un terme
utilisant des operations ./, , [, ,  et   et les variables V suivant des regles
de formation. On attribue a chaque terme F bien forme un schema E(F ). Pour
chaque operation, on a une regle de formation portant sur les schemas des entrees
denissant celui de la sortie. L'interpretation R du graphe denit de maniere
naturelle la semantique des formules.
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Jointure
Pour deux relations x et y de schemas respectifs E(x) et E(y) quelconques, on
note x ./ y la relation de schema E(x) [ E(y) obtenue en concatenant les tuples
compatibles de x et y : si t est un tuple de schema E(x) [ E(y), on a
t 2 x ./ y () tjE(x) 2 x et tjE(y) 2 y
ou tjS est la restriction de t au schema S. ./ est une operation associative et
commutative sur les relations, la relation sur le schema vide ; est neutre pour ./.
Contro^le
Pour une relation x de schema quelconque et un reel positif , on denit la relation
(x) de me^me schema comme etant un sous-ensemble aleatoire de x dans lequel
chaque tuple de x est pris avec probabilite k  de maniere independante, k etant
la base consideree. On a
t 2 (x)() t 2 x et t pris par :
C'est un exemple de selection non deterministe. Cette operation permet de contro^ler
la taille des relations dans des classes de resolution d'equations probabilistes.
Autres operations
D'autres operations de l'algebre relationnelle pourront e^tre envisagees :
Union. Pour deux relations x et y de me^me schema, on denit la reunion x[ y
des ensembles x et y, de me^me schema.
Projection. Pour une relation x et un sous-schema S, on denit la relation
S(R) qui est l'ensemble des tuples de x restreints au schema S.
Selection. Pour une relation x et un predicat P (t) portant sur un tuple t, on
denit la relation P (R) de me^me schema par l'ensemble des tuples de x qui
satisfont le predicat P .
Dierence. Pour deux relations x et y de me^me schema, on denit la relation
x  y obtenu a partir de x en enlevant les tuples de y.
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3.2 Resolution de graphes d'equation
3.2.1 Algorithmes de resolution
Denition 5. Soit un graphe d'equation G = (V;E; r; k;D). Un algorithme de
resolution de G est un algorithme A qui admet en entree une interpretation R
du graphe et qui retourne en sortie une relation de schema E telle que
8R A(R)  ./
v2V
R(v):
Lorsqu'il y a egalite, on dit que la resolution est complete.
A certaines formules relationnelles correspondent un algorithme de resolution.
Par exemple, pour des formules constituees uniquement d'operations ./ et , le fait
de resoudre le graphe d'equation equivaut au fait de contenir tous les sommets.
Denition 6. Soit un graphe d'equation G = (V;E; r; k;D). La classe des for-
mules relationnelles utilisant les operations f1, ..., fn denissant un algorithme
de resolution pour G est notee A(G; f1; : : : ; fn).
On etudiera la complexite des graphes vis-a-vis de certaines classes, en moyenne
sur la distribution des interpretations possibles.
3.2.2 Distribution des interpretations
Dans l'analyse des algorithmes de resolution, il est necessaire de choisir une dis-
tribution des interpretations d'un graphe d'equation G = (V;E; r; k;D).
Distribution localement uniforme
On considere des distribution presentant des proprietes d'uniformite :
Denition 7. Soit un graphe d'equation G = (V;E; r; k;D). On dit qu'une dis-
tribution des interpretations est localement uniforme si :
 pour tout sommet v, les evenements t 2 R(v) ont me^me probabilite pour
tous les tuples t sur schema de v ;
 pour tout tuple de schemaE, les evenements tjS(v) 2 R(v) sont independants
pour tous les sommets v, S(v) etant le schema de v.
On a le lemme suivant :
Lemme 1. Dans une distribution des interpretations R localement uniforme,
pour tout sommet v et tout tuple t de schema des are^tes adjacentes a v, on a
Prob
R
[t 2 R(v)] = kr(v) d(v):
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Preuve. Soit p cette probabilite. Elle est independante de t. On a
kd(v)p =
X
t
Esp
R
h
1t2R(v)
i
= Esp
R
[Card(R(v))]
= kr(v):
ut
Classes de relations stables
La distribution uniforme de toutes les relations possibles est une distribution
localement uniforme. Toutefois, dans un contexte ou ces relations representent des
graphes de bo^tes de calcul, elles presentent une dependance fonctionnelle vis-a-
vis du schema constitue des are^tes d'entree. Il existe donc des relations qui ne sont
pas envisageables dans ce contexte. On peut donc s'interesser a la distribution
uniforme des interpretations possibles sur certaines classes de relations.
Soit R(S) l'ensemble des relations sur le schema S. Le produit Qe2S SDe des
groupes symetriques sur les domaines De agit sur R(S) par  R = f(t); t 2 Rg
ou
(t) = (e(te))e2S
si  = (e)e2S et t = (te)e2S. On a le lemme suivant :
Lemme 2. Soit un graphe d'equation G = (V;E; r; k;D). A tout sommet v de
V on associe une classe Rv de relations de rang r(v) sur le schema des are^tes
adjacentes a v stable par l'action des permutations. La distribution uniforme des
interpretations sur
Q
v2V Rv est localement uniforme.
Preuve. L'independance des tjS(v) sur la distribution produit est triviale. Il sut
de montrer que si Rv est stable par l'action des permutations, le nombre de ses
relations R telles que t 2 R est independant de t.
Si t et t0 sont deux tuples sur le schema de v, et si  est un produit de
permutations telles que (t) = t0, on a
t 2 R() t0 2 (R)
pour tout R 2 Rv. Comme  deni une permutation de Rv, on a le resultat. ut
Exemples
Dans un reseau, une bo^te de calcul est une fonction du produit des domaines
des are^tes entrantes vers le produit des domaines des are^tes sortantes. La classe
des relations fonctionnelles sur un schema S(v) (la dependance fonctionnelle etant
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vis-a-vis d'un sous-schema particulier) etant stable par l'action des permutations,
la distribution uniforme sur toutes les bo^tes possibles est localement uniforme.
Dans le chapitre 8, on etudie la notion de relation qui presente des dependances
fonctionnelles vis-a-vis de tous leurs sous-schemas de taille egale au rang : les mul-
tipermutations. On montrera que la classe de ces relations est egalement stable
par l'action des permutations.
3.2.3 Classes d'algorithmes de resolution
Algorithmes de rang determine
Pour une distribution des interpretations R et un algorithme de resolution A,
A(R) est une relation aleatoire. On peut envisager son rang moyen.
rg(A) = logk Esp
R
Card(A(R)):
Ceci permet de denir la classe suivante :
Denition 8. Soit un graphe d'equation G = (V;E; r; k;D) muni d'une distri-
bution des relations. On note A(G; f1; : : : ; fn) la sous-classe des algorithmes de
A(G; f1; : : : ; fn) de rang moyen au moins .
Ainsi, A0(G; f1; : : : ; fn) est la classe des algorithmes qui retournent au moins une
solution en moyenne.
Algorithmes lineaires
Une formule est dite lineaire si chaque nud binaire admet au moins un ls
dont aucun descendant n'est binaire (en general, ce ls doit e^tre une feuille). Ces
algorithmes s'ecrivent ((a0(v0)P1a1(v1))P2 : : :)Pnan(vn) pour des operations bi-
naires P1; : : : ; Pn, des entiers a1; : : : ; an et des sommets v0; : : : ; vn.
Denition 9. Soit un graphe d'equation G = (V;E; r; k;D). La sous-classe des
formules lineaires utilisant les operations f1; : : : ; fn est notee L(G; f1; : : : ; fn).
De me^me, on note L(G; f1; : : : ; fn) la sous-classe des formules lineaires de rang
moyen au moins  pour une distribution des relations donnee.
La classe d'algorithmes la plus simple est la classe L(G; ./) des algorithmes
lineaires avec exclusivement des operations ./. Ces algorithmes permettent d'ex-
primer la notion de recherche exhaustive pour la recherche de toutes les solutions.
La classe L(G; ./; ) exprime la recherche exhaustive pour la recherche de quelques
solutions.
Considerons par exemple le reseau (V;E) de la gure 3.1. Le graphe d'equation
muet associe donne 1 pour rang aux are^tes et 2 aux sommets representant une
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v1 v2 v3 v4
v5 v6 v7 v8
v9 v10 v11 v12
Figure 3.1 : Exemple de primitive.
bo^te de calcul (elles ont deux entrees). Dans le probleme du calcul direct de
la primitive, on conna^t les valeurs d'entrees, donc, on donne 0 pour rang aux
sommets d'entree vi1; : : : ; v
i
8 (les relations correspondantes possedent un unique
tuple), et 1 aux sommets de sortie vo1; : : : ; v
o
4 (les relations correspondantes ad-
mettent tous les tuples possibles). La jointure successive des relations dans l'ordre
deni par
vi1 < : : : < v
i
8 < v1 < : : : < v12 < v
o
1 < : : : < v
o
4
possede a chaque instant un unique tuple dont le schema augmente jusqu'a e^tre
le schema complet.
Dans le probleme de l'inversion, on donne au contraire 0 pour rang aux som-
mets voj et 1 aux sommets v
i
j. La jointure dans le me^me ordre obtient, par re-
cherche exhaustive sur toutes les entrees possibles, l'ensemble des tuples solutions.
Une me^me resolution contro^lee permet d'obtenir une seule solution : l'algorithme
((((r(vi1)(v
i
1) ./ : : :)r(vi4)(v
i
4)) ./ v
i
5) ./ : : :) ./ v
o
4
obtient en moyenne une solution, comme le montrera un theoreme ulterieurement.
Intuitivement, cela revient a xer arbitrairement les 4 premieres entrees et a
chercher de maniere exhaustive les 4 autres pour obtenir les bonnes sorties.
L'intere^t des algorithmes arborescents est de modeliser les attaques de type
anniversaire. Ainsi, dans le probleme de recherche de collisions, on utilise un
graphe duplique (voir gure 3.2). Les entrees et les sorties ont pour rang 1. Soient
les termes
t = ((((r(vi1)(v
i
1) ./ : : :)r(vi6)(v
i
6)) ./ v
i
7) ./ : : :) ./ v
o
4
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Figure 3.2 : Recherche de collisions.
t0 = ((((r(vi1)(v
0i
1) ./ : : :)r(vi6)(v
0i
6)) ./ v
0i
7) ./ : : :) ./ v
0o
4:
Le terme t fournit une liste de k2 tuples possibles (k etant la base) en ne laissant
libre que les deux entrees vi7 et v
i
8. Le terme t
0 fournit une liste analogue pour
la partie droite. L'algorithme t ./ t0 modelise le paradoxe des anniversaires, qui
donne en moyenne une solution. Ainsi, A(G; ./; ) generalise les attaques de type
anniversaire.
On note que la gure 3.2 ne modelise le probleme de la recherche de collisions
que si la distribution des interpretations impose que les relations associees a
gauche et a droite soient les me^mes. Si elles sont independantes, la gure modelise
le probleme de la recherche de pinces sur deux fonctions dierentes.
3.3 Complexite des algorithmes
Si un modele de calcul permet de denir la complexite d'un algorithme, on denit
la complexite d'un graphe d'equation suivant une classe par la plus petite com-
plexite en moyenne d'un algorithme de cette classe :
Denition 10. Soient un graphe d'equation G = (V;E; r; k;D), une distribution
des relations, une classe de resolution A et un modele de calcul. On denit la
complexite logarithmique du graphe d'equation
pC[A] = min
A2A
pC(A)
ou
pC(A) = logk Esp
R
C(A;R)
ou C(A;R) est la complexite de l'algorithme A sur l'interpretation R.
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On s'interessera principalement a la complexite vis-a-vis des classes d'algorithmes
qui generalisent les notions de recherche exhaustive, de paradoxe des anniver-
saires, et d'attaque dans le milieu : pC[L(G; ./; )] et pC[A(G; ./; )].
3.3.1 Modele de calcul
On utilise un modele de calcul \ideal", c'est-a-dire un modele qui donne une
complexite inferieure a la realite. Cela permettra de donner des bornes inferieures.
Une operation de calcul relationnel devant fournir un resultat, la complexite
de son calcul est superieure au cardinal du resultat. Par exemple, le calcul de
x ./ y necessite en general l'emploi de tables de hachage, ou de tri qui ne peuvent
se faire qu'en temps 
(n log n) ou n est la taille des entrees. La taille de la sortie
est donc un bon estimateur de la complexite : on considere que la complexite
logarithmique de x ./ y est egale au rang de x ./ y.
On propose la denition suivante :
Denition 11. La complexite d'une formule relationnelle A est :
pC(A) = max
BA
rg(B)
ou le maximum est etendu sur toutes les sous-formules B de la formule A.
Ainsi, on a la proposition immediate suivante :
Proposition 1. Etant donnes un graphe d'equation G = (V;E; r; k;D), une dis-
tribution des interpretations, une classe de resolution A de formules relation-
nelles, on a :
pC[A] = min
A2A
max
BA
rg(B):
3.3.2 Forme quadratique du graphe d'equation
Le probleme de resolution d'un systeme d'equations se ramene a la recherche
d'une strategie de resolution qui progresse en utilisant le plus petit nombre d'in-
connues possible. Si l'on appelle perimetre le nombre d'inconnues dans un en-
semble d'equations qui interviennent egalement dans des equations exterieures
a cet ensemble, on observe une analogie avec les problemes isoperimetriques en
geometrie analytique.
En theorie des graphe, on denit une forme quadratique associee au graphe
qui intervient dans de nombreuses applications, comme le denombrement des
arbres recouvrant [76]. Comme elle rappelle les propriete de l'operateur de Laplace
dans le calcul dierentiel, certains chercheurs l'appellent laplacien du graphe. De
maniere analogue, pour les graphes d'equation, on denit :
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Denition 12. Soit G = (V;E; r) un graphe d'equation muet. La forme quadra-
tique de G, notee egalement G, est denie sur l'algebre libre ZZ[V ] par
G
 X
v2V
v:v
!
=
X
v2V
2vr(v) 
X
fv;wg2E
vwr(fv; wg)
pour tous reels v.
La matrice de G indexee sur V s'ecrit :
Gv;w =
(
r(v) si v = w
 1
2
r(fv; wg) si v 6= w
en convenant que le rang d'une are^te inexistante est 0.
Dans la suite, on confondra une partie A de V avec la somme de ses elements
dans ZZ[V ]. Ainsi, on a
G(A) =
X
v2A
r(v)  X
v;w2A
fv;wg2E
r(fv; wg):
L'intere^t de la forme quadratique est motive par le theoreme suivant :
Theoreme 2. Soit un graphe d'equation G = (V;E; r; k;D) muni d'une distribu-
tion localement uniforme des relations. Pour toute formule A avec des operations
./,  et des sommets de V , le rang moyen de A est :
rg(A) = G
 X
v2A
v
!
  X
a2A
a
ou les sommes sont etendues aux occurrences des sommets et des operations a
dans la formule A.
On remarque que ce resultat est independant de la base k. La complexite dans
A(G; ./ ) est donc independante de la base k. C'est une notion purement liee a
la structure du graphe d'equation muet.
Preuve. Pour une formule B, on note E(B) son schema. Pour un sommet v, E(v)
est l'ensemble de ses are^tes adjacentes. Pour tout tuple t de schema S et toute
partie T de S, on note tjT le tuple restreint a T .
On remarque que pour toutes formules B et C et tout tuple aleatoire T de
schema E(B) [ E(C), on a
fT 2 B ./ Cg = fT jE(B) 2 Bg \ fT jE(C) 2 Cg:
De me^me, pour toute formule a(B) et tout tuple T de schema E(B), on a
fT 2 a(B)g = fT 2 Bg \ fT pris par a=T 2 Bg:
42 CHAPITRE 3. GRAPHES D'EQUATION
Ainsi, pour tout tuple T de schema E(A), on a
fT 2 Ag = \
v2A
fT jE(v) 2 vg \
\
a(B)A
fT jE(B) pris par a=T 2 Bg:
On note que ces evenements sont independants.
Pour toute relation X de distribution localement uniforme et pour tout tuple
T de schema E(X), on a logk(Prob[T 2 B]) = rg(B)  d(E(B)), donc
Prob[T 2 A] = Y
v2A
kr(v) d(v)  Y
a(B)A
k a
d'ou
rg(A) = d(E(A)) +
X
v2A
(r(v)  d(v))  X
a2A
a
=
X
v2A
r(v)  X
v;w2A
r(fv; wg)  X
a2A
a
= G
 X
v2A
v
!
  X
a2A
a:
ut
On note, dans le cas ou le rang des are^tes est 1 et le rang des sommets est la
moitie de leur degre (intuitivement, cela signie que pour chaque bo^te du graphe,
le nombre d'entrees est egal au nombre de sorties), pour tout A, G(A) est egal a
la moitie du nombre d'are^tes au bord de A (que l'on appelle perimetre de A). On
traitera ce cas particulier dans l'etude de la reversibilite locale.
Conclusion
La notion de graphe d'equation ore un cadre formel a l'etude de la complexite des
specications des primitives cryptographiques, donc a l'etude de leur securite. Elle
permet de denir des classes d'algorithmes qui generalisent les methodes usuelles
telles la recherche exhaustive et l'utilisation du paradoxe des anniversaires. On
constate de plus que la complexite est fortement liee aux proprietes d'une forme
quadratique denie intrinsequement par la structure geometrique de la primitive.
Dans toute la suite de ce memoire, on tente d'elaborer une theorie de la securite
des primitives cryptographiques dans ce cadre.
Chapitre 4
Complexite des graphes
d'equation
Les graphes d'equation denis au chapitre 3 orent un cadre formel aux specications
des primitives cryptographiques denies par un reseau de calcul. La complexite
d'un graphe represente le cou^t de la resolution de l'equation speciee par la pri-
mitive lorsque ses bo^tes sont aleatoires. Cela represente donc la securite apportee
par la structure du graphe.
On etudie dans ce chapitre la complexite des graphes d'equation vis-a-vis
des classes d'algorithmes lineaires ou arborescentes utilisant les operations ./ et
 denies dans le chapitre 3. Dans la suite, G designe un graphe d'equation
(V;E; r; k;D). On considerera une distribution localement uniforme sur ses in-
terpretations. Une forme quadratique associee a G est denie (voir la denition
12). On la note egalement G. Elle joue un ro^le fondamental dans la complexite
du graphe. On voit notamment que la complexite, dans certains cas, est propor-
tionnelle a la seconde valeur propre de G.
4.1 Cas de reversibilite locale
On propose la denition suivante :
Denition 1. Un graphe d'equation muetG = (V;E; r) est dit localement reversible
si pour tout sommet v, le degre de v est egal a 2r(v).
On rappelle que dans un graphe d'equation muet, le degre d'un sommet est la
somme des rangs des are^tes adjacentes. Cette denition modelise la notion de
bo^te reversible, qui a autant d'entrees que de sorties.
Les proprietes de la forme quadratique G qui correspond au laplacien peuvent
e^tre etudiees avec les techniques utilisees dans la theorie des graphes d'expansion.
Ces graphes, lies a de nombreux problemes combinatoires, apparaissent dans la
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litterature sous plusieurs noms dierents. On utilise ici le lien observe entre le
rapport d'expansion du graphe et le spectre de son laplacien [80, 75, 74].
En s'inspirant de ces techniques, on montre :
Theoreme 1. Pour un graphe d'equation muet G = (V;E; r) connexe locale-
ment reversible, la forme quadratique G est positive. Si A est une partie de V de
cardinal c, on a :
G(A)  2c

1  c
n

ou n est le cardinal de V et 2 est la plus petite valeur propre non nulle de G.
Preuve. On note M la matrice de la forme quadratique G. Si X est un vecteur
propre, et si M:X = `:X, soit i l'indice de la plus grande coordonnee de X (en
valeur absolue). On a :
` = Mi;i +
X
j 6=i
Mi;j
Xj
Xi
 Mi;i  
X
j 6=i
jMi;jj
=
X
i
Mi;j = 0
donc `  0 : G est positive. De plus, on note que si ` = 0, tous les Xj
Xi
valent 1
des que Mi;j est non nul, donc X est constant sur la composante connexe de i
dans le graphe G, donc sur V .
Soit v1; : : : ; vn une base orthonormale de vecteurs propres pour G telle que
M:vi = i:vi et 1 = 0. v1 est donc le vecteur constant dont les composantes sont
 1p
n
.
Si A est un vecteur caracteristique (avec des 0 et des 1 uniquement) de poids
c, on a :
G(A) =
nX
i=1
i(A  vi)2  2
 
nX
i=2
(A  vi)2
!
:
Donc, on a G(A)  2:((A  A)   (A  v1)2). On a A  A = c et (A  v1)2 = c2n , ce
qui montre le resultat. ut
On note que le theoreme 1 se generalise a un graphe quelconque en :
Theoreme 2. Pour un graphe d'equation muet G = (V;E; r), si n est le cardinal
de V , si 1  : : :  n est la liste des valeurs propres de la forme quadratique G,
si m est un entier tel que m  0 et si v1; : : : ; vn est une base orthonormale de
vecteurs propres adaptee a la liste, pour toute partie A de V de cardinal c, on a :
G(A)  c
"
m   c
m 1X
i=1
(m   i)jjvijj21
#
ou jj:jj1 est la plus grande coordonnee en valeur absolue.
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Dans le cas oum = 2, 1 = 0 et v1 est le vecteur constant, on retrouve le theoreme
1. Dans le cas ou m = 1 et 1 > 0, on obtient la minoration triviale G(A)  1c.
Cette inegalite peut cependant se reveler trop grossiere.
Preuve. On a
G(A) =
nX
i=1
i(A  vi)2

m 1X
i=1
i(A  vi)2 + m
nX
i=m
(A  vi)2
=
m 1X
i=1
i(A  vi)2 + mc  m
m 1X
i=1
(A  vi)2
= mc 
m 1X
i=1
(m   i)(A  vi)2
et l'inegalite (A  vi)2  c2jjvijj21 acheve la preuve. ut
4.2 Resolution lineaire
4.2.1 Resolution dans L(G; ./)
Algorithmes de L(G; ./)
Si A est un algorithme de L(G; ./), il s'ecrit A = ((v1 ./ v2) ./ : : :) ./ vn. On
remarque que si l'on supprime les etages ./ vi tels que le sommet vi est egal a
un sommet vj avec j < i, l'algorithme donne le me^me resultat avec la me^me
complexite. Donc, dans l'etude de L(G; ./), on peut se ramener a des formules
sans repetitions de sommet.
De telles formules sont entierement denies par un ordre total sur les sommets
de V . L'algorithme progresse en explorant successivement chaque sommet et en
gerant l'ensemble des solutions partielles sur tous les sommet deja visites. La
complexite en temps de calcul est egale a la taille maximale de cet ensemble de
solutions partielles au cours de la resolution.
On note qu'en utilisant le back tracking, on peut reellement implementer de
tels algorithmes A avec la complexite en temps 
(kpC(A)) et O(kpC(A)n) et une
complexite en espace (n) ou n est la taille du graphe. Si V est totalement or-
donne par v1 < : : : < vn, la procedure de la gure 4.1 appelee par Solution1(1; ;)
(ou ; est le tuple de schema vide) ache la liste des solutions. C'est la notion de
recherche exhaustive dans une resolution complete.
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Solution1(i; t)
Si i = n+ 1 ache t
Sinon
Pour tout u 2 R(vi)
Si t et u sont compatibles, Solution1(i+ 1; t ./ u)
Fin pour
Fin si
Fin Solution1.
Figure 4.1 : Algorithme de resolution lineaire.
Complexite dans L(G; ./)
Le theoreme 2 conduit a la proposition suivante :
Proposition 1. Pour un graphe d'equation muet G = (V;E; r), une resolution
dans L(G; ./) est caracterisee par un ordre total  sur V . Pour toute distribution
localement uniforme des interpretations, sa complexite logarithmique est :
pC() = max
u2V
G
0@X
vu
v
1A
= max
u2V
0B@X
vu
r(v)  X
fv;wg2E
v;wu
r (fv; wg)
1CA :
Exemple
La gure 4.2 illustre un exemple de graphe d'equation. On suppose que les are^tes
sont de rang 1. Le rang des sommets est indique en legende. On repere les sommets
vi;j par leurs coordonnees comme dans un tableau (par exemple, le sommet situe
en haut a droite est v0;7). La gure 4.3 represente une resolution. Le graphique
trace l'evolution de la taille de l'ensemble des solutions partielles : le temps est
en abscisse, avec l'indication du sommet vi;j qui est visite, et la complexite est en
ordonnee. Quelques instants particuliers de l'algorithme (de A a F) sont dessines.
Les sommets colories en gris sont des sommets deja visites.
En imaginant que c'est le reseau de calcul d'une fonction f admettant des
operations d'entree sur la couche i = 0 et des operations de sortie sur la couche
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4
Figure 4.2 : Exemple de graphe d'equation.
i = 4, ce graphe d'equation est celui de l'inversion de f : c'est le graphe de
l'equation f(x) = a.
Jusqu'a l'instant A, la complexite augmente, c'est la notion de recherche ex-
haustive qui consiste a \deviner" l'etat des sommets de v0;1 a v0;3 (donc, une
partie de x). Ensuite, on peut visiter le graphe avec complexite constante jusqu'a
l'instant B. En eet, on conna^t 2 are^tes du sommet v1;0 qui est exactement de
rang 2 (dans [73], on dit que le sommet est determine), donc on peut le visiter
avec une complexite nulle.
A l'instant B, il n'y a plus de sommet determine. Seule une are^te de v3;0, qui
est de rang 2 est resolue (on dit que le sommet v3;0 est sous-determine). La visite
de v3;0 augmente donc la complexite a 5 (instant C).
A l'instant C, v4;0 et v4;1 sont determines. Un fois visite, on conna^t 3 are^tes
de v3;1 qui est de rang 2 (on dit qu'il est sur-determine). Des solutions partielles
sont donc rejetees a ce niveau, et le back tracking redescend a une complexite 4.
Le traitement du reste des couches i = 3 et i = 4 est semblable au traite-
ment B-D. A l'instant E, les sommets restant des couches de i = 4 a i = 1 se
determinent successivement jusqu'a l'instant F. Enn, les derniers sommets sur-
determines permettent d'eliminer presque toutes les solutions pour n'en retenir
qu'une : celle de l'equation f(x) = a.
On peut comparer ce procede de resolution a un systeme mecanique decrit par
l'ensemble S des sommets resolus. On souhaite passer de l'etat S = ; a l'etat
S = V , mais chaque etat est caracterise par un potentiel G(S) qu'il faut atteindre.
Ainsi, les etats S = ; et S = V sont separes par une barriere de potentiel dont le
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Figure 4.3 : Exemple de resolution.
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plus petit col est de hauteur pC(G). Le probleme que l'on se pose est de trouver
le chemin qui passe par ce col.
Un theoreme permet d'estimer simplement la complexite lineaire d'un graphe :
Proposition 2. Pour tout graphe d'equation muet G = (V;E; r), on a :
pC[L(G; ./)]  max
cCard(V)
min
AV
Card(A)=c
G(A):
Preuve. Soit un ordre  sur les sommets qui denit un algorithme optimal :
pC() = G
P
wv w

. Soit v le sommet qui vient d'e^tre resolu a un instant ou
pC() = G (fw;w  vg). Si c est le nombre de w inferieurs a v, pC() s'exprime
bien comme etant G(A) pour un A de cardinal c. ut
Cette proposition et le theoreme 1 entra^nent :
Theoreme 3. Pour un graphe d'equation muet G = (V;E; r) connexe localement
reversible, si 2 est la seconde valeur propre de la forme quadratique G, on a :
pC[L(G; ./)]  24 Card(V):
Preuve. Le maximum de c

1  c
n

lorsque c varie entre 0 et n est n
4
. ut
4.2.2 Resolution dans L(G; ./; )
La complexite dans L(G; ./) est adaptee au probleme de la resolution complete :
la recherche de toutes les solutions. Le theoreme 2 estime le rang moyen de l'en-
semble des solutions a G(V ). Si l'on ne cherche qu'une solution, en se limitant
articiellement a des relations plus petites, on peut diminuer la complexite. C'est
le ro^le des operations .
Reduction d'algorithmes dans A(G; ./; )
Le lemme suivant permet de comprendre le ro^le du contro^le dans A(G; ./; ) :
Lemme 4. Etant donne un graphe d'equation G, si A est une formule relation-
nelle de A(G; ./; ) (respectivement L(G; ./; )), il existe une nouvelle denition
du rang r0 telle que r0(v)  r(v) pour tout sommet v et r0(e) = r(e) pour
toute are^te e et une formule A0 dans A(G 0; ./) (respectivement L(G 0; ./)) ou
G0 = (V;E; r0; k;D) tels que rg(A0) = rg(A) et pC(A0)  pC(A).
Ceci revient a dire que l'on peut ramener le contro^le eectue au cours de la
resolution a un contro^le sur les relations de depart, en redenissant le rang des
sommets. On dit que A0 est une formule reduite de A.
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Preuve. En parcourant la formule A de la racine vers les feuilles, on peut faire
descendre les operations a. En eet, si B = a(b(C)) est une sous-formule de
A, on peut la remplacer par a+b(C). Si B = a(C ./ D) est une sous-formule
de A, le theoreme 2 montre que l'on a rg(b(C) ./ a b(B)) = rg(a(C ./ D)),
donc, on peut remplacer B par b(C) ./ a b(B) pour tout b. On note que ces
deux procedes de reecriture ne modient pas la complexite. On obtient donc une
formule A0 avec des operations  uniquement a la racine, de me^me rang et me^me
complexite.
Cette nouvelle formule eectue la jointure de plusieurs relations a(v). Si
un sommet a de multiples occurrences, on constate que ./i ai(v) a la me^me
distribution que a(v) ou a =
P
i ai, ce qui revient a reduire le rang du sommet v
avant de l'utiliser dans une formule sans operations . On peut donc remplacer la
formule A0 sur G par une formule A
0 sur G0 ou A0 est obtenue de A en supprimant
les operations , et G0 est obtenu de G en diminuant le rang des sommets de
tous les contro^les indiques par A0. Cette derniere operation peut eventuellement
diminuer la complexite, car le rang de certaines sous-formules de A0 est diminue
dans A0, mais le rang de A0 est bien celui de A. ut
Reduction d'algorithmes dans L(G; ./; )
Dans le cas de la classe L(G; ./; ), on obtient une formule du type
((c1(v1) ./ c2(v2)) ./ : : :) ./ cn(vn):
Un tel algorithme peut s'implementer par la procedure illustree sur la gure 4.4.
On peut poursuivre la reduction :
Lemme 5. Etant donne un graphe d'equation G, si A est une formule relation-
nelle de L(G; ./; ), il existe une formule A0 dans L(G; ./; ) telle que rg(A0) =
rg(A) et pC(A0)  pC(A) et telle que A0 s'ecrit
(: : : (( ((: : : (r(v1)(v1) ./ r(v2)(v2)) ./ : : :) ./ r(vp 1)(vp 1))
./ r(vp) a(vp)) ./ vp+1) ./ : : :)vn
avec 0  a  r(vp).
Une telle formule A0 revient a choisir arbitrairement un seul tuple des premiers
sommets v1; : : : ; vp 1 dans l'ordre de resolution, a prendre ka tuples de vp, et
poursuivre la resolution normalement. On dit que A0 est une formule reduite de
L(G; ./; ). Ce lemme permet, dans l'etude de L(G; ./; ), de se limiter a l'etude
des formules reduites. Il exprime que tout algorithme contro^le se ramene a un
algorithme reduit.
Preuve. D'apres le lemme 4, on peut se ramener au cas d'une formule (qui reste
lineaire) A0 avec des operations ./ sur un graphe avec un nouveau contro^le r0.
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Solution2(i; t)
Si i = n+ 1 ache t
Sinon
Pour tout u 2 R(vi)
Avec proba 1=kci , fait
Si t et u sont compatibles, Solution2(i+ 1; t ./ u)
Fin avec
Fin pour
Fin si
Fin Solution2.
Figure 4.4 : Algorithme de resolution lineaire contro^le.
Dans cette formule, la repetition de tout sommet v est inutile, car une fois que la
relation du sommet v est jointe, la joindre a nouveau est sans eet. Supprimer les
occurrences multiples ne change donc pas la complexite ni le rang de la formule.
Une telle formule revient a une formule du type
((: : : (r(v1) r0(v1)(v1) ./ r(v2) r0(v2)(v2)) ./ : : :) ./ r(vn) r0(vn)(vn))
sur le graphe G.
Ainsi, on a un ordre total v1 < : : : < vn sur les sommets, et une fonction r
0
de V dans IN qui denit le contro^le sur les sommets. On a r0(v)  r(v) pour tout
v. La complexite de la formule s'ecrit
pC(A) = max
u2V
0B@X
vu
r0(v)  X
fv;wg2E
v;wu
r (fv; wg)
1CA :
Pour montrer le lemme, il sut de montrer que l'on peut remplacer la fonction
r0 par une fonction r00 telle que r00(vi) = 0 pour i < p et r00(vi) = r(vi) pour i > p
et qui donne le me^me rang nal, c'est-a-dire telle que
Pn
i=1 r
00(vi) =
Pn
i=1 r
0(vi),
sans augmenter la complexite.
Soit vp le plus grand sommet tel que
Pn
i=p r(vi) 
Pn
i=1 r
0(vi). On denit
r00(vi) = 0 si i < p, r00(vi) = r(vi) si i > p et
r00(vp) =
nX
i=1
r0(vi) 
nX
i=p+1
r(vi):
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On a donc une fonction r00 positive, plus petite en tout point que r, de me^me
somme que r0. Pour j < p, on a
Pj
i=1 r
00(vi) = 0  Pji=1 r0(vi). Pour j  p, on a
jX
i=1
r00(vi) =
nX
i=1
r0(vi) 
nX
i=j+1
r(vi) 
jX
i=1
r0(vi)
donc la complexite en remplacant r0 par r00 est plus faible. ut
Un algorithme reduit de L(G; ./; ) consiste simplement a considerer un al-
gorithme de L(G 0; ./) ou G0 = (V;E; r0; k;D), ou r0 est obtenu a partir de r en
diminuant la valeur du rang de certains sommets par l'operation de contro^le, les
premiers contro^les etant nuls.
Complexite dans L(G; ./; )
On a :
Theoreme 6. Pour tout graphe d'equation muet G = (V;E; r), quelle que soit
l'interpretation de distribution localement uniforme consideree, on a :
pC[L(G; ./; )]   = pC[L(G; ./)]  G(V)
pour tout .
On note que pour un algorithme A donnant un resultat de rang , pC(A)   est
sa complexite relative, c'est-a-dire le cou^t relatif pour obtenir une solution. En
terme de complexite relative, le theoreme signie que l'utilisation des operations
 permet de fractionner l'eort d'un algorithme de L(G; ./) pour obtenir un
algorithme de me^me complexite relative, avec un resultat de taille voulue.
Preuve. D'apres le lemme 5, la complexite optimale dans la classe L(G; ./; ) est
atteinte par des formules reduites.
Une formule reduite de L(G; ./; ) est equivalente a une formule de L(G; ./)
dans laquelle la fonction r est remplacee par une fonction r0 plus petite (sur les
sommets). On note que la complexite relative dans L(./) s'ecrit :
pC() G(V ) = max
u2V
0B@ X
fv;wg2E
v>uouw>u
r(fv; wg) X
v>u
r(v)
1CA ;
donc le contro^le augmente la complexite relative. On a donc :
pC[L(G; ./; )]    pC[L(G; ./)]  G(V):
Si (((v1 ./ v2) ./ v3) ./ : : :) ./ vn est une formule de complexite optimale dans
L(G; ./), la construction utilisee dans la preuve du lemme 5 permet de contro^ler
cette formule pour obtenir le rang  avec la complexite pC[L(G; ./)]  G(V) + .
ut
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u v w x y z
Figure 4.5 : Exemple de primitive.
Des theoremes 3 et 6, on en deduit :
Theoreme 7. Pour tout graphe d'equation muet G = (V;E; r) connexe et loca-
lement reversible, si 2 est la seconde valeur propre de la forme quadratique G,
on a :
pC[L(G; ./; )]  24 Card(V)  G(V) + :
4.3 Resolution arborescente
4.3.1 Intere^t de l'arborescence
La notion d'algorithme arborescent est necessaire des que l'on souhaite modeliser
l'emploi du paradoxe des anniversaires dans la recherche de collisions ou de pinces.
Toutefois, dans le probleme de l'inversion d'une fonction avec autant d'entrees
que de sorties, on peut penser a priori que l'arborescence n'apporte rien de plus
que la linearite du point de vue de la complexite. Ceci est faux comme le montre
l'exemple de la fonction illustree sur la gure 4.5.
On cherche a inverser cette fonction pour une valeur donnee des sorties. Pour
tout choix du couple (u;w), on peut resoudre le tier gauche du graphe et ob-
tenir un ensemble de quadruplets possibles (u; v; w; x) de rang 2. Parallelement,
pour tout couple (w; y), on resout le tier droite et on obtient un ensemble de
quadruplets (w; x; y; z) de rang 2. La jointure de ces deux ensembles (en hachant
sur les valeurs (w; x)) est un ensemble de valeurs (u; v; w; x; y; z) solutions des
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tiers gauches et droits. On peut alors isoler l'unique solution qui satisfait le tier
central.
L'utilisation de l'arborescence dans la classe A(G; ./) permet donc d'obtenir
un algorithme de complexite logarithmique 2. On verie qu'aucun algorithme
lineaire de complexite inferieure a 3 n'est possible.
4.3.2 Resolution dans A(G; ./)
Un theoreme analogue au theoreme 7 est le suivant :
Proposition 1. Pour tout graphe d'equation muet G = (V;E; r), on a :
pC[A(G; ./)]  max
c<Card(V)
min
cc02c
min
AV
Card(A)=c0
G(A):
Preuve. Pour une formule F dans A(G; ./) et pour tout c, l'ensemble des sommets
de F qui correspondent a la jointure d'au moins c+1 relations admet un element
minimum g. Si g est une operation ./, elle correspond a la jointure de deux parties
de V de cardinal inferieur a c, donc a un ensemble de relations de cardinal compris
entre c+ 1 et 2c. ut
Cette proposition et le theoreme 1 entra^nent :
Theoreme 2. Pour un graphe d'equation muet G = (V;E; r) connexe localement
reversible, si 2 est la seconde valeur propre de la forme quadratique G, on a :
pC[A(G; ./)]  229 Card(V):
On constate un rapport de 8
9
avec le theoreme analogue 3 dans la classe L(G; ./).
Preuve. Le maximum de mincc02c c0

1  c0
n

lorsque c varie de 0 a n est 2n
9
. ut
4.3.3 Resolution dans A(G; ./; )
Si l'on cherche une pince aux fonctions f et g, c'est-a-dire si l'on cherche a resoudre
l'equation f(x) = g(y), on commence par restreindre l'espace des solutions par
des operations  pour n'avoir qu'une solution. Ensuite, on resout separement
f(x) = z et g(y) = z, et l'on joint les deux ensembles de solution par une
operation ./. C'est l'utilisation du paradoxe des anniversaires.
Le principal avantage d'une resolution arborescente est la possibilite de reduire
la complexite de la recherche d'une solution par l'emploi du paradoxe des anni-
versaires. Du point de vue de l'implementation reelle, on constate la diculte
d'obtenir une complexite en espace reduite car l'emploi du paradoxe des anniver-
saire necessite l'utilisation de tables de hachage volumineuses. L'implementation
de resolutions atteignant la complexite theorique n'est donc pas simple.
La methode de reduction des algorithmes contro^les ne permet ici d'obtenir
qu'une inegalite :
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Theoreme 3. Pour tout graphe d'equation muet G = (V;E; r), quelle que soit
l'interpretation de distribution localement uniforme consideree, on a :
pC[A(G; ./; )]    pC[A(G; ./)]  G(V)
pour tout .
Preuve. Soit A une formule optimale de A(G; ./; ). Le lemme 4 montre qu'il
existe une formule A0 de A(G 0; ./) telle que pC(A)  pC(A0), et ou G0 = (V;E; r0)
pour un rang contro^le r0. On utilise la formule A0 sur le graphe de depart G. Pour
eviter toute confusion, on notera en indice de la formule le graphe de reference. En
notant  = G0(V ), on cherche donc a montrer pC(A0G0) G0(V )  pC(A0G) G(V ).
Pour toute sous-formule B de A0, on a :
rg(BG0) G0(V ) =
X
fu;vg2E
u62B ou v 62B
r(fu; vg) X
v 62B
r0(v)
rg(BG) G(V ) =
X
fu;vg2E
u62B ou v 62B
r(fu; vg) X
v 62B
r(v)
et r0(v)  r(v) pour tout v, d'ou pC(A0G0)    pC(A0G) G(V ). ut
Les theoremes 3 et 2 entra^nent :
Theoreme 4. Pour tout graphe d'equation muet G = (V;E; r) connexe et loca-
lement reversible, si 2 est la seconde valeur propre de la forme quadratique G,
on a :
pC[A(G; ./; )]  229 Card(V)  G(V) + :
muet.
Conclusion
Etant donne la forme quadratique G denie par un graphe d'equation muet
(V;E; r), on peut denir le prol de G comme etant une fonction pG de IN dans
IN denie par
pG(c) = min
Card(A)=c
G(A):
C'est donc le minimum d'une forme quadratique sur des vecteurs a coordonnees
0 ou 1 de poids donne.
Dans le cas d'un graphe localement reversible, on peut minorer le prol en
utilisant la seconde valeur propre de G par
pG(c)  2c
 
1  c
Card(V )
!
:
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Cela donne une borne inferieure precise facilement calculable.
La complexite du graphe vis-a-vis des classes L0(G; ./; ) et A0(G; ./; ) ne
depend pas de la base, et est liee au prol par
pC[L0(G; ./; )]  max
c
pG(c) G(V )
pC[A0(G; ./; )]  max
c
min
cc02c
pG(c0) G(V ):
Dans le cas d'un graphe localement reversible, on obtient
pC[L0(G; ./; )]  2
4
Card(V ) G(V )
pC[A0(G; ./; )]  22
9
Card(V ) G(V ):
La classe L0(G; ./; ) generalise la notion de recherche exhaustive pour obtenir
une seule solution. La classe A0(G; ./; ) generalise la notion d'attaque de type
anniversaire.
Chapitre 5
Contraction de graphe d'equation
deni
Lorsque les bo^tes d'un circuit ne sont pas speciees, la resolution de graphes
d'equation (detaillee dans le chapitre 3) permet d'etudier sa complexite. Dans
un graphe d'equation deni, certaines relations peuvent presenter des proprietes
mutuelles qui ouvrent la voie a de nouvelles methodes.
Dans ce chapitre, on met en valeur la notion de contraction de graphe. L'idee
de la contraction consiste a fusionner plusieurs sommets du graphe, ce qui revient
a expliciter le comportement mutuel des relations correspondantes. Formellement,
on denit ainsi la contraction :
Denition 1. Soient un graphe d'equation muet G = (V;E; r) et une relation
d'equivalence  sur V . On denit le graphe contracte G= = (V= ; E 0; r0) par
E 0 = ffu; vg; fu; vg 2 Eg
ou u designe la classe d'equivalence du sommet u, et
r0(u) = G(u)
r0(fu; vg) = X
u0u v0v
fu0;v0g2E
r(fu0; v0g):
Pour que cette contraction se justie du point de vue de la resolution des
graphes d'equations, il faut e^tre en mesure d'assurer que la complexite de la
determination d'une relation contractee est negligeable. Ainsi, cette notion est
bien adaptee, par exemple, pour exprimer que certaines relations adjacentes sont
lineaires.
Cette methode d'analyse est illustree dans ce chapitre par un exemple : la
cryptanalyse de la fonction de hachage FFT Hash II proposee par Claus Schnorr
[25]. Dans [42], l'auteur de ce memoire montre que l'on peut construire des colli-
sions pour FFT Hash II. On etudie dans ce chapitre cette attaque en mettant en
evidence la notion de contraction de graphe d'equation.
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5.1 Description de FFT Hash II
5.1.1 Schema general
La fonction FFT Hash II est une fonction de hachage iterative denie par une
fonction de compression f qui a h et m retourne f(h;m) et une valeur initiale
h0 = 0123 4567 89ab cdef fedc ba98 7654 3210:
Les blocs h et m sont de 128 bits.
La fonction de compression est denie par deux bijections Rec et FT2 sur
l'ensemble (ZZ=pZZ)16 ou p = 216 + 1. Si h et m sont des cha^nes de 128 bits, la
concatenation hm represente 16 nombres de 16 bits, qui peuvent e^tre vus comme
les elements de ZZ=pZZ de 0 a p   2. Ainsi, hm peut e^tre vu comme un element
de (ZZ=pZZ)16.
Inversement, un element de ZZ=pZZ considere comme un entier compris entre
0 et p   1 peut e^tre pris modulo 216 et representer une cha^ne de 16 bits. On
denit ainsi f(h;m) comme etant (Rec FT2 Rec)(hm)[8; 15] pris modulo 216
ou l'on denit x[i; j] comme etant la sous-suite de x du i-ieme element jusqu'au
j-ieme. L'irreversibilite est obtenue par l'oubli de (Rec FT2 Rec)(hm)[0; 7].
On denit :
A(m) = h0m
B(m) = Rec(A(m))
C(m) = FT2(B(m))
D(m) = Rec(C(m))
Donc, f(h0;m) est la cha^ne des 8 derniers nombres de D(m) pris modulo 2
16.
5.1.2 Fonctions internes
Fonction Rec
Si les xi sont dans ZZ=pZZ pour i = 0; : : : ; 15, on denit y 3 = x13, y 2 = x14, et
y 1 = x15, puis :
yi = xi + y

i 1y

i 2 + yi 3 + 2
i (5.1)
ou l'operation  est denie ainsi : si y = 0, on pose y = 1, et sinon, y = y. On
pose alors :
Rec(x0; : : : ; x15) = y0; : : : ; y15
Ceci denit entierement Rec.
Fonction FT2
Si les xi sont dans ZZ=pZZ pour i = 0; : : : ; 7, on denit :
yj =
7X
i=0
!ijxi
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ou ! = 24. On pose ensuite FT (x0; : : : ; x7) = y0; : : : ; y7. Cela denit une bijection
lineaire FT .
Si les xi sont dans ZZ=pZZ pour i = 0; : : : ; 15, on denit :
y0; y2; : : : ; y14 = FT (x0; x2; : : : ; x14)
y1; y3; : : : ; y15 = FT (x1; x3; : : : ; x15)
On denit ensuite FT2(x0; : : : ; x15) = y0; : : : ; y15. Cela denit entierement FT2.
On note que c'est une bijection lineaire.
5.1.3 Graphe de la fonction de compression
Le graphe de la fonction de compression de FFT Hash II peut donc se representer
comme le graphe G de la gure 5.1. Le rang des are^tes est 1 et la base est p. Les
entrees de la constante h0 correspondent a des sommets de rang 0. Les fonctions
denies par l'equation (5.1) dans la fonction Rec correspondent a des bo^tes de
rang 4. Les deux fonctions lineaires FT se contractent en deux sommets de rang
8. Les sommets de rang 1 sont des sommets d'entree/sortie ou des sommets de
repetition. On a donc une fonction de x [ y dans z [ t.
5.2 Principe de l'attaque
5.2.1 Remarques de base
On constate tout d'abord que l'on peut considerer le graphe de la gure 5.1 comme
une fonction de x[y dans z[r. Ces deux fonctions admettent simultanement des
collisions car il y a correspondance bijective entre z [ t et z [ r. On considere par
la suite le graphe d'equation G0 obtenu en xant les valeurs de r. Des solutions
de G0 donnant le me^me z fournissent donc des collisions pour la fonction de
compression.
On verra que l'on peut eectuer le groupement illustre sur la gure 5.1.
La forme quadratique sur ce groupement donne le rang 16. Ce groupement se
contracte donc en un sommet de rang 16.
A ce niveau d'observations, le graphe G0 se contracte en le graphe illustre sur
la gure 5.2. La derniere observation consiste a remarquer que l'on obtient une
fonction de y dans z : il existe un algorithme lineaire qui resout le graphe ou y est
xe avec complexite logarithmique 0. Une collision pour cette fonction fournissant
une collision pour la fonction de compression, il sut d'appliquer l'algorithme du
paradoxe des anniversaires (de complexite 224 ici).
Tout ce qu'il y a a demontrer est la validite du groupement eectue.
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D
C
B
A
x y
r
z t
0
1
1
4
1
8
Figure 5.1 : Fonction de compression de FFT Hash II.
5.2. PRINCIPE DE L'ATTAQUE 61
x y
r
z
0
1
1
4
1
16
Figure 5.2 : Fonction de compression contractee.
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5.2.2 Justication du groupement
On suppose connus A(m)[0; 7] (la constante h0), A(m)[13; 15] (ensemble y de la
gure 5.2) et C(m)[11; 15] (ensemble r de la gure). On cherche a resoudre le
circuit.
On peut commencer le calcul normal en obtenant B(m)[0; 7]. A ce point, on
conna^t 16 entrees du groupement. On note A(m)[13; 15] = abc et B(m)[0; 7] = g.
Si l'on note y = B(m)[8; 15], l'equation C(m)[11; 15] = r equivaut a :
FT2(gy)[11; 15] = r (A)
Cette equation est lineaire en y. Dans le paragraphe 5.3.1, on montre que l'on a
un vecteur v calculable a partir de abc, g et r et trois vecteurs up, ui, et u
0
p tels
que l'on a :
(A)() 9; 0;  y = v + up + 0u0p + ui
Donc, le systeme du groupement :8><>:
m[5; 7] = abc
B(m)[0; 7] = g
C(m)[11; 15] = r
entra^ne : 8>>><>>>:
y = v + up + 
0u0p + ui
y13 = a+ y

12y

11 + y10 + 2
13
y14 = b+ y

13y

12 + y11 + 2
14
y15 = c+ y

14y

13 + y12 + 2
15
: (B)
En substituant la valeur de y donnee par la premiere equation dans les autres,
on obtient 3 equations a trois inconnues , 0 et . Dans le paragraphe 5.3.2, on
montre que ceci peut e^tre reduit a une equation du second degre. On obtient ainsi
une, 0 ou 2 solutions y en negligeant les cas degeneres, ce qui fait en moyenne
une unique solution.
La complexite de la resolution obtenue justiera le groupement dans le graphe
de la gure 5.2.
5.3 Detail de l'attaque
5.3.1 Resolution de (A)
La fonction x 7 ! FT2(x)[11; 15] est lineaire de rang 5, donc a un noyau de
dimension 3. On pose :
u = ( 0 0 0 0 4081 256 1 61681 )
u0 = ( 0 0 0 0 65521 4352 1 0 )
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On remarque que :
FT (u) = ( 482 56863 8160 57887 7682 0 0 0 )
FT (u0) = ( 4337 61202 65503 544 61170 3855 0 0 )
On denit l'operation  qui entrelace les vecteurs par :
(x0; : : : ; x7) (y0; : : : ; y7) = (x0; y0; : : : ; x7; y7)
On a FT2(x y) = FT (x) FT (y). Donc, on peut denir :
up = u 0
ui = 0 u
u0p = u
0  0
soit :
up = (0; 0; 0; 0; 0; 0; 0; 0 4081; 0; 256; 0; 1; 0; 61681; 0)
ui = (0; 0; 0; 0; 0; 0; 0; 0 0; 4081; 0; 256; 0; 1; 0; 61681)
u0p = (0; 0; 0; 0; 0; 0; 0; 0 65521; 0; 4352; 0; 1; 0; 0; 0)
de maniere a avoir une base du noyau de x 7 ! FT2(x)[11; 15].
Si M represente la matrice de FT , on la decompose en blocs de 4 lignes et 4
colonnes :
M =
 
M11 M12
M21 M22
!
Si x et y sont deux vecteurs de (ZZ=pZZ)4, on a :
FT (xy)[4; 7] = 0() y =  M 122 M21x
Soit donc :
N =  M 122 M21 =
0BBB@
65281 4335 289 61170
3823 8992 53012 65248
8447 61748 56545 4335
4369 57090 3823 256
1CCCA
Si x et y sont maintenant des vecteurs de (ZZ=pZZ)8, on a :
FT2(xy)[8; 15] = 0() y = Nxp Nxi
ou l'on note x = xp  xi. On pose g = xp  xi. On choisit un vecteur r0 de 8
scalaires tel que r = FT2(0r0)[11; 15]. On denit alors le vecteur v par :
v = g(Nxp Nxi + r)
Ainsi, v est un vecteur qui commence par g, et qui est tel que FT2(v) nisse par
le vecteur r.
On a donc :
(A)() 9; 0;  y = v + up + 0u0p + ui
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5.3.2 Resolution de (B)
Si aucun yi (i = 11; 12; 13; 14) n'est egal a 0 (ce qui se produit le plus souvent,
on pourra le tester a la n de la resolution pour rejeter les y qui ne verient pas
cette condition), les yi valent yi. Donc, le systeme :8>>><>>>:
y = v + up + 
0u0p + ui
y13 = a+ y

12y

11 + y10 + 2
13
y14 = b+ y

13y

12 + y11 + 2
14
y15 = c+ y

14y

13 + y12 + 2
15
est equivalent a :
v13 +  = a+ (v12 + + 
0)(v11 + 256) + v10 + 256+ 43520 + 213
v14 + 61681 = b+ (v13 + )(v12 + + 
0) + (v11 + 256) + 214
v15 + 61681 = c+ (v14 + 61681)(v13 + ) + (v12 + + 
0) + 215
:
On denit :
a0 = a+ v12v11 + v10 + 213   v13
b0 = b+ v13v12 + v11 + 214   v14
c0 = c+ v14v13 + v12 + 215   v15
Le systeme (B) est equivalent a :0B@ v11 + 256+ 256 v11 + 256+ 4352 a
0   (1  256v12)
v13 +   61681 v13 +  b0 + (256 + v12)
61681 (v13 + ) + 1 1 c
0   (61681  v14)
1CA
0B@ 0
1
1CA = 0
Ceci est un systeme lineaire aux inconnues  et 0. Il ne peut admettre de solutions
que lorsque le determinant est nul. Cette condition est susante sauf pour un
nombre negligeable de cas.
Le determinant est un polyno^me en  de degre a priori 3. Cependant, le
coecient de 3 est le determinant de la matrice suivante :0B@ 256 256 (1  256v12)1 1  (256 + v12)
61681 0 (61681  v14)
1CA
qui est nul, car la premiere ligne est multiple de la seconde.
Le coecient de 2 est non nul sauf dans un cas sur p. Donc, sauf dans un
nombre negligeable de cas,  doit e^tre solution d'une equation du second degre.
On remarque que le discriminant de cette equation est un carre environ une fois
sur deux. On a donc 0 ou 2 valeurs de  solutions en general.
Pour chaque , on a une unique solution (; 0) au systeme lineaire (sauf un
nombre negligeable de cas). Pour chaque (; 0; ), on peut calculer y solution du
systeme (B), puis le message m. On a donc 0 ou 2 solutions m, avec une moyenne
de 1.
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5.3.3 Reduction de la fonction FFT Hash II
En utilisant les resultats des paragraphes 5.3.1 et 5.3.2, on a une pseudo-fonction
fr qui a abc associe un ensemble de D(m)[8; 10] correspondant a des m tels
que m[5; 7] = abc et C(m)[11; 15] = r. Le temps de calcul de cette fonction est
comparable a celui de FFT Hash II. De plus, la moyenne du cardinal de l'ensemble
fr(abc) est 1, d'ou le qualicatif de \pseudo-fonction".
La fonction fr est une reduction de FFT Hash II dans le sens qu'une collision
pour fr donne une collision pour FFT Hash II. En utilisant le paradoxe des
anniversaires pour fr, on peut donc trouver une collision en un temps de l'ordre
de 224 operations.
On peut egalement utiliser fr pour inverser FFT Hash II. Si l'on cherche m
tel que D(m)[8; 15] = h, on peut calculer r = Rec 1(h)[11; 15] et chercher abc
tel que h[0; 2] 2 fr(abc). Ceci fournit une solution m. Le temps de calcul est de
l'ordre de 248 operations.
Avec cette attaque, on a trouve deux collisions en 24 heures de travail sur une
station de travail SUN4. Avec le choix :
r = 5726 17fc b115 c5c0 a631
on a trouve :
f(h0; 17b3 2755 4e52 b915 2218 1948 00a8 0002) =
f(h0; 9c70 504e 834c b15c f404 94e2 02a7 0002) =
0851 393d 37c9 66e3 d809 d806 5e8c 05b8
et :
f(h0; 8ccc 23a4 086d fbb9 85f4 70b2 029e 0002) =
f(h0; 9d53 45ae 3286 ada7 8c77 9877 02b4 0002) =
10e5 49f5 9df0 d91b 0450 afcc fba4 2063
Conclusion
On a mis en evidence des faiblesses de FFT Hash II qui ont permis de trouver
des collisions : d'une part, le debut du calcul de f(h;m) depend de trop peu
d'informations sur m, puisque B(m)[0; 7] est une fonction des trois derniers co-
ecients de m seulement. D'autre part, le resultat de f(h;m) permet d'obtenir
trop d'informations dans les calculs intermediaires, puisque D(m)[8; 15] permet
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de calculer C(m)[11; 15]. Comme le lien entre B(m) et C(m) est lineaire, on a
une attaque possible.
On note que ces defauts etaient deja presents dans FFT Hashing, mais condui-
saient a une attaque moins facile. La faiblesse fondamentale de FFT Hash II est
donc de reposer sur un mauvais graphe de calcul.
L'attaque presentee illustre la technique de contraction de graphe dans l'analyse
des graphes interpretes. Elle montre que de bons graphes doivent posseder des
bo^tes de calcul sans structure commune, interdisant ainsi la contraction.
Chapitre 6
Etude d'une fonction de hachage
Dans ce chapitre, on etudie la securite d'une nouvelle famille de fonctions de
compression gk;s dependant de deux parametres k et s decrites uniquement par
leur graphe de calcul. Ceci a ete propose dans [26, 73], resultat d'un travail
en commun avec Claus Schnorr qui faisait suite aux propositions des fonctions
FFT Hashing (voir le chapitre 5) [24, 25]. Ces nouvelles fonctions reprennent des
idees des precedentes, comme le graphe de la transformee de Fourier rapide et
l'irreversibilite par l'oubli, et presentent la nouvelle notion de multipermutation
qui sera etudiee au chapitre 8 et dont la necessite sera justiee dans le chapitre
7.
Une fonction de compression gk;s admet deux entrees h et m dont une (h)
est un resultat deja compresse (ou une valeur initiale) et une sortie h0. Elle est
supposee satisfaire les criteres suivants :
 (probleme de l'inversion) etant donnes h et h0, il est dicile de trouver m
tel que g(h;m) = h0 ;
 (probleme de collisions cible) etant donnes h et h0, il est dicile de trouver
m et m0 tels que g(h;m) = g(h0;m0).
6.1 Description de gk;s
On decrit la fonction de compression gk;s associee aux parametres k et s. Elle
se decrit par un graphe de calcul Gk;s. Toutes les are^tes ont le me^me domaine
D et tous les sommets ont pour rang 2. Ils representent une classe de bo^tes
particuliere : les multipermutations (voir chapitre 8). La fonction de compression
admet 2k entrees et 2k 1 sorties dans D.
De maniere informelle, Gk;s est le graphe de la transformee de Fourier rapide
de 2k 1 sommets generalisee a s + 1 couches au lieu de se limiter a k couches.
Les sommets de la premiere couche admettent deux entrees, et les sommets de la
derniere couche admettent une seule sortie (l'\autre" est oubliee).
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0 1 2 3 4 5 6 7
0
1
2
3
4
Figure 6.1 : La fonction de compression g4;4.
Les sommets du graphe sont regroupes en couches de la couche i = 0 jusqu'a la
couche i = s. Chaque couche i contient 2k 1 sommets vi;0; : : : ; vi;2k 1 1. Chaque
sommet vi;j est lie a deux sommets de la couche i  1 (sauf pour i = 0) et deux
sommets de la couche i+ 1 (sauf pour i = s) qui sont vi+1;j et vi+1;j2i mod k 1 , ou
 represente le ou-exclusif bit-a-bit.
Les sommets de la couche i = 0 ont deux entrees et les sommets de la couche
i = s ont une sortie. Les valeurs h et m sont scindees en 2k 1 valeurs mises en
vis-a-vis pour entrer dans le graphe : chaque entree prend une valeur de h et une
valeur de m.
La gure 6.1 represente la fonction g4;4. Le probleme d'inversion de g4;4 cor-
respond exactement au graphe d'equation de la gure 4.2.
La famille de fonction de compression proposee pour un domaine D est l'en-
semble de toutes les fonctions g4;4 pour chaque jeu de multipermutations possible.
La complexite logarithmique du probleme de l'inversion par recherche exhaus-
tive est 2k 1. Celle du probleme des collisions cible par le paradoxe des anniver-
saires est 2k 2.
Initialement, cette famille a ete proposee pour un domaine de 216 elements.
Pour avoir des parametres comparables a ceux des autres fonctions, soit une
complexite de l'ordre de 264, le choix k = 4 s'impose. Le probleme est la recherche
de s pour avoir une securite susante.
La resolution illustree sur la gure 4.3, de complexite 5, montre que l'on peut
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trouver des collisions avec une complexite theorique de (216)5 = 280. Une attaque
de type anniversaire a une complexite sensiblement egale a la racine carree de ce
nombre1, le choix s = 4 est donc insusant.
On cherche, dans ce chapitre, a estimer la complexite du probleme d'inversion
de gk;s vis-a-vis des classes d'algorithmes L0(./; ) et A0(./; ) denies au chapitre
3. On utilise la methode de l'etude spectrale de la forme quadratique du reseau
presentee au chapitre 4 et une methode adaptee aux graphes symetriques. On
obtiendra des bornes inferieures pour la complexite. Une methode directe, adaptee
aux graphes utilises, fournira des bornes superieures.
6.2 Recherche de points xes
La fonction de compression gk;s repose sur une permutation fk;s : si l'on note
fk;s(h;m) = (h
0; h00), la partie h00 est \oubliee". gk;s est donc la composition d'une
permutation supposee realiser de bonnes diusions et confusions avec une fonction
de troncature.
Dans cette partie, on etudie le probleme de recherche de points xes pour
la permutation fk;s. La complexite logarithmique, par une recherche exhaustive,
est 2k. Ce probleme presente l'avantage de posseder un graphe symetrique. Il
n'est pas lie directement a la securite de la fonction de compression, mais une
manipulation permettra d'exploiter les resultats de cette etude.
6.2.1 Etude spectrale
Dans la suite, on utilise une numerotation des sommets plus agreable dans les
calculs (mais moins dans les representations graphiques). Pour eviter les confu-
sions, on notera les sommets wi;j avec la nouvelle numerotation. On suppose que
le sommet wi;j est lie aux sommets wi+1;2j mod 2k 1 et wi+1;2j+1 mod 2k 1 . Il est facile
de voir le lien entre les deux numerotations :
vi;j = wi;Ri(rev(j))
ou R est la rotation circulaire d'un bit vers la gauche dans une numerotation
binaire de j (R(bk 2:2k 2 + : : : + b0) = bk 3:2k 2 + : : : + bk 2) et rev(j) est la
cha^ne renversee des bits de j (rev(bk 2:2k 2 + : : : + b0) = b0:2k 2 + : : : + bk 2).
Ceci provient du fait que f2j mod 2k 1; 2j + 1 mod 2k 1g = fR(j); R(j)  1g et
que 2i mod k 1 = Ri(1).
1en fait, la me^me attaque adaptee au probleme de recherche de collisions cible a une com-
plexite logarithmique de 3, soit 248.
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On note
A =
0BBBBBBBBBBBBBBB@
1 1 0 0    0 0
0 0 1 1    0 0
...
...
...
...
. . .
...
...
0 0 0 0    1 1
1 1 0 0    0 0
0 0 1 1    0 0
...
...
...
...
. . .
...
...
0 0 0 0    1 1
1CCCCCCCCCCCCCCCA
la matrice de type 2k 12k 1 qui represente la matrice de transition d'une couche
a l'autre dans la numerotation des wi;j. On note
Hk;s =
0BBBBBBB@
0 A 0    0
tA 0 A    0
0 tA 0    0
...
...
...
. . .
...
0 0 0    0
1CCCCCCCA
la matrice de type (s+ 1):2k 1  (s+ 1):2k 1 d'adjacence du graphe de gk;s2.
Dans la suite, on etudie une matrice legerement dierente :
H 0k;s =
0BBBBBBB@
0 A 0    tA
tA 0 A    0
0 tA 0    0
...
...
...
. . .
...
A 0 0    0
1CCCCCCCA
de type (s+1):2k 1 (s+1):2k 1. Si I represente la matrice identite, 2I   1
2
H 0k;s
represente le graphe d'equation G0k;s du probleme de recherche de point xe.
Dans la suite, on note f le vecteur de taille 2
k 1 dont la (i + 1)-ieme coor-
donnee est ( 1)i, ou   i represente le produit scalaire de  et i vus comme des
vecteurs de bits correspondant a leur numeration binaire.   i est aussi le poids
de Hamming du et bit-a-bit de  et i.
Lemme 1. Pour tout m, M , n et j entiers, on pose q = e
2in
s+1 et on note
Vn;m;M;j =
s
2
(s+ 1):2k 1:(m+ 1)
0BBBB@
U
q:U
...
qs:U
1CCCCA
2la notation tA represente la matrice transposee de A.
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ou
U =
mX
`=1
q ` sin
j`
m+ 1
:fM:2` 1 :
Une base orthonormale de vecteurs propres de H 0k;s est constituee de deux types
de vecteurs :
1. pour chaque n = 0; : : : ; s, le vecteur Vn;1;0;1 correspondant a la valeur propre
4 cos 2n
s+1
(dans le vecteur Vn;1;0;1, U est le vecteur dont toutes les coor-
donnees sont identiques) ;
2. pour chaque n = 0; : : : ; s, chaque m = 1; : : : ; k   1, chaque j = 1; : : : ;m et
chaque entier impair M compris entre 2k m 1 et 2k m, le vecteur Vn;m;M;j
correspondant a la valeur propre 4 cos j
m+1
, avec pour multiplicite l'entier
(s+ 1)d2k m 2e.
Preuve. Pour chaque n = 0; : : : ; s, posons q = e
2in
s+1 . On remarque que pour tout
vecteur X de taille 2k 1, si l'on note
Xq =
0BBBB@
X
q:X
...
qs:X
1CCCCA
on a
(qA+ qtA):X = X () H 0k;s:Xq = Xq:
Ceci reduit donc l'etude de Hk;s a celle des matrices qA+ q
tA.
On remarque les egalites suivantes :
A:f =
(
0 si  impair
2f
2
si  pair
tA:f =
(
0 si   2k 2
2f2 si  < 2
k 2:
Donc, il est utile d'ordonner la base des f suivant le \motif" de  : tout entier 
non nul s'ecrit 2iM ou M est un entier impair que l'on appelle motif de . Si M
est un motif de k m 2 bits, sur les vecteurs fM ; : : : ; f2m 1M , l'eet de qA+ qtA
est celui de la matrice 0BBBBBBBBB@
0 2q 0    0 0
2q 0 2q    0 0
0 2q 0    0 0
...
...
...
. . .
...
...
0 0 0    0 2q
0 0 0    2q 0
1CCCCCCCCCA
:
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Il est bien connu que les vecteurs propres de cette matrice sont, pour j = 1; : : : ;m,
les vecteurs dont le `-ieme element est q` sin j`
m+1
. On obtient ainsi les vecteurs de
deuxieme type.
Pour  = 0, f0 est deja vecteur propre. On obtient les vecteurs de premier
type. ut
Ceci permet d'enoncer le lemme suivant :
Lemme 2. On a
2(G
0
k;s) =
(
4 sin2 
2k
si s + 1 < 2k
4 sin2 
s+1
si s + 1  2k:
On en deduit, gra^ce aux theoremes 3 et 2 les bornes inferieures suivantes pour
k = 4 :
s 3 4 5 6 7
pC[L0(G 04;s ; ./; )] 5 6 8 9 10
pC[A0(G 04;s ; ./; )] 5 6 7 8 9
Theoreme 3. Pour s = 2k   3, on a
pC[L0(G 0k;2k 3; ./; )] 
 
(k  1) sin2 2k
!
2k
et
pC[A0(G 0k;2k 3; ./; )] 
 8(k  1)
9 sin
2 
2k
!
2k:
L'etude spectrale n'est donc pas assez ne pour pouvoir conclure une complexite
egale a 2k. On a les bornes inferieures suivantes :
k 2 3 4 5 6
pC[L0(G 0k;2k 3; ./; )] 2 4 8 13 22
pC[A0(G 0k;2k 3; ./; )] 2 4 7 11 20
6.2.2 Utilisation des symetries
Le probleme des graphes d'expansion est traite de maniere speciale dans le cas des
graphes fortement symetriques. De tels graphes, comme les graphes de Cayley,
sont en general issus de la theorie des groupes. Les problemes algorithmiques
poses sur les groupes debouchent rapidement sur des problemes d'expansion. On
utilise le theoreme suivant (sous une nouvelle formulation), du^ a Laszlo Babai et
Mario Szegedy [77] :
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Theoreme 4. Si G est un graphe d'equation localement reversible, transitif pour
les are^tes, si d est la moyenne harmonique du degre de ses n sommets et si  est
la moyenne de la distance entre deux sommets, pour tout ensemble de sommets
A de cardinal c, on a
G(A)  d
2
c

1  c
n

:
On rappelle que la moyenne harmonique de a et b est 2
1=a+1=b
. La transitivite au
sens des are^tes signie que pour deux are^tes quelconques, il existe un automor-
phisme du graphe qui transforme l'une en l'autre.
Un corollaire analogue aux theoremes 3 et 2 est :
Corollaire 5. Avec les notations du theoreme 4, on a
pC[L0(G; ./; )]  d8Card(V) et pC[A
0(G; ./; )]  d9Card(V):
Ce resultat s'applique directement au graphe G0k;s :
Lemme 6. Pour s  k   1, G0k;s est transitif au sens des are^tes.
Preuve. On montre tout d'abord que G0k;s est transitif au sens des sommets : pour
envoyer le sommet w0;0 sur wa;b, on utilise
 : wi;j 7! wi+a mod s+1;jRi(b):
On montre facilement que  est un automorphisme.
Il ne reste plus qu'a montrer qu'il est possible d'envoyer l'are^te fw0;0; w1;0g
sur l'are^te fw0;0; w1;1g par un automorphisme. Pour cela, on montre que
(wi;j) =
(
wi;j2i 1 si 0 < i  k  1
wi;j sinon
denit un tel automorphisme. ut
On note que dans le cas s = k   2, le graphe n'est pas transitif au sens des
are^tes en general. Dans le cas ou k est pair par exemple, le nombre de couches
du graphe est impair, et un cycle de longueur s + 1 passe necessairement par
chaque couche. On remarque que fw0;0; w1;0g est bien dans un tel cycle, mais pas
fw0;0; w1;1g.
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On peut majorer la distance moyenne du graphe par son diametre, plus facile
a calculer.
Lemme 7. Dans le graphe G0k;s, le diametre est :
2k   2  d s+1
2
e si k  2  s  4k 7
3
s+ 1 si 4k 7
3
 s  2k  3
2k   2 si 2k  3  s  4k  5
b s+1
2
c si 4k  5  s
Preuve. Le graphe etant transitif au sens des sommets (dans tous les cas), il sut
d'etudier le plus court chemin de w0;0 aux autres sommets.
On note que wi;j est lie a wi+1;R(j) et a wi+1;R(j)1. Donc, pour se rendre de
w0;0 a wi;j, il faut modier un certain nombre de bits pour obtenir la \forme" de
j, puis se rendre sur la couche i. Ainsi, le sommet le plus eloigne de w0;0 est de la
forme wi;2k 1 1 : Tout chemin allant de l'un a l'autre doit traverser k  1 couches
consecutives et se rendre a la couche i.
Dans le cas 3(s+1)
4
 k  1  s+1, le sommet le plus eloigne est sur la couche
d s+1
2
e. La distance est k   1 +

k   1  d s+1
2
e

.
Dans le cas s+1
2
 k   1  3(s+1)
4
, le sommet le plus eloigne est sur la couche
0 et la distance est s+ 1.
Dans le cas s+1
4
 k   1  s+1
2
, le sommet le plus eloigne est sur la couche 0
et la distance est 2(k   1).
Dans le cas k   1  s+1
4
, le sommet le plus eloigne est sur la couche b s+1
2
c et
la distance est b s+1
2
c. ut
Dans le cas s = 2k  3 par exemple, on en deduit pC[L0(G 0k;2k 3; ./; )]  142k
au lieu du 2k espere, mais on peut chercher une estimation plus ne de . Cela
permet d'obtenir un coecient de 1
3
au lieu de 1
4
.
On note C(j) la longueur de la plus grande suite de bits nuls de j, c'est-a-dire
le maximum de ` tel qu'il existe des entiers a, b et c tels que j = a + 2b+`c avec
a < 2b et b+ `  k   1.
Lemme 8. Si vi;j est un sommet de G
0
k;2k 3, la distance de v0;0 a vi;j est
d(v0;0; vi;j) =
8<: 2(k   1)  i  2C

b j
2i
c

si i  k  1
i  2C

j mod 2i k+1

si i > k  1:
Preuve. Les deux cas etant symetriques, on se contente d'etudier le cas i  k 1.
Le plus court chemin entre v0;0 et vi;j passe par les couches 0; : : : ; i  1. Donc,
pour changer les bits a 1 de j correspondant a ces positions, il n'est pas necessaire
de passer par des couches supplementaires. Par contre, la partie b j
2i
c impose
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certains detours dans le chemin. Le detour peut se faire en traversant les couches
s; s  1; : : : ; s  k + i+ 1 ou les couches i; i+ 1; : : : ; k   1.
Il est facile de voir que le plus court detour correspond a celui qui evite de
parcourir une suite de couches qui correspond a la plus grande liste de bits nuls
de b j
2i
c. La distance est ainsi
i+ 2

k   1  i  C

b j
2i
c

:
ut
Ce lemme permet d'obtenir la formule
 =
3
2
(k   1) + Ck 1
k   1  
2
k   1
k 1X
i=1
Ci
ou Ci est la moyenne de C(j) pour des entiers j de i bits (entre 0 et 2
i   1). Les
premieres valeurs de Ci sont :
C0 = 0
C1 = 1=2
C2 = 4=4
C3 = 11=8
C4 = 27=16
C5 = 62=32
Ceci permet de calculer la distance moyenne dans G0k;2k 3 pour les petites valeurs
de k et d'en deduire les bornes inferieures de complexite :
k 2 3 4 5 6
(G0k;2k 3) 1 2 73/24 265/64 423/80
pC[L0(G 0k;2k 3; ./; )] 2 4 8 16 31
pC[A0(G 0k;2k 3; ./; )] 2 4 8 14 27
On constate que  n'est pas beaucoup plus grand que 3
2
(k 1) car Cj est petit.
En eet, on a
Ci =
iX
j=1
Prob[C(x)  j]
mais on a Prob[C(x)  j]  j
2i
, donc
Ci  j0 +
iX
j=j0+1
j
2i
 j0 + i
2j0
  i
2i
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donc, en prenant j0 = log2 i, on a Ci  log2 i + 1. Ceci montre que la distance
moyenne est equivalente a 3
2
(k   1).
On a donc
Theoreme 9.
pC[L0(G 0k;2k 3; ./; )] 
1
3 2
k
et
pC[A0(G 0k;2k 3; ./; )] 
8
272
k:
6.2.3 Bilan
Le tableau suivant recapitule les bornes inferieures obtenues pour la complexite
pC[L0(G 0k;2k 3; ./; )] et leurs equivalents asymptotiques suivant les dierentes
methodes :
k 2 3 4 5 6 asymptote
Analyse spectrale 2 4 8 13 22 (2=4k)2k(1 + o(1))
Utilisation des symetries 2 4 8 14 27 (1=3)2k(1 + o(1))
En rappelant que 2k est une borne superieure, ceci prouve
pC[L0(G 0k;2k 3; ./; )] = (2k)
quand k tend vers +1.
6.3 Inversion de gk;s
Dans cette partie, on etudie la complexite du graphe Gk;s qui modelise l'inversion
de gk;s. La complexite logarithmique, par recherche exhaustive, est 2
k 1. Une
borne superieure plus precise, qui sera developpee plus loin, est 2k 2 + 2s k pour
k   1  s  2(k   1).
6.3.1 Etude spectrale
On note la matrice de taille (s+ 1):2k 1  (s+ 1):2k 1
Gk;s =
0BBBBBBBBB@
I  1
2
A 0    0 0
 1
2
tA 2I  1
2
A    0 0
0  1
2
tA 2I    0 0
...
...
...
. . .
...
...
0 0 0    2I  1
2
A
0 0 0     1
2
tA I
1CCCCCCCCCA
ou A est la me^me matrice que dans l'etude des points xes.
6.3. INVERSION DE GK;S 77
Lemme 1. Pour s  k, les valeurs propres de Gk;s sont de la forme
4 sin2
j
2(s+ 1)
4 sin2
 + 2j
2(2i+ 1)
pour i = 1; : : : ; k   1
4 sin2
j
2(i+ 1)
pour i = 1; : : : ; k   1
et tout entier j.
Preuve. Dans la base des vecteurs de la forme0BBBBBBBBBBBB@
0
...
0
f
0
...
0
1CCCCCCCCCCCCA
ordonnee suivant les motifs de , la matrice Gk;s s'ecrit de la me^me maniere en
remplacant la matrice 1
2
A par
A0 =
0BBBB@
1 0    0
0 J(M1)    0
...
...
. . . 0
0 0    J(Mn)
1CCCCA
ou M1; : : : ;Mn est la liste des motifs (les entiers impairs) et J(M) est, pour un
motif M de k  m  2 bits, la matrice Jm de taille mm
Jm =
0BBBBBBBBB@
0 0 0    0 0
1 0 0    0 0
0 1 0    0 0
...
...
...
. . .
...
...
0 0 0    0 0
0 0 0    1 0
1CCCCCCCCCA
:
Donc, pour etudier les valeurs propres deGk;s, il sut d'etudier celles des matrices
de taille (s+ 1):m (s+ 1):m
Gs(J) =
0BBBBBBBBB@
I  J 0    0 0
 tJ 2I  J    0 0
0  tJ 2I    0 0
...
...
...
. . .
...
...
0 0 0    2I  J
0 0 0     tJ I
1CCCCCCCCCA
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ou J est une matrice de taille mm qui est Jm ou la valeur 1.
Soit  une valeur propre de Gs(J) et X un vecteur propre associe. On note
X =
0BB@
X0
...
Xs
1CCA :
Dans le cas J = 1, en convenant X 1 = X0 et Xs = Xs+1, la suite des Xi
verie la relation de recurrence
Xi+1 = (2  ):Xi  Xi 1:
Les valeurs propres deGk;s etant comprises entre 0 et 4, on peut poser  = 4 sin
2 
2
.
Dans la suite, on note z = ei une racine complexe de z2   (2  )z + 1 (l'autre
racine est z). Il existe  et  non nuls tels que
Xi = z
i+1 + zi+1:
Des relations X 1 = X0 et Xs = Xs+1 on deduit (1  z)zs+1 (1  z)zs+11  z 1  z
 = 0
donc z2(s+1) = 1. On en deduit que la liste des valeurs propres de Gs(1) est la
liste des 4 sin2 j
2(s+1)
.
Dans le cas J = Jm, avec les me^mes notations, on montre facilement que la
suite Xi (solution formelle de Gs(Jm)X = X) verie une relation de recurrence
Xi = Di:Jm:Xi+1 ou Di est une matrice diagonale. Notons d
1
i ; : : : ; d
m
i les coe-
cients diagonaux de Di. Les di sont des fractions rationnelles en . La relation
X0   Jm:X1 = :X0 montre que les dj0 sont tous egaux a 11  . La relation
 tJm:Xi 1 + 2Xi   Jm:Xi+1 = Xi
montre la relation
Di = ((2  )Im   tJm:Di 1:Jm) 1:
Donc, on a
dji =
1
2    dj+1i 1
pour j < m et dmi =
1
2  . La derniere relation  tJm:Xs 1 + Xs = Xs montre
Xs = Ds:Jm:0 ou
Ds = ((1  )Im   tJm:Ds 1:Jm) 1
donc
djs =
1
1    dj+1s 1
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pour j < m et dms =
1
1  .
Ceci montre que les valeurs propres de Gs(Jm) sont les po^les des fractions
rationnelles dji . Les relations de recurrences sur les d
j
i montrent qu'il y a trois
types de fractions rationnelles que l'on notera Qi, Ri et Si pour i = 1; : : : ;m. On
a
dji =
8><>:
Qi+1 si i + j  m
Rm j+1 si i + j > m et i < s
Sm j+1 si i = s
avec
Q1 =
1
1   et Qi+1 =
1
2   Qi
R1 =
1
2   et Ri+1 =
1
2   Ri
S1 =
1
1   et Si+1 =
1
1   Ri :
On visualise le calcul des dji sur une matrice, i etant l'indice de ligne entre 0 et s
et j etant l'indice de colonne entre 1 et m :0BBBBBBBBBBBBBBBBB@
Q1 Q1    Q1 Q1
Q2 Q2    Q2 R1
Q3 Q3    R2 R1
...
... . .
. ...
...
Qm Rm 1    R2 R1
Rm Rm 1    R2 R1
...
...
...
...
Rm Rm 1    R2 R1
Sm Sm 1    S2 S1
1CCCCCCCCCCCCCCCCCA
:
Si l'on note Qdi , R
d
i et S
d
i les denominateurs de ces fractions rationnelles, elles
verient une relation de recurrence. Par exemple, on a Qd0 = 1, Q
d
1 = 1   et
Qdi+1 = (2  )Qdi  Qdi 1:
Donc, on obtient
Qdi =
zi+1
z + 1
+
zi+1
z + 1
:
De me^me, on obtient
Rdi =
zi+2
z2   1 +
zi+2
z2   1
Sdi = Q
d
i :
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On a donc
Qdi =
cos

i+ 1
2


cos 
2
Rdi =
sin (i+ 1) 
sin 
:
Les racines de ces fonctions sont bien les valeurs annoncees dans le lemme. ut
Ceci permet d'enoncer le lemme suivant :
Lemme 2. On a
2(Gk;s) =
(
4 sin2 
2(2k 1) si k  s < 2k  1
4 sin2 
2(s+1)
si s  2k  1:
On en deduit, gra^ce au theoremes 3 et 2 :
Theoreme 3. Pour s = k, on a
pC[L0(Gk;k; ./; )] 
 
(k+1) sin2 4k   2
!
2k 1
et
pC[A0(Gk;k; ./; )] 
 8(k+1)
9 sin
2 
4k   2
!
2k 1:
L'etude spectrale n'est donc pas assez ne pour pouvoir conclure une complexite
au moins egale a 2k 2 + 1 dans le cas general. On note cependant les bornes
inferieures suivantes :
k 2 3 4 5 6
pC[L0(Gk;k; ./; )] 2 2 2 3 5
pC[A0(Gk;k; ./; )] 2 2 2 3 5
6.3.2 Liens avec G0k;s
Il n'est helas pas possible d'utiliser le theoreme 4 pour le graphe Gk;s, car il n'est
pas transitif pour les are^tes. On peut cependant utiliser l'analyse faite sur le
graphe G0k;s en reve^tant Gk;s sur celui-ci. Le reve^tement doit e^tre tel qu'un en-
semble de sommets se projette en un ensemble de cardinal voisin, et de complexite
voisine.
On propose ici un reve^tement dans le cas particulier ou s = k. On propose
de \voir" Gk;s comme deux parties de s   1 etages de 2k 2 sommets joints de
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maniere cyclique par la couche d'entree et la couche de sortie. Ainsi, etant donne
un sommet vi;j interne (c'est-a-dire tel que 0 < i < s) de Gk;s, on note
(vi;j) =
(
vi 1;j=2 si j est pair
v2s i 3 mod 2s 4;rev((j 1)=2) si j est impair
dans le graphe G0k 1;2s 5. Les sommets de la couche 0 et s sont ignores. On montre
que pour les sommets internes,  est un homomorphisme de graphe.
Cette reduction permet d'enoncer le theoreme suivant :
Theoreme 4. Pour k  3, on a
pC[L0(Gk;k; ./; )]  2
k 1
3
 
1 
 1
k  2
!2 
3+ 22k 2
2!
:
Preuve. Soit s = k. On note
Bj = fv0;j; v0;j1; v1;j; v1;j1g
et
Cj = fvs;j; vs;j1; vs 1;j; vs 1;j1g:
Si A est un ensemble de sommets de Gk;s, on dit que A verie la propriete P si
pour tout j, l'intersection Bj \A est ; ou Bj, et l'intersection Cj \A est ; ou Cj.
Si A verie la propriete P , les sommets non internes ne jouent aucun ro^le sur
le perimetre de A (l'ensemble des are^tes liant un sommet de A a un sommet hors
de A). Cela entra^ne que G0((A)) = G(A).
Il est facile d'encadrer le cardinal de (A) :
Card(A)  3:2k 1  Card ((A))  Card(A):
En utilisant le theoreme 4 et le calcul de la distance moyenne du theoreme 9, on
a
G(A)  4
3(k   2) Card ((A))
 
1  Card ((A))
(2s  4)2k 2
!
:
Dans une resolution lineaire, si A est l'ensemble des sommets resolus, on peut
transformer l'algorithme de resolution sans augmenter sa complexite. Si l'on joint
un sommet interne appartenant a un nouveau Bj ou Cj, on peut faire descendre
les trois autres sommets pour les joindre immediatement apres. Si l'on joint un
sommet non interne appartenant a un nouveau Bj ou Cj, on peut le faire remonter
jusqu'a ce qu'un autre sommet du me^me ensemble soit joint juste apres, et faire
redescendre les autres sommets du me^me ensemble a ce niveau.
Un algorithme optimal dans L0(Gk;s ; ./; ) est donc tel qu'au moins une fois
sur quatre jointures successives, A verie la propriete P . Donc, on a au moins un
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A veriant la propriete P de cardinal proche de (2s 4)2
k 2
2
d'au moins 2 + 3:2k 2.
Ainsi, on a
pC[L0(Gk;k; ./; )]  43(k   2)c
 
1  c
(2s  4)2k 2
!
avec c = (2s 4)2
k 2
2
 (2 + 3:2k 2) donc
pC[L0(Gk;k; ./; )]  2
k 1
3
 
1 
 1
s   2
!2 
3+ 22k 2
2!
:
On retrouve donc le coecient 1
3
. ut
Ce theoreme ne commence a donner des bornes inferieures non nulles qu'a
partir de k  6. On obtient notamment pC[L0(G6;6; ./; )]  5.
6.3.3 Bilan
Le tableau suivant recapitule les bornes inferieures obtenues pour la complexite
pC[L0(Gk;k; ./; )] et leurs equivalents asymptotiques suivant les dierentes methodes :
k 2 3 4 5 6 asymptote
Analyse spectrale 2 2 2 3 5 (2=16k)2k 1(1 + o(1))
Projection sur G0k 1;2k 5 0 0 0 0 5 (1=3)2
k 1(1 + o(1))
En rappelant que 2k 2 + 1 est une borne superieure, ceci prouve
pC[L0(Gk;k; ./; )] = (2k)
quand k tend vers +1.
6.4 Methode directe
Dans cette partie, on etudie le probleme de l'inversion de gk;s par une methode
directe, adaptee au graphe. Cette methode, due a Claus Schnorr, permet d'evaluer
precisement la complexite lineaire.
6.4.1 Bornes superieures
On a le theoreme suivant :
Theoreme 1. Pour k   1  s  2k   2, on a
pC[L0(Gk;s ; ./; )]  2k 2 + 2s k:
6.4. METHODE DIRECTE 83
Preuve. On montre dans un premier temps
pC[L0(Gk;k 1; ./; )]  2k 2:
On utilise l'ordre sur les sommets denit par
v0;0 < v0;1 < v0;2 <    < v0;2k 2 1 <
v1;0 < v1;1 < v1;2 <    < v1;2k 2 1 <
...
...
...
...
vk 1;0 < vk 1;1 < vk 1;2 <    < vk 1;2k 2 1 <
vk 1;2k 2 < vk 1;2k 2+1 < vk 1;2k 2+2 <    < vk 1;2k 1 1 <
...
...
...
...
v1;2k 2 < v1;2k 2+1 < v1;2k 2+2 <    < v1;2k 1 1 <
v0;2k 2 < v0;2k 2+1 < v0;2k 2+2 <    < v0;2k 1 1:
A la n de la premiere ligne, la complexite est a 2k 2. Ensuite, elle n'evolue pas
jusqu'a la derniere ligne ou elle diminue. On a donc un algorithme lineaire de
complexite 2k 2.
Cet algorithme peut s'etendre a Gk;s en visualisant ce graphe comme Gk;k 1
sur les premiers etages suivi d'un empilement de 22k 2 s graphes Gs k+2;s k+1 sur
les derniers etages. Au milieu de l'algorithme precedent, chacun de ces graphes
peut e^tre resolu successivement par la me^me methode. Soit Ci la cha^ne
vk 1;i2s k+1 < vk 1;i2s k+1+1 <    < vk 1;i2s k+1+2s k 1 <
vk;i2s k+1 < vk;i2s k+1+1 <    < vk;i2s k+1+2s k 1 <
...
...
...
vs;i2s k+1 < vs;i2s k+1+1 <    < vs;i2s k+1+2s k 1 <
vs;i2s k+1+2s k < vs;i2s k+1+2s k+1+1 <    < vs;i2s k+1+2s k+1 1 <
...
...
...
vk;i2s k+1+2s k < vk;i2s k+1+2s k+1+1 <    < vk;i2s k+1+2s k+1 1 <
vk 1;i2s k+1+2s k < vk 1;i2s k+1+2s k+1+1 <    < vk 1;i2s k+1+2s k+1 1
pour i = 0; : : : ; 22k 2 s   1. On utilise l'ordre suivant :
v0;0 < v0;1 <    < v0;2k 2 1 <
v1;0 < v1;1 <    < v1;2k 2 1 <
...
...
...
vk 2;0 < vk 2;1 <    < vk 2;2k 2 1 <
C0 < C1 <    < C22k 2 s 1 <
vk 2;2k 2 < vk 2;2k 2+1 <    < vk 2;2k 1 1 <
...
...
...
v1;2k 2 < v1;2k 2+1 <    < v1;2k 1 1 <
v0;2k 2 < v0;2k 2+1 <    < v0;2k 1 1:
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Cet algorithme de resolution consiste a inserer les resolutions successives des
graphes Gs k+2;s k+1 dans la resolution de Gk;k 1. Un exemple est illustre sur la
gure 4.3 dans le cas k = s = 4. ut
6.4.2 Bornes inferieures
Le probleme de la complexite lineaire dans Gk;k 1 peut e^tre traite comme un
probleme de ots. On a :
Lemme 2. Dans Gk;k 1, soit V0 l'ensemble des sommets v0;j. Pour toute fonction
s de V0 dans ZZ de valeur absolue inferieure a 2 et de somme nulle, il existe un
ot de source s, c'est-a-dire une fonction f de l'ensemble E des are^tes orientees
vers ZZ telle que :
f(v; w) =  f(w; v)
jf(v; w)j  1X
w
f(v; w) =
(
s(v) si v 2 V0
0 sinon:
Preuve. On denit le ot par recurrence sur chaque couche de telle sorte que le
ot provenant de la couche i 1 sur un sommet de la couche i soit equitablement
reparti sur les deux are^tes allant vers la couche i + 1. On obtient ainsi, pour
j = j0:2
i + j1 et j
0 = j ou j0 = j  2i
f(vi;j; vi+1;j0) =
1
2
:
1
2i
2i 1X
j2=0
s(v0;j0:2i+j2):
f etant completee par symetrie (f(v; w) =  f(w; v)), les deux premieres condi-
tions sont veriees. La troisieme est veriee par construction sur toutes les couches
sauf la derniere. Sur la derniere, elle est veriee gra^ce a la condition d'equilibre
sur s. ut
Voici une consequence de ce lemme :
Lemme 3. Dans le graphe Gk;k 1, soit A un ensemble de sommets et V0 l'en-
semble des sommets de la premiere couche. Si c = Card(A \ V0), on a
G(A)  2k 2   j2k 2   cj:
Preuve. En remplacant eventuellement A par V \A, comme G(V \A) = G(A), on
peut supposer c  2k 2. Soit A0 = A \ V0 et B0 une partie de V0 disjointe de A0
et de me^me cardinal. On denit
s(v0;j) =
8><>:
2 si v0;j 2 A0
 2 si v0;j 2 B0
0 sinon:
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On relie donc les sommets de A0 a une source et les sommets de B0 a un puits.
Le lemme precedent arme l'existence d'un ot de source s, donc de capacite
2c. Le theoreme de la coupure minimale et du ot maximum montre donc que
toute coupure du reseau est de capacite au moins 2c. Or, A est une coupure de
capacite egale a son perimetre, soit 2:G(A). On a donc G(A)  c. ut
Theoreme 4. On a :
pC[L0(Gk;k 1; ./; )] = 2k 2
pC[A0(Gk;k 1; ./; )]  2
3
2k 2
Preuve. Dans un terme representant un algorithme de resolution, tout sous-terme
denit une valeur c comme dans le lemme precedent.
Dans un algorithme lineaire, l'ensemble de ces valeurs c est l'intervalle de tous
les entiers de 0 a 2k 1. Le maximum de 2k 2 j2k 2  cj est atteint pour c = 2k 2
et vaut 2k 2. Donc, la complexite est au moins 2k 2. Comme ceci est aussi une
borne superieure, on a egalite.
Dans un algorithme arborescent, de me^me que dans la proposition 1, deux
valeurs de c consecutives c1 et c2 sont telles que c1  c2  2c1. Donc, on a
pC[A0(Gk;k 1; ./; )]  maxc mincc02c2
k 2   j2k 2   c0j
d'ou le resultat. ut
S'il est dicile d'adapter la methode des ots dans le cas general, on peut
toutefois le faire dans le cas du graphe Gk;2k 2.
Lemme 5. Dans Gk;2k 2, soit V0 l'ensemble des sommets v0;j et Vs l'ensemble
des sommets v2k 2;j. Pour toute fonction s de V0 [ Vs dans ZZ de valeur absolue
inferieure a 2 et de somme nulle, il existe un ot de source s, c'est-a-dire une
fonction f de l'ensemble E des are^tes orientees vers ZZ telle que :
f(v; w) =  f(w; v)
jf(v; w)j  1X
w
f(v; w) =
(
s(v) si v 2 V0 [ Vs
0 sinon:
Preuve. Les couches de 0 a k   1 denissent un graphe isomorphe a Gk;k 1 sur
lequel on denit une fonction f comme dans le lemme 2 a partir de la couche V0.
De me^me, les couches de 2k   2 a k   1 denissent un autre graphe isomorphe a
Gk;k 1 sur lequel on prolonge f comme dans le lemme 2 a partir de la couche Vs.
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Pour montrer que l'on a un ot, il sut de montrer que la condition de conser-
vation est veriee a la couche k   1. Le ot entrant dans un sommet quelconque
de la couche k   1 en provenant des couches inferieures est
1
2
:
1
2k 1
2k 1X
j=0
s(v0;j):
Le ot entrant dans un sommet quelconque de la couche k   1 en provenant des
couches superieures est
1
2
:
1
2k 1
2k 1X
j=0
s(v2k 2;j):
Comme s est de somme nulle, la condition est veriee. ut
On peut alors facilement adapter le lemme 3 :
Lemme 6. Dans le graphe Gk;2k 2, soit A un ensemble de sommets et V0 [ Vs
l'ensemble des sommets de la premiere et de la derniere couche. On a
G(A)  2k 1   j2k 1   cj
en notant c = Card(A \ V0).
Ceci entra^ne le theoreme suivant :
Theoreme 7. On a :
pC[L0(Gk;2k 2; ./; )] = 2k 1
pC[A0(Gk;2k 2; ./; )]  2
3
2k 1
Conclusion
La famille de fonction gk;s, de par sa symetrie, developpe une securite pouvant e^tre
etudiee. La methode d'analyse directe montre qu'il faut s  2k   2 pour esperer
rendre le probleme d'inversion de complexite egale a une recherche exhaustive,
soit 2k 1 (en comptant son logarithme). Pour un tel parametre, la seconde valeur
propre du reseau de calcul est equivalente a 
2
s2
, ce qui donne l'encadrement
pC[A0(Gk;s ; ./; )] 2 [ 2
2
9s 2
k 1;2k 1]:
Pour s = k, en utilisant les symetries du graphe, on obtient l'encadrement
pC[L0(Gk;k; ./; )] 2 [ 232
k 2;2k 2]:
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De plus, dans les cas s = k 1 et s = 2k 2, une methode directement adaptee au
graphe utilisant la theorie des ots montre des bornes tres nes qui sont exactes
dans le cas lineaire :
pC[L0(Gk;k 1; ./; )] = 2k 2 et pC[A0(Gk;k 1; ./; )]  232
k 2
pC[L0(Gk;2k 2; ./; )] = 2k 1 et pC[A0(Gk;2k 2; ./; )]  232
k 1:
Ces resultats sont pluto^t encourageants pour faire une etude plus complete de la
securite de gk;s.
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Partie II
Les bo^tes des primitives
cryptographiques
89

Chapitre 7
Contro^le des diusions
Cryptanalysis is fun, especially in the morning... at breakfast.
Lars Knudsen
Dans l'attaque d'une primitive cryptographique, on peut tenter d'utiliser des
valeurs particulieres sur certaines bo^tes qui soient telles que l'on arrive a contro^ler
la diusion des autres informations. Dans ce chapitre, on etudie le cas de la
fonction de hachage MD4, proposee par Ronald Rivest [27].
Cette fonction est construite a partir d'une fonction de chirement C par le
procede de Donald Davies et Carl Meyer (voir le paragraphe 2.2.2). La fonction
C utilise trois tours. On montrera que l'on peut construire des collisions sur les
deux premiers tours : si C 0 est la fonction C restreinte aux deux premiers tours,
pour toute valeur initiale v, on peut trouver deux blocs de message x et x0 tels
que C 0x(v) = C
0
x0(v). Pour la fonction C, on obtient des valeurs Cx(v) et Cx0(v)
proches au sens de la distance de Hamming. On dit alors que la fonction C n'est
pas correlation-free au sens de Ross Anderson [29].
Cette attaque de MD4 fait partie d'une etude commandee par le CELAR
publiee avec son autorisation [43].
7.1 Description de MD4
7.1.1 Schema general
La fonction de chirement C utilise une valeur v de 128 bits codes sur 4 registres
de 32 bits a, b, c et d. Ces registres sont modies par l'action d'un bloc x de 512
bits codes sur 16 valeurs x1; : : : ; x16 de 32 bits en 3 tours suivant le schema de la
gure 7.1.
Dans le tour i, les xk sont melanges suivant une permutation i pour alimenter
des bo^tes Bji pour i = 1; 2; 3. C'est xi(j) qui alimente B
j
i . 1 est la fonction
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B1i
B2i
B3i
B4i
B5i
B6i
B7i
B8i
B9i
B10i
B11i
B12i
B14i
B15i
B16i
B13i
?
?
?
?
??
?
?
?
?
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?
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?
?
?
?
?
?
?
?
?
?
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i
-
-
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-
-
-
-
-
-
-
-
-
-
-
-
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
---
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-

---
--
-

---
--
-

---
--
-
B
L
O
C
? ? ? ?
?
?
?
?
a b c d
Figure 7.1 : Tour i de la fonction de chirement.
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Cx(r3; r2; r1; r0)
Pour i = 1 jusqu'a 3
Pour j = 1 jusqu'a 16
rj+2 mod 4  Bji (rj+2 mod 4; xi(j); rj+1 mod 4; rj mod 4; rj 1 mod 4)
Fin pour j
Fin pour i
Retourne (r3; r2; r1; r0)
Fin C.
Figure 7.2 : Fonction de chirement de MD4.
identite. On a
2 =
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 5 9 13 2 6 10 14 3 7 11 15 4 8 12 16
!
et
3 =
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 9 5 13 3 11 7 15 2 10 6 14 4 12 8 16
!
:
Les bo^tes Bji admettent une alimentation (un xk), une entree principale (le
registre a modier), et trois entrees laterales (les trois autres registres dans l'ordre
des dernieres modications eectuees). En notant (a; b; c; d) = (r3; r2; r1; r0), la
fonction C est decrite par le programme suivant le schema de la gure 7.2.
7.1.2 Les bo^tes Bji
On denit les bo^tes par :
Bji (a; x; b; c; d) = R
i;j(a+ Fi(b; c; d) + x+ ki)
ou + est l'addition modulo 232, R est la rotation circulaire de  bits vers la
gauche (par exemple, R4(3) = 48), i;j et ki sont des constantes. Les fonctions
Fi sont des fonctions booleennes bit-a-bit : le bit en position ` du resultat d'une
fonction booleenne fi sur les bits de position ` de b, c et d.
On dit que x est une alimentation, a est l'entree principale, et b, c et d sont
les entrees laterales. Le ro^le de ces bo^tes est de perturber un registre (l'entree
principale) en diusant l'alimentation et les entrees laterales.
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On constate que si l'on modie uniquement l'entree principale ou l'alimenta-
tion, la sortie est toujours modiee, d'apres la regularite de la loi +. La diusion
de l'entree principale et de l'alimentation est donc parfaite.
Fonction multiplexeur
La fonction f1 est la fonction multiplexeur :
f1(u; v; w) =
(
v si u = 1
w si u = 0:
Il est tres facile de contro^ler des variations autour des bo^tes Bj1 : comme on
a f1(u; v; v) = v, f1(0; u; v) = v et f1(1; v; u) = v independamment de u, ces
propriete permettent de faire varier une entree laterale de Bj1 sans que la sortie
soit modiee. On a
Bj1(a;x; y; b; b) = R
1;j(a+ b+ x+ k1)
Bj1(a; x; 0; y; b) = R
1;j(a+ b+ x+ k1)
Bj1(a; x; 2
32   1; b; y) = R1;j(a+ b+ x+ k1)
quel que soit y. La diusion des entree laterales dans le premier tour n'est donc
pas parfaite.
Fonction majorite
La fonction f2 est la fonction majorite :
f2(u; v; w) = uv _ vw _ wu
ou _ est la porte ou. On a donc, par exemple, f2(u; v; v) = v pour tout u. Ainsi,
on a
Bj2(a;x; y; b; b) = R
2;j(a+ b+ x+ k2)
Bj2(a;x; b; y; b) = R
2;j(a+ b+ x+ k2)
Bj2(a;x; b; b; y) = R
2;j(a+ b+ x+ k2):
La diusion des entree laterales dans le second tour n'est donc pas parfaite.
Ou exclusif
La fonction f3 est le ou exclusif :
f3(u; v; w) = u v  w:
La diusion des entrees laterales dans le troisieme tour est donc parfaite.
7.2. ATTAQUE DE MD4 SUR DEUX TOURS 95
7.2 Attaque de MD4 sur deux tours
On s'interesse a la fonction C 0x(a; b; c; d) qui donne la valeur des registres a la
n du deuxieme tour dans le calcul de Cx(a; b; c; d). On cherche, pour les valeurs
initiales (a0; b0; c0; d0) des registres choisies dans la construction de la fonction de
hachage, deux blocs x et x0 tels que C 0x(a0; b0; c0; d0) = C
0
x0(a0; b0; c0; d0).
On cherche x et x0 tels que seule la seizieme valeur soit changee : on cherche
x0k = xk pour k = 1; : : : ; 15 et x16 6= x016. Les proprietes de diusion sont telles
qu'a la n du premier tour, seul b contient une valeur diusant x16. La strategie
de l'attaque consiste donc a contro^ler la diusion du registre b dans le second
tour.
7.2.1 Contro^le du second tour
On remarque que l'on a
Bj2(0; k2 mod 232; b; 0; 0) = 0
Bj2(0; k2 mod 232; 0; b; 0) = 0
Bj2(0; k2 mod 232; 0; 0; b) = 0
pour tout b. Une remarque semblable s'applique a la valeur 232   1 lorsque l'ali-
mentation vaut 1  k2.
En supposant qu'a l'entree du second tour, les registres a, c et d contiennent
0 et que les bo^tes Bj2 soient alimentees par  k2 pour les indices
j = 1; 2; 3; 5; 6; 7; 9; 10; 11; 13; 14;
le registre b ne se diuse pas. A la sortie, on a a = 0, d = 0 et c = R2;15(x12+k2).
Ces trois valeurs sont donc independantes du registre b entre.
On note que la valeur x16 alimente une bo^te qui touche au registre b. On peut
donc esperer que cette deuxieme action de x16 annule la precedente pour donner
une collision.
L'analyse du second tour impose donc xk =  k2 pour k = 1; : : : ; 11.
7.2.2 Analyse du premier tour
Les valeurs de xk etant xees pour k = 1; : : : ; 11, on choisit x12 aleatoirement.
Si a1, b1, c1 et d1 sont les valeurs des registres correspondants apres le calcul des
bo^tes Bj1 pour j = 1; : : : ; 12, on pose
x13 =  a1   F1(b1; c1; d1)  k1 mod 232
x14 =  d1   c1   k1 mod 232
x15 =  c1   b1   k1 mod 232
et on obtient, en sortie du tour a = c = d = 0.
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7.2.3 Deroulement de l'attaque
Les valeurs x1; : : : ; x15 etant xees, en sortie du deuxieme tour, seul le contenu
de b depend de x16. Soit g(x16) ce contenu. On peut utiliser la methode  (voir
le paragraphe 1.2.2) pour trouver une collision sur g.
Si l'on a g(x16) = g(x
0
16), en utilisant x16 et x
0
16, on obtient une collision a la
n du second tour. L'ordre de grandeur du nombre de calculs a eectuer pour
trouver une collision sur g est 216, car g opere sur des nombres de 32 bits. Sur
une station de travail, cette attaque necessite eectivement moins d'un dixieme
de seconde de calcul.
7.2.4 Le troisieme tour
Si le troisieme tour commence avec la collision trouvee, seule l'alimentation par
x16 diusera une nouvelle variation. Cette alimentation est eectuee en dernier,
donc, dans le resultat donne par Cx(a0; b0; c0; d0), seule la valeur de b est changee
par l'utilisation de x0. On note qu'il n'y a pas d'espoir pour obtenir une collision
ainsi, car la diusion de x16 par B
16
3 est parfaite.
Conclusion
Dans une primitive cryptographique, de mauvaises proprietes de diusion peuvent
donner lieu a une attaque par contro^le du ot d'information. Dans le cas de
MD4, une attaque ecace est possible sur les deux premiers tours par ces simples
remarques. Ceci montre la necessite de developper le critere de \diusion parfaite"
pour les bo^tes d'une primitive.
Chapitre 8
Les multipermutations
La notion de multipermutation a ete proposee dans [73] dans un travail avec Claus
Schnorr, dans le cadre de fonctions a deux entrees et deux sorties. Le but de ces
fonctions est d'orir au graphe de la transformee de Fourier rapide une bo^te qui
realise une \bonne" diusion. Si f est une fonction de Z2 dans Z2 bijective, on
admet qu'elle diuse bien si pour tout a, les fonctions x 7! fi(a; x) et x 7! fi(x; a)
sont bijectives pour i = 1 ou i = 2 (en posant f = (f1; f2)). Cela signie que si l'on
ne modie qu'une entree de f , les deux sorties seront modiees. Cette propriete
rend dicile la recherche des collisions en tentant de contro^ler des modications
locales des entrees.
On propose ici une denition plus generale. Une multipermutation appara^t
comme une bo^te qui diuse parfaitement chaque entree. On voit, dans le cas de
MD4 (voir chapitre 7) qu'une telle propriete des bo^tes est un critere de securite.
On presente de multiples proprietes des multipermutations en mettant en
evidence leurs liens avec d'autres objets combinatoires existant.
8.1 Denition des multipermutations
8.1.1 Denitions
Une multipermutation sur un ensemble Z est une fonction de Zr dans Zn veriant
certaines proprietes. On parle de (r; n)-multipermutation. On propose les denitions
equivalentes suivantes :
Denition 1. Une (r; n)-multipermutation sur Z est une fonction f de Zr vers
Zn telle que deux tuples dierents de la forme (x; f(x)) ne peuvent pas concider
sur r positions dierentes.
Denition 2. Une (r; n)-multipermutation sur Z est une fonction f de Zr vers
Zn telle que si l'on projette l'ensemble des tuples de la forme (x; f(x)) sur r
coordonnees quelconques, les Card(Z)r tuples sont representes.
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Denition 3. Une (r; n)-multipermutation sur Z est une fonction f de Zr vers
Zn telle que l'ensemble des tuples de la forme (x; f(x)) est un code de distance
minimale n+ 1.
Ici, la distance entre deux tuples est le nombre de positions ou ils dierent.
Preuve. Pour une fonction f de Zr dans Zn, le nombre de tuples (x; f(x)) est
Card(Z)r, donc, si l'on observe tous les tuples sur r positions quelconques, il est
equivalent de dire que deux tuples ne concident pas sur ces positions et que tous
les sous-tuples a r coordonnees sont representes. Ceci montre l'equivalence entre
les denitions 1 et 2. Cela montre que l'on peut considerer f comme une fonction
de r valeurs prises indieremment dans les entrees et les sorties vers les autres
positions.
On note que pour toute fonction f de Zr dans Zn, n + 1 est la plus grande
distance minimale possible pour le code f(x; f(x));x 2 Zrg. En eet, si x et x0
ne dierent que sur une seule position, les tuples (x; f(x)) et (x0; f(x0)) dierent
sur au plus n + 1 positions. Si deux tuples dierents sont a distance au plus n,
ils concident sur r positions de maniere equivalente, ce qui montre l'equivalence
entre les denitions 1 et 3. ut
Une multipermutation correspond a la notion intuitive de diusion parfaite,
dans le sens ou modier peu d'entrees de la fonction, soit t entrees, se repercute
par une modication d'un maximum de sorties, soit n+1  t, et inversement. Les
consequences de cette propriete sont tres utiles en cryptographie.
8.1.2 Valeurs remarquables des parametres
Multipermutations a une entree
Lorsqu'il n'y a qu'une entree, les tuples dierent sur toutes les positions. Ainsi,
chaque sortie depend de maniere bijective de l'entree. Ceci montre qu'une (1; n)-
multipermutation est equivalente a une famille de n permutations de l'entree.
Multipermutations a deux entrees et une sortie
Lorsqu'il y a deux entrees, chaque sortie est une fonction des entrees qui possede
des proprietes de regularite : si x et y sont les entree, et si g(x; y) represente une
sortie, pour tout x0, l'application y 7! g(x0; y) est une permutation, et pour tout
y0, l'application x 7! g(x; y0) est une permutation. En terme d'operation, on dit
que g est reguliere a droite et a gauche. Dans ce cas, Z munis de g est un quasi-
groupe en ce sens qu'il manque la propriete d'associativite pour obtenir un groupe.
En fait, une (2; 1)-multipermutation est equivalente a une loi de quasigroupe sur
Z.
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La table d'un quasigroupe (l'analogue de la table de Cayley pour un groupe)
porte un nom : un carre latin. Formellement, un carre latin sur Z de cardinal q
est une matrice q  q a coecients dans Z telle que dans chaque ligne et chaque
colonne, tous les elements de Z sont representes. Les carres latins ont ete etudies
par Euler au XV II-ieme siecle. Ils sont largement decrits dans le livre [81].
Multipermutations a deux entrees et plusieurs sorties
Il ne sut par aux sorties d'une (2; n)-multipermutation d'e^tre des lois de qua-
sigroupe pour former une multipermutation. Il faut de plus que toute paire
d'entre elles forme une bijection du couple des entrees. Ceci correspond a la
notion d'orthogonalite : deux lois de quasigroupe g et h sont orthogonales si
(x; y) 7! (g(x; y); h(x; y)) est une bijection. Ainsi, une (2; n)-multipermutation
est equivalente a une famille de n lois de quasigroupe deux-a-deux orthogo-
nales. L'existence de tels objets n'est pas certaine. Par exemple, la conjecture
d'Euler, demontree en 1900 seulement, revient a dire qu'il n'existe pas de (2; 2)-
multipermutation sur un ensemble de cardinal 6.
8.1.3 Liens avec d'autres objets
Matrices orthogonales
Plus generalement, une (r; n)-multipermutation est equivalente a une matrice
orthogonale de type (qr; r+n; q; r), ou q est le cardinal de Z. Une (M; r+n; q; r)-
matrice orthogonale est une matrice de taille M  (r + n) sur un ensemble a
q elements telle que toute sous-matrice de taille M  r contient chacune des qr
lignes possibles exactement M
qr
fois. Dans cette equivalence, les lignes de la matrice
orthogonale sont les tuples de la forme (x; f(x)).
On note que dans le cas ou Z a une structure de corps, une (r; n)-multipermu-
tation lineaire est equivalente a un code MDS de taille r + n et de dimension r.
Les codes MDS sont notamment etudies dans [89].
Generateurs aleatoires locaux parfaits
Ueli Maurer et James Massey [78] ont propose la notion de generateur aleatoire
local parfait. Une fonction f = (f1; : : : ; fn) de Z
r dans Zn est un generateur
aleatoire local parfait d'ordre t si pour tout ensemble d'indices S = fi1; : : : ; itg
de cardinal t, la fonction fS = (fi1 ; : : : ; fit) est telle que fS(X) est une variable
aleatoire uniformement distribuee si X l'est.
La valeur maximale de l'ordre d'un tel generateur est t = r. On constate
que cette notion donne une dissymetrie entre les entrees et les sorties. On peut
cependant voir un (r; n) generateur aleatoire local parfait d'ordre r comme une
bijection entre Zr et le graphe d'une (r; n  r)-multipermutation.
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Objets geometriques
Dans [81], on trouve egalement des liens entre les multipermutations et d'autres
objets combinatoires. Ainsi, on a des liens avec des notions geometriques comme
les k-reseaux ou les plans projectifs nis. On a egalement des liens avec des notions
utilisees en statistique : les congurations (en anglais :designs).
8.2 Proprietes elementaires
8.2.1 Isotopismes
La notion de multipermutation est invariante par la notion suivante :
Denition 4. Deux (r; n)-fonctions f et g = (g1; : : : ; gn) sur Z sont dites isotopes
s'il existe des permutations 1; : : : ; r et 1; : : : ; n de Z telles que pour tout
x1; : : : ; xr, on a
f(x1; : : : ; xr) = ((1  g1)(1(x1); : : : ; r(xr)); : : : ; (n  gn)(1(x1); : : : ; r(xr))):
La notion d'isotopisme correspond a l'action du groupe Sr+nZ des permutations
sur le graphe des fonctions. La relation d'isotopisme denit une relation d'equivalence.
Il est evident qu'une fonction isotope a une multipermutation est une multiper-
mutation. Ceci montre, en particulier, que la distribution uniforme sur l'ensemble
des multipermutations est une distribution localement uniforme sur l'ensemble
des relations au sens du chapitre 3.
Ainsi, il est tres facile de construire une multipermutation a partir d'une
autre. Une methode ecace, pour de telles construction, consiste a prendre une
multipermutation equivalente a un code MDS.
8.2.2 Orthomorphismes
La construction de quasigroupes sans groupe est dicile. Dans le cas des fonctions
a deux entrees, il sera donc interessant de munir Z d'une structure de groupe et
de chercher des lois de quasigroupe isotopes a la loi de groupe et orthogonales.
Si Z est un groupe, on peut par exemple chercher une permutation  de Z telle
que (x; y) 7! x:y et (x; y) 7! (x):y soient orthogonales. Ceci equivaut au fait que
y 7! (x):x 1 est une permutation. Des permutations  possedant une telle pro-
priete sont appelees des orthomorphismes. L'existence d'orthomorphismes dans
des groupes n'est pas systematique, comme le montre le theoreme suivant, extrait
de [82] :
Theoreme 1. Si le sous-groupe de Sylow d'ordre 2 d'un groupe est cyclique, le
groupe n'admet pas d'orthomorphisme. La reciproque est vraie dans un groupe
resoluble.
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La validite de la reciproque dans le cas general reste une conjecture. Il est impor-
tant de noter que le groupe trivial reduit a un element n'est, par convention, pas
cyclique. Ainsi, on trouve dans tout groupe d'ordre impair un orthomorphisme
tres simple : x 7! x2.
La proposition suivante permet de conclure a l'inexistence de multipermuta-
tions isotopes a une loi de groupe dans beaucoup de cas :
Proposition 2. L'existence de deux lois de quasigroupe orthogonales, chacune
d'elles isotope a une loi de groupe, est equivalente a l'existence d'orthomorphisme
dans l'un ou l'autre des groupes.
Preuve. Si  est un orthomorphisme, on a vu que (x; y) 7! x:y et (x; y) 7! (x):y
sont bien orthogonales.
Inversement, si deux lois de quasigroupe orthogonales sont isotopes a  et
a T , on peut se ramener par isotopisme commun aux deux lois orthogonales
(x; y) 7! x  y et (x; y) 7! (x)T(y). La fonction (x; y) 7! (x  y; (x)T(y)) est
une permutation.
Etant donne z0, si l'on fait dependre x de y de telle maniere que l'on ait
la relation (x)T(y) = z0, la fonction y 7! x  y doit e^tre une permutation.
Autrement dit,
y 7!  1
h
z0T ((y))
 1i  y
est une permutation (l'inverse de (y) etant pris au sens de T ). Donc, pour tout
z0, la fonction y 7!  1 [z0T ((y)) 1]y est un orthomorphisme pour la loi . ut
8.3 Quelques constructions
8.3.1 Exemple de (2; 2)-multipermutation sur M `
Une construction simple d'orthomorphisme sur GF (2)` est donnee dans [73]. Elle
permet ainsi d'obtenir une (2; 2)-multipermutation. On la generalise au cas ou
Z =M ` ou M est un module.
Theoreme 1. Si Z = M ` ou M est un module sur un anneau A, si P est une
permutation sur f1; : : : ; `g et si c = (c1; : : : ; c`) est un element de A`, l'application
qui a (x1; : : : ; x`) de Z associe (y1; : : : ; y`) deni par
yi = ci:xi + xP (i)
est un orthomorphisme de Z lorsque l'iteration de P sur c fait passer des 0 et
des 1 sur chaque coordonnee.
Dans le cas M = GF (2), cet application s'ecrit vectoriellement de maniere tres
simple :
x 7! (x ^ c) xP :
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Ici,  designe l'addition vectorielle dans GF (2)` (le ou exclusif bit-a-bit), et ^
designe le produit bit-a-bit (le et).
Par exemple, si ` > 1, on peut prendre un cycle de longueur ` pour P et des
ci tels qu'il y ait au moins un 0 et au moins un 1.
On note que le cas Z = G` ou G est un groupe abelien est inclus dans ce
theoreme, puisque l'on peut voir G comme un module sur ZZ. Plus precisement,
il faudra voir G comme un module sur ZZ=
ZZ ou  est l'exposant du groupe.
Pour montrer ce theoreme, on montre le lemme suivant :
Lemme 2. Soient Z = M ` le module produit d'un module M sur un anneau A,
c = (c1; : : : ; c`) un element de A`, et P une permutation sur f1; : : : ; `g. L'appli-
cation qui a (x1; : : : ; x`) de Z associe (y1; : : : ; y`) deni par
yi = ci:xi + xP (i)
est une permutation de Z lorsque l'iteration de P sur c fait passer des 0 sur
chaque coordonnee.
Pour montrer le theoreme, on applique ce lemme aux ci et aux ci   1 et l'on
montre que l'on a un orthomorphisme de M `.
Preuve. L'application etant lineaire, on se contente d'etudier le systeme d'equations
ci:xi + xP (i) = 0. En iterant l'egalite ` fois, on a
xi = ( 1)`xi
` 1Y
k=0
cPk(i):
Il y a au moins un coecient cPk(i) nul, donc xi = 0 pour tout i. ut
8.3.2 Etude des modules
On suppose ici que Z est munis d'une structure de module sur un anneau A.
Par exemple, si Z est un groupe abelien, l'anneau associe est ZZ=
ZZ ou  est
l'exposant du groupe.
On recherche des (r; n)-multipermutations dont toutes les sorties sont \lineaires" :
si (x1; : : : ; xr) est la liste des entrees et (y1; : : : ; yn) est la liste des sorties, on a
yi =
rX
j=1
ai;j:xj
pour des coecients ai;j dans A. Ainsi, une telle fonction est denie par la n r
matrice A = (ai;j). On note fA la fonction denie par la matrice A.
Theoreme 3. Si M est un module sur un anneau A, pour toute matrice A, l'ap-
plication fA est une multipermutation sur Z si, et seulement si, tous les mineurs
de A sont inversibles dans A.
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Preuve. Si l'on regarde r positions, soit r1 entrees et r   r1 sorties. Si des x
concident sur les r1 entrees, on peut considerer les r   r1 sorties comme une
fonction ane des r  r1 autres entrees, avec pour matrice la sous-matrice carree
de A de taille r  r1 correspondante. Donc, fA est une multipermutation si pour
toute sous-matrice carree, l'application qu'elle denit est une bijection. ut
Une construction possible, etant donne un module Z, est celle des matrices de
Cauchy : on se donne une famille (1; : : : ; n; 1; : : : ; r) d'elements de A telle
que la dierence de deux quelconques d'entre eux soit inversible. Si l'on denit
ai;j =
1
i j , la matrice denit une multipermutation. En eet, si l'on considere
la sous-matrice correspondant aux indices de lignes i1 < : : : < is et aux indices
de colonnes j1 < : : : < js, son determinant est
det
0BBBBBB@
1
i1 j1
1
i1 j2
   1
i1 js
1
i2 j1
1
i2 j2
   1
i2 js
...
...
. . .
...
1
is j1
1
is j2
   1
is js
1CCCCCCA =
Q
1k<`s(i`   ik)(jk   j`)Q
1k<`s(i`   jk)
:
Par exemple, si Z est un groupe abelien dont le plus petit facteur premier de
l'ordre est superieur ou egal a r+n, on peut poser i = i 1 et j = n 1+j. Les
inverses etant calcules modulo l'exposant de Z, on obtient une multipermutation.
Cette construction exclut naturellement les groupes d'ordre pair.
Le groupe GF (2)` peut e^tre vu comme un module sur le corps GF (2`). En
fait, on a un espace vectoriel. On peut donc appliquer la construction de Cauchy
en prenant une famille (1; : : : ; n; 1; : : : ; r) d'elements de GF (2
`) deux-a-deux
distincts en prenant les inverses au sens du corps. Cela n'est bien su^r possible
que si 2`  r + n.
On constate ainsi que la construction de multipermutations sur un groupe
abelien munis d'une structure de module peut s'inspirer de la theorie des codes
correcteurs d'erreurs.
8.4 Classication dans le cas lineaire
Les probleme general de la classication des multipermutations est un probleme
trop complexe, puisque l'on ne sait me^me pas decider du probleme de l'existence
dans certains cas. On se contente ici de classier les (2; 2)-multipermutations iso-
topes a une multipermutation lineaire fA denie au paragraphe 8.3.2. On suppose
que Z a une structure d'espace vectoriel sur un corps ni K. Les entrees de A
sont donc des elements de GLK(Z).
On a le theoreme suivant :
Theoreme 1. Une (2; 2)-multipermutation sur un espace vectoriel Z sur K iso-
tope a une multipermutation lineaire est isotope a une multipermutation de la
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forme (x; y) 7! (x+y; x+Ay) ou A est une matrice qui n'admet ni 0 ni 1 comme
valeur propre, unique a similitude pres.
La classe d'isotopie d'une telle multipermutation est donc caracterisee par les
invariants de similitude de A.
Preuve. La notion de similitude n'etant pas dependante du corps, on peut se
ramener au corps ZZ=
pZZ ou p est la caracteristique de K. Dans de tels corps, il
sut de verier '(x+y) = '(x)+'(y) pour montrer la linearite d'une application
'.
La me^me demonstration que celle de la proposition 2 montre qu'une multi-
permutation lineaire est isotope a une multipermutation de la forme
(x; y) 7! (x+ y; x+ Ay)
ou y 7! Ay est un orthomorphisme, c'est-a-dire, dans ce cas, une matrice qui
n'admet ni 0 ni 1 comme valeur propre.
On constate que l'action d'un isotopisme lineaire qui laisse la multipermuta-
tion sous cette forme reduite transforme A en une matrice semblable quelconque.
Pour demontrer le theoreme, il sut donc de montrer que si deux multipermuta-
tions (x; y) 7! (x+ y; x+Ay) et (x; y) 7! (x+ y; x+By) sont isotopes, elles sont
lineairement isotopes.
Supposons qu'il existe des permutations , ,  et  de Z telles que
(x+ y) = (x) + (y)
(x+ Ay) = (x) +B(y):
D'apres la commutativite de l'addition, la premiere equation permet d'ecrire
(y) = (y)  (0) + (0). Ainsi, en posant
0(y) = (y)  (0)
0(z) = (z) + (0) + (0)
0(z) = (z) + (0) +B(0)
on a un isotopisme de la forme
0(x+ y) = 0(x) + 0(y)
0(x+ Ay) = 0(x) +B0(y):
La premiere equation appliquee en remplacant x par x + y et y par 0 montre
0(x+ y) = 0(x) + 0(y). Donc, 0 est lineaire, 0 et 0 aussi. Par la suite, 0, 0
et 0 sont egales et A et B sont semblables. ut
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On peut se demander si les multipermutations construites au paragraphe 8.3
sont isotopes ou non. Le theoreme suivant permet leur classication :
Theoreme 2. Si Z = M ` ou M est un espace vectoriel sur le corps K, si
(c1; : : : ; c`) est un vecteur de K
` et si P est une permutation, l'application qui
a (x1; : : : ; x`) associe (y1; : : : ; y`) deni par yi = ci:xi + xP (i) se decompose en
espaces cycliques associes aux orbites O1; : : : ; Os de P et avec les polyno^mes mi-
nimaux Y
j2Oi
(X   cj)  ( 1)Card(Oi):
Donc, si P est un cycle, la classe d'isotopie de la multipermutation construite est
uniquement denie par ffc1; : : : ; c`gg. Dans le cas K = GF (2), elle est denie
par le poids de Hamming de (c1; : : : ; c`).
Preuve. En changeant l'ordre des vecteurs de base, on peut supposer que P est
produit de cycles (`i 1 + 1; `i 1 + 1; : : : ; `i) pour i = 1; : : : ; s et
1 < `1 < : : : < `s = `:
Ainsi, l'espace engendre par les coordonnees de `i 1 + 1 a `i admet pour matrice0BBBBBBBBB@
c`i 1+1 0 0    0 1
1 c`i 1+2 0    0 0
0 1 c`i 1+3    0 0
...
...
...
. . .
...
...
0 0 0    c`i 1 0
0 0 0    1 c`i
1CCCCCCCCCA
donc l'espace est monogene. Le polyno^me minimal de cette matrice est son po-
lyno^me caracteristique. En se servant de la formule
detA =
X

()A1;(1) : : : Ar;(r);
on constate que seules deux permutations  interviennent. Le polyno^me minimal
est donc
`iY
j=`i 1+1
(cj  X)  1:
ut
Conclusion
La notion de multipermutation formalise l'idee de diusion parfaite. Elle rend
donc les attaques par contro^le de diusion diciles. Cet objet combinatoire est
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relie a une multitude d'autres, tels les codes MDS ou les familles de carres latins
orthogonaux, et il est possible d'en construire avec un faible cou^t. Comme le
montre l'exemple de MD4 (voir le chapitre 7), de telles bo^tes sont certainement
incontournables dans la construction de primitives cryptographiques su^res.
Chapitre 9
Cryptanalyse lineaire
I have many times used the discrete exponential or the discrete lo-
garithm as nonlinear cryptographic functions and they have never let
me down.
James Massey
Dans ce chapitre, on illustre un exemple de cryptanalyse lineaire sur une generalisation
de la fonction SAFER. Cette fonction de chirement, proposee par James Massey
[11] utilise une permutation interne particuliere (l'exponentiation discrete). On
montre que pour la plupart des autres permutations possibles, la fonction SAFER
peut e^tre cassee.
9.1 SAFER
SAFER est une fonction de chirement dediee aux microprocesseurs 8 bits. Elle
permet de chirer un message de 64 bits avec une clef de 64 bits. La clef etant
representee par 8 entiers k1; : : : ; k8 sur 8 bits, un procede de diversication fa-
brique des sous-clefs ki1; : : : ; k
i
8. Dans la suite, on a juste besoin de savoir que
kij est obtenu a partir de kj uniquement par une fonction simple (de plus, on a
k1j = kj).
Le chirement s'opere en 6 tours et demi. Le i-ieme tour est illustre sur la
gure 9.1. Il utilise les sous-clefs k2i 1j and k
2i
j . Le dernier demi-tour consiste
simplement a utiliser les k13j comme on le ferait dans un 7-ieme tour.
 represente le ou exclusif bit-a-bit, + represente l'addition modulo 256, P
est une permutation denie dans la description de SAFER et Q est sa reciproque.
L est une operation lineaire au sens de l'anneau ZZ=256ZZ :
L(x; y) = (2:x+ y; x+ y) (mod 256):
Dans la description originale de SAFER, P est l'exponentiation en base 45
modulo 257 : les entiers du groupe des unites de ZZ=257ZZ (de 1 a 256) sont codes
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q
q
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

R
R
)
)
? ? ? ? ? ? ? ?


k2i 1
k2i
 + +   + + 
+   + +   +
Figure 9.1 : Le i-ieme tour de SAFER.
sur 8 bits (256 est code par 0). 45 est un generateur de ce groupe d'ordre 256,
donc on obtient bien une permutation.
Dans une implementation de SAFER, il semble necessaire de garder en memoire
les tables de P et Q. Donc, il n'y a pas de raison de considerer l'exponentia-
tion en base 45 plus qu'une autre permutation. Dans la suite, on considere une
generalisation de SAFER ou l'on envisage n'importe quelle permutation P , et ou
Q reste sa reciproque. On montre qu'une cryptanalyse lineaire est possible pour
au moins 6:1% des permutations P possibles, mais pas pour exp45.
9.2 Cryptanalyse lineaire de SAFER
La cryptanalyse de SAFER se deroule en plusieurs phases. Dans un premier
temps, on collectionne une liste de N couples (x; z) de textes clairs x et de textes
chires z avec la me^me clef inconnue k. Dans un second temps, on envisage
toute les valeurs possibles d'une certaine information sur la clef (dans la suite,
cette information sera le couple (k3; k4)) en testant leur vraisemblance dans une
analyse statistique. On obtient un ou plusieurs candidats. On peut alors refaire
une analyse sur une autre partie de la clef ou faire une recherche exhaustive avec
ces candidats.
9.2.1 Remarques generales
La permutation L n'est pas une multipermutation. En eet, on a
L1(x+ 128; y) = L1(x; y)
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pour tout x et y (L1 represente la premiere composante de L). Donc, on a une
paire de quadruplets (x; y; L(x; y)) a distance de Hamming 2. En fait, il n'y a pas
de (2; 2)-multipermutations basees sur la structure du groupe ZZ=256ZZ puisqu'il
est cyclique (voir le theoreme 1 et la proposition 2).
On utilise une propriete duale de L1(x+ 128; y) = L1(x; y) en observant
L1(x; y)  y (mod 2):
De me^me, on a
L1(x; y) + L2(x; y)  x (mod 2):
Soit F la fonction denie par les trois couches de la gure 9.1 utilisant L.
Si x1; : : : ; x8 est l'entree du premier tour, sa sortie est F (y1; : : : ; y8) ou l'on note
(y1; : : : ; y8) les valeurs sortant des etages realisant l'operation de confusion, c'est-
a-dire y1 = P (x1  k11) + k21, ... On remarque que si F (y1; : : : ; y8) = (z1; : : : ; z8),
on a une 2-2 caracteristique lineaire :
z3 + z4  y3 + y4 (mod 2):
Cela signie que l'on a une dependance lineaire entre seulement 2 entrees et 2
sorties de F . Il y a cinq autres 2-2 caracteristiques lineaires :
z2 + z6  y2 + y6 (mod 2)
z5 + z7  y5 + y7 (mod 2)
z3 + z7  y5 + y6 (mod 2)
z5 + z6  y2 + y4 (mod 2)
z2 + z4  y3 + y7 (mod 2):
Si L etait une multipermutation, la plus petite a-b caracteristique lineaire serait
telle que a+b = 6. Cela signierait qu'il faudrait plus d'information pour pouvoir
recuperer une dependance lineaire.
9.2.2 Frequence de la caracteristique
Soit q = Probx [x  P (x) (mod 2)]  12 , le biais qui mesure la dependance entre
x mod 2 et P (x) mod 2. On obtient le me^me biais avec Q a la place de P . Si
(x1; : : : ; x8) est le texte clair, si l'on note
y1 = P (x1  k1)
y2 = Q(x2 + k2)
...
y8 = P (x8  k8)
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et si (z1; : : : ; z8) est le texte chire, soit
b(x; z) = (y3 + y4 + z3 + z4) mod 2:
Sous des hypotheses heuristiques, on a le lemme probabiliste suivant :
Lemme 1. Soit k = (k3; k4). Si (k) est la parite de la somme de tous les k
i
3 et
ki4 pour i = 2; : : : ; 13, si y3 = Q(x3 + k3), y4 = P (x4  k4) et
b(x; z) = (y3 + y4 + z3 + z4) mod 2
ou z est le chire de x suivant une clef inconnue. On a b(x; z) = (k) avec
probabilite
1
2

1 (2q)10+e

ou e est le nombre d'entiers incorrects dans (k3; k4) vis-a-vis de la clef inconnue
(e = 0 si les deux sont corrects, mais e = 2 le plus souvent). L'ecart-type de
b(x; z) est
1
2
q
1  (2q)20+2e:
Preuve. Gra^ce a la caracteristique lineaire, si l'on note tij la parite de la somme
de l'entree et de la sortie de la bo^te P ou Q en position j dans le tour i, on
constate
b(x; z)  y3 + y4 + y03 + y04 +
6X
i=2
4X
j=3
tij + (k
0) (mod 2)
ou (k0) est le vrai (k) et y03 (respectivement y
0
4) est le y3 (respectivement y4)
calcule a partir du vrai k3 (respectivement k4).
Le piling-up lemma mis en evidence par Mitsuru Matsui [52] exprime que si
X et Y sont des variable aleatoires booleennes independantes, on a
2Prob[X  Y = 0]  1 = (2Prob[X = 0]  1) (2Prob[Y = 0]  1) :
En supposant les entrees des bo^tes P et Q independantes et uniformement dis-
tribuees (cette hypothese represente une approximation de la realite veriee par
l'experience), ceci permet de montrer
Prob
"
6X
i=2
4X
i=3
tij  0 (mod 2)
#
=
1
2
(1 + (2q)10)
Ceci permet deja d'obtenir le cas ou k3 et k4 sont bons.
Si l'un et/ou l'autre de k3 et k4 est faux, soit k3 faux par exemple, il faut
prendre en compte la probabilite Prob [y3  y03] = 12(1+2q) supplementaire. Cela
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permet d'obtenir les cas e = 1 et e = 2. Le  correspond au cas (k) = (k0)
(cas +) ou (k) 6= (k0) (cas  ).
Dans tous les cas, l'ecart-type s'obtient par la formule
(b) =
q
E(b)(1  E(b))
vraie pour les variables aleatoires b a valeurs 0 ou 1. ut
Pour un couple (x; z) donne, on a seulement besoin de k3 et k4 pour calculer
b(x; z). D'apres le lemme 1, si k3 ou k4 est mauvais, b(x; z) est quasiment uniforme,
devant le cas ou k3 et k4 sont bons qui est biaise. Ceci permet de distinguer le
bon (k3; k4) des autres par une analyse statistique.
9.2.3 Analyse statistique
On rappelle le theoreme central limite (voir [84] par exemple) :
Theoreme 2. Si B est la moyenne statistique de N variables aleatoires independantes
de me^me loi d'esperance  et d'ecart-type , on a :
Prob
"
(B   )
p
N

2 [a; b]
#
! 1p
2
Z b
a
e 
t2
2 dt:
Soit B(k3; k4) la moyenne des b(x; z) sur un echantillon de N couples (x; z).
Le lemme 1 montre que l'ecart-type des b(x; z) est sensiblement 1
2
. Posons :
1 + 2 =
p
N(2q)10:
Le theoreme central limite montre que si (k3; k4) est mauvais, on a
Prob
"B(k3; k4)  12
 < 1
2
p
N
#
! 1p
2
Z 1
 1
e 
t2
2 dt;
et si (k3; k4) est bon, on a
Prob
"B(k3; k4)  12
 < 1
2
p
N
#
! 1p
2
Z 2+21
2
e 
t2
2 dt:
Pour tester si un couple (k3; k4) est bon, on teste :B(k3; k4)  12
 > 1
2
p
N
:
En prenant 1 = 2 = 2, le bon couple est accepte avec probabilite 98%, et les
mauvais sont rejetes avec probabilite 95%.
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Ainsi, le nombre d'echantillons necessaire pour reconna^tre le bon (k3; k4) avec
ces parametres est
N  16
(2q)20
:
Ainsi, pour jqj  2 4, c'est plus rapide qu'une recherche exhaustive.
Si l'on restreint le nombre de tours de SAFER a 4, on a N  16
(2q)12
. Donc,
pour des permutations P biaisees (q 6= 0), cette attaque est plus rapide qu'une
recherche exhaustive, et pour jqj  2 4, on peut l'implementer.
9.2.4 Biais d'une permutation
Pour analyser la distribution de q, on utilise le lemme suivant :
Lemme 3. Si q = Prob [x  P (x) (mod 2)]   1
2
ou P est une permutation sur
l'ensemble f0; : : : ; n 1g (on suppose que n est un multiple de 4), nq est toujours
un entier pair, et pour tout entier k, on a :
Prob
"
q =
2k
n
#
=

(n
2
)!
4
n!

n
4
  k

!
2 
n
4
+ k

!
2
pour une permutation P aleatoire uniformement distribuee.
De telles distributions ont ete etudiees dans leur generalite par Luke O'Connor
[62]. Ici, on utilise ce lemme dans ce cadre particulier d'une permutation sur n
valeurs.
Preuve. Si k + n
4
est le nombre d'entiers pairs x tels que P (x) soit pair, on a
q = 2k
n
. Donc, on a juste a enumerer les permutations pour un k + n
4
donne.
On doit choisir quatre ensembles de cardinal k + n
4
dans des ensembles de
cardinal n
2
: l'ensemble des entiers pairs qui doivent e^tre envoyes sur des entiers
pairs, l'ensemble de leurs images, l'ensemble des entiers impairs qui doivent e^tre
envoyes sur des entiers impairs et l'ensemble de leurs images. On a egalement a
choisir deux permutations sur des ensembles de cardinal k+ n
4
(comment envoyer
les entiers pairs sur les entiers pairs et les entiers impairs sur les entiers impairs)
et deux permutations sur des ensembles de cardinal  k + n
4
(comment envoyer
les entiers pairs sur les entiers impairs et les entiers impairs sur les entiers pairs).
Donc, le nombre des permutations P est
 
n
2
n
4
+ k
!4


n
4
+ k

!
2


n
4
  k

!
2
:
ut
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Cela permet de calculer
Prob
h
jqj  2 4
i
' 6:1%
pour n = 256 et
Prob [q = 0] ' 9:9%:
Malheureusement (ou heureusement), la permutation P choisie par James Mas-
sey n'est pas biaisee, donc cette attaque ne s'applique absolument pas. En fait,
q = 0 est une propriete de toutes les exponentiations qui sont des permutations :
Lemme 4. Pour tout generateur g du groupe (ZZ=257ZZ), la permutation
x 7! gx
n'est pas biaisee (Prob [x  P (x) (mod 2)] = 0).
Preuve. On a (g128)2  g256  1 (mod 257) donc g128 est 1 ou  1. L'exponen-
tiation en base g est une permutation et g0 = 1, donc on a g128   1 (mod 257).
On a gx+128   gx  257   gx (mod 257), donc, on peut partitionner les
entiers en paires fx; x + 128g (seul le bit de poids fort est modie) d'entiers de
me^me bit de poids faible telles que la paire de leurs images par P n'a pas le me^me
bit de poids faible. On a donc Prob[x  P (x) (mod 2)] = 0. ut
9.2.5 Ameliorations possibles
Les calculs eectues dans les paragraphes precedent ne sont pas ns : il est possible
de gagner en rapidite dans l'attaque par les methodes suivantes.
On note qu'il est plus important que la bonne clef soit reconnue par le test que
de mauvaises clef soient rejetees : il n'est pas ge^nant de retenir une proportion
(pas trop elevee) de mauvaises clefs que l'on pourra tester ulterieurement.
L'algorithme de diversication des clefs permet de calculer (k) a partie de
k3 et k4. On peut donc faire un test centre sur la veritable moyenne de B. Posons
 =
1
2

1  ( 1)(k)(2q)10

qui est l'esperance de b(x; z) pour le bon (k3; k4). On teste un couple par
jB(k3; k4)  j < 2
2
p
N
:
On a
Prob [(k3; k4) accepte]! 1p
2
Z 2
 2
e 
t2
2 dt
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si (k3; k4) est bon et
Prob [(k3; k4) accepte]! 1p
2
Z 1+22
1
e 
t2
2 dt
si (k3; k4) est mauvais.
En choisissant 1 =
1
2
et 2 =
3
2
, la bonne clef est acceptee avec probabilite
95% et les mauvaises sont rejetees avec probabilite 69%. Cela ameliore N d'un
facteur 4.
On peut egalement utiliser les amelioration decrites par Burton Kaliski et Mat-
thew Robshaw dans [51] en utilisant toutes les L 2-2 caracteristiques lineaires
simultanement. Si la `-ieme caracteristique admet en entree les yj pour j 2 E` et
en sortie les zj pour j 2 S` en passant par les sous-clefs kij pour (i; j) 2 C`, on
note
b`(x; z; k) =
0@X
j2E`
yj +
X
j2S`
zj +
X
(i;j)2C`
kij
1A mod 2
ou les y sont obtenus a partir de x par action des kj. On a
E(b`(x; z; k)) =  =
1
2

1  (2q)10

si k est bon, et sensiblement 1
2
sinon.
Si pour k = (k2; : : : ; k7) on note b(x; z; k) la moyenne des b`(x; z; k) pour les
L caracteristiques et si B(k) est la moyenne des b(x; z; k), on a  (b(x; z; k)) ' L
2
.
Donc, en posant
N =
1
L2
 
1 + 2
(2q)10
!2
;
on obtient le me^me resultat en testant jB(k)  j < 2L
2
p
N
. En utilisant les L = 6
2-2 caracteristiques cela ameliore N d'un facteur L2 = 36.
Ces deux ameliorations permettent de gagner un facteur 144 sur N . Ainsi,
pour les 6:1% permutations de biais superieur a 2 4, l'attaque necessite 256:8
couples clairs/chires. Elle est meilleure qu'une recherche exhaustive pour des
biais superieurs a 7
128
, soit pour 10:4% des permutations.
Conclusion
La fonction SAFER utilise des bo^tes de diusion qui ne sont pas des multiper-
mutations. Cela entra^ne l'existence de caracteristiques avec peu de bo^tes. Cette
faiblesse, compensee par une propriete inesperee de la fonction exponentielle,
aurait pu mener a une attaque complete de la fonction. On a montre en outre
qu'une cryptanalyse lineaire est possible pour 10:4% des permutations, sauf les
exponentielles.
Chapitre 10
Criteres de non linearite
La cryptanalyse lineaire a ete introduite par Mitsuru Matsui [52]. Un exemple
d'une telle analyse est donne dans le chapitre 9. Cette cryptanalyse semblait for-
tement liee a la cryptanalyse dierentielle introduite auparavant par Eli Biham
et Adi Shamir dans [44, 47]. Malgre la similitude des deux attaques, les resultats
experimentaux montrent qu'une fonction peut s'attaquer d'une maniere et resister
a l'autre analyse. Ainsi, la fonction DES [6] a ete construite pour resister a l'at-
taque dierentielle. Eli Biham et Adi Shamir l'ont prouve en montrant que toute
legere modication des tables des S-bo^tes rend DES vulnerable a leur attaque.
De plus, Don Coppersmith, un des experts ayant participe a l'elaboration de DES,
a montre dans un rapport rendu public recemment qu'une protection a ete mise
au moment de la creation de DES pour que sa cryptanalyse dierentielle necessite
au moins 246 textes clairs connus, ce qui correspond aux meilleurs resultats de
Eli Biham et Adi Shamir [49]. Il semble que DES s'attaque plus ecacement par
l'approche de Mitsuru Matsui.
Pour une fonction cryptographique construite a partir d'un graphe interprete,
les deux types de cryptanalyse reposent fortement sur une certaine mesure des
relations utilisees. Les deux types d'attaque donnent une notion de caracteristique
dans lesquelles certaines bo^tes sont declarees actives. La complexite de l'attaque
est directement reliee au resultat de certaines mesures  et  denies plus loin
sur les bo^tes actives. Ainsi, dans le chapitre 9, l'attaque de la fonction SAFER
repose sur la dependance entre le bit de poids faible de l'entree et celui de la
sortie d'une relation. Dans ce chapitre, on etudie les relations qui rendent cette
mesure optimale pour les deux type d'analyse. Ce travail resulte d'un travail en
commun avec Florent Chabaud.
10.1 Denitions et notations
On considere une relation F de p bits d'entree et q bits de sortie. Formellement,
F est une fonction de Kp vers Kq ou K est le corps a deux elements.
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On utilise les notations suivantes :
 F est la \fonction caracteristique de F" denie par
F : K
p Kq ! K
F (x; y) 7!
(
1 si y = F (x)
0 sinon.
 Si l'on a une fonction f : Kp ! IR, f^ est la transformee d'Hadamard-Walsh
(transformee de Fourier discrete) :
8w 2 Kp f^(w) = X
x2Kp
f(x)( 1)x:w
ou x:w est le produit scalaire sur K et ou la somme est au sens du groupe
IR.
 Si f et g sont deux fonctions sur Kp, f 
 g est le produit de convolution :
8a 2 Kp (f 
 g)(a) = X
x2Kp
f(x)g(a x)
ou  est la somme sur Kp, c'est-a-dire le ou exclusif bit-a-bit.
 Si l'on a une fonction f : Kp ! K, on note f (x) = ( 1)f(x) sa representation
booleenne avec des 1.
Si F : Kp ! Kq est la fonction a etudier, on denit ses mesures. Pour la
cryptanalyse dierentielle, on utilise les ensembles
DF (a; b) = fz 2 Kp;F (z  a) F (z) = bg
ou a 2 Kp   f0g et b 2 Kq de cardinal aussi grand que possible. L'ecacite de
l'attaque dierentielle est basee sur la distribution
F (a; b) = CardDF (a; b):
De me^me, la cryptanalyse lineaire utilise les ensembles
LF (a; b) = fz 2 Kp; a:z  b:F (z) = 0g
ou a 2 Kp et b 2 Kq\f0g, de cardinal aussi loin de 1
2
2p que possible. Son ecacite
est donnee par la distribution
F (a; b) = CardLF (a; b)  1
2
2p:
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Ainsi, la faiblesse de F est mesuree par :
F = sup
a6=0;b
F (a; b)
F = sup
b6=0;a
jF (a; b)j
Plus ces valeurs sont faibles, plus F resiste aux attaques correspondantes. Dans
[60], on trouve d'ailleurs la notion de -uniformite pour les fonctions telles que
F = .
On propose la denition suivante :
Denition 1. On dit qu'une fonction F de Kp vers Kq est -resistante (respec-
tivement -resistante) si F (respectivement F ) realise le minimum pour de
telles fonctions.
On rappelle les proprietes des fonctions courbes.
Denition 2. Si p est un entier pair, une fonction booleenne f sur Kp est dite
courbe si
8s 2 Kp cf (s) = 2p=2:
En fait, 2p=2 (en valeur absolue) est une borne inferieure pour sups2Kp jcf (s)j.
Donc, les fonctions courbes sont les fonctions qui realisent cette borne. Cette
denition a ete generalisee pour des fonctions vectorielles dans [59] :
Denition 3. Une fonction F : Kp ! Kq est courbe si pour tout c 2 Kq, la
fonction booleenne x 7! c:F (x) est courbe.
Ceci est equivalent a
8c 6= 0 8s ^F (s; c) = 2p=2
car on a dc:F (s) = ^F (s; c). Donc, la valeur 2p=2 est une borne inferieure pour
sups2Kp;c 6=0 j^F (s; c)j et les fonctions courbes sont les fonctions qui realisent cette
borne.
10.2 Deux types de resistance
Dans toute la suite, on s'interesse aux fonctions de Kp dans Kq.
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10.2.1 -resistance
La resistance a la cryptanalyse dierentielle a largement ete etudiee dans la
litterature. On rappelle ici quelques resultats.
Lemme 1. Pour tout couple (a; b) de Kp Kq, on a F (a; b) = (F 
 F )(a; b).
Preuve. On a :
(F 
 F )(a; b) =
X
x2Kp;y2Kq
F (x; y)F (a x; b y)
=
X
x2Kp
F (a x; b f(x))
= Cardfx 2 Kp; b f(x) = f(a x)g
= F (a; b):
ut
Ceci conduit au theoreme suivant :
Theoreme 2. Pour toute fonction F , on a F  2p q.
Preuve. On a X
b
(F 
 F )(a; b) =
X
b;x;y
F (x; y)F (a x; b y)
=
X
b;x
F (a x; b f(x))
=
X
x
1
= 2p
D'apres le lemme, on a donc X
b2Kq
F (a; b) = 2
p:
Donc, la moyenne des F (a; b) est 2
p q. L'un d'entre eux est au moins egal a la
moyenne. ut
On qualie cette borne d'absolue. On remarque qu'elle ne peut pas e^tre at-
teinte si p < q, car elle n'est pas entiere. On denit, dans le cas ou elle existe, la
notion suivante :
Denition 4. Une fonction F est dite parfaitement non lineaire si F = 2
p q.
Lorsqu'elles existent, ce sont donc les fonctions -resistantes.
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10.2.2 -resistance
Parallelement a l'etude de la -resistance, on a :
Lemme 3. Pour tout couple (a; b) de Kp Kq, on a F (a; b) = 12 ^F (a; b).
Preuve. On a :
^F (a; b) =
X
x2Kp;y2Kq
(x; y)( 1)a:xb:y
=
X
x2Kp
( 1)a:xb:F (y)
= CardLF (a; b)  (2p   CardLF (a; b))
= 2F (a; b):
ut
La theorie des fonctions courbes montre que 2p=2 est une borne inferieure
absolue de sup j^F (a; b)j. Les fonctions qui atteignent cette borne sont precisement
les fonction courbes vectorielles. Donc, lorsqu'elles existent, ce sont les fonctions
-resistantes.
10.2.3 Lien entre les bornes absolues
On a le theoreme suivant, extrait de [59, 58] :
Theoreme 4. Une fonction est parfaitement non lineaire si, et seulement si, elle
est courbe.
Preuve. Soit F : Kp ! Kq une fonction parfaitement non lineaire. On a, par
denition, F = 2
p q, donc, pour tout a 6= 0, en etudiant les cas d'egalite dans
la preuve du theoreme 2, on a F (a; b) = (F 
 F )(a; b) = 2p q. D'autre part,
F (0; 0) = 2
p, et, pour tout a 6= 0, on a F (a; 0) = 0. On a donc
(^F )
2(a; b) = d(F 
 F )(a; b)
=
X
x;y
(F 
 F )(x; y)( 1)a:xb:y
= 2p + 2p q
X
x6=0;y
( 1)a:xb:y
=
8><>:
2p si b 6= 0
0 si b = 0 et a 6= 0
22p si a = b = 0.
Donc, comme ^F (a; b) = 2p=2, pour tout (a; b); b 6= 0, F est courbe.
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La reciproque se montre de maniere analogue en utilisant les proprietes clas-
siques de la transformation de Walsh :
(F 
 F )(a; b) = 1
2p+q
d
(F 
 F )(a; b) = 1
2p+q
d
(^F )2:
ut
Pour determiner leur existence, on utilise le theoreme suivant, extrait de [59]
Theoreme 5. Les fonctions courbes vectorielles existent si, et seulement si, p 
2q et p est pair.
Preuve. Si F est courbe, pour tout b 6= 0, ^F (a; b) = 2 p2 . Donc, p est pair.
Notons S la somme
S = 2 
p
2
X
b 6=0
^F (0; b):
Si r0 est le nombre de b non nuls tels que ^F (0; b) = +2
p=2, on a
S = r0   (2q   1  r0)
= 2r0   2q + 1:
Donc, S est impair.
D'autre part, on aX
b6=0
^F (0; b) =
X
b
^F (0; b)  ^F (0; 0)
=
X
b
X
x
( 1)b:F (x)   2p
=
X
x
X
b
( 1)b:F (x)   2p
= 2qt  2p
ou t est le cardinal de fx;F (x) = 0g. Comme S = 2  p2 (2qt  2p), on a
t = 2
p
2
 q(S + 2
p
2 ):
Comme t est entier et S impair, 2
p
2
 q doit e^tre entier. Donc, p  2q.
L'existence se montre en utilisant des constructions semblables a celles de
la classe de Maiorana-McFarland : pour une permutation  : Kp ! Kp et une
fonction f : Kp ! Kp quelconque, la fonction F : Kp Kp ! Kp denie par
F (x; y) = x (y) + f(y)
ou  est le produit au sens de GF (2p) est courbe. En tronquant la sortie, on
obtient une fonction courbe pour tout q  p. ut
D'apres ce theoreme, lorsque p est pair et superieur ou egal a 2q, -resistance
et -resistance sont equivalentes. Avec ces parametres, de telles fonctions ont
largement ete etudiee. Les methodes de construction des fonctions courbes, ainsi
que leurs proprietes, sont detaillees dans la these de Claude Carlet [55].
Pour p < 2q, on doit chercher d'autres bornes.
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10.3 Fonctions presque parfaites
10.3.1 Fonctions presque parfaitement non lineaires
La distribution F (a; b) est toujours paire, car si z verie F (z  a)  F (z) = b,
z  a aussi. Comme les F (a; b) ne peuvent pas tous e^tre nuls, on a F  2, ce
qui constitue une nouvelle borne inferieure.
On a la notion suivante, extraite de [61] :
Denition 5. On appelle fonction presque parfaitement non lineaire une fonction
telle que F = 2.
A cause de la borne absolue F  2p q, de telles fonctions ne peuvent exister
que si q  p (le cas (p; q) = (2; 1) est trivial). Dans ce cas, les fonctions -
resistantes sont les fonctions presque parfaitement non lineaires.
10.3.2 Fonctions presque courbes
De maniere analogue, on a une autre borne inferieure sur F .
On montre tout d'abord un lemme technique :
Lemme 1. Pour toute fonction F , on aX
b6=0;a
^4F (a; b)  22p(3 2p+q   2q+1   22p)
avec egalite si, et seulement si F est presque parfaitement non lineaire.
Preuve. Rappelons quelques proprietes classiques de la transformation de Walsh.
Pour toute fonctions f sur Kn, on a :
(f^)2 = df 
 fd
(f^) = 2nf
et
X
a
f(a) = f^(0):
D'apres la denition de F , on a
F (a; 0) =
(
2p 1 si a = 0
0 sinon
et d'apres la denition de F , on a aussi F (0; 0) = 2
p. Donc, pour toute fonction
F : X
b6=0;a
^4F (a; b) =
X
b 6=0;a
( dF 
 F )2(a; b)
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=
X
a;b
( dF 
 F )2(a; b) X
a
( dF 
 F )2(a; 0)
=
d
[(^F )2](0; 0) 
X
a
(^F )
2(a; 0)
= 2p+q[F 
 F ](0; 0)  24
X
a
(F )
4(a; 0):
D'apres la denition du produit de convolution, on a
[F 
 F ](0; 0) =
X
a;b
F (a; b)F (a; b)
=
X
a 6=0;b
2F (a; b) + 
2
F (0; 0):
En rassemblant ces resultats, on obtientX
b6=0;a
^4F (a; b) = 2
p+q
X
a 6=0;b
2F (a; b) + 2
3p+q   24p:
Pour tout entier naturel pair n, on a n2  2n avec egalite si, et seulement si
n = 2 ou n = 0. Donc, pour tout a 6= 0 et tout b, on a 2F (a; b)  2F (a; b) avec
egalite si, et seulement si F est presque parfaitement non lineaire. D'autre part,
on a X
a6=0;b
F (a; b) =
X
a 6=0
X
b
F (a; b)
=
X
a 6=0
2p
= 2p  (2p   1):
Donc X
b6=0;a
^4F (a; b)  2p+q  2 2p  (2p   1) + 23p+q   24p
 22p(3 2p+q   2q+1   22p):
avec egalite si, et seulement si F est presque parfaitement non lineaire. ut
On obtient ainsi la borne suivante :
Theoreme 2. Pour toute fonction F , on a
F  1
2
 
3 2p   2  2(2
p   1)(2p 1   1)
2q   1
!1=2
:
Quand la borne est atteinte, on dit que la fonction est presque courbe. De plus,
toute fonction presque courbe est presque parfaitement non lineaire.
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Preuve. Tout d'abord, on remarque
2F = sup
a;b6=0
2F (a; b)
= sup
a;b6=0
1
4
(^F )
2(a; b)
et pour toute application N(a; b) sur ZZ, on a
M = sup
a;b6=0
N2(a; b) 
P
a;b6=0N4(a; b)P
a;b6=0N2(a; b)
:
avec egalite si, et seulement si
8a; b 6= 0
8><>:
N(a; b) = 0
or N(a; b) =  pM
or N(a; b) = +
p
M:
On evalue la somme
P
b6=0;a ^2F (a; b). Pour toute fonction F , on aX
b6=0;a
^2F (a; b) =
X
b6=0;a
( dF 
 F )(a; b)
=
X
b6=0;a
^F (a; b)
=
X
a;b
^F (a; b) 
X
a
^F (a; 0)
=
d
[^F ](0; 0)  4
X
a
2F (a; 0)
= 2p+qF (0; 0)  42F (0; 0)
= 22p(2q   1):
Donc, en utilisant le lemme, on a
42F = sup
a;b 6=0
(^F )
2(a; b)  2
2p(3 2p+q   2q+1   22p)
22p(2q   1)
 3 2
p+q   2q+1   22p
2q   1
 3 2p   2  2(2
p   1)(2p 1   1)
2q   1
avec egalite si, et seulement si F est presque parfaitement non lineaire et
8a; b 6= 0
8><>:
F (a; b) = 0
or F (a; b) =  F
or F (a; b) = +F :
ut
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On note que pour des fonctions presque courbes, F (a; b) ne peut prendre que
trois valeurs dierentes pour b 6= 0 qui sont 0,  F et F . Cette situation est
semblable a celle des fonctions courbes ou F (a; b) prend seulement deux valeurs
 F et F pour b 6= 0.
Pour etudier le probleme de l'existence des fonctions presque courbes, on
montre deux lemmes :
Lemme 3. Si une fonction F : Kp ! Kq est presque courbe et n'est pas courbe,
alors p  q.
Preuve. On a la borne absolue
F  1
2
2
p
2 :
Donc, si F est presque courbe et non courbe, on a
1
2
s
3 2p+q   2q+1   22p
2q   1 >
1
2
p
2p
3 2p+q   2q+1   22p
2q   1 > 2
p
3 2p+q   2q+1   22p > 2p+q   2p
2p+q+1   2q+1   22p + 2p > 0
2q+1(2p   1)  2p(2p   1) > 0
q + 1 > p:
ut
On a le lemme suivant, du^ a Julien Cassaigne :
Lemme 4. Pour tout q > p, la quantite
(2p   1)(2p 1   1)
2q   1 (10.1)
n'est pas entiere.
Preuve. On a
(2p   1)(2p 1   1) = (2q   1)22p 1 q   (3 2p 1   22p 1 q   1)
= A (2q   1) B:
Comme q > p, on a  22p 1 q >  2p 1, donc 3  2p 1   22p 1 q > 2p > 1 et le
reste B est strictement positif.
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D'un autre cote, on a
B < 2q   1 () 3 2p 1   22p 1 q   1 < 2q   1
() 2p 1(3  2p q) < 2q:
Comme q  p+1, on a 2 < 3  2p q < 3, donc 2p 1(3  2p q) < 3 2p 1. Comme
2p+log2(
3
2
) < 2q, on a bien B < 2q   1.
On a donc
(2p   1)(2p 1   1) = A (2q   1) B
avec 0 < B < 2q   1, et la quantite (10.1) ne peut e^tre entiere si q > p. ut
On a donc le theoreme suivant :
Theoreme 5. Si une fonction F : Kp ! Kq est presque courbe et n'est pas
courbe, alors p = q et p est impair. Dans ce cas, on a
F =
1
2
2
p+1
2 : (10.2)
Preuve. D'apres le lemme 3, on a q  p. Si q > p, d'apres le lemme 4, F n'est
pas entier, ce qui est impossible. On a donc q = p. F ne peut e^tre entier que si
p est impair. ut
Pour construire un exemple de fonction presque courbe, soit le mono^me
F (x) = x2
k+1
sur GF (2n). Si n est impair, 1 < k < n et si n et k sont premiers entre eux, alors
F est presque courbe d'apres les resultats de [60].
Un exemple de fonction presque parfaitement non lineaire et non presque
courbe, du^ a Claude Carlet, est la fonction inverse F (x) = x 1 de GF (2n)
completee par F (0) = 0. Si n est impair, d'apres [60], F est une permutation
presque parfaitement non lineaire. Cependant, ce n'est pas une fonction presque
courbe, d'apres [57].
Conclusion
On a donc etudie les fonction -resistantes et -resistantes dans certains cas :
 si p  2q et si p est pair, -resistant est equivalent a -resistant et a la
notion de fonction courbe vectorielle ;
 si p = q et si p est impair, -resistant est equivalent a la notion de fonction
presque parfaitement non lineaire, -resistant est equivalent a la notion
de fonction presque courbe, et -resistant entra^ne -resistant sans e^tre
equivalent.
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Dans tous les cas, on a les bornes
F  max

2p q; 2

F  max
0@1
2
2p=2;
1
2
 
3 2p   2  2(2
p   1)(2p 1   1)
2q   1
!1=21A :
L'etude de -resistance et de -resistance est un probleme encore ouvert
dans les autres cas. En particulier, si p = q et si p est pair, on n'a pas de
caracterisation simple de telles fonctions. De me^me, pour q < p < 2q, il existe
des fonctions telles que F =
1
2
2
p+1
2 , mais on ignore s'il existe des fonctions telles
que 1
2
2
p
2 < F <
1
2
2
p+1
2 .
Chapitre 11
Cryptanalyse statistique
It is possible to solve many kinds of ciphers by statistical analysis.
Claude Shannon
Depuis la proposition du Standard de Chirement de Donnees (DES) par le
gouvernement americain en 1977, de nombreux eorts ont ete developpes par
les experts en cryptanalyse pour attaquer cette fonction. La longueur des clefs
secretes etant de 56 bits, la complexite d'une recherche exhaustive est de l'ordre
de 256.
La premiere attaque proposee fut une amelioration de la recherche exhaustive
d'un facteur 2 par la propriete de complementation [41]. Des articles etudierent
le cou^t theorique d'une machine parallele qui serait dediee a l'attaque de DES
[39, 40, 69]. Un tel recourt a la force brutale peut e^tre interprete comme le constat
de l'impuissance a lier une quelconque information utilisable entre le message
clair, le message chire et la clef secrete.
Le principal progres signicatif dans l'attaque de DES fut la cryptanalyse
dierentielle proposee par Eli Biham et Adi Shamir [44, 47, 48]. L'idee de cette
attaque est de constater qu'une correlation particuliere choisie entre une paire de
messages clairs se repercute par une correlation visible sur la paire de messages
chires avec une probabilite signicativement biaisee. L'attaque consiste donc a
saisir les messages chires de paires de messages clairs choisis jusqu'a l'observation
du biais. Un tel biais ouvre une breche dans la fonction de chirement par ou
fuit des informations sur la clef. L'innovation apportee par les idees de Eli Biham
et Adi Shamir reside principalement dans l'analyse heuristique permettant la
decouverte des correlations ecaces.
La cryptanalyse dierentielle, si elle a attaque avec succes diverses autres
fonctions, a pluto^t mis en evidence la securite de DES [45, 46]. La complexite
de l'attaque se mesure par rapport au nombre de messages clairs choisis. Ainsi,
la complexite de la meilleur attaque plafonne a 247, ce qui est tout de me^me
un progres signicatif par rapport a 255. Eli Biham et Adi Shamir ont surtout
montre que d'inmes modications aleatoires de la structure des S-bo^tes de DES
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entra^naient un ecroulement de la complexite a 238 et moins, ce qui montre que
DES etait construit pour resister a cette attaque.
Une approche duale de la cryptanalyse dierentielle fut proposee par Mitsuru
Matsui : la cryptanalyse lineaire [52, 53]. Son idee est de constater la correlation
entre une information sur le message clair et une information sur le message
chire. L'utilisation de ce biais se fait de maniere semblable a la cryptanalyse
dierentielle, et il n'est pas etonnant qu'une telle approche a priori plus simple
donne un resultat sensiblement meilleur. L'innovation apportee par Mitsuru Mat-
sui reside, ici aussi, dans l'analyse heuristique permettant la decouverte de la
correlation.
La meilleure attaque proposee par la cryptanalyse lineaire a pour complexite
243. Un exemple d'une telle attaque contre une autre fonction est presente dans
le chapitre 9. La legere amelioration apportee par la cryptanalyse lineaire par
rapport a la cryptanalyse dierentielle n'est pas surprenante puisqu'elle est plus
simple, et il est concevable que DES soit construit pour resister a cette attaque
egalement. L'equivalence entre les deux approches n'etant pas demontree, il est
surprenant qu'une fonction developpee dans les annees 70 apparaisse resistante a
deux types d'attaques compliquees decrites vingt ans plus tard. Ceci laisse penser
que DES a ete construit pour resister a une notion plus vaste d'attaques englobant
les deux precedentes.
Dans ce chapitre, on montre une approche statistique de la cryptanalyse des
fonctions de chirement. Cette description n'utilise pas les proprietes de linearite
exploitees dans les attaques dierentielles et lineaires. Elle denit une notion
de resistance de type statistique. On montre que si une cryptanalyse lineaire
ou dierentielle est ecace, une cryptanalyse semblable sur ce domaine l'est
egalement. De plus, une nouvelle analyse heuristique est proposee. Elle a permis
de retrouver une attaque contre DES strictement equivalente a celle de Mitsuru
Matsui, de complexite 243, par une approche disjointe. De plus, il semblerait que
cette attaque soit la meilleur, du point de vue de cette approche.
11.1 Attaque statistique
11.1.1 Modele
On considere une fonction de chirement notee E qui a tout message clair mp
associe un message chire mc en utilisant une clef secrete . On decompose la
fonction en E = E3  E2  E1 ou E1 est appele premier tour et ou E3 est
appele dernier tour. Cette decomposition est ici arbitraire, mais dans la plupart
des cas, cette notion de premier et de dernier tour correspondra a la structure
de tours denie dans la fonction. On note mpi = E1 (m
p) et mci = (E3 )
 1(mc) et
l'on appelle respectivement message clair interne et message chire interne ces
11.1. ATTAQUE STATISTIQUE 129
valeurs.
Une attaque statistique est denie par plusieurs masques, qui sont des en-
sembles de positions de bits. Par convention, on dit que les bits dont les positions
ne sont pas dans l'ensemble sont masques, donc inconnus. Formellement, une at-
taque est denie par une caracteristique (
;
pi;
ci) constituee de masques 
pi
et 
ci sur les messages clairs et chires internes respectivement et d'un masque
supplementaire 
 sur le message clair mp.
On suppose que l'on dispose d'echantillons independants M = (Mp;M c) tels
que M c = E(Mp) veriant l'hypothese suivante :
Hypothese 1. Mp ^ 
 est constant et Mpi ^
pi est uniformement distribue sur
toutes ses valeurs possibles1.
Ainsi, soit on a une attaque a message clair connu utilisant un ltre pour obtenir
Mp ^ 
 constant, soit on a une attaque a message clair choisi.
Pour pouvoir observer une distribution sur E2 restreinte aux masques 

pi et

ci, on utilise une information k sur la clef  necessaire pour calculer a la fois
Mpi ^
pi a partir de Mp au travers de E1 et M ci ^
ci a partir de M c au travers
de E 13 . L'idee principale de l'attaque consiste a dire qu'en faisant ces calculs a
l'aide de la bonne valeur de k, la distribution de (Mpi ^ 
pi;M ci ^ 
ci) appara^t
moins uniforme que pour de mauvaises valeurs. On distingue ainsi la bonne valeur
de k suivant 4 phases :
 Phase de collection. On collectionne plusieurs echantillons veriant l'hy-
pothese 1.
 Phase d'analyse. Pour chaque valeur candidate de k, on calcule la table
de distribution observee sur E2 restreinte aux masques (

pi;
ci) et l'on
note son uniformite.
 Phase de classement. On classe tous les candidats suivant leur note.
 Phase de recherche. On essaye de maniere exhaustive toutes les clefs
suivant leur classement.
11.1.2 Implementation de l'attaque
Soit 
p l'ensemble des positions de bits de mp necessaires pour calculer la valeur
mpi ^
pi au travers de E1. De me^me, soit 
c l'ensemble des positions de bits de
mc necessaires pour calculer mci ^
ci au travers de E 13 . Pour toutes les valeurs
de a = mp^(
p\
) et de b = mc^
c, on denit un compteur ra;b. Dans la phase
1x ^ 
 est la valeur des bits de x dont les positions sont dans le masque 
, et 
 represente
le masque complementaire de 
, c'est-a-dire l'ensemble des positions qui ne sont pas dans 
.
Cela correspond aux operations logiques et et non bit-a-bit respectivement.
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Note
Initialise tous les ra;b a 0
Pour n echantillons m, incremente rmp^(
p\
);mc^
c
Pour chaque candidat k
Calcule tous les ni;j(k) suivant (11.1)
Calcule S(k) et mets D(k) a S(k) 

Fin pour
Fin Note.
Figure 11.1 : Attaque statistique.
de collection, si M est un nouvel echantillon de couple message clair/chire, on
doit juste incrementer le compteur rMp
`
^(
p\
);Mc
`
^
c .
Dans la phase d'analyse, pour chaque candidat k, on peut calculer les valeurs
i =Mpi` ^ 
pi et j =M ci` ^ 
ci. Donc, pour chaque k, on peut calculer
ni;j(k) =
X
Ek
1
(a)^
pi=i
(Ek3)
 1
(b)^
ci=j
ra;b: (11.1)
En utilisant une statistique appropriee S, la phase d'analyse consiste, pour chaque
k, a calculer S(k) en utilisant tous les ni;j(k). Soit  et  l'esperance et l'ecart-type
de S respectivement dans le cas ou Mp et M c sont independants. Pour chaque k,
on denit la note D(k) = S(k) 

du candidat k.
Les deux premiere phases de l'attaque sont resumees sur la gure 11.1. La
complexite en espace est 2W (

p\
)+W (
c)+2w ou 2w est le nombre de candidats2.
La complexite en temps est equivalente a 2w+W (

p\
)+W (
c) + n. La complexite
en moyenne de la phase de recherche sera etudiee plus ulterieurement.
11.1.3 Analyse de l'attaque
Soient respectivement p et q les nombres de i = Mpi ^ 
pi et de j = M ci ^ 
ci
possibles. On note Prob [M ci ^ 
ci = j=Mpi ^ 
pi = i] = 1
q
+di;j ou di;j represente
le biais. La deviation de la distribution se denit par
d =
sX
i;j
d2i;j:
2W (
) represente le poids de Hamming du masque 
, c'est-a-dire son cardinal.
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L'analyse precise de l'algorithme depend du choix de la statistique S, mais
on en donne ici les principes. Chaque di;j etant dans la pratique tres proche de 0,
pour chaque candidat k, l'esperance et l'ecart-type de D(k) sont respectivement
proches de 0 et 1. Si k est le bon candidat, D(k) depend de la distribution induite
par E2 sur les masques 

pi et 
ci. Si k0 6= k, D(k0) depend de la distribution
induite par la fonction
(Ek
0
3 )
 1  Ek3  Ek2  Ek1  (Ek
0
1 )
 1
ou (Ek
0
3 )
 1  Ek3 et Ek1  (Ek01 ) 1 lissent la distribution de E2. Ceci motive les
approximations suivantes :
Approximation 2. Si k0 est mauvais, l'esperance de S(k0) est .
Approximation 3. Pour tout k (bon ou mauvais), l'ecart-type de S(k) est .
Approximation 4. Toutes les notes D(k) sont deux-a-deux independantes.
Soit 0 la veritable esperance de S(k) avec le bon candidat k. On appelle
ecacite de l'attaque l'esperance  = 
0 

de la bonne note. Soit
(t) =
1p
2
Z t
 1
e 
t2
2 dt
la distribution de la loi normale centree reduite. Dans la suite, l'expression \la
distribution de S est asymptotiquement normale" signie que
Prob
"
S   E(S)
(S)
< t
#
! (t):
Theoreme 5. Sous les approximations, si les distributions de tous les D(k) sont
asymptotiquement normales, la complexite en moyenne de la phase de recherche
tend vers 2W

 =p2

ou 2W est le nombre de clefs .
Preuve. Pour chaque mauvais candidat k0, (D(k0) D(k)  ) =p2 est centree
reduite, donc
Prob [D(k0) > D(k)]! 
 
  p
2
!
:
ut
La decroissance de 

 =p2

est illustree sur le tableau suivant :
 0 2 2 2 1 1 2 22 23


 =p2

50% 43% 36% 24% 8% = 2 3:7 2 8:7 2 27:0
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11.1.4 Utilisation de plusieurs caracteristiques
Il est possible d'utiliser plusieurs caracteristiques Cs (ou la me^me plusieurs fois,
avec des echantillons independants) d'ecacite s pour s = 1; : : : ; c en utilisant
une astuce analogue a celle utilisee par Burton Kaliski et Matthew Robshaw [51].
On utilise ces idees me^me lorsque l'information k sur  est dierente pour chaque
caracteristique. Chaque clef candidate  obtient une note Ds() relative a chaque
caracteristique. On note
 =
vuut cX
s=1
2s (11.2)
et l'on denit la note generale
D(k) =
cX
s=1
s

Ds(k)
en utilisant les ecacites comme coecients de chaque note partielle. On peut
alors ensuite eectuer la recherche exhaustive suivant la liste des clefs triees sui-
vant la note generale. Il est facile de demontrer que le theoreme 5 reste vrai si
l'on remplace  par  en supposant que les Ds() sont independantes.
11.2 Approche dierentielle
Dans le cas suivant, 
 est petit : l'attaque est a message clair choisi. Pour des
valeurs non nulles de a et b donnees, soit
SD =
X
ii0=a
jj0=b
ni;jni0;j0 =
X
` 6=`0
1Mpi
`
Mpi
`0 =a et M
ci
`
Mci
`0=b
:
SD compte le nombre de paires (M
pi;M ci) de dierence masquee (a; b) dans la
liste des echantillons. Une analyse heuristique inventee par Eli Biham et Adi
Shamir permet d'approcher
Prob[M ci M 0ci = b=Mpi M 0pi = a] = 1
q
+ :
Theoreme 1. Sous l'hypothese 1, l'ecacite de l'attaque en utilisant SD est
 ' n qq
2(pq   1)
  n q
p
q
2(pq   1)
d2:
Preuve. On a  = n(n 1)
pq
,
 =
q
n(n  1)
q
2(pq   1)
pq
et 0 =
n(n  1)
pq
+
n(n  1)
p
11.3. APPROCHE LINEAIRE 133
ce qui permet d'obtenir . En utilisant l'inegalite de Cauchy-Schwarz, on a
jj = 1
p

X
ii0=a
jj0=b
di;jdi0;j0
 
d2
p
:
ut
11.3 Approche lineaire
11.3.1 Cryptanalyse lineaire
Dans le cas suivant, 
 est le masque complet : l'attaque est a message clair connu.
Pour des valeurs de a et b donnees, soit
SL =
X
ia=jb
ni;j =
nX
`=1
1(Mpi` ^
pi)a=(Mci` ^
ci)b
ou x  y est le produit scalaire, c'est-a-dire x  y = W (x ^ y) mod 2. SL compte le
nombre d'echantillons dans un hyperplan deni par a et b. Une analyse heuristique
inventee par Mitsuru Matsui permet d'approcher
Prob
h
(Mpi ^ 
pi)  a = (M ci ^ 
ci)  b
i
=
1
2
+ :
Theoreme 1. Sous l'hypothese 1, l'ecacite de l'attaque en utilisant SL, qui est
asymptotiquement normale, est
 =
p
n:2  pn:
s
q
p
d:
Ce theoreme sera montre sous une forme plus generale ulterieurement.
11.3.2 L'attaque de Mitsuru Matsui contre DES
Comme cela est illustre sur la gure 11.2, l'attaque de Mitsuru Matsui est denie
par la caracteristique

 = (f f f f f f f f ; f f f f f f f f)

pi = (01 04 00 80; 00 00 00 00)

ci = (00 00 80 00; 21 04 00 80)
en hexadecimal [53]. Pour des raisons dependant de la structure de F , les masques
sur les sous-clefs sont codes en octal. On a a = 
pi et b = 
ci. Donc, p = 23 et
q = 25, et le nombre de candidats est 212. Le biais est approche heuristiquement
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

Tours 2; : : : ; 15
F
? 
??
F
? 
??
01 04 00 80
00 00 80 00
00 00 00 00
21 04 00 80
f 9 04 00 81
00 00 80 00
?
?
01 04 00 80 00 01 f 8 00
00 00 00 00 77 00 00 00
77 00 00 00 00 00 00 00
Figure 11.2 : Caracteristique de Mitsuru Matsui.
par jj = 1:19  2 21. En utilisant n = 243, on a  = 3:37. Donc, en utilisant
deux telles caracteristiques (comme le fait Mitsuru Matsui), l'ecacite globale est
donnee par l'equation (11.2) et la recherche exhaustive a une complexite amelioree
d'un facteur ( 3:37) = 2 11:4. La complexite de la phase de recherche est donc
244:6.
11.3.3 Test lineaire generalise
On peut generaliser la statistique SL par n'importe quelle statistique lineaire :
pour des coecients ai;j donnes, soit
St =
X
i;j
ai;j:ni;j =
nX
`=1
aMpi
`
^
pi;Mci
`
^
ci :
Theoreme 2. La statistique St est asymptotiquement normale. Sous l'hypothese
1, la meilleur ecacite est obtenue avec ai;j = di;j. C'est
 =
p
n:
s
q
p
d:
Preuve. On a  = a1,  = a2
p
n, et
0 = a1 +
n
p
X
i;j
ai;j:di;j ou a1 =
1
pq
X
i;j
ai;j et a
2
2 =
1
pq
X
i;j
(ai;j   a1)2:
St est asymptotiquement normale, d'apres le theoreme central limite. L'inegalite
de Cauchy-Schwarz permet de conclure. ut
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Pour la caracteristique de Mitsuru Matsui completee par symetrie denie par

 = (f f f f f f f f ; f f f f f f f f)

pi = (21 04 00 80; 00 00 80 00)

ci = (00 00 80 00; 21 04 00 80)
on a p = q = 25. La deviation est approchee par d ' 2 19:58. Donc, en utilisant
242:93 messages clairs connus, on a  = 3:69. Avec deux telles caracteristiques,
la recherche exhaustive est acceleree d'un facteur ( 3:69) = 2 13:14 et obtient
la complexite 242:86. On a ainsi reduit le nombre de messages clairs connus d'un
facteur 5% dans l'attaque de Mitsuru Matsui.
11.4 Cryptanalyse 2
La deviation par rapport a la distribution uniforme peut e^tre mesuree par la
statistique du 2 [83] :
S2 =
pq
n
X
i;j
 
ni;j   n
pq
!2
=
pq
n
X
i;j
n2i;j   n:
Theoreme 1. Sous l'hypothese 1, l'ecacite de l'attaque en utilisant S2 est
 ' n q
p
q
2(pq   1)
d2:
Preuve. Pour les mauvais candidats, la statistique S2 tend vers la loi du 
2 avec
pq   1 degres de liberte :  = pq   1 et  =
q
2(pq   1). Comme le degre de
liberte est grand, on peut approcher cette loi par une loi normale.
Soit
S 02 =
pq
n
X
i;j
 
ni;j   n
pq
  ndi;j
p
!2
:
S 02 est une sorte de statistique 
2 telle que E(S 02) = pq   1   qd
2
p
. Donc, on a
S2 = S
0
2+2d
q
qn
p
St n qd2p ou St est le meilleur test lineaire centre reduit. Donc,
on a
0 = pq   1 + (n  1)qd
2
p
ce qui permet de calculer . ut
Une consequence directe de ce theoreme est qu'avec la me^me caracteristique et le
me^me nombre de messages clairs, la cryptanalyse 2 est au moins aussi ecace
que la cryptanalyse dierentielle. Elle est egalement comparable a l'ecacite de
la cryptanalyse lineaire.
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Avec cette statistique, on n'a pas besoin d'avoir une idee precise sur l'in-
formation qui fuit au travers de E2 (les valeurs a et b dans les cryptanalyses
dierentielles et lineaires). Ici, en utilisant la caracteristique (
;
pi;
ci), s'il
existe une sous-caracteristique ecace pour la cryptanalyse dierentielle ou lineaire,
la statistique du 2 est capable de la detecter et de l'exploiter pour distinguer le
bon candidat.
Par exemple, on peut essayer la caracteristique de Mitsuru Matsui avec la sta-
tistique S2 . On a p = 2
3, q = 25 et d  2jj
q
p=q = 1:192 21. En utilisant 245:7
messages clairs (6:5 fois plus que Mitsuru Matsui seulement), on obtient  = 3:26.
Dans ce cas, le 2 est approximativement normal, donc, en utilisant deux telles ca-
racteristiques, on accelere la recherche exhaustive d'un facteur ( 3:26) = 2 10:8.
11.5 Analyse heuristique avec des projections
Les bits de calcul intermediaires dans la fonction E2 peuvent e^tre ignores arbi-
trairement et supposes uniformement distribues, independamment du reste du
calcul. Avec une telle hypothese heuristique, les bo^tes obtiennent un comporte-
ment non deterministe, avec des tables indiquant les probabilites de transition. Il
est possible de calculer ces matrices. Par exemple, si 
i et 
o sont des masques
indiquant les bits restant autour d'une S-bo^te respectivement en entree et en sor-
tie, on a la table des Si;j = Prob [S(x) ^ 
o = j=x ^ 
i = i]. Pour des bo^tes sur
une me^me couche de E2, on peut faire le produit tensoriel des matrices (egalement
appele produit de Kronecker), puis le produit matriciel des resultats. On obtient
la matrice des di;j.
Par exemple, la fonction DES etant denie par un schema de Horst Feistel,
on a deux registres internes. En essayant tous les masques possibles de 4 bits
sur le registre gauche et de 1 bit sur le registre droit, on obtient une matrice de
transition de type 25  25. Celle obtenant la meilleur deviation se trouve e^tre
precisement celle obtenue par l'attaque de Mitsuru Matsui ! Cela a donc permis
de retrouver la meilleur cryptanalyse lineaire de DES connue sans utiliser de
proprietes de linearite.
Conclusion
On a montre que les principales techniques utilisees dans la cryptanalyse dierentielle
et la cryptanalyse lineaire sont des cas particuliers de la cryptanalyse statistique.
Il est donc possible de rassembler leurs eorts par un jeu de coecients. Les deux
methodes precedentes peuvent e^tre legerement ameliorees par l'information ad-
ditionnelle de tous les coecients di;j : la cryptanalyse dierentielle par un test
du 2, et la cryptanalyse lineaire par un test lineaire optimal. Ainsi, on a realise
une economie de 5% dans le nombre de messages clairs connus necessaires dans
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la meilleur attaque de DES a ce jour.
Inversement, avec moins d'information (sans savoir quelles informations sur
l'entree et la sortie sont correlees), la cryptanalyse par la methode du 2 permet
de faire sensiblement aussi bien, et donc de rechercher les attaques optimales par
ta^tonnement.
On a prouve que l'aspect lineaire des S-bo^tes qui semblait important dans les
methodes precedentes n'est pas indispensable, puisqu'il a ete possible de retrouver
une attaque equivalente a la meilleure attaque connue contre DES par de simples
considerations statistiques.
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Chapitre 12
Conclusion
La formalisation des primitives cryptographiques dans le cadre de la theorie
des graphes permet de denir la securite oerte par le reseau de calcul utilise.
L'equation speciee par la fonctionnalite de la primitive s'ecrit sous la forme d'un
graphe d'equation. On denit la complexite de sa resolution comme etant la com-
plexite en moyenne sur toutes les denitions possibles des bo^tes de calcul, et
cette valeur traduit la securite de la primitive.
Cette approche permet egalement de denir des classes generiques d'algo-
rithmes pour resoudre les equations. Ainsi, la classeA0(./; ) generalise les notions
de recherche exhaustive et de paradoxe des anniversaires. Comme il est d'usage de
calculer de telles complexites de maniere logarithmique par rapport au cardinal
de l'alphabet utilise (la base), pour une fonction de compression fournissant un
resultat de longueur n, la complexite d'une recherche exhaustive est n. Une telle
fonction sera donc dite su^re si la plus petite complexite d'un algorithme generique
qui l'inverse est n, c'est-a-dire si l'on a pC[A0(G; ./; )] = n lorsque G modelise le
probleme de l'inversion de la fonction.
Des methodes permettent de trouver des bornes inferieures de complexite vis-
a-vis de la classe A0(./; ). Dans certains cas, une methode pratique, inspiree de
la theorie des graphes d'expansion, basee sur la seconde valeur propre du graphe
de calcul, donne des bornes interessantes. Si les bo^tes ont autant d'entrees que
de sorties (graphe localement reversible), si 2 est la seconde valeur propre du
graphe G, le theoreme 4 precise :
pC[A0(G; ./; )]  229 Card(V)  G(V)
ou G(V ) est le nombre moyen (logarithmique) de solutions de l'equation. Dans le
cas plus particulier des graphes symetriques, une methode, inspiree des theories
sur les problemes algorithmiques des groupes nis, basee sur la distance moyenne
du graphe de calcul, donne des bornes plus nes. Ainsi, si G est localement
reversible, symetrique pour les are^tes, de degre d et de distance moyenne , le
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corollaire 5 montre :
pC[A0(G; ./; )]  d9Card(V):
Des methodes directement adaptees a des graphes particuliers peuvent e^tre envi-
sagees. Ainsi, pour etudier la securite de la famille de fonctions de compression
construite sur le graphe de la transformee de Fourier rapide proposee dans [26], la
methode fournissant le meilleur resultat utilise les theoremes usuels de la theorie
des ots. Cette analyse montre qu'une double iteration du graphe de la trans-
formee de Fourier rapide est susant pour denir une fonction de compression
su^re dans ce cadre.
Dans le cas general, des methodes algorithmiques ecaces restent a trouver.
L'intere^t de ce domaine de recherche est d'autant plus important que l'on arrive
a attaquer des fonctions de hachage sur des considerations elementaires sur le
graphe de calcul. Ainsi, il est possible de casser la fonction FFT Hash II sur la
simple notion de contraction de graphe.
Au niveau des bo^tes de calcul, on a constate l'absence de critere de securite
sur la diusion. Une mauvaise diusion a ete mise en evidence dans la fonction
MD4, ce qui a permis de montrer que cette fonction de compression n'etait pas
correlation-free. Ceci a permis de trouver un critere combinatoire parfaitement
adapte a la notion de \bonne diusion" : les multipermutations. Celles-ci realisent
une parfaite diusion et sont fortement liees aux codes MDS et a des objets
qui intriguent les mathematiciens depuis deux siecles : les carres latins. Il est
cependant possible d'en construire de maniere ecace pour e^tre utilisees comme
bo^tes dans des primitives cryptographiques.
La cryptanalyse lineaire utilise les biais de linearite introduits par les bo^tes.
Dans SAFER, on montre qu'une telle cryptanalyse est possible si l'on remplace
une certaine bo^te non biaisee par une autre. La propriete de non biais des bo^tes
de confusion, apparue ici comme accidentelle, aurait pu e^tre fatale a la fonction
de chirement si elle n'avait pas ete presente. Cela aurait ete du^ a une simple
mauvaise diusion, une fois de plus.
De me^me, la cryptanalyse dierentielle utilise une autre notion de biais, et
l'on peut etudier la relation entre les biais maximum vis-a-vis des deux types
d'attaque. Si l'on considere une bo^te a p bits d'entree et q bits de sortie, on
peut denir le biais maximal  utilise par la cryptanalyse dierentielle, et le
biais maximal  utilise par la cryptanalyse lineaire. Une bo^te sera d'autant plus
su^re face a ces attaques que  et  seront faibles. On a les bornes inferieures
suivantes :
  max

2p q; 2

  max
0@1
2
2p=2;
1
2
 
3 2p   2  2(2
p   1)(2p 1   1)
2q   1
!1=21A :
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Chaque cas d'egalite correspond a un objet combinatoire particulier. Les cas
 = 2p q et  = 1
2
2p=2 sont equivalents (theoreme 4) et correspondent aux
fonctions courbes, possible si, et seulement si p  2q et p pair (theoreme 5). Le
cas  = 2 correspond aux fonctions presque parfaitement non lineaires. Le cas
d'egalite avec la (nouvelle) borne
 =
1
2
 
3 2p   2  2(2
p   1)(2p 1   1)
2q   1
!1=2
correspond aux fonctions presque courbes, possible si, et seulement si p = q et p
impair lorsqu'il est disjoint du cas des fonctions courbes (theoreme 5). Une fonc-
tion presque courbe est presque parfaitement non lineaire, sans que la reciproque
soit vraie (theoreme 2).
La non linearite des bo^tes rend les primitives su^res contre les methodes heu-
ristiques d'analyse proposees par Eli Biham, Adi Shamir et Mitsuru Matsui. Cela
n'est bien su^r pas susant, car les non linearites locales peuvent tres bien s'annu-
ler par un phenomene global. On a montre une approche globale de ces methodes
dans un contexte statistique et comment retrouver la meilleure attaque connue
de DES sans aucun aspect de linearite, et comment l'ameliorer sensiblement.
Ces quelques resultats forment peut-e^tre un premier pas vers une theorie generale
sur les primitives cryptographiques. Certains manques ont ete combles, et de nou-
velles bases permettent d'envisager une etude plus systematique. Il est interessant
de constater que l'on peut denir une structure mathematique reguliere la ou il
n'y en avait a priori pas, ou regnait la loi de l'empirisme, et ou toute etude etait
resolument vouee a l'isolement dans le cadre restrictif d'une fonction particuliere.
Il est fort probable que le probleme general de la securite des primitives cryp-
tographiques cache des problemes ouverts de la theorie de la complexite tels le
celebre probleme P vs NP. En decouvrant ces liens, il serait alors possible de
construire des primitives dont l'existence d'une attaque serait equivalente a un
tel probleme.
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Glossaire
attaque. Tentative de casser.
attaque a texte chire connu. Type d'attaque d'une fonction de chif-
frement dans lequel on suppose l'acces a une liste de messages chires.
attaque a texte clair connu. Type d'attaque d'une fonction de chire-
ment dans lequel on suppose l'acces a une liste de messages clairs et de leur
message chire correspondant.
attaque a texte clair choisi. Type d'attaque d'une fonction de chire-
ment dans lequel on suppose l'acces a une bo^te noire qui peut chirer tout
message clair choisi.
bo^te de calcul. Dispositif qui transforme une ou plusieurs informations.
bruit. Phenomene qui altere un message de maniere aleatoire.
casser. Action de montrer qu'une specication de securite n'est pas satis-
faite dans certains cas.
chirement. Action de transformer un message clair sous une forme chiree
inintelligible, sauf a un ensemble de personnes possedant un secret choisi.
Il existe une fonction de dechirement liee au secret qui permet de retablir
le message clair.
chirement symetrique. Type de chirement dans lequel la me^me clef
permet de chirer et de dechirer.
codage. Action de transformer un message sous une forme resistante au
bruit. Il existe une fonction de dechifrement telle que deux codes legerement
dierents se decodent en le me^me message.
collision. Deux valeurs dierentes dont les images par une certaine fonction
sont identiques.
complexite. Quantite de temps ou d'espace necessaire.
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compression. Action de reduire un morceau de message et une petite
information en une autre petite information.
condentialite. Propriete de rendre une information inaccessible sauf pour
des personnes concernees.
confusion. Action de transformer une information elementaire.
crypto. voir rigolo
cryptanalyse. Art de la resolution des problemes cryptographiques.
cryptographie. Science des procedes de chirement. Par extension, science
des procedes permettant d'assurer la securite des systemes de traitement
de l'information.
cryptologie. Science etudiant la cryptanalyse et la cryptographie.
decodage. voir codage.
dechirement. voir chirement.
decryptage. Action consistant a retrouver un message clair sans posseder
le secret du dechirement.
DES. Fonction de chirement standardisee par le gouvernement americain
en 1977.
dicile. De complexite elevee.
diusion. Action de rassembler plusieurs informations elementaires en une
seule.
diversication de clef. Procede de calcul de sous-clefs a partir d'une clef
dans une fonction cryptographique.
factorisation. Action de decomposer un nombre entier naturel en produit
de plusieurs autres dierents de 1.
FFT Hash II. Fonction de hachage developpee par Claus Schnorr.
hachage. Action de reduire un message en une petite information.
IDEA. Fonction de chirement developpee par Xuejia Lai, James Massey
et Sean Murphy.
integrite. Propriete de prevenir un message contre son alteration par un
procede malicieux.
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Lucifer. Fonction de chirement developpee par Horst Feistel.
MD4. Fonction de hachage developpee par Ronald Rivest.
message chire. voir chirement.
message clair. voir chirement.
non linearite. Propriete d'une fonction de ne pas ressembler a une appli-
cation lineaire.
paradoxe des anniversaire. Fait que la probabilite d'obtenir deux per-
sonnes ayant la me^me date d'anniversaire dans une assemble est beaucoup
plus eleve que celle d'avoir une personne dont la date d'anniversaire est une
date donnee.
parametre de securite. Parametre inuancant directement la complexite
de toute attaque.
pince. Deux valeurs dont les images par deux fonctions sont egales.
primitive cryptographique. Procede cryptographique elementaire.
recherche exhaustive d'une solution. Action d'essayer toute solution
candidate potentielle.
reseau de calcul. Graphe compose de sommets representant des bo^tes de
calcul et lies par des are^tes orientees qui representent des donnees.
reversible. Propriete d'une fonction d'avoir des espaces de depart et d'ar-
rivee de me^me taille.
rigolo. voir crypto
RSA. Fonction de chirement asymetrique developpee par Ronald Rivest,
Adi Shamir et Leonard Adleman.
SAFER. Fonction de chirement developpee par James Massey.
sans collision. Propriete d'une fonction d'e^tre telle qu'il est dicile de
produire une collision.
SHA. Fonction de hachage standardisee par le gouvernement americain.
sens unique. Propriete d'une fonction d'e^tre telle qu'il est en moyenne
dicile de trouver une preimage d'une valeur donnee.
sous-clef. Information deduite d'une clef utilisee dans un tour.
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specication de securite. Propriete imposee par la fonctionnalite pour
la securite.
tour. Etape de calcul dans une fonction cryptographique.
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Dans les annees cinquante, Claude Shannon initia la theorie des primitives
cryptographiques. Il denit les notions de diusion et de confusion. Toutefois,
cette theorie a tres peu evolue jusqu'a nos jours. Recemment, la cryptanalyse
dierentielle et la cryptanalyse lineaire marquerent un progres signicatif dans
l'analyse des primitives. Des criteres de securite sur les bo^tes de confusion, es-
sentiellement des criteres de non-linearite, furent proposes.
Dans cette these, on montre comment construire une notion de complexite
sur la structure de graphe des primitives et comment l'etudier. Ceci fournit des
criteres de securite sur le reseau de calcul. On propose egalement de nouveaux
criteres sur la diusion. On unie enn les deux types de cryptanalyse en les
debarrassant de leur aspect lineaire par une approche statistique.
In the early fties, Claude Shannon initiated the theory of cryptographic
primitives. He dened the notion of diusion and confusion. However, this theory
did not develop very much until now. Recently, the dierential cryptanalysis and
the linear cryptanalysis gave a signicant advance in the analysis of the primitives.
Security criteria for confusion, essentially nonlinearity criteria, has been proposed.
In this thesis, we show how to dene a notion of complexity on the graph
structure of the primitives and how to study it. This gives security criteria of
the computational network. We propose new criteria for diusion. Finally, we
unify the two types of cryptanalysis, by getting rid of their linear aspects by a
statistical approach.
