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Large deviations and interacting random walks
and random surfaces
Erwin Bolthausen, Universita¨t Zu¨rich
St. Flour, July 1999
The ﬁrst topic addressed in this course is the so called polymer measure
in three dimension, sometimes called Edwards’ model. The rigorous con-
struction of this goes back to Westwater who in two celebrated papers in
the early eighties proved that a suitably regularized version converges if the
regularization is taken away. It perhaps needs some justiﬁcation that such
an “old fashioned” topic is taken up again. The Westwater model did in fact
not gain much attention in the probability community, despite the fact that
it is certainly more interesting than the two dimensional one (constructed
originally by Varadhan) on which many papers have been written. The rea-
son probably is that Westwater’s approach is so complicated (at least for
people not familiar with methods from quantum ﬁeld theory), that essen-
tially nobody seems to have taken the pains to study his papers. Until very
recently, there was barely any paper in the probability community discussing
properties of the three dimensional polymer measure. Not really much later
than the Westwater approach, there has been an alternative one, ﬁrst in
the context of quantum ﬁeld theory, and then also for the polymer problem,
with two contributions by Brydges, Fro¨hlich and Sokal, and the latter one
by Bovier, Felder and Fro¨hlich. Their approach is much simpler, but also
had considerable shortcomings. The main one was that it was impossible
to speak of the polymer measure, because the proof gave only boundednes
properties of ﬁnite dimensional distributions, from which the existence of
convergent subsequences could be derived. It is clear that having only such
boundednes or tightness properties, one can never prove for instance, that
the limit coincide with the process constructed by Westwater. In a paper
of mine in 1992, most of these shortcomings had been removed, and really
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the convergence had been proved, besides of other things. Unfortunately, the
technical details then still got somewhat involved, although the basic strat-
egy is quite transparent. The topic was vigorously taken up by X.Y. Zhou
who then wrote a number of papers (mostly with Albeverio, and one with
me) on the topic, extending the approach for instance to arbitrary coupling
constants, identifying the measure with the one constructed by Westwater,
and proving limit theorems for self-repellent random walks converging to the
measure. It was an extremely sad event when Zhou died suddenly in 1996,
shortly before a planned visit to Zu¨rich, where we wanted to work on the
topic.
The second Chapter will deal with self-attracting random walks. The
most natural example would be to just change the sign of the coupling con-
stant in the standard (weakly) self-avoiding case, but it is easy to see that
this is not an interesting object as the attraction would be far too strong.
So one is lead to models with weaker interaction, namely where the coupling
constant decays proportional in time. Somewhat surprisingly, this model has
a collapse transition in two and more dimensions, changing from a collapsed
state for a large coupling constant, to a diﬀusive one for weak couplings.
The diﬀusive phase had been discussed by Brydges and Slade. Of particular
interest is the two dimensional case, which is closely related to the polymer
measure (in two dimension). A part of the second Chapter will be devoted to
problems around the Wiener sausage. A self-attracting path measure (start-
ing for instance with the Brownian motion) is obtained by transforming the
measure by favoring paths with small Wiener sausage. It turns out that the
path measure obtained in this way, leads to a kind of droplet construction,
where the droplet describes in which region of the space the paths have to
concentrate under the new measure. This droplet is somewhat trivial, be-
ing just a ball, a fact which is related to the standard isoperimetric problem.
That there is such a droplet in a weak sense, at least after some compactiﬁca-
tion procedure, is an immediate consequence of the classical work of Donsker
and Varadhan on the Wiener sausage. The real issue is however if there
is a corresponding conﬁnement in L∞. Recently, after previous work in the
two-dimensional case by Sznitman and by myself, Th. Povel had been able
to prove that the droplet concentrates in L∞ near the optimal droplet in all
dimensions.
The behavior of this model also depends crucially on the coupling constant
chosen. It turns out that a model with decaying coupling constant is just
diﬀusive if the decay is too fast. There is a critical case where the “droplet
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picture” starts to dissolve, which is quite interesting, and has recently been
investigated by M. van den Berg, F. den Hollander and me. This will be
presented in the last Section of the Chapter.
The third Chapter discusses a number of topics which are all connected
with localization-delocalization phenomena, which are induced by an inter-
action of a random walk or a random surface with a wall. In particular,
the case of a random interface interacting with a wall is quite a fascinating
topic, with many open problems. The Chapter covers a model of a so called
heteropolymer (in one dimension) with a localization-delocalization phase
transition, and furthermore wetting transitions in dimension one (where it is
very easy) and dimension three (where it is absent).
Some comments about the degree in which technical details will be pre-
sented during this course. Some of the proofs presented here would be techni-
cally very lengthy if given in all the details. For instance, a full and complete
proof of the construction of the three dimensional polymer measure would
still require considerable time, but in fact, some of the calculations and esti-
mates are quite repetitive (with small variations), and it would only be tiring
if all of them would be presented. As a rule, I am trying to present for most
of the results some of the very core arguments in details.
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1 Polymer measures in three dimensions
1.1 Introduction
An outstanding open problem in probability theory is the determination of
the mean end to end distance of a standard self-avoiding random walk on
the d-dimensional lattice Zd for d = 2, 3 (and 4).
Given n ∈ N, let Ωn be the set of paths ω of length n:
Ωn
def
= {ω = (ω0, ω1, . . . , ωn) : ωi ∈ Zd, |ωi − ωi−1| = 1 for 1 ≤ i ≤ n},
and the set of self-avoiding paths
ΩSAn
def
= {ω ∈ Ωn : ωi = ωj for i = j}
.The problem is to give precise information about the asymptotic behavior
of |ΩSAn |, the number of self-avoiding paths, and about the mean length of
self-avoiding paths:
〈‖ωn‖〉SA def=
∑
ω∈ΩSAn
‖ωn‖/|ΩSAn |
where ‖ ‖ is the Euclidean length. From arguments in theoretical physics
(conformal ﬁeld theory, expansion techniques) it is believed that 〈‖ωn‖〉SA
scale, with n3/4 for d = 2, and with nν for some ν slightly less than 3/5
(≈ 0.582) for d = 3. Also, the scaling limits, i.e. the asymptotic distribution
of ωn/〈‖ωn‖〉SA should be non Gaussian (see [?]). Starting with dimension 4,
the scaling limits are becoming Gaussian, with a slight correction to ordinary
central limit scaling for d = 4, where 〈‖ωn‖〉SA is thought to be of order√
n 8
√
log n. The case of d ≥ 5 is completely settled: Starting with work by
Brydges and Spencer [?] who introduced the lace expansion, and culminating
with Hara and Slade [?]. An excellent monograph on these and related topics
is [?]. There is no (published) proof for d = 4 which is not (directly) tractable
by lace expansions (see [?], [?] for partial results).
I will not give any discussion of these techniques here. One of the results I
present is a very weakly interactive case for d = 3, where the interaction is so
weak that one has ordinary scaling, but where nevertheless the scaling limit
of (ω[nt]/〈‖ωn‖〉)0≤t≤1, which is shown to exist, is not Gaussian, but instead
the so called Edwards’ model ﬁrst constructed rigorously by Westwater [?].
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We now introduce the so called weakly self-avoiding random walks. Here,
all paths in Ωn obtain positive weight, but the ones with many intersections
get “punished”. This is achieved by choosing a parameter λ ∈ (0, 1). Then
every path ω ∈ Ωn gets its relative weight decreased by a factor (1− λ) for
every self intersection, i.e. we deﬁne the probability measure on Ωn by
Pˆn,λ(ω)
def
= Π
0≤i<j≤n
(1− λ1ωi=ωj) / Zn,λ,
where Zn,λ =
∑
ω∈Ωn
Π
0≤i<j≤n
(1− λ1ωi=ωj) .
(Remark: Through these notes, we will always use Pˆ to denote measures
on path spaces obtained from “simple” random walk measures by introducing
interactions, self-repelling in this chapter, and self-attracting in the next.)
We rewrite the above measure by setting (with a slight abuse of notation)
Pˆn,β(ω) = exp
[
−β
2
n∑
i,j=1
1ωi=ωj
]/
Zn,β, (1.1)
where β = − log(1 − λ) ∈ (0,∞), and Zn,β being the appropriate norming.
Remark that the diagonal part in the summation is cancelling. We can also
rewrite the interaction:
n∑
i,j=1
1ωi=ωj =
∑
x∈Zd
n(x, ω)
2,
where n(x, ω) is the discrete local time
n(x, ω)
def
=
n∑
j=0
1ωj=x.
This is the so called Domb-Joyce model. It is supposed to have essentially
the same properties as the strictly self-avoiding walk, and it is essentially as
challenging, except that for instance the diﬀusive behavior for d ≥ 5 is less
involved if β is small enough. (See the recent paper by van der Hofstad, den
Hollander and Slade [?].)
The above expression for the Domb-Joyce model naturally leads to the
question if similar models exist starting with the Brownian motion instead of
the random walk and how the relations between this and the discrete models
are.
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We start with the Wiener measure PT on C
d
0 (T ), the set of continuous
paths ω : [0, T ] → R, starting at 0, and we want to deﬁne the polymer
measure formally by
PˆT,β(dω) =
1
ZT,β
exp(−β
2
∫ T
0
dt
∫ T
0
ds δ(ωt − ωs))PT (dω), (1.2)
where δ is the Dirac function. There is evidently some trouble deﬁning this,
as the formal expression∫ T
0
ds
∫ T
0
dt δ(ωt − ws) =
∫
dx T (x, ω)
2,
where
T (x, ω) =
∫ T
0
δ(ωs − x)ds,
i.e. the L2-norm of the local time, only makes sense for d = 1. The trouble is
revealed also by formally calculating the expectation under Wiener measure
ET
∫ T
0
ds
∫ T
0
dt δ(ωt − ωs) = 2
∫ ∫
0≤s≤t≤T
dsdt pt−s(0), (1.3)
where pu(x) is the transition density of Brownian motion, i.e.
pu(x) = (2πu)
−d/2e−
‖x‖2
2u .
However, the right hand side of (??) is evidently divergent for d > 1. There
are a number of ways in which one can try to remedy the situation. The ﬁrst
idea, but not the easiest one, is to step back to the Domb-Joyce model and
to try to make some limiting procedures with the lattice spacing going to 0,
and an appropriate dependence of β on n. This is possible, but is somewhat
delicate, and has only recently been done in a completely satisfactory way
[?] for d = 3. I will discuss that below. Another approach is to replace δ by a
smoothed version, e.g. pε, ε > 0, and then let ε → 0. For d = 2 this was the
way in which Varadhan proved the existence of the polymer measure (??).
The most convenient way however is to use some gap regularization. Observe
that the right hand side of (??) is divergent only because of the integration
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near the diagonal. If we leave a gap between s, t, e.g. integrating only over
s + ε ≤ t, ε > 0, then this stays ﬁnite. It is in fact known that
Jε0,T (ω) =
∫ T−ε
0
ds
∫ T
s+ε
dt δ(ωt − ωs)
is well deﬁned, PT - a.s. As this is still only a formal expression, some
comments are in order. We can deﬁne, for every a > 0,
Jε,a0,T (ω) =
∫ T−ε
0
ds
∫ T
s+ε
dt pa(ωt − ωs),
and then (with ﬁxed ε > 0) let a → 0. This limit is what we denote by
Jε0,T . The limit has nice properties, e.g. it is a.s. continuous in ε, T . We will
not go into a discussion of these properties, but simply refer to the relevant
literature, e.g. [?]. We then deﬁne our regularized Edwards’ model by
Pˆ εT,β(dω) = exp(−βJε0,T (ω))PT (dω)/ZT,β,ε. (1.4)
Theorem 1.1 For T, β > 0, d = 2, 3, the limit
PˆT,β = lim
ε→0
Pˆ εT,β
exists as a weak limit of probability measures on Cdo (T ).
We will focus on the case d = 3 which is considerably more delicate
than the case d = 2. The theorem is essentially due to Westwater [?]. The
only diﬀerence is that he took a slightly diﬀerent gap regularization. The
procedure Westwater follows is however extremely diﬃcult. We give some
comments on it below. We explain here an approach which is much easier and
is based on so called skeleton inequalities. This method has been introduced
by Brydges, Fro¨hlich and Sokal [?] in Euclidean ϕ4d quantum ﬁeld theory and
had then been adapted to the polymer problem in [?]. From a probabilistic
point of view, there had however been a number of shortcomings. The most
serious one was that no convergence could be proved, but only boundednes
properties. There was then no possibility for an identiﬁcation of the process
for instance with the one constructed by Westwater. The above authors also
had used a lattice regularization, and it was not even clear that there are
limits which are rotationally symmetric. For this reason, the approach was
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thought to be simple but that it would give only weak results, especially in
quantum ﬁeld theory. However, at least for the polymer case, some of the
shortcomings can be remedied, and a modiﬁcation proving convergence has
been developed in [?]. It is however not yet clear if similar modiﬁcations can
be made for ϕ4d models.
In [?], the polymer measure was constructed only for a small coupling
parameter β. This restriction has later been removed in [?].
Here are some comments on the approach by Westwater [?]. He uses no
regularization of the δ-function but a slightly diﬀerent gap regularization.
Take T = 1 (for notational simplicity). Then
X0(ω) =
∫ 1/2
0
ds
∫ 1
1/2
dt δ(ωt − ωs)
is P1-a.s. well deﬁned (in the sense described above). On the next level, one
deﬁnes
X1,1(ω) =
∫ 1/4
0
ds
∫ 1/2
1/4
dt δ(ωt − ωs), X1,2(ω) =
∫ 3/4
1/2
ds
∫ 1
3/4
dt δ(ωs − ωt),
and then of course
Xn,i(ω) =
∫ (2i−1)2−n
(i−1)2−n
ds
∫ i2−n
(2i−1)2−n
dt δ(ωs − ωt),
n ≥ 1, 1 ≤ i ≤ 2n. These variables have a number of simple properties. For
ﬁxed n, the 2n variables Xn,i are evidently independent. Furthermore, the law
of Xn,i by simple Brownian rescaling is the same as that of Xn−1,i/
√
2, n ≥ 2
for d = 3. The main diﬃculty is that for diﬀerent n, the Xn,i are not
independent. Westwater proves that there is a near independence between
Xn,· and Xm,· if |m− n| is large. In other words, there is near independence
between short and long range self intersections. Westwater then proves, using
this property, that lim
N→∞
PˆN,WW1,β exists where
PˆN,WW1,β (dω) = exp(−β
N∑
n=0
2n∑
j=1
Xn,j(ω))P1(dω)/Z
N
β .
The main disadvantage of the Westwater approach is that it is extremely
complicated which is mainly due to the fact that it makes bad use of the fact
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that Xn,i ≥ 0. A further enormous complication arises because the Xn,i do
not have exponential moments. It has recently been proved by Albeverio and
Zhou [?] that the Westwater process coincides with the one of Theorem ??.
This might look obvious, but in fact, the removal of the gap is a subtle pro-
cess, and it will become apparent that it is not true that any gap regularized
version is close to the polymer measure regardless how the gap looks like.
One of the motives to investigate the continuous polymer measures had
certainly been the hope that they shed some light on the discrete model. The
relation is however quite delicate. To see what the appropriate scaling should
be, we will perform some formal calculations. We consider the polymer
measure on a time slot [0, T ] with a coupling parameter which may depend
on T . Formally
dPˆT,βT = exp(−βT
∫ T
0
ds
∫ T
s
dt δ(ωt − ωs))PT (dω)/Z.
Performing Brownian scaling
ω˜t = ωtT /
√
T , t ≤ 1,
and using ∫ T
0
ds
∫ T
s
dt δ(ωt − ωs) = T 2− d2
∫ 1
0
ds
∫ 1
s
dt δ(ω˜s − ω˜t)
we see that for βT = βT
d
2
−2, the distribution of the rescaled path under
PˆT,βT is just Pˆ1,β. (This is of course not a rigorous proof, but the statement
is correct). Anyway, this suggests that starting with a standard random walk
(ω0 = 0, ω1, . . . , ωT ) on Z, and the weakly self-avoiding walk
P˜T,β(ω) = exp(−β
∑
0≤i<j≤T
1ωi=ωj)/ZT,β.
one has
Theorem 1.2 Assume d ≤ 3 and β > 0. Then
lim
T→∞
P˜T,βT 2−d/2Y
−1
T = Pˆ1,β
where YT : ΩT → Cdo (T ) is deﬁned by YT (ω)(i/T ) = ωi/
√
T , and linearly
interpolated between.
9
The above Theorem is easy for d = 1, has been proved by Stoll [?] for
d = 2, and in [?] for d = 3. It is of course far from the “real” question, namely
what happens with P˜T,β for ﬁxed β as T →∞. On the other hand, even in the
above “very weakly” self-avoiding case, the limiting measure is singular with
respect to any Wiener measure, as has been proved by Westwater. Remark
that in the two dimensional case, the T -dependence of βT is βT = β/T . This
will be important in Chapter II.
There are considerable technical diﬃculties to prove Theorem ?? for d =
3. The main problem is to show that the short range intersections, where the
random walk does not quite look like a Brownian motion, do not disturb the
limiting picture. We will not give a proof here. It is essentially a modiﬁcation
of the arguments in the proof of Theorem ?? but requires some additional
nontrivial arguments.
It is to be expected that the limiting behavior of the weakly self-avoiding
model (i.e. P˜T,β for ﬁxed β, T → ∞) is by some rescaling related to the
β → ∞) behavior of the polymer measure Pˆ1,β. This is even for the d = 1
case far from trivial, and has only recently been solved (by van der Hofstad
and den Hollander).
We give an outline of the rest of this chapter. We entirely focus on d = 3
which is the most delicate case. In Section ?? we discuss the boundednes
properties of the so called two point function. This follows closely the ap-
proach in [?] and [?], but there are some diﬀerences. First, we avoid using
Laplace transforms in time. Proving things in Laplace transformed versions
is technically simpler but then one has the trouble to invert the result. This
inversion is not done in the above mentioned papers of Brydges, Fro¨hlich,
Sokal and Bovier, Felder and Fro¨hlich. We also derive relatively sharp point-
wise estimates (in contrast to Lp-estimates).
I will present some details of the proof of Theorem ??, but not all. First,
I take some fairly evident properties of intersection local times for granted.
These are modiﬁcations of classical results proved by Rosen. For details I
refer to the Appendix of [?]. The basic inequalities are explained in details
but the calculations are somewhat repetitive and I will not give all of them..
The boundednes properties immediately imply the tightness of the mea-
sures, as ε → 0. With the inequalities derived in ??, it is however not possible
to prove convergence. In Section ??, we derive some alternative inequalities
which are more delicate to handle, but with which it is possible to prove
convergence.
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The approach in [?] and [?] had originally been purely perturbative, but
by an observation of [?], this can be extended to arbitrary β > 0.
1.2 The skeleton inequalities and boundednes proper-
ties
Let 0 ≤ t < T < ∞, ε > 0, and set
Jεt,T (ω) =
∫ T−ε
t
ds1
∫ T
s1+ε
ds2 δ(ωs1 − ωs2)
which can be deﬁned as the a.s. limit
lim
a↓0
∫ T−ε
t
ds1
∫ T
s1+ε
ds2 pa(ωs1 − ωs2).
The existence of this limit can e.g. be proved by Fourier techniques (see [?]).
We will below perform some formal manipulations with δ-functions, which
all can easily been justiﬁed (for a ﬁxed ε-gap) by replacing δ by pa and letting
a → 0. All the serious trouble is coming when discussing the ε → 0 limit,
and we will focus on that.
We consider the so called two point functions gεT,β(x) deﬁned to be the
density of the measure
ET (exp(−βJε0,T ); ωT ∈ dx)
on R. It is convenient to write this formally as
gεT,β(x) = ET (exp(−βJε0,T )δ(ωT − x)).
We write g because these quantities have to be slightly modiﬁed later on,
and we will switch then to g.
Evidently, we have for 0 ≤ t ≤ T
pt ∗ gεT−t,β = E exp(−βJεt,T )δ(ωT − x).
Setting t = 0 gives gT and t = T gives pT . Invoking the fundamental theorem
of calculus, we therefore arrive at
pT (x)− gεT,β(x) =
∫ T
0
dt
d
dt
(pt ∗ gεT−t,β)(x)
=
∫ T
0
dt E(−β d
dt
Jεt,T exp(−βJεt,T )δ(ωT − x)).
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Now, d
dt
Jεt,T (ω) = −
∫ T
t+ε
ds δ(ωs − ωt), if t ≤ T − ε, and 0 otherwise, and we
therefore get
pt(x)− gεT,β(x) = β
∫ T−ε
0
dt
∫ T
t+ε
ds E(δ(ωs − ωt) exp(−βJεt,T )δ(ωt − x)).
(1.5)
The manipulation may look somewhat cavalier, but they are harmless. We
will derive some concrete inequalities involving g. This can be done by re-
placing δ by pa in all the manipulations, and letting a → 0 in the end. We
will however stick to the δ notation which is evidently more convenient. We
will often drop ε, β in the notations but they should be remembered to be
present. On the right hand side of (??), we can split the interaction on [t, T ]
into the self-interactions on [t, s] and [s, T ] and the interactions between these
intervals:
Jεt,T = J
ε
t,s + J
ε
s,T + J
ε
t,s;s,T , (1.6)
where
Jεt,s;s,T =
∫∫
t≤s1≤s≤s2≤T
s2−s1≥ε
ds1ds2 δ(ωs1 − ωs2). (1.7)
In, there is no interaction inside the interval [0, t], and also none between this
interval and the next. However, there is an interaction left between [t, s] and
[s, T ], which is given by the third summand on the right hand side of (??).
Without this interaction, the right hand side of (??) would just be∫ T−ε
0
dt
∫ T
t+ε
ds
∫
dy pt(y)gs−t(0)gT−s(x− y).
(We have dropped β, ε in g for notational convenience.) The trouble is
evidently coming from the presence of the interaction. This is now handled
by some simple inequalities which use the fact that the interaction term (??)
is nonnegative. We therefore get the two inequalities
e−βJ
ε
t,s;s,T ≥ 1− βJεt,s;s,T , (1.8)
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and
e−βJ
ε
t,s;s,T ≤ 1− βJεt,s;s,T +
β2
2
(Jεt,s;s,T )
2. (1.9)
Implementing the second summand in the right hand side of (??) gives a
contribution
− β2
∫
A(ε)
ds1ds2ds3ds4
∫
dy
∫
dz ps1(y) (1.10)
× E(e−βJεs1,s4 δ(ωs2 − (z − y))δ(ωss3 )δ(ωs4 − (z − y)))gT−s4(x− z),
where A(ε) = {(s1, s2, s3, s4) : 0 ≤ s1 ≤ s2 ≤ s3 ≤ s4 ≤ T, s3 − s1 ≥
ε, s4 − s2 ≥ ε}.
It should now be observed that Jεs1,s4 contains all the interaction on the
interval [s1, s4]. It looks that we have gained noting as things are becoming
more and more complicated. However, dropping the remaining interaction
between the intervals [s1, s2], [s2, s3], [s3, s4] gives an estimate in the right
direction if we use this together with (??), simply because
Jεs1,s4 ≥ Jεs1,s2 + Jεs2,s3 + Jεs3,s4 .
As the remaining propagator will be crucial, we give it a new name:
G
ε
T (x) =
∫∫
0≤s1≤s2≤T
s2≥ε,T−s1≥ε
ds1ds2 gs1(x)gs2−s1(x)gs3−s2(x). (1.11)
We will also need the corresponding propagator where the g are replaced by
the free propagator p, but where the restriction on the integration are kept.
This is denoted by
P εT (x) =
∫∫
0≤s1≤s2≤T
s2≥ε,T−s1≥ε
ps1(x)ps2−s1(x)pT−s2(x).
In order to recast the ﬁrst inequality of (??), we still have to look at the
contribution of 1. Implementing this part into (??) just means that we forget
about the interaction between [t, s] and [s, t]. We therefore get our ﬁrst basic
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inequality:
pT (x)− gT (x) ≥ β
∫∫
0≤s1≤s2≤T
ds1ds2 gs2−s1(0)(ps1 ∗ gT−s2)(x) (1.12)
− β2
∫∫
0≤s1≤s2≤T
ds1ds2 (ps1 ∗Gs2−s1 ∗ gT−s2)(x).
To get an upper bound, we have to expand the interaction between the legs
in (??) in the same way as before, and we have also to take into account the
third summand of the second inequality in (??). The reader will convince
himself quickly that all the contributions are of the same form, namely∫
A3(ε)
ds (ps1 ∗ [g∆s3((g∆s1g∆s2) ∗ (g∆s4g∆s5))] ∗ g∆s7)(x). (1.13)
where A3(ε) is some subset of {s = (s1, s2, . . . , s6) : 0 ≤ s1 ≤ s2 ≤ . . . ≤
s6 ≤ T} with a number of ε-gap conditions, whose exact form will be no
longer of any importance, and ∆si = si+1 − si (s7 = T ). This contribution
pops up from multiplying out the square of the third summand in (??),
dropping afterwards all the remaining interactions between the time slots
there, and by expanding the interaction between the time slots in (??) once.
The inequalities evidently all go in the correct direction to yield
pT (x)− gT (x) ≤ β
∫∫
0≤s1≤s2≤T
ds1ds2 gs2−s1(0)(ps1 ∗ gT−s2)(x)
− β2
∫∫
0≤s1≤s2≤T
ds1ds2 (ps1 ∗Gs2−s1 ∗ gT−s2)(x) (1.14)
+ 3β3
∫
A3(ε)
ds (ps1 ∗ [g∆s3((g∆s1g∆s2) ∗ (g∆s4g∆s5))] ∗ g∆s7)(x).
It is worthwhile to pause and consider if anything has been achieved with
the inequalities (??) and (??). A moment’s reﬂection reveals that this is
not the case. For instance, the ﬁrst diagram contains an integration over a
“loop” gs(0) over a time ≥ ε. If for the moment, we let drop the interaction
completely, we have
∫
ε
ps(0)ds which is divergent as ε → 0. One might think
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that the interaction could help and
∫
ε
gs(0)ds would be convergent, but this
is not the case. For similar reasons, the second summand is divergent for
ε → 0 (but actually only marginally). We are more fortunate with the third
summand on the right hand side of (??). If we drop all the interactions we
arrive at ∫
A3(ε)
ds (ps1 ∗ [p∆s3((p∆s1p∆s2) ∗ (p∆s4p∆s5))] ∗ p∆s6)(x),
and if we drop also all the gap conditions (this gives an estimate from above),
we arrive at∫
0≤s1≤s2≤s3≤s4≤s5≤s6≤T
ds{ps1 ∗ [p∆s3((p∆s1p∆s2) ∗ (p∆s4p∆s5))] ∗ p∆s6}(x),
and it is elementary to check that this is convergent! (For d = 3.) Therefore,
there might be some hope that the third summand on the r.h.s. of (??)
might be o.k. The way to get also the ﬁrst two summands right is to modify
the deﬁnition of g slightly by introducing so called counterterms which are
cancelling the divergencies. We will then prove pointwise boundednes and
decay properties by an appropriate recursion Ansatz, assuming β is small
enough.
As these counterterms are supposed to cancel the loop and “three leg”
divergency, we deﬁne them by the corresponding objects for the free propa-
gator:
κ1(a) =
∫ 1
ε
ds ps(0) (1.15)
and
κ2(ε) =
∫ 1
0
ds ‖P εs ‖1
=
∫∫∫
0≤s1≤s2
s2≥ε,s3−s1≥ε
ds1ds2ds3
∫
dx ps1(x)ps2−s1(x)ps3−s1(x)
κ1(ε) is of course just 2(2π)
−3/2( 1√
ε
− 1). κ2 is slightly more complicated to
evaluate. Remark ﬁrst that∫
dx pt1(x)pt2(x)pt3(x) = (2π)
−3[t1t2 + t1t3 + t2t3]−1,
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and therefore
κ2(ε) = (2π)
−3
∫ 1
0
dt1
∫ 1
0
dt3
∫ 1
(ε−t1)∨(ε−t3)∨0
dt3[(t1 + t3)t2 + t1t3]
−3/2 (1.16)
= (2π)−3
∫ 1
0
dt1
∫ 1
0
dt3(t1 + t3)
−1 2√
t1t3 + (ε− t1) ∨ (ε− t3) ∨ 0
= (2π)−3
∫ 1
0
du
1
u
∫ u
0
2dv√
v(u− v) + (ε− v) ∨ (ε− v + u) ∨ 0
= (2π)−3
∫ 1
ε
du
1
u
∫ u
0
2dv√
v(u− v) + 0(1) = (2π)
−2| log ε|+ 0(1).
We therefore see that this is just barely divergent. The divergence of κ2(ε)
is actually making all the trouble for d = 3. It should be remarked that
κ1(a) is essentially just EJ
ε
0,1 and κ2(ε) the variance. If the variance stays
bounded as ε → 0, one can apply what in quantum ﬁeld theory is called
vacuum renormalization, i.e. one just has to replace J by J − EJ getting
something which is convergent. This is the approach of Varadhan for d = 2
[?].The renormalized interaction is now just
Rε,βt,T = βJ
ε
t,T − β(T − t)κ1(ε) + β2(T − t)κ2(ε)
and we put
gεT,β(x) = ET (exp(−Rε,β0,T )δ(ωT − x)).
We again apply
pT (x)− gεT,β(x) =
∫ T
0
dt
d
dt
E(exp(−Rε,βt,T )δ(ωT − x)).
There are only small changes to our inequalities (??) and (??). The presence
of the counterterms just gives the additional summand
(−βκ1(ε) + β2κ2(ε))
∫ T
0
dt pt ∗ gT−t(x) (1.17)
to both sides.
The main pointwise estimate for small β > 0 is
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Proposition 1.3 There exists C1 > 0 and β0 > 0, such that for all β ∈
[0, β0], T ≤ 1, x ∈ R3, ε > 0 one has
|pT (x)− gεT,β(x)| ≤ Cβ
√
Tp2T (x).
The proof of this estimate is by a recursion argument using our basic
inequalities (??) and (??) with the appropriate corrections coming from the
counterterms, i.e. (??). We set
K0(ε, β) = sup
0<T≤1
sup
x∈R3
|gεT,β(x)− pT (x)|√
Tp2T (x)
.
Remark ﬁrst, that K0(ε, β) is ﬁnite for ﬁxed ε > 0, β ≥ 0. In fact, for t ≤ ε,
the interaction is 0, so
gεT,β(x) = pT (x) exp(βTκ1(ε)− β2Tκ2(ε)),
so the sup over 0 < T ≤ ε is certainly ﬁnite, as pT (x) decays faster at
|x| ∼ ∞ than p2T (x). For the same reason, the supremum is also ﬁnite on
ε ≤ T ≤ 1. K0(ε, β) looks the right quantity for Proposition ??, but for
technical reasons, we have to slightly change it, and we set
K(ε, β) = K0(ε, β) ∨ |
∫ 1
0
(ps(0)− gεs,β(0))ds|.
The reason is that in order to estimate K0, one has to use estimates on∫
0
(ps−gs)ds. Evidently, this quantity itself cannot be controlled by K0. This
is a slightly awkward point, and for that reason we have to work with K
instead of K0.
The main work for proving Proposition ?? is then contained in
Proposition 1.4 There exists a polynomial φ(x) with nonnegative coeﬃ-
cients, such that for all ε > 0, β ∈ [0, 1], one has
K(ε, β) ≤ β φ(K(ε, β)).
The proof of this is a bit lengthy and tedious but essentially rather
straightforward. We give details of some parts of the estimates, namely the
ones involving the divergent “three leg” diagram. In the next section where
we prove convergence, we then focus on the other divergent part. Before we
begin with that, we show how Proposition ?? implies Proposition ??. We
still need a further result
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Lemma 1.5 For any ﬁxed β > 0, the function (0, 1)  ε → K(ε, β) is
continuous.
This follows by rather a straightforward adoption of well known tech-
niques concerning intersection local times (see [?], and the Appendix of [?]).
We will not give a proof here. The Proposition ?? and Lemma ?? imply
Proposition ?? in the following way:
Let
0(β)
def
= inf{x ≥ 0 : x = βφ(x)}.
If β is small enough then we have 0(β) ≤ cβ. We have K(ε, β) = 0 for ε = 1,
and as K(ε, β) is continuous in ε > 0, it can never cross 0(β). We therefore
get the estimate K(ε, β) ≤ cβ for all ε > 0 if β is small enough. This proves
Proposition ??.
To come now to the proof of Proposition ??, we get, using our inequalities
(??) and (??) with the correction (??) from the counterterms:
|pT (x)− gT (x)| ≤ β
∣∣∣∣∣∣
∫
0≤s1≤s2≤T
ds1ds2 g∆s1(0)ps1 ∗ g∆s2(x)− κ1(ε)
∫ T
0
ds ps ∗ gT−s(x)
∣∣∣∣∣∣
(1.18)
+ β2
∣∣∣∣∣∣
∫
0≤s1≤s2≤T
ds1ds2 ps1 ∗G∆s1 ∗ g∆s2(x)− κ2(ε)
∫ T
0
ds ps ∗ gT−s(x)
∣∣∣∣∣∣
+ 3β3
∫
ds (ps1 ∗ [g∆s3((g∆s1g∆s2) ∗ (g∆s4g∆s5))] ∗ g∆s7)(x).
Here Gεt(x) is formed in the same way as G
ε
T (x), but just without the bar,
meaning that the appropriate counterterms are included. In the last sum-
mand, the integration is over time slots for the vertices of the diagram which
sum to T . We can drop the various ε-gap restrictions in that contribution,
getting an upper bound. In contrast, the other two summands retain the gap
restrictions.
We will not present all the estimates in details, but will show how to
perform them for the second summand.
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Lemma 1.6∣∣∣∣∣∣
∫
0≤s1≤s2≤T
ds1ds2 ps1 ∗G∆s1 ∗ g∆s2(x)− κ2(ε)
∫ T
0
ds ps ∗ gT−s(x)
∣∣∣∣∣∣
≤ φ(K)p2T (x)T 2/3.
Notations We use φ(x) as a generic polynomial with positive coeﬃcients,
not necessarily the same at diﬀerent occurrences. K is always K(ε, β). We
also use C as a generic positive constant, also not necessarily the same at
diﬀerent occurrences, which does not depend on ε, β.
Remark 1.7 The estimate is better than necessary for our estimate. I had
not been able to get anything better than
√
T in the estimate involving the
ﬁrst summand on the right hand side of (??). Whether or not this is optimal,
I do not know.
In order to prove the Lemma, we split things into three parts:∣∣∣∣∣∣
∫
0≤s1≤s2≤T
ds1ds2 ps1 ∗G∆s1 ∗ g∆s2(x)− κ2(ε)
∫ T
0
ds ps ∗ gT−s(x)
∣∣∣∣∣∣ (1.19)
≤
∣∣∣∣∣∣
∫
0≤s1≤s2≤T
ds1ds2 (ps1 ∗ (G∆s1 − P∆s1) ∗ g∆s2(x))
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
0≤s1≤s2≤T
ds1ds2 (ps1 ∗ P∆s1 ∗ g∆s2(x)− ps2 ∗ g∆s2(x)× ‖P∆s1‖1)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
0≤s1≤s2≤T
ds1ds2ps2 ∗ gT−s2(x)× ‖P∆s1‖1 −
∫ 1
0
ds ‖P∆s1‖1
∫ T
0
ds ps ∗ gT−s(x)
∣∣∣∣∣∣
= I1 + I2 + I3, say.
(Remember that Gs and Ps have the gap conditions and particularly are
nonzero only if their time length is ≥ ε). The third summand I3 is very easy,
we begin with that. The only diﬀerence between the two contributions inside
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is that in the ﬁrst, the integration over ∆s1 is restricted to ε ≤ ∆s1 ≤ s2.
Therefore
I3 =
∫ T
0
ds (ps ∗ gT−s)(x)
∫ 1
s
‖Pu‖1du
≤ C
∫ T
0
ds(ps ∗ gT−s)(x)| log(s)|
≤ CpT (x)
∫ T
0
| log(s)|ds + C
∫ T
0
ds (ps ∗ |gT−s − pT−s|)(x)| log s|
≤ CT 3/4pT (x) + CK
∫ T
0
ds(ps ∗ p2T−2s)
√
T − s| log s|
≤ Cp2T (x)[T 3/4 +
∫ T
0
√
T − s| log s|]
≤ CT 3/4p2T (x).
Next, we estimate I1, which is more complicated. We ﬁrst split
gt1(x)gt2(x)gt3(x)− pt1(x)pt2(x)pt3(x)
as a sum of expressions of the form ht1(x)ht2(x)ht3(x), where ht is either
pt(x) or gt(x) − pt(x), but where at least one of the h′s is the latter. For
deﬁniteness, let us look at
(gt1(x)− pt1(x))pt2(x)pt3(x)
which we estimate in absolute value by
√
t1Kp2t1(x)pt2(x)pt3(x)
=
√
2t1K[2t1t2 + 2t1t3 + t2t3]
−3/2pσ(x),
where
σ =
2t1t2t3
2t1t2 + 2t1t3 + t2t3
. (1.20)
We also replace g∆s2 in I1 by p∆s2 and the diﬀerence, where we again estimate
the latter by
√
∆s2Kp2∆s2(x). Evidently, the more of the
√
∆s terms we have,
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the better, so we look what happens if we just have one. Such a contribution
to an upper bound of I1 is
CK
∫
0≤s1≤s2≤s3≤s4≤T
s3−s1≥ε,s4−s2≥ε
ds1ds2ds3ds4
√
∆s1
(2∆s1∆s2 + 2∆s1∆s3 + ∆s2∆s3)3/2
× (ps1+∆s4 ∗ pσ)(x)
(1.21)
where ∆si := si+1−si and σ is from (??), ti replaced by ∆si. Of course, there
are also summand with K2, K3, K4 in the estimates (and correspondingly
more ∆si), but these can be estimated similarly.
Let us look at what happens with the expression (??). Keeping ∆s1, ∆s2, ∆s3
ﬁxed and integrating over s1 gives just a factor t
def
= T−(∆s1+∆s2+∆s3) =
(s1 + ∆s4). Furthermore, a simple estimate for σ is σ ≤
∑
i ∆si = T − t,
which yields
tpt(x) ≤ t−1/2TpT−σ(x).
Therefore,
(??) ≤ CKT 3/2pT (x)
∫
ti≥0,
∑
ti<1
√
t1dt1dt2dt3√
1−∑ ti(t1t2 + t1t3 + t2t3)3/2
≤ CKT 3/2pT (x).
The other expressions get similar estimates, but we cannot always have pT (x).
However, p2T (x) is o.k., too, of course. Also, there are expressions with
K2, K3, K4. Altogether, we get
I1 ≤ φ(K)T 3/2p2T (x),
which is much better than required.
There remains to estimate I2 (which is the only place where we have to
increase T to 2T in the estimate). Even if we drop all ε restrictions, P εt (x)
is evidently ﬁnite for x = 0, and has L1-norm ‖P 0t ‖1 = c/t. Despite the
fact that this is divergent for t → 0, it is nevertheless true that for t ∼ 0, is
P εt (x) is essentially concentrated close to 0, and therefore there is not much
diﬀerence between ps ∗ P εt ∗ gu and (ps ∗ gu)× ‖P εt ‖1 .
If we set
τ(s) = [(∆s1∆s2 + ∆s1∆s3 + ∆s2∆s3]
−3/2,
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σ(s) = ∆s1∆s2∆s3τ
2/3,
where as usual ∆si = si+1 − si, then
p∆s1(x)p∆s2(x)p∆s3(x) = (2π)
−3τ(s)pσ(s)(x).
Therefore
I2 ≤ C
∫
ds τ(s)(|ps1+σ(s) − ps4 | ∗ gT−s4)(x),
where the integration is over 0 ≤ s1 ≤ s2 ≤ s3 ≤ s4 ≤ T , and where we
have dropped the ε-gap restrictions. We split the above integral in the part,
where s1 +σ ≤ s4/2 and the complement of this. On {s1 +σ ≤ s4/2} there is
actually no cancellation needed and we estimate |ps1+σ − ps4 | ≤ ps1+σ + ps4 ,
and of course, we also estimate
gT−s4 ≤ pT−s4 + K
√
T − s4p2T−2s4 ≤ φ(K)p2T−2s4 .
Therefore,∫
{s1+σ<s4/2}
ds τ(s)(|ps1+σ(s) − ps4 | ∗ gT−s4)(x)
≤ φ(K)
∫
{s1<s4/2}
ds τ(s)(p2T−s4 + p2T−2s4+s1+σ)(x)
≤ φ(K)
∫
{s1<s4/2}
ds τ(s)p2T (x) + φ(K)
∫
{s1<s4/2,s4>T/2}
ds τ(s)p2T−2s4+s1+σ(x).
The integration of τ over s2, s3 for given s1, s4 is just ‖qs4−s1‖1 = c|s4 − s1|,
and so the ﬁrst summand is φ(K)T p2T (x). As for the second, it is
≤ φ(K)
∫
{s1<s4/2,s4>T/2}
τ(s)(T − s4 + s1)−3/2e−|x|2/2T
≤ φ(K)e−|x|2/2T
3T/4∫
0
du√
u(T − u) ≤ φ(K)Tp2T (x).
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Altogether we get∫
{s1+σ<s4/2}
ds τ(s)(|ps1+σ(s) − ps4 | ∗ gT−s4)(x) ≤ φ(K)Tp2T (x).
It remains to estimate the integral over {s1 + σ(s) ≥ s4/2}. In that case it
would be disastrous to take the absolute value inside. Instead we use the
elementary estimate
|pu(x)− pv(x)| ≤ c|u− v|v−1p2v(x),
when v/2 ≤ u ≤ v. Using this, we get∫
{s1+σ≥s4/2}
ds τ(s)(|ps1+σ(s) − ps4| ∗ gT−s4)(x)
≤
∫
ds τ(s)(s4 − s1 − σ) 1
s4
ps4 ∗ gT−s4(x)
≤ φ(K)p2T (x)
∫
ds τ(s)(s4 − s1) 1
s4
= φ(K)Tp2T (x),
the integrals of course all restricted to 0 ≤ s1 ≤ s2 ≤ s3 ≤ s4 ≤ T .
Altogether, we have I2 ≤ φ(K)Tp2T (x). We have therefore completely
proved Lemma ??.
The estimates of the other pieces in (??) are running along similar lines.
The ﬁrst summand is actually ≤ βφ(K)√Tp2T (x). In the course to prove this
one needs K at one place and not just K0. The fourth summand is estimated
by observing that the diagram with lines given by the free propagator is
convergent and can be estimated by CT 3/2p2T (x), and replacing successively
the g′s by the p′s one catches only additional factors φ(K). Altogether, one
therefore estimates the last summand by β3φ(k)T 3/2p2T (x). Summing these
estimates, one obtains
K0(ε, β) ≤ βφ(K).
I will not give the details of these estimates which are a bit tedious but
essentially straightforward (see [?]). It then still remains to estimate
|
∫ 1
0
(pT (0)− gT (0))dT | ≤ βφ(K). (1.22)
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As there is a slight slip in the argument in [?], we give the proof here. We use
the same expansion which underlies the estimate (??). As the second and
third summand on the right hand side of (??) are at most β2φ(K)T 3/4p2T (x),
and T 3/4p2T (0) is integrable at 0, it suﬃces to prove∣∣∣∣∣∣
∫ 1
0
dT
∫
0≤s1≤s2≤T
ps1 ∗ g∆s2(0)g∆s1(0)−
∫ 1
0
dT
∫ T
0
ds ps ∗ g∆s(0)
∫ T
ε
ps(0)ds
∣∣∣∣∣∣ ≤ φ(K).
The left hand side of this expression is∣∣∣∣∣∣∣∣
∫
u+v+t≤1
v≥ε
dudvdt(pu ∗ gt)(0)gv(0)−
∫
u+t≤1
dudvdt(pu ∗ gt)(0)
∫ 1
ε
dvpv(0)
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫
u+t≤1−ε
dudt(pu ∗ gt)(0)
1−u−t∫
ε
dv(pv − gV )(0)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
u+t≤1
dudt(pu ∗ gv)(0)
∫ 1
1−u−t
pv(0)dv
∣∣∣∣∣∣
≤ K
∫
u+t≤1
dudt(pu ∗ gt)(0) +
∫
u+t≤1
dudt(pu ∗ gt)(0)
∫ 1
1−u−t
dv|pv(0)− gv(0)|
+ C
∫
u+t≤1
dudt(pu ∗ gt)(0)(1− u− t)−1/2.
We now estimate gt by pt + φ(K)p2t ≤ φ(K)p2t and get that the above
expression is
≤ φ(K)

∫
u+t≤1
dudt(u + t)−3/2(1− u− t)−1/2
 = φ(K).
(??) is therefore proved which implies now Proposition ??. We therefore
have Proposition ??.
We now show that the relevant information contained in Proposition ??
can be boosted by a rescaling argument due to Albeverio and Zhou, [?] to
cover any β > 0.
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Proposition 1.8 Let β ≥ 0, T ≤ 1. Then there exist constants c1(β), . . . , c4(β) >
0 with
a) gεT,β(x) ≤ c1(β)pc2(β)T (x), ∀ε > 0.
b) c3(β) ≤ ‖gεT,β‖1 ≤ c4(β) .
The basis is the following simple rescaling property
Lemma 1.9 For all T, β, ε > 0
gεT/2,β(x) = g
2ε
T,β/
√
2
(
√
2x) exp(a(ε, β, T )),
where sup
ε>0,T≤1
|a(ε, β, T )| < ∞ for all β > 0.
Proof
gεT/2,β(x) = E
(
exp
[
−βJε0,T/2(ω) +
βT
2
κ1(ε)− β
2T
2
κ2(ε)
]
δ(ωT/2 − x)
)
= E
(
exp
[
− β√
2
J2ε0,T (ω) +
βT√
2
κ1(ε)√
2
−
(
β√
2
)2
Tκ2(ε)
]
δ(ωT −
√
2x)
)
,
1√
2
κ1(ε) =
1√
2
2
(2π)3/2
(
1√
ε
− 1
)
= κ1(2ε) +
(
1− 1√
2
)
2
(2π)3/2
,
κ2(ε) = κ2(2ε) + 0(1).
Implementing this, we get the conclusion.
Proof of Proposition ??a) From Proposition ?? we already know that
there exists β0 > 0 such that the statement is true for β ≤ β0. We now prove
that if the statement is correct for β ≤ βˆ, then it is correct for β ≤ √2βˆ.
Let β ≤ √2βˆ, T ≤ 1, ε > 0. Then
gεT,β(x) = E exp[−Rε,β0,T ]δ(ωT − x)
= E exp[−Rε,β0,T/2 −Rε,βT/2,T ]δ(ωT − x)
= (gεT/2,β ∗ gεT/2,β)(x)
≤ e2a(ε,β,T )(g2ε
T,β/
√
2
(
√
2·) ∗ g2ε
T,β/
√
2
(
√
2·))(x)
≤ 23/2ea(ε,β,T )c1p2c2(
√
2x),
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where ci = ci(β/
√
2). As pa(
√
2x) ≤ cpa(x), this proves the claim.
Proof of Proposition ??b) The upper bound follows from part a), so it
remains to prove the lower bound. First remark that from Lemma ?? we get
‖gεT/2,β‖1 ≥ c(β)‖g2εT,β/√2‖1. (1.23)
We again use “induction” on β. Assume that the lower bound in Proposi-
tion ??b) is correct for β ≤ βˆ, and assume β ≤ √2βˆ.
Let P(2) (with corresponding expectation E(2)) be the product measure of
two independent Brownian motions of length T/2. If ω1, ω2 are two paths,
we write
Jε(ω1, ω2) =
∫ T/2
0
ds
∫ T/2
0
dt1s+t≥εδ(ω1,s − ω2,t).
Then
‖gεT,β‖1 = E(2) exp
[
−Rε,β0,T/2(ω1)−Rε,β0,T/2(ω2)− βJε(ω1, ω2)
]
.
Let Pˆ ε,β be the polymer measure (with gap ε) on paths of length T/2, and
Pˆ ε,β(2) be the corresponding product measure. Then
‖gεT,β‖1 = ‖gεT/2,β‖21Eˆε,β(2) exp(−βJε)
≥ c(β)2‖g2ε
T,β/
√
2
‖21 exp(−βEˆε,β(2) Jε),
by (??). By the induction assumption, we have ‖g2ε
T,β/
√
2
‖1 ≥ c1(β). In order
to prove the result, we only have to estimate
Eˆε,β(2) J
ε =
∫ T/2
0
ds
∫ T/2
0
dt1s+t≥εE(2)
{
e−R
ε,β
0,T/2
(ω1)e−R
ε,β
0,T/2
(ω2)δ(ω1,s − ω2,t)
} /
‖gε,βT/2‖21
from above, and we again estimate ‖gε,βT/2‖21 from below with (??) and the
induction assumption.
E(2)
{
exp(−Rε,β0,T/2(ω1)−Rε,β0,T/2(ω2))δ(ω1,s − ω2,t)
}
≤
∫
dxgε,βs (x)g
ε,β
t (x)‖gε,βT/2−s‖1‖gε,βT/2−t‖1
≤ c(β)
∫
dxpc1(β)s(x)pc1(β)t(x)
≤ c(β)pc1(t)(s+t)(0) = c2(β)(s + t)−3/2.
26
Integrating over s, t gives the desired claim.
We can already derive an important conclusion
Proposition 1.10 For all β > 0 the family of measures
{Pˆ ε1,β}ε>0
is tight.
Proof The counterterms play of course no roˆle for the measures. So
Pˆ ε1,β(dω) = exp(−Rε,β0,1(ω))P1(dω)/‖gε,β1 ‖1.
Therefore for ≤ t < t + s ≤ 1 by Proposition ??∫
|ωt − ωt+s|4Pˆ ε1,β(dω) ≤ C(β)
∫
|ωt − ωt+s|4 exp(−Rβ,ε0,1(ω))P1(dω)
≤ C(β)
∫
|ωt − ωt+s|4 exp(−Rβ,ε0,t −Rβ,εt,t+s −Rβ,εt+1,1)P1(dω)
= C(β)
∫
gt(x)gs(y − x)g1−t−s(z − y)|x− y|4
≤ C(β)|t− s|2.
This tightness follows now by standard criteria.
1.3 The convergence of P εT,β, ε → 0
It is somehow evident that the inequalities presented in Section ?? are not
able to prove convergence. The reason simply is that the diﬀerence of the
upper and lower bounds deviate by the contribution∫
ds (ps1 ∗ [g∆s3((g∆s1g∆s2) ∗ (g∆s4g∆s5))] ∗ g∆s7)(x),
which does not go to 0 as ε → 0, but only stays ﬁnite. We would be much
better of, if one of the integrations involved would be only over an interval
which becomes small with ε.
The idea to achieve something of this type is to diﬀerentiate with respect
to the gap width ε > 0. To do this, the gap regularization is evidently much
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better suited than e.g. a lattice regularization. As mentioned in the intro-
duction to this Chapter, it can also be proved that the lattice regularization
measure converges to the same limit. However, there are considerable addi-
tional diﬃculties popping up and we will not go into that. It should also be
remarked that the inequalities we will get by diﬀerentiating with respect to
ε > 0 are somewhat more delicate to handle for reasons which will become
clear. We will heavily rely on the boundednes (and tightness) properties
already obtained.
Let ψ : [0, 1] × R3 → R be bounded and smooth, and for 0 ≤ s < t ≤ 1
deﬁne Ψs,t : Ω → R by
Ψs,t(ω) = exp(
∫ t
s
ψ(u, ωu)du).
The functions Ψ = Ψ0,1 : Ω → R will be convenient for us. They form a
convergence determining class, i.e. if we prove that
lim
ε→0
∫
ΨdPˆ εT,β (1.24)
exists (for suitable T, β), then we have proved convergence of the measures,
given of course the tightness which is already proved. We ﬁx T = 1. Given
the validity of the estimates in Proposition ??, we prove the convergence of
the expression (??): Let
0ψ(ε) =
∫
Ψ exp(−Rβ,ε0,1)dP1.
Proposition 1.11 For any bounded function ψ and all β > 0 there exists
an integrable function i : (0,∞) → (0,∞) such that for any ε2 > ε1
0ψ(ε2)− 0ψ(ε1) ≥ −
∫ ε2
ε1
i(ε)dε.
The bound together with the bounds in Proposition ?? immediately prove
Theorem ?? (for d = 3). Indeed as the 0ψ(ε) stay bounded by Proposition ??,
Proposition ?? implies that lim
ε→0
0ψ(ε) exists. This together with the tightness
proved in Proposition ?? proves the convergence of the measures.
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We ﬁx now ψ bounded and smooth (with bounded derivatives of all de-
sired order, say) and we write just 0(ε). We give some detailed explanations
how the bound Proposition ?? is obtained. First, we simply write
0(ε2)− 0(ε1) =
∫ ε2
ε1
d0
dε
dε.
We actually do not want to prove that d%
dε
exists. This can be circumvented
in the same way as in Section ??: We replace all δ function by p′as, derive
the necessary inequalities and ﬁnally let go a → 0 in the end. This is ev-
idently somewhat cumbersome to write down, so we pretend that we can
work directly with the δ function. Diﬀerentiating gives
d
dε
0(ε) =
∫ 1−a
0
dsE(e−R
β,ε
0,1 δ(ωs − ωs+ε)Ψ) + (βκ′1(ε)− β2κ′2(ε))0(ε) (1.25)
The crucial point is now as follows. Rβ,ε0,1 of course still contains all the
interactions, and we somehow want to expand that out like in the previous
Section. Especially, we want to expand out the interactions between the
interval [s, s + ε] and its complement. This will lead to contributions which
cancel the nonintegrability of the counterterms. The delicacy is coming from
the fact that we are not allowed to expand the interaction of the time before
s and after s + ε out in any way. Although these contributions are ﬁnite,
they would, if expanded not completely exactly, lead to a destruction of all
the cancellations. We therefore have to control these cancellations in the
presence of the interactions of the time before s and after s + ε. Let
Rβ,ε0,1 = R˜
s,β,ε
0,1 + βJ
ε
0,s;s+ε + βJ
ε
s,s+ε;s+1,1, (1.26)
where
R˜s,β,ε0,1 = R
β,ε
0,s + R
β,ε
s+ε,1 + βJ0,s;s+ε,1 − βεκ1(ε) + βεκ2(ε). (1.27)
The presence of the J0,s;s+ε,1-summand in (??) is making a lot of trouble. Of
course, we will like to argue that dropping the two last summands on the
r.h.s. of (??) is cancelling with κ′1(ε), and expanding once is cancelling with
κ′2(ε). However, this will be a cancellation of divergent terms (as ε → 0)
and as in Section ??, some surgery will be needed to operate the divergency
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out. The crucial point is that we do not want to expand out any interaction
unless it is an interaction connecting an ε-piece to something else. In this
way we get estimates which after the cancellation of the divergencies become
controllable for ε → 0.
We give details here for the ﬁrst part where the contribution coming from
R˜ cancels with κ′1. We then give a sketch how the rest is done.
We use i as a generic function (0,∞) → (0,∞) which is integrable near
0, not necessarily the same at diﬀerent occurrences.
Proposition 1.12∫ 1−ε
0
dsE(e−R˜
s
0,1δ(ωs − ωs+ε)Ψ) + κ′1(ε)0(ε) ≥ −i(ε).
(We usually drop β, ε′s at places where they obviously have to be, e.g. in R˜.)
Proof of Proposition ?? We set
Ys = Y
ε
s =
∫
u≤s≤v≤1−ε
r−u≤ε
δ(ωu − ωv)dudv,
and θε(ω)(t) = ω(t− ε). Then
E(e−R˜
s
0,1δ(ωs − ωs+ε)Ψ) = E(e−R˜s0,1δ(ωs − ωs+ε)Ψ0,sΨs+ε,1(1 + 0(ε))).
The 1+0(ε) is just the Ψs,s+ε. There is evidently no interaction inside [s, s+ε]
because of the gap, and in R˜ we have left out the interaction of the “loop”
with the rest. We take separately the expectation over δ(ωs−ωs+ε) which is
just p(ε) = −κ′1(ε), but then the interactions do no longer quite ﬁt, because
we no longer have any gap condition between the path before and after s,
after having cut the loop out. To restore this, we have to correct by Ys:
Using (??) we get
E(e−R˜
s
0,1δ(ωs − ωs+ε)Ψ)
= pε(0)E(e
−R0,1−ε−βYsΨeβεκ1(ε)e−β
2εκ2(ε)(1 + 0(ε))
= pε(0)E(e
−R0,1−ε−βYsΨ(1 + βεκ1(ε))(1 + 0(ε| log ε|)).
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It is evident from the considerations in Section ?? that E exp(−Rs0,1−ε−βY εs )
stays bounded (as ε → 0), and so we can neglect the 0(ε| log ε|) contribution
as pε(0)ε| log ε| is integrable at 0. However pε(0)εκ1(ε) is not integrable, a
fact of which we will be pleased as it will cancel the contribution coming
from Ys. As Ys ≥ 0, we get
e−βYs ≥ 1− βYs,
and therefore ∫ 1−ε
0
ds E(e−R˜
s
0,1δ(ωs − ωs+ε)Ψ)
≥ pε(0)(1 + βεκ1((ε))
∫ 1−ε
0
ds
{
E(e−R0,1−εΨ)− βE(Yse−R0,1−εΨ)
}− i(ε).
It is plausible that
E(e−R0,1−εΨ) = E(e−R0,1Ψ) + 0(ε) = 0(ε) + 0(ε),
but it is not quite obvious how to prove this. We would need something like
a bound for
d
dv
E(e−R0,vΨ).
That is close to what we have done in Section ??, but there the integration
over v was important. (That we diﬀerentiate here with respect to the upper
boundary in contrast to the lower is of course of no relevance.) One can
however squeeze out essentially of what has been done in Section ??, a slightly
worse bound which is good enough for our purpose:
Lemma 1.13 There exists δ > 0 such that
|E(e−R0,1Ψ)− E(e−R0,1−εΨ)| ≤ cε1/2+δ.
We will not give a proof here as it is essentially a repetition of some of
the steps of Section ?? (see p. 96 of [?]). With the help of Lemma ??, the
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proof of Proposition ?? is now easily ﬁnished: We have
E(Yse
−R0,1−εΨ) =
∫
u≤s≤v
v−u≤ε
dudv E(δ(ωu − ωv)eR0,1−εΨ)
≤
∫
u≤s≤v
v−u≤ε
pv−u(0)E(e−R0,1−ε−(v−u)Ψ) + 0(ε3/2)
where we have just dropped the interactions between the interval [u, v] and
the rest, and the “less than ε” interaction after readjusting time. This in-
creases the expression. The readjustment of Ψ gives only an 0(ε3/2) contri-
bution which we can incorporate into i(ε). By Lemma ??, we can replace
R0,1−ε−(v−u) by R0,1, making an error which again can be incorporated into
i(ε). Therefore, we get ∫ 1−ε
0
ds E(e−R˜
s
0,1δ(ωs − ωs−ε)Ψ)
≥ pε(0)(1 + βεκ1(ε))0(ε)
1− β ∫ 1−ε
0
ds
∫
u≤s≤v
v−u≤ε
pv−u(0)dudv
− i(ε)
= pε(0)0(ε)− i(ε),
as εκ1(ε) =
∫ 1−ε
0
ds
∫
u≤s≤v
v−u≤ε
pv−u(0)dudv +0(ε). As pε(0) = −κ′1(ε), this proves
Proposition ??.
¿From Proposition ??, we get
d
dε
ρ(ε) ≥ −β2
∫ 1−ε
0
ds E
(
e−R˜
s
0,1δ(ωs − ωs+ε) [J0,s;s,s+ε + Js,s+ε;s+ε,1] Ψ
)
(1.28)
× (1 + O(1/√ε))− λ2 d
dε
κ2(ε)− i(ε).
In order to ﬁnish the proof of Proposition ??, it therefore only remains to
show that there is some cancellation between the ﬁrst and the second sum-
mand on the right hand side of the above inequality, which leads to something
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integrable in ε. d
dε
κ2(ε) is of order 1/ε, so it is clear that not much cancella-
tion is needed. This helps very much, and allows for application of relatively
crude estimates. On the other hand, it is also clear that the cancellation
is here somewhat more subtle than the one in Proposition ??, because the
three leg diagram is more delicate to handle than the loop one.
I will not give the details here of the estimates, as it is a bit repetitive
of what had been done in Proposition ?? (and in the last Section). Here a
short outline: One of the problems is of course that J0,s;s,s+ε and Js,s+ε;s+ε,1
contain interactions which go outside the interval [s, s + ε], so they come
into conﬂict with R˜s0,1. As remarked at the beginning of this section, it is not
possible to cancel or expand the interaction inside R˜s0,1 which ties the part
before and that after s. However, it turns out that we can essentially neglect
the interactions inside R˜s0,1 which come into conﬂict with the above J-terms.
What helps here a lot is the fact that the divergency is only logarithmic, and
one can work with somewhat crude estimates. What one does is to choose
some parameter 0 < γ < 1, whose value is not very important, and cut out
from R˜s0,1 all the interactions with the intervals [s−εγ, s] and [s+ε, s+ε+εγ].
However, we retain (this is crucial) the interaction between [0, s − εγ] and
[s+ ε+ εγ, 1]. This surgery cost an error which can be incorporated into i(ε).
This is essentially an argument like the one involving the Lemma ?? above.
Likewise, we drop inside J0,s;s,s+ε the interaction between [0, s−εγ] and [s, s+
ε], and similarly for Js,s+ε;s+ε,1. In this way, we keep the interactions inside
(??) separated, and we can now operate the divergency out, cancelling with
the derivative of κ2. There arise now the same problems we had encountered
in the last section, namely, that in contrast with the loop diagram, one has
to “glue” the two loose ends together, after taking out the three-leg diagram,
but this can essentially be handled in the same way as we did it in details in
the last section. One then still has to restore the interaction with the now
“void” interval [s− εγ, s + ε + εγ], and one has to show that this gives again
an error which can be incorporated into i(ε).
The whole procedure is a bit messy and needs some care, but it should be
fairly evident that with the tricks already developed, this can be done, and
(??) can be proved in this way, leading then to Proposition ??. For further
details, see the [?].
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2 Self-attracting random walks, large devia-
tions, and collapse transitions
We discus in this chapter a number of problems on self-attracting path inter-
actions which are all closely related to large deviation theory. A simple case of
an attraction would be to just change sign in the (weakly) self repellent case
of chapter I. For technical reasons, it is convenient to work with continuous
time but discrete state space Markov processes. Therefore, we consider the
standard symmetric random walk on Zd starting in 0 having holding times
with expectation 1/d. The path measure on the space D∞ = D([0,∞),Zd)
of right continuous piecewise constant paths is denoted by P. As usual, we
write Xt(ω) = ωt, ω ∈ D∞ for the evaluation map. We then would try to
transform the path measure in the same way as the weakly repellent case,
just having the opposite sign of the coupling constant:
PˆT (dω) = exp
[
β
∫ T
0
ds
∫ T
0
dt1ωt=ωs
]
PT (dω)
/
ZT,β, β > 0,
However, it is easy to see that this is not an interesting object, as the self-
attraction is far too strong. In fact, a path staying just all the time at 0 gets
a weight exp [βT 2] , whereas the entropic cost for doing that is only of order
exp [−cT ] . It is therefore evident that as T → ∞ the path measures just
concentrates with probability going to 1 on the path identical to 0. A more
interesting object is obtained when having the interaction only of order 1/T.
Therefore, we deﬁne for β > 0:
PˆT,β(dω) = exp
[
β
T
∫ T
0
ds
∫ T
0
dt 1ωt=ωs
]
PT (dω)
/
ZT,β. (2.1)
This path measure has been investigated in two papers [?] and [?]. In the
ﬁrst one, it was shown that the for d ≥ 2, the measure behaves diﬀusively if
β is small enough, and in the second, it was shown that for d = 1, and in all
dimensions if β is large enough, the path measures is localized in the sense
that the end points ωT have ﬂuctuations of order one, but which stay non
trivial in the T → ∞ limit. Therefore, for d ≥ 2, there is what is called a
collapse transition if β grows from small values to large ones. We will give
the argument for the diﬀusive behavior in section 2, and discuss the localized
phase in section 3. For lack of space and time, I cannot present that here in
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all the details, but I will give a technically simpliﬁed version of the key step
of the argument in [?].
There are other models which have a similar behavior. One case is Brow-
nian motion transformed by the Wiener sausage in such a way that large
volumes of the sausage are suppressed. For a random walk the role of vol-
ume of the sausage is played by the number NT (ω) of sites visited up to time
T , and for these, this would correspond in transforming the path measure P
in the following way:
dPˆT,β(ω) = exp [−βNT (ω)] dP (ω)/ ZT,β,
where
ZT,β = E (exp [−βNT (ω)]) .
It had been proved in [?] (and in [?] for the Wiener sausage) that for d = 2
the path measure is concentrated on paths which stay inside a ball of ra-
dius of order T 1/4. This is closely related to the classical analysis of Donsker
and Varadhan of the leading order asymptotic behavior of ZT,β. Sznitmans
results and techniques have been extended very recently to arbitrary dimen-
sion by Povel [?]. We will give a discussion of these results in section ??.
Sznitman’s approach uses the enlargement of obstacles techniques (see [?]).
The approach in [?] is more combinatorial by “path counting”, and is rather
involved. The problem amounts to a droplet construction, where the macro-
scopic droplet is trivial, namely just a ball. It is remarkable that one can
prove that in all dimensions the microscopic droplet approaches the macro-
scopic in L∞−norm, whereas the corresponding analytic variational problem
which can be reduced to the ordinary isoperimetric problem which charac-
terizes the droplet, is stable only in L1 (for d ≥ 3). We will not be able to
present the full details here, but we will give a discussion of this aspect.
This model has no collapse transition: For all β > 0, the path measures
lives on a droplet of scale T 1/(d+2). However, an interesting and somewhat
unexpected features shows up if we make the self-attracting weaker by re-
placing β by a coupling constant which go to 0 as T → ∞. Fix α > 0 and
deﬁne
ZT,β = ET
(
exp
[
− β
Tα
NT (ω)
])
.
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One way to estimate this is just Jensen’s inequality, which gives the trivial
estimate
ZT,β ≥ exp
[
− β
Tα
ET (NT (ω))
]
.
It is well know that for d ≥ 3, asymptotically ET (NT (ω)) ∼ κT, where κ is
the escape probability for a discrete time random walk from a single point.
For α = 0, this estimate is very bad as it is known from the classical work of
Donsker and Varadhan [?] that ZT ≈ exp
[−cT d/(d+2)] . It turns out that the
Jensen estimate is essentially sharp as soon as α > 2/d. As α crosses 2/d,
there is a collapse transition: For α < 2/d, the path measure is localized on
scale T
1+α
2+d , and for α > 2/d, it is just diﬀusive. Remark that the critical
case α = 2/d (d ≥ 3), would correspond to the path measure living on a
subdiﬀusive scale T 1/d. This critical case has recently been investigated in [?]
and there are some quite interesting features. For instance, it turns out that
there is a collapse transition from small to large β. I will discuss this critical
case in section ??.
There are several motivations for the investigation of these problems. In
the physical literature, the main interest in collapse transitions are for mod-
els which have a mixed attractive and repulsive interaction. Mathematically,
absolutely nothing is known, not even about the diﬀusive behavior in high di-
mensions. For the physical background, see [?], [?]. As an example, consider
the interacting random walk (in discrete time, say), deﬁned by
Pˆn,β,γ(ω) = exp
[
−β
∑
1≤i<j≤n
1ωi=ωj + γ
∑
1≤i<j≤n
1|ωi−ωj |=1
]
,
β, γ > 0. One would expect that if γ  β, and at least in high dimension, the
repulsion dominates the attraction, and the model would just be diﬀusive.
There is however no proof of this, and it appears that the lace expansion
with which the diﬀusive behavior for γ = 0 has been proved is completely
powerless as soon as there is a positive γ. In the physical literature, there is
a collapse transition predicted if one changes the parameter γ.
Some of the investigations above had been motivated by the problem
to determine the eﬀective mass of the so-called polaron, which is a (one-
dimensional) model with a Kac-type potential and a continuous symmetry
(actually a shift degeneracy). This is still (mathematically) an open problem.
For a heuristic derivation, see [?].
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Convention: During this chapter, we use c, c1, c2, ... as generic constants
not necessarily the same at diﬀerent occurences. They may depend on the
dimesion, and on a ﬁxed coupling constant, but on nothing else, except when
indicated clearly.
2.1 Introduction, and a simple “maximum entropy prin-
ciple”
To start with, we consider the following trivial problem. Let X1, X2, . . . be
a sequence of independent coin tossings: P (Xi = 0) = P (Xi = 1) =
1
2
. If
α > 1
2
, then by the Bernoulli law of large numbers
P (Sn/n ≥ α) → 0,
as n →∞, where Sn =
∑n
i=1 Xi. Question: what is the limiting distribution
of X1, if we condition on the event {Sn/n ≥ α}? The answer is evident:
lim
n→∞
P (X1 = 1 |Sn/n ≥ α) = α.
Similarly, the conditioned distribution of x1, . . . , xk(n) converges to coin toss-
ing if k(n) = σ(1).
We consider a slightly more general problem. We assume that the Xi
are i.i.d. random variables, taking values in some Polish space S equipped
with its Borel ﬁeld S. P is the product measure of the law µo of the Xi on
Ω = (S,S)N, with the Xi being the projections Ω → S. Let
Ln =
1
n
n∑
i=1
δXi
be its empirical distribution. Let further F : M+1 (S) → [−∞,∞) be an
upper semicontinuous function. (M+1 (S) is the set of probability measure on
(S,S)). We will assume that F is bounded above, but it may take the value
−∞. We consider the transformed measure on Ω
dPˆn =
1
Zn
exp [nF (Ln)] dP.
Zn = E (exp[nF (Ln)])
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By Sanov’s Theorem, and the upper semicontinuity of F, we have
lim sup
n→∞
1
n
log Zn ≤ bF def= sup
µ
[
F (µ)−
∫
log
(
dµ
dµo
)
dµ
]
, (2.2)
and if Flc is the lower continuous modiﬁcation of F, then
lim inf
n→∞
1
n
log Zn ≥ bFlc . (2.3)∫
log
(
dµ
dµo
)
dµ has to be understood to be ∞ if µ is not absolutely continuous
w.r.t. µo, or if the logarithm is not in L1(µ). For these standard results, see
[?].
Proposition 2.1 Assume bF = bFlc Then the sequence {Pˆn} is tight in
the weak topology on the set of probability measures on Ω. Any limiting
probability measure Q has a representation Q =
∫
µNΓ(dµ), where Γ is a
probability measure on M+1 (S) which is concentrated on
KF =
{
µ : F (µ)−
∫
log
(
dµ
dµo
)
dµ = bF
}
Remark 2.2 This is a very weak formulation of a so called propagation of
chaos result. For much stronger variants (under more restrictive conditions
on F ), see [?]
Proof The proof is a very easy application of the Sanov Theorem. From
the well known fact that the rate function I(µ) =
∫
log
(
dµ
dµo
)
dµ has compact
level sets, it follows that KF is a compact subset of M+1 (S). Moreover, if
Uε(KF ) is an open neighborhood of KF , it follows from (??), (??) and the
assumption bF = bFlc that
lim
n→∞
Pˆn(Ln ∈ Uε(KF )) = 1.
In fact, Pˆn(Ln /∈ Uε(KF )) = E (exp [nG(Ln)])/ E (exp [nF (Ln)]) , where we
set G
def
= F on (Uε(KF ))
c and −∞ otherwise. Then the denominator behaves
38
in leading order as exp [nbF ] , whereas the numerator can be estimated from
above in leading order by exp
[
n supµ/∈Uε(KF )
[
F (µ)− ∫ log (dµ/dµo) dµ]] 
exp [nbF ] .
Therefore, the sequence
(
PˆnL
−1
n
)
n≥1
of probability measures on M+1 (S)
is tight and any limit measure is supported by KF . Now, we decompose
Pˆn (·) =
∫
M+1 (S)
Pˆn (·|Ln) dPˆnL−1n .
Evidently, we have Pˆn (·|Ln) = Pn (·|Ln) , which is just drawing without re-
placement. It is well know that for large n, drawing without replacement is
asymptotically the same as drawing with replacement, if we consider only
o(n) drawings (which is much more than we need for weak topology consid-
erations). Therefore, in the weak topology (and also in some stronger ones),
Pn (·|Ln) is close to LNn . From this, we easily see that the sequence {Pˆn}n≥1
is tight (as a sequence of probability measures on Ω), and every limit point
is of the required form.
The above Proposition evidently applies to the coin tossing example at
the beginning. The empirical distribution there is just the relative number
of 1’s in the sequence, and we take F = 0 if this is ≥ α, and −∞ otherwise.
It should however be remarked that already quite simple modiﬁcation of this
trivial example can become quite delicate, as is revealed by the following
example (see [?], where it is mentioned as a diﬃcult example not solvable by
the methods developed there):
Exercise 2.3 Start with the coin tossing sequence of length n as above, and
deﬁne
Tn =
n−1∑
i=1
1{Xi=1,Xi+1=1}.
Then determine
lim
n→∞
P (X1 = 1|Tn/n ≥ α)
for α > 1/4.
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The exercise falls into a category of problems running under the heading
“equivalence of ensembles”, in that case between some sort of microcanonical
and grand canonical ones. There is still no really general and satisfactory
theory for that (see for instance [?]).
Remark 2.4 If KF contains just one point, say µ, then the Proposition
states that Pˆn converges to µ
N. If KF contains more than one point, then one
usually has to derive ﬁner asymptotics in order to evaluate the limit law of
Pˆn. The situation we encounter in some of the following sections is more
delicate than the one in Proposition ??, mainly because there KF contains
more than one point (and is not even compact).
Let us now start with discussing the self-attracting random walk. P is the
law of the standard symmetric random walk (in continuous time), starting
at 0, with holding times of expectation 1/d, and we deﬁne the transformed
path measure PˆT,β by (??). It is formally convenient to have PˆT,β deﬁned
as a measure on paths of inﬁnite length, i.e. on D∞ = D
(
[0,∞),Zd) . Of
course, after time T it is just an ordinary random walk. Remark that the
Hamiltonian 1
T
∫ T
0
ds
∫ T
0
dt 1ωt=ωs can be written as T ‖lT‖22 where lT is the
normalized local time:
lT (x)
def
=
1
T
∫ T
0
1{Xs=x}ds,
and ‖lT‖22 =
∑
x lT (x)
2. Clearly, lT is a random probability measure on Z
d.
It satisﬁes a weak LDP (see e.g. [?]):
Proposition 2.5 a) For any weakly open subset U of M+1 (Zd) one has:
lim inf
T→∞
1
T
log P (lT ∈ U) ≥ inf
µ∈U
I(µ).
b) For any weakly compact subset K of M+1 (Zd) one has:
lim sup
T→∞
1
T
log P (lT ∈ K) ≤ inf
µ∈K
I(µ)
where I(µ) = 1
2
∑
〈x,y〉(
√
µ(x) − √µ(y))2, where summation is over (un-
ordered) nearest neighbor pairs x, y.
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¿From this Proposition, we easily get:
Proposition 2.6
lim
T→∞
1
T
log ZT,β = lim
T→∞
1
T
log E exp
[
βT ‖lT‖22
]
(2.4)
= b(β)
def
= sup
µ
[
β
∑
x
µ(x)2 − I(µ)
]
.
Proof This is essentially Varadhan’s Lemma but there is a slight problem.
If F : M+1 (Zd) → R is continuous, and has the property that {µ : F (µ) ≥ c}
is compact for all c, then by Varadhan’s Lemma
lim
T→∞
1
T
log E exp [TF (lT )] = sup
µ
(F (µ)− I(µ)) .
In our case, we take F (µ) =
∑
x µ(x)
2, but this evidently does not satisfy the
above compactness property. There is however a very simple trick. Consider
the periodized situation, where we replace Zd by a ﬁnite discrete torus TR =
{0, . . . , R−1}d, and correspondingly a symmetric random walk with periodic
boundary conditions on this torus. We can just map the old random walk
by “winding it up” in an evident way. Then we have
‖lT‖22 ≤
∥∥lRT ∥∥22 ,
where lRT (x) is the local time for the wound up random walk on the torus.
Now, for the random walk on the torus, we evidently have a full LDP as
M+1 (TR) itself is compact, with a rate function IR(µ) = 12
∑
〈x,y〉(
√
µ(x) −√
µ(y))2, the only diﬀerence being the summation is now over nearest neigh-
bors on the torus. Therefore
lim sup
T→∞
1
T
log ZT,β ≤ lim sup
T→∞
1
T
log E exp
[
βT
∥∥lRT ∥∥22]
= bR(β)
def
= sup
µ
[
β
∑
x
µ(x)2 − IR(µ)
]
,
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and it is easy to see that limR→∞ bR(β) = b(β). Therefore, we get
lim sup
T→∞
1
T
log ZT,β ≤ b(β).
The lower bound is no problem and follows from the weak LDP (and the
continuity of the functional).
It should be remarked that the above monotonicity argument is rather
special. We will encounter in section 3 a situation where such a procedure
cannot immediately be applied, and where things become then more delicate.
Having the above large deviation property, a natural ﬁrst question is to ask
whether or not there are minimizers of the variational problem. This is
directly connected with the question if b(β) > 0.
Proposition 2.7 a) If d = 1, then b(β) > 0 for all β > 0.
b) If d ≥ 2 then there exists βcr(d) > 0 such that b(β) > 0 for β > βcr(d)
and b(β) = 0 for β < βcr(d).
Proof Evidently, b(β) is increasing in β, and furthermore, b(β) > 0 if
β is large enough. This simply follows from the fact that I(δ0) is ﬁnite.
Therefore, it remains to prove that for d = 1, we have b(β) > 0 for all β, and
that for d ≥ 2, there exists a constant c > 0 such that∑
x
µ(x)2 ≤ cI(µ). (2.5)
We start with the one dimensional case. We deﬁne a sequence of measures
which become ﬂat and ﬂatter:
µn(x) =
max(1− |x|/n, 0)2
ξn
,
where ξn is the appropriate norming. Evidently, ξn ∼ cn. Therefore,
∑
x µn(x)
2 ∼
c/n, and I(µn) ∼ cn−2. Therefore, β
∑
x µn(x)
2 > I(µn) for any β > 0 if n is
large enough. This proves a).
The inequality (??) simply follows from the (discrete version of the) stan-
dard Sobolev inequality
‖g‖44 ≤ C ‖g‖22 ‖∇g‖22 ,
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applied to µ(x) = g2(x). Here  denotes the discrete gradient.
It turns out that if b(β) > 0, then there are solutions of the variational
problem. Let
Kβ
def
=
{
µ ∈M+1 (Zd) : β
∑
x
µ(x)2 − I(µ) = b(β)
}
.
One of the basic diﬃculties we will encounter is that Kβ is shift invariant:
Any shift of an element of Kβ is again in Kβ. We summarize the basic facts
about this set.
Proposition 2.8 Assume b(β) > 0. Then
a) Kβ = ∅.
b) Any µ ∈ Kβ satisﬁes µ(y) > 0 for all y ∈ Zd.
c) There exist c, γ > 0 such that for any µ ∈ Kβ there exists xµ ∈ Zd with
µ(y − xµ) ≤ c exp [−γ|y|] for all y.
The proof is not diﬃcult, but a bit lengthy. I will not give it here (see
[?]).
A natural question is if there is uniqueness modulo shifts as soon as
b(β) > 0. Unfortunately, I don’t know the answer, not even for d = 1. Cor-
responding uniqueness questions for variational problems in the continuous
setting on Rd have a very long history with many results. However, the
knowledge about similar questions on Zd is essentially zero. One of the dif-
ﬁculties in the discrete situation is that standard symmetrization techniques
do not work. The discrete problems seem to be inherently more delicate than
the continuous ones. Take for instance the variational problem in the one-
dimensional case, but in the continuous situation. This just is the problem
to maximize
β
∫
g(x)4dx− 1
2
∫
g′(x)2dx,
subject to the condition
∫
g(x)2dx = 1. It is easy to see that modulo shifts,
there is just one solution of the Euler equation
4βg(x)3 + ∆g(x) = λg(x)
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which decays to 0 at inﬁnity and satisﬁes
∫
g(x)2dx = 1 (just
√
β/2/ cosh(βx)
and its shifts). On the other hand, the discrete problem, namely to maximize
β
∑
g(x)4 − 1
2
∑
(g(x + 1)− g(x))2
subject to
∑
g(x)2 = 1 (we have replace µ(x) by g(x)2) has countably many
such solutions. I have no formal proof of this, but playing on the computer
one “sees” them. (Computer simulations however indicate that among these
solution there are just two candidates as maximizers. Both are symmetric,
although we don’t have a proof that the maximizers have to be symmetric.)
It is not diﬃcult to see that one has uniqueness if β is large enough. This
is just coming from the fact that for “β = ∞”, the solutions are unique,
namely just the δx. By a perturbation argument around β = ∞ one can
prove that uniqueness persists for large β :
Proposition 2.9 If β ≥ 2d then
Kβ =
{
θxµ : x ∈ Zd
}
for some single µ ∈M+1 (Zd), where θx : M+1 (Zd)→M+1 (Zd) is the usual shift
θxµ(y) = µ(y − x).
This is Proposition 1.19 of [?]. I will not repeat the proof here. There is
actually nothing special about 2d. The proof allows for slightly lower values
of β.
In view of the Proposition ??, it is natural to conjecture that for β >
βcr(d), one has that PˆT,β behaves for large T such that lT is close to some
element in Kβ. This is in fact true (see Proposition ?? below). What makes
things delicate is that Kβ contains inﬁnitely many elements. It will turn out
that there are inﬁnitely many elements of Kβ which will get positive limiting
weight under PˆT l
−1
T . In the case where one has uniqueness modulo shifts
actually all elements of Kβ get positive weight. However, for µ ∈ Kβ which
lie for out, these weight will be small, uniformly in T. A preformulation of
the main result on this collapsed phase is the following
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Theorem 2.10 Assume b(β) > 0. Then
a)
(
PˆT,β l
−1
T
)
T>0
is tight in M+1 (M+1 (Zd)).
b) There exists c(β) > 0 such that
sup
T
∫
exp [c(β) ‖ωT‖] dPˆT,β < ∞.
c) If there is uniqueness modulo shift, then limT→∞ PˆT,β ω−1T exists.
It is natural to conjecture that for β < βcr, PˆT,β just behaves diﬀusively,
but there is no full proof of that. What Brydges and Slade in [?] proved is
that for d ≥ 2 there exists βo(d) ≤ βcr(d) such that for β < βo(d) there is
diﬀusive behavior (with some complications for d = 2). We will threat this in
the next section. In section ??, we will then come to the large β i.e. collapsed
case.
The two sections afterwards are devoted to related problems for the
Wiener sausage.
2.2 The diﬀusive phase for self-attracting random walks
I am presenting part of the arguments in [?] for the existence of a diﬀusive
phase for dimensions d ≥ 2. The two dimensional case is the most interesting
one, and it is related to the topics discussed in chapter 1. I give a detailed
discussion of the case d ≥ 3. For abbreviation, we set
γT =
1
T
∫ T
0
dt
∫ T
0
ds1ωs=ωt = T ‖lT‖22 .
Let ps(y) be the transition probabilities for our random walk. It is well
known that
ps(y) ≤ c1 min
[
1, |s|−d/2] exp [−c2|y|/s] (2.6)
and
G(y)
def
=
∫ ∞
0
ps(y)ds ≤ c min
(|y|−d+2, 1) (2.7)
for d ≥ 3.
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Lemma 2.11 Assume d ≥ 3.
a) There exists βo(d) > 0 such that
sup
T>0
E (exp [βγT ]) < ∞
for β < βo.
b) E (γT − EγT )2 = o(1) as T →∞.
Proof a) By Jensen’s inequality, we have
exp [βγT ] ≤
∑
y
lT (y) exp [βT lT (y)] =
1
T
∑
y
∞∑
n=0
βn
n!
(∫ T
0
ds1ωs=y
)n+1
=
1
T
∑
y
∞∑
n=0
βn(n + 1)
∫
0≤s1<...<sn+1≤T
1{ωs1=y,... ,ωsn+1=y} ds1 . . . dsn+1.
Therefore,
E (exp [βγT ]) ≤ 1
T
∑
y
∞∑
n=0
βn(n + 1)
∫
0≤s1<...<sn+1≤T
ps1(y)ps2−s1(0) . . . psn+1−sn(0)
=
1
T
∞∑
n=0
βn(n + 1)
∫
0≤s1<...<sn+1≤T
ps2−s1(0) . . . psn+1−sn(0) ≤
∞∑
n=0
βn(n + 1)G(0)n,
which is ﬁnite if β < G(0)−1. This proves a)
In order to prove b), remark ﬁrst that
EγT =
2
T
∑
y
∫ T
0
ds
∫ T
s
dt ps(y)pt−s(0)
=
2
T
∫ T
0
ds
∫ T
s
dt pt−s(0) = 2G(0) + o(1).
Therefore, we have to prove
E
(
γ2T
)
= 4G(0)2 + o(1).
γ2T =
4
T 2
∫
0≤s1<t1≤T
ds1 dt1
∫
0≤s2<t2≤T
ds2 dt2 1ωs1=ωt11ωs2=ωt2 .
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When calculating the expectation, we have to distinguish between the cases
where the two intervals [s1, t1] and [s2, t2], are disjoint, one contains the other,
and when they nontrivially overlap, respectively. The ﬁrst one is the main
contribution:
8
T 2
∫
0≤s1<t1≤s2<t2≤T
ds1 dt1 ds2 dt2 pt1−s2(0)pt2−s2(0) = 4G(0)
2 + o(1).
It is readily checked that the other contributions are negligible:
R1(T )
def
=
1
T 2
∫
0≤s1≤s2<t2≤t1≤T
ds1 dt1 ds2 dt2E
(
1ωs1=ωt11ωs2=ωt2
)
= o(1)
R2(T )
def
=
1
T 2
∫
0≤s1≤s2<t1≤t2≤T
ds1 dt1 ds2 dt2E
(
1ωs1=ωt11ωs2=ωt2
)
= o(1).
We check this for the last case.
R2(T ) =
1
T 2
∑
y
∫
0≤s1≤s2<t1≤t2≤T
ds1 dt1 ds2 dt2 ps2−s1(y)pt1−s2(y)pt2−t1(y).
For d ≥ 4, we can estimate the r.h.s. by (1/T ) ∑y G(y)3 = O(1/T ), but for
d = 3, this is divergent, and one has to argue slightly more carefully. Using
(??), one gets
R2(T ) ≤ c
T
∑
y
(∫ T
0
ps(y)ds
)3
≤ c1
T
∑
y
1
|y|3 exp
[
−c2 |y|
T
]
= O
(
log T
T
)
.
This proves the Lemma.
With this Lemma, one now easily gets the following result:
Theorem 2.12 Assume d ≥ 3 and β < βo(d). Then, using Brownian scal-
ing,
ρT (ω)(t)
def
= ω(tT )/
√
T , ω ∈ D ([0,∞),Rd) ,
one has
lim
T→∞
PˆT,βρ
−1
T = P∞,
weakly, where P∞ is the standard Wiener measure.
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Proof This is immediate from the estimates in the Lemma: Let Φ :
D
(
[0,∞),Rd) → R be continuous and bounded. Then
lim
T→∞
∫
Φ d
(
PˆT,βρ
−1
T
)
= lim
T→∞
∫
exp [βγT ] Φ d
(
Pρ−1T
)/ ∫
exp [βγT ] d
(
Pρ−1T
)
= lim
T→∞
∫
exp [β(γT − E(γT ))] Φd
(
Pρ−1T
)/ ∫
exp [β(γT − E(γT ))] d
(
Pρ−1T
)
= lim
T→∞
∫
Φd
(
Pρ−1T
)
=
∫
ΦdP∞.
The third equality is coming from the fact that γT −ET (γT ) converges to 0 in
probability, according the Lemma b), and the exponential moment estimate
from Lemma a).
Remark 2.13 It is also not diﬃcult to prove that one has convergence of all
moments of ﬁnite dimensional distributions (see [?]).
The two dimensional case is more delicate and the limiting measure is
more interesting. We step back to the discussion of chapter 1. There we
had argued the for d = 2, 3, the (formal) rescaling property of the polymer
measure dPˆPolymT,β = exp [−βJ0,T ] dPWiener/Z, which is
PˆPolym
T,βT−(4−d)/2ρ
−1
T = Pˆ
Polym
1,β ,
indicates that the self-repellent random walk with coupling parameter β/T−(4−d)/2
should converge, after a Brownian scaling, toward the polymer measure with
coupling parameter β. This is the content of Theorem ?? for d = 3 and has
been proved for d = 2 by Stoll [?]. The renormalization needed to deﬁne the
two dimensional polymer measure is just the subtraction of the logarithmi-
cally divergent loop diagram, i.e. just by subtracting the expectation. This
is an old result of Varadhan [?] who proved (with a diﬀerent regularization)
that
YT = lim
ε→0
(
Jε0,T − EJε0,T
)
exists in L2, and E exp [−βYT ] < ∞ for all β ≥ 0. The polymer measure for
d = 2 is therefore just
dPˆPolymT,β = exp [−βYT ] dPWiener/Z.
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Somewhat surprisingly, YT has also a positive exponential moment, as has
been proved by LeGall:
Proposition 2.14 ([?]) There exists βo(2) > 0 such that
E (exp [βY1]) < ∞
for β < βo(2).
Therefore, the polymer measure exists (for d = 2 not for d = 3) also with
the “wrong sign” if β is small. This makes it plausible that Stoll’s result stays
correct also in the attractive case. This is in fact true and is the content of
the following result by Brydges and Slade:
Theorem 2.15 Assume d = 2. Then there exists βo(2) > 0 such that for
0 ≤ β < βo(2)
a) supT>0 E
RW exp [β (γT − EγT )] < ∞
b) limT→∞ PˆT,βρ−1T = Pˆ
Polym
T,−β
I will not give the details. There are a number of interesting observations:
• The renormalization is necessary. Evidently ERW exp [βγT ] → ∞ for
β > 0, simply because γT →∞ in probability.
• In contrast to the situation for d ≥ 3, the limit in the two dimensional
case depends on β.
2.3 The collapsed phase for self-attracting random walks
In this section, we will discuss the Theorem ??. We will give a partly more
precise version, identifying the limit, in the case where one has uniqueness
modulo shifts. For the rest of this section, we assume
Condition 2.16 Kβ =
{
θxµo : x ∈ Zd
}
for some µo.
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This especially applies to β ≥ 2d, but it may well always be true. To cover
the case where it fails is only technically a bit more cumbersome but requires
no new ideas. It must however be remarked that in case of nonuniquenes, we
don’t have a proof that the measures converge, but the tightness properties is
true as well. The proof given here incorporates some technical simpliﬁcations
compared with the one given in [?] which make it more transparent (I hope).
Theorem 2.17 Assume b(β) > 0 and Condition ??. Then
a) limT→∞ PˆT l−1T =
∑
x∈Zd
√
µo(x)δθxµo
/ ∑
x∈Zd
√
µo(x)
b) limT→∞ PˆT X−1T =
(√
µo ∗ √µo
)/ ∑
x
(√
µo ∗ √µo
)
(x)
The proof splits into three parts, which will be presented in the subsec-
tions. I will give a complete proof except for the analytic properties of the
variational problem.
A crucial ﬁrst step is to prove that under PˆT , the local times lT concen-
trates with high probability to a neighborhood of Kβ. We had coined this
the “tube property”, because K in the case of uniqueness and d = 1 is a sort
of an inﬁnite line, so a neighborhood looks like a tube.
The weak topology is metricized by the total variation norm ‖·‖TV. If A
is a subset of M+1 (Zd), then we write Uε(A) for the ε-neighborhood in total
variation of A. So the statement is
Proposition 2.18 For any ε > 0
lim
T→∞
PˆT,β(lT /∈ Uε(Kβ)) = 0.
Even after having proved this “tube property” the path measure could
still ﬂoat around very freely. The next and crucial step is the proof that this
does not happen.
Proposition 2.19 For any η > 0 there exists S(η) ∈ N such that for all
ε > 0
lim sup
T→∞
PˆT,β (lT /∈ Uε ({θxµo : |x| ≤ S(η)})) ≤ η.
¿From this tightness property, the convergence easily follows as will ex-
plained in subsection ??.
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2.3.1 The tube property: Proof of Proposition ??
It is quite evident that Proposition ?? should be true, but there is a very
annoying problem to prove it. First observe that
Pˆ (lT /∈ U) =
E
(
1lT /∈U exp
[
βT ‖lT‖22
])
E
(
exp
[
βT ‖lT‖22
]) .
For the estimation of the numerator, we deﬁne F : M+1 (Zd) → [−∞,∞)
by F (µ) = ‖µ‖22 if µ /∈ U and F (µ) = −∞ otherwise. As F is upper
semicontinuous, we would expect to get
lim sup
T→∞
1
T
log E
(
1lT /∈U exp
[
βT ‖lT‖22
])
= lim sup
T→∞
1
T
log E (exp [βTF (lT )])
≤ sup {βF (µ)− I(µ)}
= sup
µ/∈U
{
β ‖µ‖22 − I(µ)
}
The right hand side of this is evidently strictly smaller than b(β), so this
would prove the claim. The above inequality is however not quite clear
because we only have a weak LDP at our disposal. We can try to remedy
the situation by using a compactiﬁcation argument, i.e. wind the random
walk on the torus in the same way as we did in the proof of Proposition
??. The problem is that in our situation, the monotonicity argument does
not work out such nicely. We would like to argue as follows: Fix some
(large) R ∈ N and consider again the wound up random walk on the torus
TR. Denote the corresponding set of solutions of the variational problem by
KR =
{
µ ∈M+1 (TR) : β ‖µ‖22 − IR(µ) = bR(β)
}
. For a given neighborhood
Uε of K we would like to ﬁnd ε
′ > 0 such that for any large enough R
1lT /∈Uε(K) exp
[
β ‖lT‖22
] ≤ 1lRT /∈Uε′ (KR) exp [β ∥∥lRT ∥∥22] , (2.8)
in which case we would get the desired inequality, by estimating
lim
T→∞
1
T
log E
(
1lRT /∈Uε′ (KR) exp
[
β
∥∥lRT ∥∥22]) ≤ sup
µ/∈Uε′ (KR)
(
β ‖µ‖22 − IR(µ)
)
which is easily seen to be < b(β) if R is large enough. However, (??) is not
quite correct, as evidently there are probability measures which on the full
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space are far away from K, but which become close when wound up. On the
other hand, it should be clear that such measures must be somewhat weird,
and one should be able to control the event where (??) fails separately. This
is indeed the case.
The proof is based on a reﬂection trick. Let i ∈ N and consider the space
of paths DT of paths (right continuous pure jump) of length T. We deﬁne a re-
ﬂection ϕi(ω) of paths ω ∈ DT at the hyperplane Hi def=
{
(i, i2, . . . , id) : (i2, . . . , id) ∈ Zd−1
}
simply by switching any excursion which moves strictly to the right of the
hyperplane to the left. Remark that we start left of the hyperplane as we
assume i ≥ 0. Therefore, after the switching, the whole path is at the left of
the hyperplane, or on it. It is easy to estimate the density of PT ϕ
−1
i with
respect to PT . Let nT,i(ω) be the number of times, the path visits the plane,
coming from outside it. Then
Lemma 2.20 dPT ϕ
−1
i /dPT ≤ 2nT,i .
This is fairly evident: The switching costs at most a factor 2 “in entropy”
for every visit of the plane.
One important and easy property we are using is that “ﬁnite size” ap-
proximations of the variational problem are approximating the inﬁnite one
very well. For a proof of the following Lemma we also refer the reader to [?].
Lemma 2.21 a) limR→∞ bR(β) = b(β).
b) KR is close to K in the following sense: For any ε > 0 there exists Ro(ε)
such that for any R ≥ Ro one has
b1) For any µ ∈ K, the wound up measure µR measure on the torus TR is
within ε−distance of some ν ∈ KR.
b2) For any ν ∈ KR one can cut the torus open in such a way (i.e. identify
it with the subset {1, . . . , R}d ⊂ Zd such that if ν is extended by 0 to the
whole of Zd, it is within distance less than ε to K.
The Lemma states that analytically, the tube property holds, and we
have to prove the probabilistic counterpart. We ﬁrst state an immediate
consequence of the above Lemma ?? and the LDP on the ﬁnite torus.
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Lemma 2.22 Given ε > 0, there exists δ(ε) > 0 such that for all R large
enough
lim sup
T→∞
1
T
log PˆT
(
lRT /∈ Uε(KR)
) ≤ −δ(ε).
Remark that at this stage, no uniformity in R of the estimates for PˆT
(
lRT /∈ Uε(KR)
)
is claimed. To prove such an uniformity is essentially the task we have in
order to ﬁnish the proof of Proposition ??.
The idea is as follows: Take R  1. Assume we are having a path such
that lT (ω) is not close to K. We however know from Lemma ?? that l
R
T
lies with large PˆT -probability close to K
R. By Lemma ??, for large enough
R, KR looks much like the translates on the torus of our basic µo ∈ K
(somewhat chopped to ﬁt it onto the torus). Therefore our path, except
with very small PˆT−probability, has to distribute its lT−mass on several
essentially disjoint translates of µo. The problem is of course that this may
happen on an increasing number, with growing T, which looks at ﬁrst glance
diﬃcult to control. Nevertheless, between these chunks of translates of µo
on which lT is sitting, there must be vast regions essentially not visited. We
select a hyperplane Hi which is not often visited. Then the reﬂected path
has essentially the same probability as the old one (not quite, of course, but
this is measured by Lemma ??). As we have enough “empty” space, we can
choose the hyperplane in such a way that after the reﬂection lT (ϕi(ω)) is not
close to KR. Therefore, such a behavior of ω is excluded by Lemma ??.
As there are several things which have to tally, we will spell out the
details.
If δ > 0 is small enough, we have by our condition ??
Uδ(K) =
⋃
l∈Zd
Uδ(θlµo),
and similarly on the torus (if R is large enough). Therefore, if ε, δ > 0 are
small enough we have
PˆT
(
lRT ∈ Uε(KR), lT /∈ Uδ(K)
)
(2.9)
= PˆT
( ⋃
k∈TR
{
lRT ∈ Uε(θkµRo )
}
, lT /∈
⋃
6
Uδ(θ6µo)
)
≤
∑
k∈TR
PˆT
(
lRT ∈ Uε(θkµRo ), lT /∈
⋃
6
Uδ(θ6µo)
)
.
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Let also η > 0. From Proposition ?? and Lemma ?? it is geometrically
evident that if ε ≤ εo(δ, η) (small enough) and R ≥ Ro(ε, δ, η) (large enough)
then for any µ /∈ ⋃6 Uδ(θ6µo) with µR ∈ Uε(θkµRo ) there exists a hyperplane
Hi with 0 ≤ i ≤ R such that (µˆi)R /∈ Uδ/2(KR),
∣∣‖µˆi‖22 − ‖µ‖22∣∣ ≤ η and
µ(Hi) ≤ ε, where µˆi is the measure where the mass right of the hyperplane
is reﬂected to the left. Therefore, we have{
lRT ∈ Uε(θkµRo ), lT /∈
⋃
6
Uδ(θ6µo)
}
(2.10)
⊂
⋃
0≤i≤R
{
(lT ◦ ϕi)R /∈ Uδ/2(KR),
∣∣‖lT ◦ ϕi‖22 − ‖lT‖22∣∣ ≤ η, lT (Hi) ≤ ε} ,
implying
PˆT
(
lRT ∈ Uε(KR), lT /∈
⋃
6
Uδ(θ6µo)
)
(2.11)
≤ RdPˆT
( ⋃
0≤i≤R
{
(lT ◦ ϕi)R /∈ Uδ/2(KR),
∣∣‖lT ◦ ϕi‖22 − ‖lT‖22∣∣ ≤ η, lT (Hi) ≤ ε}
)
≤ Rd+1 max
0≤i≤R
PˆT
(
(lT ◦ ϕi)R /∈ Uδ/2(KR),
∣∣‖lT ◦ ϕi‖22 − ‖lT‖22∣∣ ≤ η, lT (Hi) ≤ ε) .
We would like to replace the condition lT (Hi) ≤ ε by a condition on nT,i.
This can be done by still adjusting the ε. By Lemma ?? below it follows that
for any εˆ > 0 one has for ε > 0 small enough (depending on εˆ)
P (lT (Hi) ≤ ε, nT,i > εˆT ) ≤ exp [−(β + 2)T ] , (2.12)
and therefore
PˆT (lT (Hi) ≤ ε, nT,i > εˆT ) ≤ exp [−T ] .
For ﬁxed εˆ, and δ, η, we can choose εo(εˆ, δ, η) such that for ε < εo the
above inequality is true. We can therefore replace the condition lT (Hi) ≤ ε
54
in (??) by nT,i ≤ εˆT, making a negligible error. Next, we estimate
PˆT
(
(lT ◦ ϕi)R /∈ Uδ/2(KR),
∣∣‖lT ◦ ϕi‖22 − ‖lT‖22∣∣ ≤ η, nT,i ≤ εˆT)
≤ 1
ZT
E
(
eβT‖lT ‖
2
2 ; (lT ◦ ϕi)R /∈ Uδ/2(KR),
∣∣‖lT ◦ ϕi‖22 − ‖lT‖22∣∣ ≤ η, nT,i ≤ εˆT)
≤ e
βηT
ZT
E
(
eβT‖lT ◦ϕi‖
2
2 ; (lT ◦ ϕi)R /∈ Uδ/2(KR), nT,i ≤ εˆT
)
≤ e
βηT
ZT
E
(
2nT,ieβT‖lT ‖
2
2 ; lRT /∈ Uδ/2(KR), nT,i ≤ εˆT
)
≤ eβηT 2εˆT PˆT
(
lRT /∈ Uδ/2(KR)
)
.
Therefore, for given β, δ > 0 we choose η, εˆ small enough such that the de-
cay of PˆT
(
lRT /∈ Uδ/2(KR)
)
which is guaranteed by Lemma ?? beats eβηT 2εˆT ,
and then for ε ≤ εo(β, η, δ), and then R large enough, one gets the desired
estimate for PˆT (lT /∈ Uδ(K)) .
Lemma 2.23 If ζi, i ≥ 1, is a sequence of exponentially distributed random
variables, with parameter 1, then for t ≤ 1
P
(
n∑
i=1
ζi ≤ nt
)
≤ exp[−nh(t)],
where
lim
t→0
h(t) = −∞.
Proof This is the standard one dimensional large deviation estimate.
The rate function is
h(t) = sup
λ≤0
(
λt− log
∫
exp[λx− x]dx
)
= t− 1 + log 1
t
.
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2.3.2 Tightness: Proof of Proposition ??
We are proving a superﬁcially weaker result:
Proposition 2.24 There exists εo > 0 such that for all ε ≤ εo, η > 0 there
exist S(ε, η) ∈ N, To(ε, η) > 0 with
PˆT
 ⋃
|x|≥S(ε,η)
{lT ∈ Uε(µx)}
 ≤ η,
for T ≥ To(ε, η), where µx def= θxµo.
Together with the Proposition ??, this evidently implies the Proposition
??.
If r ∈ N, let Cr def= {−r,−r + 1, . . . , r}d and for x ∈ Zd, Cr(x) = Cr + x.
∂Cr(x) is the inner boundary, i.e.
∂Cr(x) = {y ∈ Cr(x) : |yi − xi| = r for some i} .
We denote by τr(x) the ﬁrst hitting time of ∂Cr(x) and by ξr(x) the time the
process spends on ∂Cr(x) after τr(x) before leaving it for the ﬁrst time. We
need some control that the process does not leave ∂Cr(x) too quickly.
Lemma 2.25
lim
ρ→0
PˆT (ξr(x) ≤ ρ) = 0,
uniformly in T, r, x.
Proof Deﬁne
Yt(ω) =
{
ωt for t ≤ τ
ωt+ξ for t > τ
.
Then {Yt}t>0 and ξr are independent under P . Let l′T (x) = (1/T )
∫ T
0
1{Ys=x}.
Then ∣∣∣‖lT‖22 − ‖l′T‖22∣∣∣ ≤ c ξT .
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Therefore,
E
(
exp
[
βT ‖lT‖22
]
; ξ ≤ ρ) ≤ cβE (exp [βT ‖l′T‖22] ; ξ ≤ ρ)
≤ cβρE
(
exp
[
βT ‖l′T‖22
]
; ξ ≤ 1
)
≤ c1βρE
(
exp
[
βT ‖lT‖22
])
.
This proves the claim.
We need a further technical Lemma:
Lemma 2.26 Given η > 0, there exists ro(η) such that
sup
T≥1
∞∑
r=ro(η)
PˆT
(
τr(0) ≤
√
r
) ≤ η.
Proof We introduce for t < T :
lt,T (y)
def
=
1
T − t
∫ T
t
1Xu=y du.
We have the convex combination lT =
t
T
lt +
T−t
T
lt,T , and therefore
‖lT‖22 =
t2
T 2
‖lt‖22 +
(T − t)2
T 2
‖lT−t‖22 + 2
t(T − t)
T 2
〈lt, lT−t〉 . (2.13)
Applying this to t =
√
r we get T ‖lT‖22 = T
∥∥l√r,T+√r∥∥22 + O(√r), and
therefore
E
(
exp[Tβ ‖lT‖22]; τr ≤
√
r
) ≤ ec√rE (exp[Tβ ∥∥l√r,T+√r∥∥22]) P (τr ≤ √r)
= ec
√
rZT,βP
(
τr ≤
√
r
)
.
If the random walk reaches Cr(0) in time ≤
√
r, it has to make at least r
jumps in this time. Applying now Lemma ??, the claim easily follows.
Given ε, let (ε) be chosen such that µo(C
c
6(ε)) ≤ ε. The main step in the
proof of the Proposition ?? is given by the following result:
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Lemma 2.27 If ε > 0 is small enough, there exists A(ε) > 0, such that for
x with |x|, T, u ≥ A(ε) and ρ ∈ (0, 1]
PˆT
(
lT ∈ Uε(µx), ξ6(ε)(x) > ρ, τ6(ε)(x) > u
) ≤ c
ρ
exp [−c1u] , (2.14)
(with c, c1 which may depend on β but nothing else, as usual).
Proof We abbreviate ξ6(ε)(x) simply as ξ, and τ6(ε)(x) as τ during this
proof. A(ε) is chosen in any case bigger than (ε). Then 0 is outside B6(ε)(x).
Remark ﬁrst that for |x| > (ε) and lT ∈ Uε(µx), the process can spend
outside of C6(ε)(x) only a total time less than a proportion of εT. Therefore,
on {lT ∈ Uε(µx)} we have
τ ≤ cεT.
Therefore
E
(
eβT‖lT ‖
2
2 ; lT ∈ Uε(µx), ξ > ρ, u < τ
)
≤ E
(
eβT‖lT ‖
2
2 ; lT ∈ Uε(µx), ξ > ρ, u < τ ≤ cεT.
)
≤ 1
ρ
∫ cεT+ρ
u
dt E
(
eβT‖lT ‖
2
2 ; lT ∈ Uε(µx), ξ > ρ, t− ρ < τ ≤ t
)
≤ 1
ρ
∫ cεT+ρ
u
dt E
(
eβT‖lT ‖
2
2 ; lT ∈ Uε(µx), Xt ∈ ∂C6(ε)(x), t− 1 < τ
)
,
where in the last inequality we have used that on the set {t− ρ < τ ≤ t, ξ > ρ}
we have Xt ∈ ∂C6(ε)(x).
We use now (??). Remark that for t ≤ cεT, the ﬁrst summand is bounded
by a constant if ε ≤ 1, which we of course assume. Let’s consider the third
summand. On {t < τ} , the process is outside C6(ε)(x) up to time t. On
the other hand ‖lT−t − lT‖TV ≤ t/T ≤ cε for t ≤ cεT + ρ, T large enough
(depending on ε) and therefore lT−t ∈ Ucε(µx) if lT ∈ Uε(µx). Therefore, on
{lT ∈ Uε(µx), t < τ} one has
|〈lt, lT−t〉| ≤ |〈lt, µx〉|+ cε ≤ c1ε,
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as µx(C6(ε)(x)
c) ≤ ε. Implementing this, we get
E
(
eβT‖lT ‖
2
2 ; lT ∈ Uε(µx), ξ > ρ, u < τ
)
(2.15)
≤ 1
ρ
∫ cεT+ρ
u
dt ecεβtE
(
eβ
(T−t)2
T ‖lt,T‖22 ; lt,T ∈ Uc1ε(µx), Xt ∈ ∂C6(ε)(x)
)
.
We next claim that for y ∈ ∂C6(ε)(x)
Ex
(
eβT‖lT ‖
2
2
∣∣∣Ft,T ) ≥ exp [c2t + β (T − t)2
T
‖lt,T‖22
]
(2.16)
on {lt,T ∈ Uc2ε(µx), Xt = y} , where Ft,T is the σ-ﬁeld generated by Xs, t ≤
s ≤ T . Before proving this, we show that (??) and (??) imply the Proposi-
tion.
ZT,β = Ex
(
Ex
(
eβT‖lT ‖
2
2
∣∣∣Ft,T ))
≥
∑
y∈∂C(ε)(x)
E
(
Ex
(
eβT‖lT ‖
2
2
∣∣∣Ft,T ) ; lt,T ∈ Uc2ε(µx), Xt = y)
≥
∑
y∈∂C(ε)(x)
E
(
exp
[
c2t + β
(T − t)2
T
‖lt,T‖22
]
; lt,T ∈ Uc2ε(µx), Xt = y
)
≥ ec3t+cεtE
(
exp
[
β
(T − t)2
T
‖lt,T‖22
]
; lt,T ∈ Uc2ε(µx), Xt ∈ ∂C6(ε)(x)
)
,
if ε is small enough (depending only on β). Therefore, by (??)
E
(
eβT‖lT ‖
2
2 ; lT ∈ Uε(µx), ξrε(x) > ρ, u < τ
)
≤ ZT,β
ρ
∫ cεT+ρ
u
e−c3t dt ≤ c4ZT,β
ρ
e−c3u.
This proves the claim.
It remains to prove (??). On the prescribed event, the left hand side of
(??) is
≥ exp
[
β
(T − t)2
T
‖lT−t‖22
]
Ex
(
e2tβ〈lt,µx〉
∣∣ Xt = y) e−cεt.
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We make a transformation of the path measure switching to the measure
P
(µx)
x of a Markov process starting in x having Q−matrix
(
1
2
√
µx(j)/µx(j)
)
i,j∈Zd
.
Px is well know to be absolutely continuous on (Dt,Ft) with respect to P (µx)x
with a density
dPx
dP
(µx)
x
(ω) =
√
µx(x)
µx(ωt)
exp
[∫ t
0
1
2
∆
√
µx(ωs)√
µx(ωs)
ds
]
, (2.17)
where ∆ is the discrete Laplacian ∆f(x) =
∑
y:|y−x|=1(f(y)−f(x)). We write
now µo(x) = g
2(x). The Euler equation for g is
4βg(x)3 + ∆g(x) = λg(x). (2.18)
Multiplying with g(x) and summing over x gives
λ = 4β
∑
x
g (y)4 − 2I(g2) ≥ 2b(β) > 0.
On the other hand, if we divide ?? by g(x), we get∫ t
0
1
2
∆
√
µo(ωs)√
µo(ωs)
ds + 2β 〈lt, µo〉 = λ.
The same is of course true if we replace µo by µx. Implementing this into
(??), implies
Ex
(
e2t〈lt,µx〉; Xt = y
)
= eλt/2
√
µo(0)
µo(y − x)P
(µx)
x (Xt = y) ≥ eλt/3.
The last inequality is just coming from the fact that under P
(µx)
x , the process
is ergodic with stationary distribution µx. As y is at distance (ε) from x,
the estimates holds for t large enough, t ≥ to(ε). Therefore, we only have to
choose A(ε) ≥ to(ε). This proves (??).
The Lemmas ??, ?? and ?? immediately imply Proposition ??, which
together with Proposition ?? implies the Proposition ??.
In the next section we will need a result which can be proved by a slight
extension of the above:
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Proposition 2.28
lim
m→∞
lim sup
T→∞
sup
0≤t≤T
PˆT (|Xt| ≥ m) = 0.
2.3.3 Proof of Theorem ??
For small enough ε > 0, the Ue(µx) are all disjoint. We also know from
Proposition ?? and Proposition ?? that for any η > 0 there exist S(η) and
m(η) > 0 (not depending on ε !) such that for T ≥ To(ε, η) one has
sup
t≤T
PˆT
lT ∈ ⋃
x:|x|≤S(η)
Uε(µx), |Xt| ≤ m(η)
 ≥ 1− η.
We want to prove
lim
T→∞
PˆT (lT ∈ Uε(µx)) =
√
µo(x)∑
y
√
µo(y)
, (2.19)
for all small enough ε. We will ﬁx some t = t(η), which will not depend on ε
(provided always that ε is small enough). Given Proposition ??, this proves
Theorem ??, part a). Now, for x with |x| ≤ S(η) ≤ m(η)
PˆT (lT ∈ Uε(µx)) = PˆT (lT ∈ Uε(µx), |Xt| ≤ m(η)) + O(η)
=
∑
y:|y|≤2m
E
(
e2t〈lt,µx〉+
(T−t)2
T
‖lT−t‖22 ; lT ∈ Uε(µx), Xt = y
)
+ O(η)
=
∑
y:|y|≤2m
E
(
e2t〈lt,µx〉
∣∣ Xt = y)
× Ey
(
e
(T−t)2
T
‖lT−t‖22 ; lT ∈ Uε(µx)
) (
1 + O(eεt
)
) + O(η).
By the same discussion as we had in the last section, we have for some
t = t(η), (not depending on ε)∣∣∣E (e2t〈lt,µx〉∣∣ Xt = y)− ϕ(t)√µx(0)√µx(y)∣∣∣ ≤ η,
61
uniformly in |x| ≤ S(η), |y| ≤ 2η. Remark that µx(y) = µo(y − x) and that
µo is symmetric. If we choose ε ≤ εo(η), we therefore get∣∣∣∣∣PˆT (lT ∈ Uε(µx), |Xt| ≤ m(η))−
√
µo(x)∑
z
√
µo(z)
PˆT (lT ∈ Uε(Kβ))
∣∣∣∣∣ ≤ cη,
and therefore, if then T ≥ To(ε, η), we have for |x| ≤ S(η) :∣∣∣∣∣PˆT (lT ∈ Uε(µx))−
√
µo(x)∑
z
√
µo(z)
∣∣∣∣∣ ≤ cη.
This implies (??), and therefore part a) of the Theorem.
I will not give the details of part b), as it is by some straightforward
modiﬁcation and extension of the above argument. One has only to introduce
another splitting at a time point T − t, to ,,separated” the endpoint from the
main bulk of the empirical distribution.
Some last remark about what happens if the Condition ?? would fail (a
case where I don’t know if it occurs at all). In that case it would be diﬃcult
to establish a limiting result and one would have to go into ﬁner asymptotics
in large deviation in order to determine the relative weights on the diﬀerent
ﬁbres. This has not been done for the present problem (see however [?] for
the case of sums of i.i.d. random vectors). However, one can easily get some
information: The proof of the tightness essentially applies with only small
modiﬁcations, and one gets at least tightness for instance of the distribution
of the endpoint (and the relative distribution inside each ﬁbre of the Kβ)
without any further assumptions besides b(β) > 0. For the details, I refer to
[?].
2.4 A droplet construction for the Wiener sausage
A problem which is closely related to the one in the previous section is
connected with the classical large deviation result of Donsker and Varadhan
for the volume of the Wiener sausage [?]. There is a corresponding result
for random walks where the volume of the Wiener sausage is replaced by the
number of points visited. I will give a sketch of the some of the problems
and results in this section without going into much details.
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I stick for the moment to the Wiener sausage: So let βt, t > 0, be the
standard Brownian motion onRd, starting in 0. The Wiener sausage is deﬁned
by
W aT =
⋃
s≤T
Ba(βs),
where a > 0 and where Ba(x) is the ball with radius a and center x. All
results generalize also to the situation where Ba(x) is replace by x+C where
C is an arbitrary set of positive capacity. The volume of the Wiener sausage
is then just its Lebesgue measure
V aT = |W aT | .
The classical result of Donsker-Varadhan states
Theorem 2.29 For any β > 0
lim
T→∞
1
T d/(d+2)
log E (exp [−βV aT ]) = ψ(β),
where
ψ(β) = (ωdβ)
2/(d+2) λ
d/(d+2)
d
(
2
d
)d/(d+2)
d + 2
2
,
ωd being the volume of a ball of radius one and λd is the ground state eigen-
value of the 1
2
∆ in the ball with radius one with Dirichlet boundary conditions.
Remark in particular that the limit does not depend on a. This will be
diﬀerent in the next section.
In order to understand the result and especially the at ﬁrst sight some-
what strange power of T appearing in this LDP, one just has to look at a
lower bound. One apparently very crude method is to conﬁne the Brownian
motion to stay inside a ball BrT (0) whose radius rT has to be determined.
For such path the volume of the sausage certainly is not larger than the vol-
ume of BrT +a(0) which is ωd(rT + a)
d. On the other hand, it is well known
that
P (βs ∈ BrT , s ≤ T ) ≥ c exp
[
−λd T
rT 2
]
.
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Therefore, we get for any choice of rT :
E (exp [−βV aT ]) ≥ c exp
[
−βωd(rT + a)d − λd T
rT 2
]
.
Optimizing over rT one ﬁnds that the optimal radius is rT ∼
(
2λdT
dβωd
)1/(d+2) def
=
ρ(β)T d/(d+2), which gives the lower bound in Theorem ??. The diﬃcult
part of the Theorem is of course to prove an upper bound. It might look
somewhat surprising that the above crude argument for the lower bound
gives the correct asymptotics, at least in leading order. In order to prove an
upper bound one roughly would like to argue as follows:
E (exp [−βV aT ]) =
∑
A
P (V aT = A) exp [−β|A|] ≤
∑
A
P (V aT ⊂ A) exp [−β |A|]
"
∑
A
exp [−β|A| − λ(A)T ] ,
where λ(A) is the Dirichlet eigenvalue in A. Of course, the summation does
not quite make sense, but it should naturally be understood to run over
unions of blocks of side length εa, ε small. In the case of a random walk
on Zd, the roˆle of V aT is played by NT , the number of points visited by the
random walk, and there the above summation is completely sound. In both
cases the problem is that the sum is over too many sets. The relevant A’s are
roughly of diameter T 1/(d+2) where both |A| and λ(A)T are of order T d/(d+2).
Therefore, there are exp
[
cT d/(d+2)
]
A’s which are of the relevant size, so it
is clear that one needs some coarse-graining in order to reduce the combi-
natorial complexity of the summation. (It can however be remarked that
the Donsker-Varadhan case is just the border line case where this problem
becomes serious). It is natural that such a coarse-graining should be possible
as the Brownian motion (or the random walk) is smearing out the empirical
measure to some extent. This is also one of the basic ideas of the enlarge-
ment of obstacles technique by Sznitman (which works also in the quenched
situation not discussed here). The easiest way to get the coarse-graining in
the above situation is to use (a simple version of) Talagrand’s concentration
estimates. This works in situations which had not been treated by other
techniques. I will give details of that in the next section. Anyway, if one is
ready to believe that such a coarse-graining works, one gets
E (exp [−βV aT ]) log∼ exp
[
−T d/(d+2) inf
A
{β|A|+ λ(A)}
]
,
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where λ(A) is the Dirichlet ground state eigenvalue of ∆/2 in A, and
where
log∼ means that the quotient of the logarithms is going to 1. The varia-
tional problem above is a well known one in Mathematical Physics from the
beginning of the century, which has been solved independently by Faber and
Krahn, who proved that the unique minimizers are the balls. This is closely
connected with the isoperimetric problem, and can be reduced to it.
A problem in the spirit of the last section is to determine exactly the
behavior of the path measure
dPˆT =
exp [−βV aT ] dP
ZT
for large T. From the Faber-Krahn Theorem it is natural to expect that
the paths under this measure are concentrated in balls of radius about
ρ(β)T d/(d+2). In particular this should mean that the path stays conﬁned
within a region of this order.
The delicacy is however coming from the fact that one has to control
events which cannot be controlled by leading order asymptotics in large de-
viations. To see this, consider the event that the Brownian path rushes oﬀ
through a small tube (of radius 1, say) to a distance which is very large
compared with T d/(d+2), to be speciﬁc, say to
√
T , and afterwards settles in
the optimal ball. This eccentricity gives a contribution of order
√
T to the
volume of the sausage, which may look large, but which is negligible when
compared with the volume of the optimal ball, which is of order T 1/(d+2). The
probability for rushing (in time
√
T , say) through this narrow tube is for the
standard Brownian of order exp
[
−√T
]
, which may look small, but which
is very large compared with the probability that the path does what we ex-
pect of it, namely to stay within the optimal ball, which is exp
[−cT d/(d+2)] .
The path could of course do many other things besides just this “tube ec-
centricity”, and at the outset, it is not clear if one really should expect this
conﬁnement to happen.
The problem had ﬁrst been addressed independently for d = 2 in two
papers, the ﬁrst one by Sznitman [?] and then in [?] for the random walk
case. (The ﬁrst versions of the papers came out at exactly the same time.)
The conﬁnement has now been proved in a recent paper by Povel [?], which
is based on the approach by Sznitman. The results for d ≥ 3 are still not
quite as precise as the one for d = 2.
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Theorem 2.30 There exists a function δ(T ) → 0, as T →∞, such that
a) for d = 2
lim
T→∞
PˆT
(∃x ∈ BρT 1/(d+2)(0) : Bρ(1−δ(T ))T 1/(d+2)(x) ⊂ VT ⊂ Bρ(1+δ(T ))T 1/(d+2)(x)) = 1
b) (Povel [?]) for d ≥ 3 :
lim
T→∞
PˆT
(∃x ∈ BρT 1/(d+2)(0) : VT ⊂ Bρ(1+δ(T ))T 1/(d+2)(x)) = 1.
Sznitman’s result contains also the limiting distribution of the centering
of the optimal ball, which is not at 0, but which is distributed (after rescaling
space with
(
ρT 1/(d+2)
)−1
) to the normalized ground state eigenfunction of the
∆/2 inside the unit ball.
There is no doubt that the full result is true in all dimensions, and could
probably been proved by some additional eﬀorts. The information on δ(T ) is
still very modest. The only thing which is known is that one can take some
decay of the form T−α, for some α > 0. Bounds for α could be given, but
they certainly are not optimal, and by present day’s methods, it seems to
be completely out of reach to get the precise behavior of the boundary, not
even for d = 2. An interesting aspect however, is the proof of such a droplet
construction in sup-distance in any dimensions.
It is fairly clair that a complete expansion of E
(
e−βVT
)
up to order (1 +
o(1)) would be very helpful and desirable for the problem, but this seems to
be completely out of reach, too. The methods in [?] do not apply, because VT
as a function of the empirical distribution has very bad continuity properties.
The best results so far is the one obtained in [?] for the random walk. The
result there is proved in all dimensions (for the random walk), provided the
variational problem has a stability of the form of Theorem?? below. The
original version of the enlargement of obstacles technique gave only a slightly
weaker result but the newer version [?] gives it, too, for the sausage. The
statement is that there exist c1, c2, ε (depending on d and β) such that
exp
[−ψ(β)T d/d+2) − c1(β)T (d−1)/(d+2)] ≤ E (exp [−βNT ]) (2.20)
≤ exp [−ψ(β)T d//d+2) + c2(β)T (d−ε)/(d+2)] .
ε can be estimated but presently, there is no hope getting the correct ε. There
is a non rigorous calculation in the physics literature [?], claiming that the
correct correction is of the form of the lower bound:
E (exp [−βNT ]) = exp
[−ψ(β)T d/d+2) + c1(β)T (d−1)/(d+2) + o(T (d−1)/(d+2))] ,
66
but this is based on some Gaussian Ansatz for the ﬁeld of local times, and I
do not know how reliable this prediction is. If correct, this would mean that
the correction to the volume order large deviations is of surface order.
One crucial ingredient in all the proofs of results like Theorem ?? is
an analytic stability property of the variational problem, which in our case
can be reduced to a stability property in the isoperimetric problem. This
property states that if there is a (nice) subset A in Rd which has as volume
that of the ball of radius one, and a surface which is slightly larger, then
there exists a ball with radius one which is close in some sense to A. There is
a substantial diﬀerence between d = 2 and d ≥ 3. For d = 2 such a statement
can easily been proved in Hausdorﬀ-distance (with the help of the Bonnesen
inequality), but in higher dimension, this evidently cannot be true, as there
are regions with thin spines having essentially no volume and surface. It
is therefore clear that such a stability can only be true in some L1−sense.
When I wrote the ﬁrst version of my paper, and when Sznitman wrote his,
such a result had not been known, and later we had not been aware of it,
but such a stability result has been proved by Hall [?].
Theorem 2.31 Let ωd be the volume of the ball with radius 1, and σd its
surface. There exist c(d), α(d) > 0 such that for any Borel subset A of Rd
with rectiﬁable boundary ∂A which satisﬁes |A| = ωd, there exists x ∈ Rd
such that
|A ∆ B1(x)| ≤ c(d)(|∂A| − σd)α(d).
This result leads to a corresponding stability result in L1 for the varia-
tional problem appearing in the Donsker-Varadhan result
ψ(β) = inf
‖g‖2=1
{1
2
∫
|  g|2 + β
∫
1{g2 > 0}dx}.
The solutions of this variational problem is the ground state eigenfunctions
over the ball with optimal radius 0(β), (i.e. just the usual Bessel function)
and its translates. Let F be the set of squares of these optimal proﬁles. From
Theorem ?? one can derive
Proposition 2.32 There exists δ > 0
inf{1
2
∫
|  g|2 + β
∫
1{g2>0}dx :
∫
g2dx = 1, inf
f∈F
‖f 2 − g2‖ ≥ a} ≥ ψ(β) + (β)aδ
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for T−δ ≤ a (see Lemma 3.1 in [?]).
This rigidity property implies in any dimension a corresponding proba-
bilistic property. Due to bad continuity properties of the Lebesgue measure
of the support, this is not evident, but has been proved in [?] for the random
walk case in any dimension. To state it, ﬁrst a compactiﬁcation is needed,
which is just the usual torus compactiﬁcation. Fix some multiple of the opti-
mal radius 0(β), R = 10g(β), say. Then we perform the usual periodization
on a torus of size MT = RT
1/(2+d), and then scaling down everything on a
torus of ﬁnite size MT . Therefore, the random walk Xt, t ≥ 0, on the torus
is replaced by
ηt = T
−1/(d+2)XtT 2/(2+d) ,
living on L
(R)
T = T
−1/(2+d){1, . . . , nT}d. Next we consider the ”local times”
T (x) =
∫ T d/(2+d)
0
1x(ηs)ds,
x ∈ L(R)T . Remark that (R)T is normalized in the upper sense:∫

(R)
T (x)dx = 1,
if 
(R)
T is extended to the continuous torus by putting it constant on the
plaquette, of side length T−1/(2+d). It has been proved in [?] that Proposition
in all dimensions implies
Proposition 2.33 There exists δ > 0 such that
lim
T→∞
PˆT,β(‖(R)T −F‖1 ≥ T−δ) = 0.
There is of course no problem to deﬁne F on the torus, as the members of
F (on Rd) have as support the balls of radius 0(β).
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A consequence of this is that (on our torus) most of the mass of T
is concentrated inside a ball of the optimal radius. The crucial problem is
however to boost that to a proof that there is no mass outside. This then also
means that the torus is completely superﬂuous, and one gets the conﬁnement
statement we are interested in.
The method how to achieve this had been completely diﬀerent in Sznit-
mann (and now in Povels) papers, and in [?]. Roughly speaking, in [?] it
was done by ”bare hand”, whereas in [?] and [?] this came out much more
elegantly, however using all the sophistication of the enlargement of obstacles
technique, which I do not present here.
The basic idea in [?] was to use an iterative procedure, essentially to
boost the δ in Proposition ?? This Proposition implies that the total time
spent outside an optimal ball is bounded by some T η, η < 1. Now pretend
for a moment that this would be just one piece of an excursion from the
ball. However, then by a discussion of this part separately we would now
that instead of ﬂoating around, it would be better for this path to stay inside
some ball of radius T η/(1+d) possibly with having “bad” excursions from this
of time length, now of smaller order. But then to these, one can apply the
arguing again, reducing these excursions again etc.
The trouble is of course that a priori one has no knowledge about how
the excursion from the balls behave. There could be many pieces, starting
and entering from remote points on the surface of the droplet, and doing
all kind of pranks. The argument to get this under control was roughly as
follows. One introduces a (ﬁnite) number of radii slightly lager than the
optimal 0(β) = r0 < r1 < r2 < . . . rm. Actually the diﬀerences ri − ri−1 can
be chosen to decay with T . Then one knows from Proposition that the total
time spent outside r1 (after the rescaling) is at most T
η, η < 1. This can then
be boosted to prove that outside r2 there is still less, namely ≤ T 1/2, η2 < η1.
The reasoning roughly is that one can separate what is outside r1 from what
is inside and argue as before. One can proceed in this way and prove that
outside rm, there is nothing left. The proof in [?] of this inductive cutting of
the excursions was quite involving and depended on some previous knowledge
which was very easy for d = 2, namely that the ball inside has no holes. This
is still not proved (also not in Povels paper) for d ≥ 3, but might be not so
diﬃcult. (For d = 2 it is a very easy consequence of Proposition ??.)
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2.5 Moderate deviations for the Wiener sausage and
the critically shrinking Wiener sausage
2.5.1 Introduction and heuristics
In the classical Donsker-Varadhan result for the Wiener sausage discussed
in the previous section, the main contribution to E (exp [−βVT ]) was com-
ing from paths which stay inside a ball of radius rT = ρ(β)T
1/(d+2). The
“strategy” the path has to follow is somewhat trivial: The ball is ﬁlled just
completely. Even if this is not fully proved in all dimensions, the fact that
the trivial lower bound is correct in ﬁrst order tells us that this is at least up
to leading order the correct picture.
Consider a much easier problem namely a Brownian motion, which is
conditioned to stay inside a ball of radius T γ. What is the eﬀect on VT of that?
It is well known that under Wiener measure, VT is typically of order κaT, for
d ≥ 3, where κa is the Newtonian capacity of a ball with radius a (seen [?],
[?], there is a logarithmic correction for d = 2). If the Brownian is conﬁned in
this ball, the volume can be at most of order T dγ. Therefore, this conﬁnement
has trivially a substantial eﬀect on the volume when 0 < γ < 1/d, and it
is not diﬃcult to prove that a sausage of the Brownian which is conﬁned to
stay inside such a small ball is ﬁlling it completely, except near the boundary.
Therefore, the volume is (up to smaller order corrections) just the volume of
the ball. Let’s look now at the opposite situation where γ > 1/d. In that case,
of course, the volume of the ball is much larger than the expectation of the
sausage it has when not conﬁned, although for d ≥ 3, and γ < 1/2, conﬁning
the Brownian to stay inside BT γ (0) is still a large deviation. It is however
not diﬃcult to see that the conﬁnement in this case has no eﬀect in leading
order on the volume of the sausage. It is therefore clear that the critical
conﬁnement radius which should lead to a sizeable eﬀect on the sausage is
that of order T 1/d. It is also not diﬃcult to prove that for a conﬁnement
inside a ball of radius T 1/d (d ≥ 3), the expectation of the sausage is of order
T but smaller than κaT.
Let’s now go back to the (much more diﬃcult problem) to discus E (exp [−βT−αVT ]) .
If we proceed with the lower bound explained in the last section, the optimal
radius to choose will be the one where T−αrdT is of order T/r
2
T , i.e. where rT is
of order T (1+α)/(2+d). Now, this radius becomes of order≥ T 1/d when α ≥ 2/d.
It can therefore be expected that for α < 2/d, the Donsker-Varadhan picture
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stays correct, and
lim
T→∞
T−d(1+α)/(d+2) log E exp
[−βT−αVT ] = ψ(β).
This is indeed true, and has been proved independently in two paper ([?],
[?]). The original Donsker-Varadhan approach however does not immediately
extend to this situation and has to be reﬁned. For α > 2/d this “Donsker-
Varadhan ball picture” breaks down, which should be quite natural given the
above discussion. In fact in leading order, the lower bound coming from the
Jensen inequality is better than the one coming from the “ball strategy” and
turns out to be sharp at least in leading order:
E exp
[−βT−αVT ] log∼ exp [−βT−αE(VT )] ∼ exp [−βκaT 1−α] .
The fact that Jensen is sharp can only mean that it is not “worth” for the
Brownian to make any eﬀorts and therefore that the corresponding path
measure
dPˆT = exp
[−βT−αVT ] dPT /ZT
should just be close to ordinary Brownian. This has not been proved, and in
view of the discussion given in section ??, one would probably have to prove
ﬁrst that
E exp
[−βT−αVT ] ≤ C exp [−βκaT 1−α] ,
which might be easy, but has not been done. Anyway, the most interesting
case then is certainly α = 2/d, where we now have two lower bound, one
coming from Jensen, and the other one from the ball conﬁnement strategy.
On the background of the fact that a Brownian which is conﬁned to stay
in the ball of optimal radius does not ﬁll the ball completely, one would
certainly not expect lower bound to be sharp (in leading order). Somewhat
surprisingly, it turns out that the Jensen inequality is sharp for small β, but
not for large, where something more interesting is happening, and where the
ball strategy is not the proper thing.
It turns out that we better don’t start with discussing E exp
[−βT−2/dVT ] ,
but rather with a problem which looks equivalent, namely with the probabil-
ity that VT is small in a range which would correspond to this critical case. It
is natural to expect that the discussion of E exp
[−βT−2/dVT ] is tied to the
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question of discussing P (VT ≤ bT ), where b < κa. In fact, we can evaluate
E exp
[−βT−2/dVT ] in leading order from the evaluation of P (VT ≤ bT ), but
not vice versa.
Theorem 2.34 Assume d ≥ 3. Then for b ∈ (0, κa)
lim
T→∞
T−(d−2)/d log P (VT ≤ bT ) = −I(b)
where
I(b) = inf
{
1
2
‖∇g‖22 : g ∈ H1(Rd), ‖g‖22 = 1,
∫ (
1− e−κag(x)2
)
dx ≤ b
}
.
(2.21)
Remark 2.35 a) There is also a version for d = 2. In that case, E(VT ) ∼
κT/ log T, where κ is the logarithmic capacity. The Theorem has then to be
modiﬁed accordingly, i.e. one discusses P (VT ≤ bT/ log T ) .
b) It is easy to evaluate E exp
[−βT−2/dVT ] using Theorem ??:
lim
T→∞
T−(d−2)/d log E exp
[−βT−2/dVT ] = −J(β), (2.22)
where J is the Legendre transform of I :
J(β) = inf {bβ − I(b) : b ∈ (0, κa]} ,
but not the other way: I is not the Legendre transform of J. This is simply
coming from the fact that I is not convex (whereas J is). This will become
apparent below. It will also turn out that for small β, the inﬁmum is attained
at b = κa, so that for small β one has J(β) = κaβ (I(κa) is of course 0), i.e.
the Jensen inequality is sharp in leading order.
c) Presently, we are not able to discuss the path measures, for instance
discuss the limiting behavior of the distribution of the end point βT under
P (·|VT ≤ bT ) or under dPˆT = exp
[−βT−2/dVT ] dP/Z. From the discussion
in the last section it should be clear that the measures are living on scale T 1/d,
i.e. one would expect that T−1/dβT has under these measures a nontrivial
limiting distribution. For PˆT however, there should be a “collapse transition”
from small to large β. For d ≤ 4, we would expect that the distribution of
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βT under P (·|VT ≤ bT ) is on scale T 1/d, but this is “almost surely” not the
case for d ≥ 5 if b is close to κa, for reasons which become apparent later on.
Nothing of this is proved, and it may be quite diﬃcult.
d) The result can easily been extended to more general “sausages” where
the ball with radius r is replaced by an arbitrary compact set C with positive
capacity, i.e. where WT =
⋃
s≤T (βs + C). Remark also that the rate function
I does depend (via the capacity) on this compact set.
I ﬁrst will give an intuitive explanation why the above large deviation
principle should hold and why the variational problem looks as being the
right one. Afterwards, I will present in subsection ?? the main analytical
properties of the variational problem which are quite interesting and partially
surprising. I will not give detailed proofs, but some explanations which
hopefully will convince everybody, that the results have to be true. It is
clear that the properties of the variational problem should be reﬂected also
in properties of the path measure, but as remarked above, we don’t know
how to do this. Especially, the somewhat strange behavior of the variational
problem for d ≥ 5 must be reﬂected in a somewhat strange behavior of the
path measure. I will then give a fairly detailed proof of the interesting part
of the Theorem ??, namely the upper bound.
The proof could also be used to derive the original Donsker-Varadhan re-
sult, also in its reﬁnements given in [?], and [?]. I believe that it is technically
the best (and easiest and most transparent) approach to these Wiener sausage
problems, or equivalently to annealed random trap problems. It probably
would also have the best chance to give the corrections in the asymptotics
in the original Wiener sausage problem of Donsker and Varadhan, but to be
able to tackle that would (most probably) require to have precise information
about the analytical stability in the Hall result (Theorem ??).
I start with giving a heuristic derivation why the rate function should
have the above form.
¿From the discussion previous to the statement of the Theorem, it should
be apparent that the main contribution to the event {VT ≤ bT} is com-
ing from paths which are staying at distance of order T 1/d from the origin.
Furthermore, it should also be clear, that we no longer can expect that the
,,strategy” of the Brownian is as simple as to just ﬁll a certain region com-
pletely, essentially without leaving holes. In contrast, we expect that there
remains some porosity, and we have to control the degree of this porosity.
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This porosity is however felt only on a very microscopic scale: It turns out
that the holes which are of relevance and are responsible for the porosity are
of order one. What we prove is essentially that the degree of the porosity
is tied to empirical distribution at a macroscopic scale (i.e. T 1/d) determin-
istically, up to a superexponential estimate. In this respect, the situation
resembles somehow the one encountered in hydrodynamic models.
We ﬁrst rescale the Brownian motion accordingly, by introducing β˜t =
T−1/dβtT 2/d , t ≤ τ def= T (d−2)/d. As τ is the “correct time scale”, we keep this
notation reserved in this way. Consider the empirical process
Lτ
def
=
1
τ
∫ τ
0
δβ˜sds.
By a (weak) LDP, we know that roughly speaking
P
(
Lτ ∼ f 2
) ∼ exp [−τ 1
2
‖∇f‖22
]
.
It is however not quite clear what Lτ really has to do with the volume of
the Wiener sausage. Remember that β˜t is scaled down by a factor T
−1/d =
τ−1/(d−2) in space, and therefore
VT = T
∣∣∣supp (χB
aτ−1/(d−2)
∗ Lτ
)∣∣∣ ,
where Br(x) is the ball with radius r and center x, Br = Br(0), χA is the
indicator function of the set A, and (f ∗ µ) (x) = ∫ f(x − y)µ(dy). There
is evidently some trouble as M+1 (Rd)  µ →
∣∣∣supp (χB
aτ−1/(d−2)
∗ µ
)∣∣∣ is
certainly (in an essential way) not depending continuously on µ, and depends
on τ.
We call τ−1/(d−2) the microscopic scale. Let’s look at a small but macro-
scopic box, i.e. we consider a hypercube Q of side-length ε and center x ∈ Rd
: Q =
∏d
i=1[xi − ε/2, xi + ε/2). Lτ (Q) measures the relative amount of time,
the rescaled Brownian β˜t, t ≤ τ , spends inside Q. Evidently, this total amount
will usually be cut into many time pieces, the Brownian exiting and reen-
tering the cube. We make a number of very simplifying (false) assumptions:
First, we pretend that Q is not a cube, but a torus of the same size with
periodic boundary conditions. Next we assume that these many pieces of the
Brownian inside Q is just one piece of a Brownian on this torus running up to
74
time Lτ (Q)τ. We will then make this assumption for a collection of Q’s which
cover the space and patch things together, but let’s ﬁrst discuss the prob-
lem how much of our Q, which is now a torus, is covered by the (shrinking)
sausage. We might hope that the calculation of the expectation is suﬃcient,
and this in fact will turn out to be correct. This may be somewhat surpris-
ing as, after all, we are after a large deviation phenomenon, and so we may
expect that deviations from expectations will play a role. However, we will
prove that the deviations of the volume of the microscopic sausage on small
macroscopic boxes from its expectation can be estimated on a superexpo-
nential scale in τ if the boxes are small (“mesoscopic”). Therefore, our task
is now to calculate now the volume of a small torus of side length ε which is
covered by a periodic Brownian βs of time length λε
dτ by a sausage of radius
aτ−1/(d−2). Lets denote this volume by X.
EX =
∫
Q
dx P
(∃s ≤ λεdτ : βs ∈ Baτ−1/(d−2)(x))
= |Q| (1− P (βs /∈ Baτ−1/(d−2)(x),∀s ≤ λεdτ)) .
We now chop the time interval [0, λεdτ) into many pieces of large length K,
which we assume not to grow with τ. The probability that the Brownian
(with uniform starting distribution) hits Baτ−1/(d−2)(x) in the time slot [0, K)
is Kκa
εdτ
+ o(τ−1). If the Brownian does not have a hit in the ﬁrst interval, it
gets a next change in the second. The conditioning on non-hitting in the
ﬁrst, does not much inﬂuence the distribution, as the ball which has to be
hit is small anyway. Therefore, we get the same chance for the second slot
which is essentially independent of the ﬁrst one. We therefore have
P
(
βs /∈ Baτ−1/(d−2)(x),∀s ≤ λεdτ
) " (1− Kκa
εdτ
)λεdτ/K
" exp [−κaλ]
and therefore
EX " εd(1− exp [−λκa]).
We now chop Rd into cubes Qi of the above size, and assume for the moment
that Lτ (Qi) " λiεdτ. Then the sausage ﬁlls up to superexponential estimates
(if the reader believes in what was said above) the Qi with a proportion 1−
exp [−λiκa] . Therefore, the total volume covered is
∑
i ε
d (1− exp [−λiκa]) .
This does all the job on the microscopic scale, and the large deviation
we are after is now only a large deviation on the macroscopic scale, i.e. a
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standard large deviation for Lτ which is governed by the classical Donsker-
Varadhan LDP. We have to sum over all possibilities for choosing the λi
but according to standard wisdom in large deviations, only the maximum is
counting, and we get
P (VT ≤ bT ) " max
{
P (Lτ ∼ f) :
∫
(1− exp [−κaf(x)])dx ≤ b
}
which according to the Donsker-Varadhan LDP for Brownian motion is
" sup
{
1
2
‖∇g‖22 :
∫ (
1− e−κag2(x)
)
dx ≤ b
}
.
That’s it, and there remains only to prove it.
I present the real core of the argument in details in subsection , taking
however some (very plausible and not too diﬃcult) technical Lemmas for
granted. Before starting with it, I want to give some information about the
variational problem which appears, which had been quite surprising (at least
for us).
2.5.2 Analytical properties of the variational problem
There is of course no chance to solve the variational problem explicitly. It
is not too diﬃcult to prove (using standard techniques) that all maximizers
of the variational problem are radially symmetric. In principle, one can
then discuss the one-dimensional Euler equation, which is just a nonlinear
equation, but this seems not be of much help. For instance, we have been
unable to prove that there is a unique maximizer, and the problem does not
appear to belong to a class which has been treated in the literature.
The behavior of I(b) for b ∼ 0 is easy and oﬀers no surprise: The vari-
ational problem goes over (after a rescaling) into the variational problem
for the classical Donsker-Varadhan situation. It is fairly evident what the
best way is in which a normed L2−function can achieve a small value of∫ (
1− e−κag(x)2
)
dx, best in the sense of having small value of ‖∇g‖22 : g just
has to be essentially 0 outside some small ball, but inside very large.
Inside the ball, g then is quite large, because of the restriction
∫
g2(x)dx =
1. Therefore 1 − eκag2(x) is there essentially 1. This means that for small b
we have
I(b) ∼ inf{1
2
‖  g‖22 : ‖g‖2 = 1, | supp (g)| ≤ b}.
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After rescaling, this leads to
Proposition 2.36 For b → 0
I(b) ∼ 1
2
λd(ωdb)
−2/d.
More interesting is the behavior for b ∼ κa. We naturally expect that
the relevant functions for the variational problem are those which become
ﬂat as b ↑ κ. Following this idea, one expects that we just may expand the
exponential:
1− exp(−κag2) " κag2 − 1
2
κ2ag
4,
and therefore ∫
(1− e−κag2)dx " κa − 1
2
κ2a
∫
g4(x)dx.
This means that for b < κa, b ∼ κa, we should have
I(b) ≈ inf{1
2
‖  g‖22 :
∫
g2(x)dx = 1,
1
2
κ2a
∫
g4(x)dx = κa − b}. (2.23)
The trouble is however that the r.h.s. is not always diﬀerent from 0, in fact
it is 0 for d ≥ 5. This is well known. Here is the sequence, which does the
job: We choose the ball with radius 1/n, and over this ball a cone of height
an. This is gn inside the ball. We choose an such that
∫
B1/n
g4n(x)dx ≈ 1,
i.e. an ≈ nd/4. The contribution to the L2-norm inside the ball is then
negligible, but choosing gn very ﬂat. It is clear that we can do that in such
a way that this contributes nothing to the L4-norm, and nothing to ‖  g‖22
(asymptotically). In this way we take care of ‖gn‖22, and ‖  gn‖22 is now
determined by ∫
B1/n
|  gn(x)|2dx ≈ n−d(nan)2 ≈ n−d+2nd/2.
which goes to 0 for d ≥ 5, proving that the r.h.s. of (??) is 0. d ≤ 4, the
r.h.s. gives however the correct behavior of I(b) for b ∼ κa, which after some
rescaling leads to
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Proposition 2.37 Assume d ≤ 4. Then as b ↑ κa
I(b) ∼ 2− d−22 κ−4/da (κa − b)2/dµd,
where
a) for d ≤ 3 µd = inf{‖  g‖22 : g ∈ H1(Rd), ‖g‖2 = 1, ‖g‖4 = 1} > 0
b) for d = 4 µd = inf{‖  g‖22 : g ∈ W 1(R4), ‖g‖4 = 1}.
A consequence of this Proposition is that for d = 3, 4, I is concave close
to κa (of course, the above result does not quite prove this), and has inﬁnite
tangent at κa.
We come now to the case d ≥ 5. The argument above leading to the
conclusion that the r.h.s. of (??) is zero does of course not tell that I(b) =
0, simply because the sequence we have chosen crucially depended on the
large g-values inside a small ball, and for large g-values, the expansion we
performed is certainly not appropriate. In fact I(b) > 0 for all b ∈ (0, κa.
There is however one feature of the above considerations which are important
for the behavior of I(b), b ∼ κa, namely the possibility that L2 is leaking to
inﬁnity (which happens for the sequence gn). To catch this, we apply a trick.
For
∫
g2dx = 1, we of course have
∫
(1− e−κag2)dx = u if and only if∫
(κag
2 − 1 + e−κag2)dx = κa − u.
The integrand has the advantage that it decays with g4 if g is small. If
therefore L2-mass of g is wandering to inﬁnity, this is not visible in the
integrand, meaning that the integrand would behave continuously, although
the L2-norm would jump. We can therefore try to look at the variational
problem forgetting for the moment the ‖g‖2 = 1 condition, i.e. look at
0(a) = inf{1
2
‖  g‖32 :
∫
(κag
2 − 1 + e−κag2)dx = ε}.
This problem is ”well posed”, one can prove that minimizers exist, and the
inﬁmum is > 0. In fact, the ε dependence is trivial, and can be obtained by
a rescaling
0(ε) = ε(d−2)/d0(1).
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This follows from the following observation: If g satisﬁes
∫
(κag
2 − 1 +
e−κag
2
)dx = 1 then gε(x) = g(ε
−1/dx) satisﬁes∫
(κagε(x)
2 − 1 +
∫
e−κagε(x)
2
)dx = ε,
and
‖  gε‖22 = ε
d− 2
d
‖  g‖22.
Unfortunately, we are not able to prove that the variational problem for 0(1)
has a unique minimizer, and we cannot exclude that there are several min-
imizers with diﬀerent L2-norm, although this does not look very plausible.
One can however prove that there are minimizers, which are postive every-
where, and any minimizer has to be rotationally symmetric. Let us pretend
that there is (modulo shifts) just one or at least that all have the same L2-
norm. If this is not the case, the statement needs some messy but not very
important modiﬁcations. Let therefore ψ1 be the minimizer for 0(1). If we
scale ψ1 to serve for 0(ε), i.e. take ψε(x) = ψ1(ε
−1/dx), then
‖ψε‖22 = ε ‖ψ1‖22 .
Now, our real problem is to determine
I(b) = inf{1
2
‖  g‖2 : ‖g‖2 = 1,
∫
(κag
2 − 1 + e−κag2)dx = κa − b},
and it looks like that this has something to do with 0(κa − b) only if (κa −
b)‖ψ1‖22 = 1. However, it is easy to see that if (κa − b)‖ψ1‖22 < 1, on has
I(b) = 0(κa − b) = (κa − b)(d−2)/d0(1).
In fact, in this case the deﬁcit of the L2-mass is just leaking to inﬁnity. This
also means, that the variational problem for I(b) has in this case no solution
with ‖g‖2 = 1. This leads to the following conclusion (which is correct
regardless of the uniqueness question).
Proposition 2.38 Assume d ≥ 5. Then there exists b0(d) ∈ (0, κa) such
that for b ∈ [b0(d), κa] one has
I(b) = (κa − b)(d−2)/d0(1).
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In the case where (κa − b)‖ψ1‖22 > 1, which is true for b small, I(b) has
nothing to do with 0. The L2-restriction then “deforms” ψ in an essential
way. We also know that in this case the variational problem for I(b) has
solutions which have L2-norm 1.
It might be interesting to speculate what the behavior of the variational
implies for the path measure. It should be evident that for d = 3, 4 and for
d ≥ 5 and b small, the paths under P (·|VT ≤ bT ) are living on scale T 1/d,
meaning for instance that
sup
T
E(T−1/dβT |VT ≤ bT ) < ∞.
On the other hand, when d ≥ 5 and b is close to κa, probably the behavior
is diﬀerent. The fact that the variational problem looses mass to inﬁnity
can only mean that the path stays “conﬁned on scale T 1/d” only on part
of its life time. For instance, one can imagine that the path ﬁrst feels the
conﬁnement on a ﬁxed proportion of T , and afterwards ﬂoats diﬀusively, but
one could also imagine that a mere complicated behavior emerges. All this
would probably be extremely diﬃcult to prove.
2.5.3 Proof of the upper bound in Theorem ??
I prove here the upper bound in details, except that I leave however some
(fairly evident) technical Lemmas unproved, but will give some explanations
for them.
It is convenient to use the usual trivial compactiﬁcation procedure wind-
ing the Brownian motion on a torus. This we do however after having
done the rescaling leading to β˜s = T
−1/dβsT 2/d , s ≤ τ = T (d−2)/d. We get
V aT = TV
aτ−1/(d−2)
τ . We wind the Brownian motion
{
β˜s
}
s≤τ
on a torus ΛN of
ﬁxed size side length N . By an abuse of notation, we set V Nτ = V
aτ−1/(d−2)
τ ,
but we also often drop the index N. Evidently, we have
P (V aT ≤ bT ) ≤ P (V Nτ ≤ b).
To get an upper bound of the left hand side, we therefore have to bound the
right hand side. The main result to get that is:
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Proposition 2.39 V Nτ satisﬁes a τ -large deviation principle with rate func-
tion
IN(a) = inf
{
1
2
∫
ΛN
|∇g(x)|2 dx : g ∈ H1(ΛN),
∫
ΛN
[
1− exp (−κag2(x))] dx = a}
where H1(ΛN) is the usual Sobolev space of once weakly diﬀerentiable func-
tions with derivative in L2(ΛN).
In order to prove then the upper bound in our main Theorem, the only
thing which remains (and which is easy) is
Lemma 2.40 limN→∞ IN(a) = I(a) for all a.
We will not prove this Lemma, which is not diﬃcult.
The above Proposition also leads easily to a lower bound. On the torus,
we have a full LDP, not just an upper bound. We then get a lower bound by
proving ﬁrst that we don’t loose much by conﬁning the original Brownian to
a box (after the rescaling) of ﬁxed but large size. For such a Brownian inside
a box, there is no diﬀerence between it and a Brownian similarly restricted
but living on a torus. As we have a full LDP on the torus, we therefore get
the lower bound. I don’t spell out the details which are not very interesting.
¿From the form of the Proposition, it is clear that we get the LDP by a
kind of contraction principle. It seems however impossible to get that directly,
and we use an approximation procedure. For the rest of this chapter, the
torus ΛN is ﬁxed. We usually drop N in the notation. We also drop the tilde
in β˜s, and just write βs for this rescaled Brownian motion. Time is always
running up to τ.
Here is an outline of the procedure:
(A) We ﬁrst approximate Vτ (= V
N
τ ) by its conditional expectation Eε(Vτ ) =
E(Vτ | {βiε}0≤i≤τ/ε), where ε is a parameter > 0. We prove that the
diﬀerence between Vτ and Eε(Vτ ) is negligible in the ε → 0 limit. This
is done by an application of a concentration inequality of Talagrand.
(B) We represent Eε(Vτ ) as a functional of the empirical distribution
Lε,τ =
ε
τ
τ/ε∑
i=1
δ(βε(i−1),βεi).
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According to one of the very basic large deviation results of Donsker
and Varadhan, Lε,τ satisﬁes a strong LDP (on the torus). We still
will have need of some further approximations to get the dependence
of Eε(Vτ ) on Lε,τ in a suitable form, but essentially based just on this
basic LDP for Lε,τ , we get via a contraction principle a LDP for Eε(Vτ ).
(C) We ﬁnally have to perform the ε → 0 limit. We now already know
that Vτ is approximated by Eε(Vτ ). It therefore will suﬃce to have an
appropriate transition for the variational formula.
We write Xτ,ε = {βiε}1≤i≤τ/ε. (For notational convenience, we always
assume that τ/ε is an integer). We denote by Pε and Eε the conditional
probability and expectation with respect to Xτ,ε . The ﬁrst main step (A) is
to prove that Vτ is well approximated by Eε(Vτ ) in the following sense:
Proposition 2.41 For all δ > 0 we have
lim
ε→0
lim sup
τ→∞
1
τ
log P (|Vτ − Eε(Vτ )| ≥ δ) = −∞.
Proof The proof is based on Talagrand’s concentration inequalities. We
denote by mτ,ε the median of the distribution of Vt under the conditional law
Pε . Furthermore, let Wi, 1 ≤ i ≤ τ/ε, be deﬁned by
Wi = ∪s∈[(i−1)ε,iε]Baτ−1/(d−2)(βs). (2.24)
Evidently, the Wi are, conditionally on Xτ,ε, independent random closed
subsets of ΛN , and we have
Vτ =
∣∣∣∪τ/εi=1Wi∣∣∣ .
Let S be the set of closed subsets of ΛN . The mapping d : S × S →
[0,∞), d(A, B) = |A∆B|, deﬁnes a pseudometric on S. We equip S with
the Borel ﬁeld S generated by this pseudometric. Pε then deﬁnes a product
measure on (S,S)τ/ε, which, by an abuse of notation, we denote by Pε,
too. We apply one of Talagrand’s concentration inequality to the function
V : Sτ/ε → [0,∞), deﬁned by
V (C) =
∣∣∣∪τ/εi=1Ci∣∣∣ , C = {Ci}.
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Evidently, V is Lipshitz in the sense that
|V (C)− V (C ′)| ≤
τ/ε∑
i=1
|Ci∆C ′i| .
Let
A =
{
C ∈ Sτ/ε : V (C) ≤ mτ/ε
}
.
The distribution of V under Pε has no atoms. Therefore, we have Pε(A) =
1
2
.
From Theorem 2.4.1 of [?], we have Eε(exp [λf(A, {Wi})] ≤ 2
∏τ/ε
i=1 Eε(cosh(λ |Wi∆W ′i |)),
where f(A, {Ci}) = inf(Di)∈A
∑
i d(Ci, Di) and {W ′i} is an independent copy
of {Wi}. From the Markov inequality, we therefore get
Pε(f(A, {Wi}) ≥ δ) ≤ 2 inf
λ>0
e−λδ
τ/ε∏
i=1
Eε(cosh(λ |Wi∆W ′i |)) = Φτ,ε(δ), say.
(2.25)
Arguing similarly with A′ =
{
C ∈ Sτ/ε : V (C) ≥ mτ/ε
}
, we get
Pε(|Vτ −mτ,ε| ≥ δ) ≤ 2Φτ,ε(δ).
Remark now that |Vτ | is bounded by |ΛN |. Therefore
|Eε(Vτ )−mτ,ε| ≤ δ
3
+ |ΛN |Pε
(
|Vτ −mτ,ε| ≥ δ
3
)
.
Using this, we have
Pε (|Vτ − Eε(Vτ )| ≥ δ) ≤ 2Φτ,ε
(
δ
3
)
+ I
[
Pε
(
|Vτ −mτ,ε| ≥ δ
3
)
≥ δ
3 |ΛN |
]
≤ 2Φτ,ε
(
δ
3
)
+ I
[
2Φτ,ε
(
δ
3
)
≥ δ
3 |ΛN |
]
,
where I[.], denotes the indicator function of an event. Using this inequality,
we get
P (|Vτ − Eε(Vτ )| ≥ δ) ≤ 2
(
1 +
δ
3 |ΛN |
)
E
(
Φτ,ε
(
δ
3
))
.
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In order to prove the Proposition, it therefore suﬃces to show that
lim
ε→0
lim sup
τ→∞
1
τ
log E (Φτ,ε(δ)) = −∞ (2.26)
holds for all δ > 0. We actually prove much more, namely that
lim
ε→0
lim sup
τ→∞
1
τ
log ‖Φτ,ε(δ)‖∞ = −∞. (2.27)
In order to estimate Eε(cosh(λ |Wi∆W ′i |)), we will take λ = aε−1τ with 0 <
a ≤ 1. Remark that cosh(ab) ≤ 1 + a2 exp(b), if 0 < a ≤ 1 and b > 0. If
x ∈ ΛN , we write Ex,ε for the expectation under a Brownian bridge on the
ΛN -torus, i.e. a Brownian motion (βs)0≤s≤ε starting at 0 and conditioned to
be at x at time ε. It is evident that the volume for the sausage of such a
Brownian bridge on the torus is stochastically smaller than the corresponding
sausage of a Brownian bridge on Rd. We then have
Eε(cosh(a(τ/ε) |Wi∆W ′i |)) ≤ 1 + a2
(
Eβεi−βε(i−1),ε(exp
[
(τ/ε)
∣∣∣W aτ−1/(d−2)(ε)∣∣∣])2 ,
where W a(t) = ∪s≤tBa(βs). As remarked above, we can replace the right
hand side in the above inequality by the corresponding quantity for the stan-
dard Brownian motion, which has the advantage that we now can use the
standard rescaling properties. Using these, we get
Ex,ε
(
exp
[
(τ/ε)
∣∣∣W aτ−1/(d−2)(ε)∣∣∣])
≤ E∞τ1/(d−2)x,ετ2/(d−2)
(
exp
[
ε−1τ−2/(d−2)
∣∣W a(ετ 2/(d−2))∣∣]) ,
where P∞, E∞ as usual refer to the Brownian on Rd. According to the Lemma
?? below, we see that there is a τo(ε, N) such that for all τ ≥ τo(ε, N), all N
, and all x ∈ ΛN we have
E∞x,ε
(
exp
[
(τ/ε)
∣∣∣W aτ−1/(d−2)(ε)∣∣∣]) ≤ C.
We therefore get
τ/ε∏
i=1
Eε(cosh(λ |Wi∆W ′i |)) ≤
τ/ε∏
i=1
(1 + a2C2) ≤ exp ((τ/ε)a2C2) .
Choosing now a small enough, and implementing it in the deﬁnition of Φ ,
we see that (??) follows, and therefore the Proposition ?? follows.
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Lemma 2.42 There exists a constant C with
sup
t≥1,|x|≤t
E∞x,t
(
exp
[
1
t
|W a(t)|
])
≤ C.
I will not give a proof of this. For the unconditioned Brownian motion,
this follows from estimates in [?]. The Lemma states that the situation does
not change much if we condition the Brownian to end in a point which is away
from the starting point at maximum t. Although this is a large deviation for
the Brownian, it is evident that this increases the sausage at maximum to
something of order t, and so the statement of the Lemma looks plausible. It
is not diﬃcult to prove if by chopping time into small pieces.
We now have ﬁnished the ﬁrst part (A) of the proof, and we come to (B).
During the proof of this part, we keep the parameter ε completely ﬁxed.
We denote by ps the transition densities for the Brownian motion (on the
torus ΛN , but as usually, we drop the N in the notation). For y, z ∈ ΛN we
deﬁne
qεb(y, z) = P (∃s ≤ ε with βs ∈ Bb(0)|β0 = y, βε = z),
and by an abuse of notation qετ (y, z) = q
ε
aτ−1/(d−z)(y,z) where a is our radius of
the original sausage. We also set for y, z = 0
ϕε(y, z) =
∫ ε
0
ps(y)pε−s(z) ds
pε(z − y) .
It is evident (see below) that Eε(Vτ ) can be expressed with the help
qετ (y, z) and the empirical measure Lε,τ , and we therefore easily get a LDP,
except for the problem that qετ (y, z) still depends on τ. We don’t like this τ -
dependence. The basis for being able to remove this is the following technical
result.
Lemma 2.43 a)Let b < b1 < N/4. Then
sup
x,y /∈Bb1
qεb(x, y) ≤ c1
(
b
b1
)d−2
exp[−c2(b1 − b)2]
b) For any ε, b > 0 we have
lim
τ→∞
sup
y,z /∈Bb(0)
|τqετ (y, z)− κaϕε(y, z)| = 0,
where κa is the Newtonian capacity of the ball with radius a.
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a) is rather evident and easy to prove. Remember that ε is ﬁxed. The
claim is that if the starting and the end point of the bridge are suﬃciently
for away from the ball to be hit, then there is only a small chance for this
hitting. The exact form of the estimates comes easily from standard estimates
of hitting probabilities.
b) is more delicate. From scaling, one sees that qετ (y, z) is in fact of order
τ. The bridge has a chance to hit the small ball only if it already gets close to
it. ϕε(y, z) measure the expectation of the total time, the bridge spends in
the vicinity of the ball. This quantity has to be multiplied with the capacity
of the ball, which is κa/τ. A detailed proof takes about two pages, but it is
essentially straightforward.
We now perform the approximation of Eε(Vτ ). We ﬁrst approximate Vτ
by cutting out small holes around the points βiε: Fix b > 0 and deﬁne
W ab = Wi\
(
Bb(β(i−1)ε) ∪Bb(βiε)
)
,
and set
V Kτ =
∣∣∣∣∣∣
τ/ε⋃
i=1
WKτ
−1/(d−2)
i
∣∣∣∣∣∣ .
Evidently, we have cut out at maximum τ/ε times the volume of a ball of
radius Kτ−1/(d−2). Therefore∣∣Vτ − V Kτ ∣∣ ≤ cε−1Kdτ−2/(d−2), (2.28)
and therefore the diﬀerence is negligible for our purpose. The cutting is
convenient, because we can invoke then the Lemma ?? which helps to expand
log(1− q) linearly in q just by −q.
Eε(V
K
τ ) =
∫
ΛN
dx
(
1− Pε(x /∈ ∪τ/εi=1WKτ
−1/(d−2)
i )
)
(2.29)
=
∫
ΛN
dx
1− τ/ε∏
i=1
[
1− Pε(x ∈ WKτ−1/(d−2)i )
]
=
∫
ΛN
dx
(
1− exp
[
τ
ε
∫
log
(
1− qε,Kτ−1/(d−2)τ (z − x, y − x)
)
Lε,τ (dy, dz)
])
,
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where qε,bτ (z, y) = q
ε
τ (z, y) if z, y /∈ Bb(0) and 0 otherwise. We are therefore
naturally led to the investigation of mappings M+1 (ΛN × ΛN) → [0,∞)
Φτ,β,b(µ)
def
=
∫
ΛN
dx
(
1− exp
[
−βτ
∫
qε,bτ (z − x, y − x)µ(dy, dz)
])
.
Then, we get the sandwiching
Φτ,(1+δK)/ε,Kτ−1/(d−2)(Lε,τ ) ≤ Eε(VK) ≤ Φτ,1/ε,Kτ−1/(d−2)(Lε,τ ).
With the help of Lemma ?? a), we easily get that we can replace Kτ−1/(d−2)
with a ﬁxed (small) value b :∥∥Eε(VK)− Φτ,1/ε,b(Lε,τ )∥∥∞ ≤ δ1(τ, K, b), (2.30)
where limb→0 lim supK→∞ lim supτ→∞ δ1(τ, K, b) = 0. (Of course, we just es-
timate |exp [−ξ]− exp [−η]| ≤ |ξ − η|). Deﬁne now
Φ∞,β,b(µ)
def
=
∫
ΛN
dx
(
1− exp
[
−βκa
∫
ϕbε(y − x, z − x)µ(dy, dz)
])
,
where ϕbε(x, y) is ϕε(x, y) if x, y are both outside Bb(0), and 0 otherwise.
Lemma ?? b) now easily gives∥∥Φ∞,1/ε,b(Lε,τ )− Φτ,1/ε,b(Lε,τ )∥∥∞ ≤ δ2(τ, b), (2.31)
where limτ→∞ δ2(τ, b) = 0 for all b. Combining now (??) and (??), we get,
by letting τ →∞, K →∞, and ﬁnally b → 0 (in this order):
lim
τ→∞
∥∥Φ∞,1/ε,0(Lε,τ )− Eε(Vτ )∥∥∞ = 0.
Φ∞,1/ε,0(µ) is easily seen to be continuous in µ (even in total variation),
and therefore, we get the following large deviation principle for Eε(VT ) (ε
arbitrary > 0, but ﬁxed)
Proposition 2.44 {Eε(Vτ )}τ>0 satisﬁes a τ -LDP with rate function
Jε(b)
def
= inf
{
I(2)ε (µ) : µ ∈M+1 (ΛN × ΛN), Φ∞,1/ε,0(µ) = b
}
.
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Here I
(2)
ε (µ) is the rate function of the LDP for Lε,τ on M+1 (ΛN ×ΛN) which
is just
I(2)ε (µ) =
∫
log
(
dµ
d(µ1 ⊗ πε)
)
dµ,
if µ1 = µ2, µi being the margins of µ, and ∞ otherwise. πε is the transition
kernel of the Brownian on the torus on a time interval ε.
We come now to the last step C) of the proof of Proposition ??. Up to
now, we have a LDP for Eε(Vτ ), and we know that this quantity approximates
the one we are interested in. We therefore only have to prove now that the
rate function approximates the right one. There is one delicacy. The rate
function we have for ﬁxed ε is of course a rate function of the bivariate
chain. It is well known, that the rate function of the univariate discrete
time approximation approximates in a certain sense the one for the Brownian
motion, and the rate function of the univariate discrete chain is the projection
of the bivariate one. In our case, however, the function really depends on the
bivariate chain. It however turns out that for small ε, the bivariate chain is
essentially determined by the univariate one, up to a superexponential decay.
This is probably well known.
For µ ∈ M+1 (ΛN), we write I(µ) for the standard large deviation rate
function for the empirical distribution of the Brownian motion: I(µ) =
1
2
∫ |∇g|2 dx, g2(x) = µ(dx)/dx if µ is absolutely continuous, and its density
is in H1 and I(µ) = ∞ otherwise. We also denote by Iε : M+1 (ΛN) → [0,∞]
the projection of I
(2)
ε : Iε(ν) = inf
{
I
(2)
ε (µ) : µ1 = ν
}
. We collect some basic
facts about these entropies which have been proved by Donsker and Varadhan
or are simple consequences of their results:
Lemma 2.45 Let (πt)t≥0 be the Brownian semigroup. Then for all ν, µ ∈
M+1 (ΛN) we have
a) Iε(ν) = − infu∈D+
∫
log πεu
u
dν, where D+ is the set of positive measurable
functions which are bounded and bounded away from 0.
b) t → It(ν)/t is non-increasing with I(ν) = limt→0 It(ν)t .
c) ‖ν − νπs‖TV ≤ 8
√
Is(ν) for s > 0
d) Is(νπt) ≤ Is(ν) for s, t > 0.
e) ‖µ− µ1 ⊗ πs‖TV ≤ 8
√
I
(2)
s (µ)
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Proof a) This is Theorem 2.1 of [?], combined with Lemma 2.1 of [?].
b) Let u ∈ D+ and s, t > 0. Then∫
log
πs+tu
u
dν =
∫
log
πs(πt)u
πtu
dν +
∫
log
πtu
u
dν ≥ −Is(ν)− It(ν).
Therefore Is+t(ν) ≤ Is(ν) + It(ν). Hence, It(ν)/t is non-decreasing. The fact
that limt→0 It(ν)/t = I(ν) is Lemma 3.1 from [?].
c) This is Lemma 4.1 of [?]. (The function φ used there is easily seen to be
≤ 8√x).
d) follows from the convexity of Is.
e) Let P µ(x, dy) be a transition kernel on ΛN with µ = µ1 ⊗ πµ. Then
‖µ− µ1 ⊗ πs‖TV ≤
∫
µ1(dx) ‖P µ(x, ·)− πs(x, ·)‖TV .
By Theorem 4.1 of [?], we have
‖P µ(x, ·)− πs(x, ·)‖v ≤ 8
√
k(P µ(x, ·)|πs(x, ·)),
where k is the usual Kullback-Leibler information, i.e. k(γ|σ) = ∫ log(dγ/dσ)dγ.
Therefore
‖µ− µ1 ⊗ πs‖TV ≤ 8
∫
µ1(dx)
√
k(P µ(x, ·)|πs(x, ·))
≤ 8
√∫
µ1(dx)k(P µ(x, ·)|πs(x, ·)) = 8
√
I
(2)
s (µ).
Next, we need an approximation of our functions Φ∞,1/ε,0, for which we
had derived a LDP by the Proposition ??, by the simpler functions Ψε :
M+1 (ΛN) → [0,∞), deﬁned by
Ψε(ν) =
∫
dx
[
1− exp
(
−κa
ε
∫ ε
0
ps(y − x)ν(dy)
)]
.
Lemma 2.46 For any K > 0
lim
ε→0
sup
µ: 1
ε
I
(2)
ε (µ)≤K
∣∣Φ∞,1/ε,0(µ)−Ψε(µ1)∣∣ = 0.
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Proof Evidently Ψε(µ1) = Φ∞,1/ε,0(µ1 ⊗ πε). Therefore∣∣Φ∞,1/ε,0(µ)−Ψε(µ1)∣∣
=
∣∣Φ∞,1/ε,0(µ)− Φ∞,1/ε,0(µ1 ⊗ πε)∣∣
≤ κa
ε
∣∣∣∣∫ dx ∫
ΛN×ΛN
ϕε(y − x, z − x) (µ(dy, dz)− µ1 ⊗ πε(dy, dz))
∣∣∣∣
≤ κa
ε
∫
dx
∫
ΛN×ΛN
ϕε(y − x, z − x) |µ− µ1 ⊗ πε| (dy, dz)
= κa ‖µ− µ1 ⊗ πε‖v .
The Lemma follows now from Lemma ??e).
Next, we deﬁne Γ : L+1 (ΛN) → [0,∞) by
Γ(f) =
∫
dx [1− exp (−κaf(x))] .
Lemma 2.47 For any K > 0
lim
ε→0
sup
ν: 1
ε
Iε(ν)≤K
∣∣∣∣Γ (dνdx
)
−Ψε(ν)
∣∣∣∣ = 0.
(Remark that if Iε(ν) is ﬁnite, then dν  dx)
Proof ∣∣∣∣Γ (dνdx
)
−Ψε(ν)
∣∣∣∣
≤
∫
dx
∣∣∣∣exp (−κaε
∫ ε
0
ds
∫
ps(y − x)ν(dy)
)
− exp
(
−κa
ε
∫ ε
0
ds
dν
dx
(x)
)∣∣∣∣
≤
∫
dx
κa
ε
∫ ε
0
ds
∣∣∣∣νπsdx (x)− dνdx(x)
∣∣∣∣ = κaε
∫ ε
0
ds ‖νπs − ν‖TV .
Now, for s ≤ ε
‖νπs − ν‖TV ≤ ‖νπsπε − νπs‖TV + ‖νπs+ε − ν‖TV ≤ 8
√
Iε(νπs) + 8
√
Iε+s(ν).
Now Iε(νπs) ≤ Iε(ν) by Lemma ??d). Furthermore, Iε+s(ν) ≤ 2εIε+s(ν)/(ε+
s) ≤ 2Iε(ν) by Lemma ??b). Therefore, we get ‖νπs − ν‖TV ≤ 8(1+
√
2)
√
Kε
if Iε(ν) ≤ Kε. Using this, the Lemma follows.
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Proof or Proposition ??
Consider a continuous bounded function f : R→ R. Then
lim
τ→∞
1
τ
log E
(
eτf(Vτ )
)
= lim
ε→0
lim
τ→∞
1
τ
log E (exp [τf(Eε(Vτ ))]) (Proposition ??)
= lim
ε→0
sup
µ
{
f(Φ∞,1/ε,0(µ))− 1
ε
I(2)ε (µ)
}
(Cororollary ??)
= lim
K→∞
lim
ε→0
sup
I
(2)
ε (µ)≤εK
{
f(Φ∞,1/ε,0(µ))− 1
ε
I(2)ε (µ)
}
= lim
K→∞
lim
ε→0
sup
I
(2)
ε (µ)≤εK
{
f(Ψε(µ1))− 1
ε
I(2)ε (µ)
}
(Lemma ??)
= lim
K→∞
lim
ε→0
sup
Iε(ν)≤εK
{
f(Ψε(ν))− 1
ε
Iε(ν)
}
= lim
K→∞
lim
ε→0
sup
Iε(ν)≤εK
{
f
(
Γ
(
dν
dλ
))
− 1
ε
Iε(ν)
}
(Lemma ??)
= sup
ν
{
f
(
Γ
(
dν
dλ
))
− I(ν)
}
.
This proves now the Proposition ??.
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3 Localization-delocalization transitions at in-
terfaces
3.1 A localization-delocalization transition for a het-
eropolymer
3.2 Wetting transition for a one dimensional random
walk
3.3 Strong localization for the pinned harmonic and
anharmonic crystal
3.4 Entropic repulsion for the free ﬁeld
3.5 Absence of a wetting transition for dimension three
and larger
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