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    Abstract 
 
Cerebrospinal fluid (CSF) plays an essential role in the drainage of cerebral waste, and its 
continuous motion is vital to maintain the brain’s homeostasis. Variations in this motion, associated 
with aging and disease, are observed in physical and physiological disorders, such as Alzheimer’s 
Disease. Therefore, a deep understating of this fluid motion, such as its velocity and displacement, is 
fundamental to strengthen our knowledge of these diseases and might be vital to their prevention and 
treatment. Despite previous studies reporting CSF velocity and displacement using magnetic resonance 
imaging techniques, a complete picture of this fluid motion has not yet been obtained. 
The aim of this study was to, first and foremost, obtain a general picture of CSF velocity and 
displacement using Phase Contrast (PC) MRI, a method of reference for velocity acquisition. 
Furthermore, this sequence was also used to optimize the parameters for an MRI technique called 
Displacement Encoding with Stimulated Echoes (DENSE), a sequence that was modified in order to be 
capable of measuring small displacements. 
Four healthy subjects were studied using whole-brain ultra-high field (UHF) MRI at 7 Tesla (T). 
The volunteers were scanned using two different MRI imaging sequences: Phase Contrast MRI at 1 mm 
isotropic resolution and 3D T1-weighted (T1w) at 1 mm isotropic resolution. Additionally, two healthy 
subjects were scanned using PC and four different DENSE acquisitions. Firstly, two basic DENSE 
sequences with 2mm and 3mm isotropic resolution were acquired. Next, a DENSE acquisition with a 
T2 prepared magnetization, and a DENSE sequence with a long echo time were acquired to avoid 
confounding effects from partial volume between tissue and CSF. The image processing pipeline 
included coregistration, segmentation, eddy current correction. Moreover, mean velocity and 
displacement maps were calculated for regions of interest previously selected. 
The results in this study obtained from the PC acquisitions show consistent velocity and 
displacement values across all subjects. Furthermore, CSF shows higher values for the ventricular 
regions, such as the aqueduct, and predominant motion in the anterior and feet direction. Comparatively, 
regions in the periphery of the brain display slower velocities and smaller displacements. The 
displacement values obtained with PC were used to optimize the displacement sensitivity used in the 
DENSE acquisition. The DENSE sequence acquired with a T2 magnetization preparation showed the 
most consistent results when compared to the Phase Contrast. 
In conclusion, this project managed to study and quantify CSF behavior in the brain, which allows 
for the optimization of future sequences that desire a more detailed study of this fluid’s in specific brain 
regions. 
 













    Resumo 
 
O líquido cefalorraquidiano (LCR) tem um papel essencial na drenagem dos resíduos resultantes 
do metabolismo cerebral e o constante movimento a que este fluido está sujeito é vital para manter a 
homeostasia do cérebro. Com feito, alterações neste movimento, geralmente associadas com o 
envelhecimento ou com doença, levam a perturbações fisiológicas, como a doença de Alzheimer ou a 
hidrocefalia. Por esta razão, é fundamental consolidar e aprofundar o conhecimento referente a este 
fluido, nomeadamente perceber como varia a sua velocidade e deslocamento, pois só desta forma será 
possível desenvolver e aperfeiçoar a prevenção e tratamento destas perturbações. Com efeito, este fluido 
está em constante movimento e o seu comportamento está intimamente ligado ao ciclo cardíaco.  Apesar 
de estudos anteriores sobre a velocidade e o deslocamento do líquido cefalorraquidiano através de 
métodos de Ressonância Magnética (RM), ainda não existe uma descrição completa sobre o 
comportamento deste fluido. 
O objetivo principal deste estudo, consistiu em obter uma descrição detalhada da velocidade e 
do deslocamento do LCR através da aquisição de imagens de ressonância magnética obtidas com 
contraste de fase, um método de referência no que toca ao estudo da velocidade de fluidos 
No entanto, utilizar RM de contraste de fase para adquirir velocidades mais baixas, como as do 
LCR, requer tempos de aquisição mais longos e, consequentemente, as imagens obtidas estão mais 
sujeitas a distorções. Assim, a segunda parte deste projecto partiu dos resultados de deslocamento 
obtidos através da RM com contraste de fase para otimizar os parâmetros de uma segunda sequência de 
MR. Esta sequência é relativamente recente e possibilita o estudo do deslocamento sub-milimétrico do 
LCR associado ao movimento do cérebro através da aplicação de gradientes sucessivos (DENSE). 
Porém, é necessária uma escolha rigorosa dos parâmetros utilizados de forma a obter resultados que 
retratem o deslocamento do LCR de uma forma rigorosa e exata. 
Na primeira parte deste projecto, quatro voluntários foram estudados utilizando RM com 
contraste de fase, entre outubro de 2019 e fevereiro de 2020, em concordância com as diretrizes éticas 
da University Medical Center em Utrecth, Países Baixos. As aquisições foram realizadas utilizando um 
scanner de RM Philips 7 T e dois tipos de contraste foram utilizados: contraste de fase com 1mm de 
resolução isotrópica e com uma codificação de velocidade de 5m/s, e imagens 3D com ponderação em 
T1 com 1mm de resolução isotrópica. As imagens foram obtidas para três orientações distintas: anterior-
posterior, inferior-superior, e direita-esquerda. Na segunda parte deste projecto, dois voluntários foram 
estudados, de janeiro a  fevereiro de 2020, utilizando seis contrastes: contraste de fase com 1mm de 
resolução isotrópica,  e imagens 3D com ponderação em T1 com 1mm de resolução isotrópica, uma 
sequência básica DENSE com 2mm de resolução isotrópica, uma sequência básica DENSE com 3mm 
de resolução isotrópica, uma sequência DENSE com uma preparação T2 com 3mm de resolução 
isotrópica e, finalmente, uma sequência DENSE com tempo de eco prolongado com 3mm de resolução 
isotrópica. No entanto, e ao contrário das imagens adquiridas na primeira parte deste projecto, as 
imagens da segunda parte foram obtidas apenas para a orientação inferior-superior. Todas as imagens 
adquiridas no decorrer desta dissertação foram obtidas com gating cardíaco. O gating cardíaco foi 
realizado através da utilização de um eletrocardiograma e de um oxímetro de pulso de modo a relacionar 
o evolução da velocidade e do deslocamento com o ciclo cardíaco. 
Neste projecto foi também desenvolvida uma pipeline que permite que a partir das imagens 
adquiridas seja possível estudar a velocidade e o deslocamento do LCR. Esta pipeline inclui diversos 




uma análise voxel a voxel. Seguidamente, as imagens foram segmentas em três tipos de tecidos: LCR, 
substância cinzenta, e substância branca. Adicionalmente, as primeiras etapas foram realizadas através 
da utilização de toolboxs disponíveis no MATLAB como o SPM e o CAT12. Posteriormente, os 
artefactos presentes nas imagens, tais como as correntes-eddy, foram corrigidos. No decorrer deste 
projecto diversas regiões foram analisadas e foram divididas em dois grupos: regiões do sistema 
ventricular, nas quais se incluíram os ventrículos laterais, o terceiro e quarto ventrículo, o aqueduto de 
Sylvius e a Cisterna Magna; e regiões mais abrangentes, como a região anterior e posterior do cérebro. 
Estas áreas do cérebro foram selecionadas através da segmentação das imagens anatómicas. Finalmente, 
a velocidade de cada uma destas regiões foi extraída e integrada ao longo do ciclo cardíaco de maneira 
a calcular o deslocamento do LCR. 
Os resultados obtidos relativamente à velocidade mostraram consistência para os quatro 
voluntários deste projecto. Verificou-se que as regiões do sistema ventricular demonstram valores de 
velocidade consideravelmente mais elevados do que as regiões mais abrangentes. Com efeito, a região 
que apresentou valores absolutos de velocidade mais elevados foi o aqueducto de Sylvius. 
Adicionalmente, verificou-se que as velocidades são superiores na orientação caudal-cranial e inferiores 
na orientação direita-esquerda. Concluiu-se também que o valor de velocidade escolhido não foi o mais 
indicado para as regiões mais abrangentes pois a velocidade destas regiões é significativamente inferior 
e, desta forma, poderá ter existido perda de sinal do LCR. Posteriormente, ao integrar a velocidade 
obtida através da RM com contraste fase obtiveram-se mapas de deslocamento para as mesmas regiões 
cerebrais. Estes resultados mostraram-se consistentes e, tal como anteriormente observado, o 
deslocamento é consideravelmente superior para as regiões do sistema ventricular. A região inferior do 
cérebro foi a que apresentou valores de deslocamento mais elevados, o que pode ser justificado pelo 
facto desta região se encontrar mais próxima do coração e, desta maneira, o LCR ser ejetado das regiões 
que ocupa com maior velocidade. Adicionalmente, verificou-se que as maiores alterações do 
deslocamento ocorrem imediatamente após a sístole cardíaca. Seguidamente, foi possível, a partir dos 
valores de deslocamento obtidos, determinar um valor ótimo para a sensibilidade, relativamente ao 
deslocamento, da sequência DENSE. Contrariamente à primeira parte deste projecto, os resultados 
obtidos utilizando as sequências DENSE dizem respeito exclusivamente às regiões mais abrangentes. 
De facto, esta exclusão das regiões do sistema ventricular foi causada pela baixa resolução das imagens 
obtidas que, desta forma, não permitiram uma segmentação de áreas tão reduzidas com fiabilidade 
razoável. Os resultados desta análise mostram que a sequência utilizada cujos resultados de 
deslocamento se assemelham mais aos resultados obtidos através do contraste de fase foi a sequência 
que utilizou a preparação T2. Por oposição, as sequências básicas utilizadas mostraram semelhança 
reduzida com o método de comparação. Esta diferença observada foi justifica pela baixa resolução das 
imagens adquiridas, o que contribui para que não fosse possível eliminar o efeito de volume parcial. 
Adicionalmente, concluiu-se que o valor de sensibilidade para o deslocamento utilizado não foi o correto 
para estas regiões e, desta forma, houve perda de sinal adquirido justificando assim às diferenças 
encontradas entre os dois métodos. 
Concluindo, esta dissertação cumpriu o objetivo principal proposto, nomeadamente fazer uma 
descrição completa e quantificar a evolução da velocidade e do deslocamento do líquido 
cefalorraquidiano ao longo do ciclo cardíaco. Adicionalmente, o método de RM com contraste de fase 
mostrou ser um método fiável para o estudo do comportamento do LCR mesmo em regiões com 
velocidades mais lentas. Os resultados de deslocamento obtidos através da utilização do método DENSE 
permitiram confirmar o potencial desta técnica para medir deslocamentos sub-milimétricos. No entanto, 
este método ainda necessita de ser otimizado de forma a ser uma alternativa viável ao contraste de fase. 
Finalmente, os resultados obtidos neste estudo permitem que estudos futuros utilizem os valores 
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The evolution of our species has been tightly connected to the development of one of the most 
complex organs in our anatomy, the brain. Throughout history, we have tried to study and understand 
this organ, and even though our knowledge of brain anatomy and function has exponentially increased, 
there is still a wide information gap that remains to unveil.  
Simultaneously, the prevalence of neurodegenerative diseases, such as Alzheimer’s disease and 
Parkinson’s disease, has been increasing due to the increase in average life expectancy [1]. Therefore, a 
wide range of fields such as Neurosciences, Biochemistry, Medicine, among others, have switched some 
of their attention to this particular organ to better grasp what leads to these disorders and, consequently, 
develop new treatments. 
 The human organism has several ways to provide its organs with the vital nutrients needed for the 
different metabolism processes, e.g., the circulatory system and the lymphatic system. Moreover, these 
systems are also responsible for eliminating and excreting toxins that result from these metabolisms. 
However, the brain is a complex system that possesses its own circulatory system that works in 
cooperation with the systems mentioned above in order to maintain its homeostasis. 
Cerebrospinal fluid is a fluid with a pivotal role in our organism [2]. In fact, CSF is a fluid that is 
continuously in motion to provide the brain with essential substances that keep its homeostasis. 
Moreover, CSF motion provides a way for clearance when it comes to unnecessary substances. As a 
result, a considerable number of hypotheses have linked disturbances in CSF dynamics to physical 
conditions such as hydrocephalus and physiological disorders like dementia and Alzheimer’s disease 
[3]. Therefore, the study of cerebrospinal fluid dynamics in the healthy and unhealthy brain is pivotal to 
not only understand the relationship between CSF and these disorders but also to strengthen our 
knowledge of these diseases and better prevent, diagnose, and treat them. 
The studies regarding CSF dynamics have been steadily increasing in the last decades. The aim of 
these studies is to develop non-invasive methods capable of assessing this fluid behavior. Furthermore, 
it is necessary to understand the different aspects that influence CSF velocity, flow, and displacement 
and quantify them in different brain regions. Although new techniques that allow for this assessment 
have emerged, there is still a long way to go in terms of validation of these techniques. There is still a 
wide knowledge gap in this field, regarding the size and direction of net CSF flow in the ventricles and 
inside the brain and regarding where it is produced [4]. 
The objective of this project is, first and foremost, to quantify and describe both the velocity and 
displacement of CSF in the human brain using Ultra High-Field Phase Contrast Magnetic Resonance 
Imaging data. Secondly, the results obtained in this project are used to outline the parameters for an MRI 
technique, called Displacement Encoding with Stimulated Echoes, that was modified in order to study 
CSF displacement. 
This project is part of the integrated BSc/MSc in Biomedical Engineering and Biophysics of 
Faculdade de Ciências da Universidade de Lisboa (FCUL). The research described in this dissertation 
was carried out at UMC Utrecht between September 2019 and March 2020. While the research in the 
UMC was abruptly terminated due to the COVID-19 pandemic, the remaining work was carried in 
Portugal from March 2020 to September 2020.  Besides the processing of MRI data, the development 
of an image processing pipeline for its study, and the analysis of the results, there was involvement in 




itself, pivotal in order to get a better understanding of the sequences used. The work developed was 
supervised by Associate Professor Jaco M. Zwanenburg (UMC Utrecht) and Assistant Professor 
Alexandre Andrade (FCUL) and co-supervised by PhD Student Jacob-Jan Sloots (UMC Utrecht). 
This dissertation is divided into six different chapters. Chapter 2 provides a theoretical background 
to this project. Chapter 3 comprises an examination of the methodology that was adopted throughout 
this project. This project’s results are displayed in Chapter 4 and are addressed and discussed in 










In this chapter, the theoretical framework of this dissertation is provided. Firstly, in Section 2.1, a 
brief introduction to cerebrospinal fluid is provided, particularly its characteristics, role, and anatomy. 
Then, Section 2.2 consists of a description of CSF motion and the influence that both the cardiac and 
respiratory cycles have on its circulation. In Section 2.3, the principles of MRI and an overview of ultra-
high field MRI are described. Next, Section 2.4 presents a brief description of some important aspects 
of the MR image processing pipeline. Finally, Section 2.5 provides an insight into the standard MRI 
sequences that acquire and analyse CSF motion. 
2.1. Cerebrospinal Fluid: characteristics, role and anatomy 
CSF is mainly composed of water, ions, vitamins, and peptides [2]. The traditional understanding 
of CSF physiology assumes that 80% of this fluid is secreted by the choroid plexus (CP) into the 
ventricular cavities while the remaining CSF is produced in other structures such as the brain 
parenchyma. In 1925, Harvey Cushing not only identified the CP as the primary source of CSF but also 
that the bulk flow of CSF runs through the ventricular system [4]. Moreover, the rate of CSF formation 
in humans is considered to range between 0.3 and 0.4 ml min−1 [5]. Additionally, the exit of CSF is 
conducted through the Foramen of Luschka and Magendie, which correspond to the fourth ventricle, 
into the subarachnoid space with subsequent absorption into the venous blood [2]. This process is also 
known as “third circulation” in opposition to the blood and lymph circulation (Figure 2.1). 
Due to the work proposed by Stern and Gautier, in 1922 [6], CSF became considered a “nourishing 
liquor” as this fluid contains essential substances that penetrate the brain from CSF and that are essential 
to it. As CSF is continuously in motion, maintaining communication among the brain, spinal cord, 
nervous system, and lymphatic and vascular systems [7,8], CSF has a pivotal role, both physically and 
physiologically. As for the first, CSF transmits vascular pulsation, buffers excessive brain pulsation, and 
has a buffer and buoyancy effect against external forces. Regarding physiology, this fluid is responsible 
for draining unnecessary substances (such as β-amyloid) from the brain parenchyma; substance 
exchange between the brain parenchyma, spinal cord, and nervous system [10-12]. Therefore, in order 
to fulfil these functions, CSF needs to be in constant motion. 




However, ageing leads to a decline in CSF production and CSF flow [13], which may be due to age-
related cognitive decline [14]. This decline in CSF clearance leads to the accumulation of protein 
aggregation and peroxidation products [15]. Furthermore, these accumulations contribute to brain 






2.2. CSF motion with respiratory and cardiac cycles 
The first MRI study that showed that CSF velocity is driven by vascular pulsations was conducted 
in 1987 [16]. In fact, before this study, the popular belief was that the pulsatile force behind CSF motion 
was the expansion of the choroid plexus. Since then, several studies have confirmed that it is, in fact, 
the vascular pulsations that are responsible for CSF motion [17,18].  
Therefore, CSF is not static as it exhibits pulsatile motion inside the ventricular system and between 
the cranial vault and spinal compartments, superimposed by bulk flow due to the renewed CSF and final 
clearance into the venous system [19]. This pulsatile pattern is essential to normal brain function, and 
several diseases manifest disturbances of CSF flow dynamics. CSF motion is thought to be composed 
of two components: cardiac-driven motion and a respiratory-driven motion [20]. Changes in blood 
volume caused by the cardiac and respiratory cycle lead to subtle brain tissue deformations. In fact, the 
variation of blood pressure in the brain’s vessels leads to their swell and stretch, resulting in the 
displacement of the surrounding tissue [21]. 
 The brain and the heart are intrinsically connected. During the normal cardiac cycle, approximately 
750 mL of blood is pumped into the head per minute [22]. This relation results in a pulsatile viscoelastic 
deformation and volumetric strain of the brain tissue over the cardiac cycle. Imaging studies [19] have 
shown that the cardiac cycle dictates its pulsatile pattern onto the CSF, i.e., the rise of the intravascular 
blood volume during systole leads to the swell of small brain vessels, which results in the expansion of 
the cerebral tissue towards the ventricles. The Monroe-Kellie doctrine states that there is a fixed 
intracranial volume, as the cranial vault is enclosed by ossified bones, which means that the CSF is 
pushed out of the brain into the CSF spaces towards the spinal canal to compensate for the additional 
blood volume [23]. This ejection of CSF to accommodate the expanded arteries during the systolic 
inflow of blood accounts for approximately 50% of the increase in intracerebral blood volume [24]. 
Moreover, the remaining 50% is accommodated by venous compression. Additionally, as the blood exits 
the brain during diastole, the vessels relax, and CSF returns. 
More recently, several studies have investigated that CSF flow is influenced by respiration, i.g, 
Yamada et al. [25] found cranial CSF motion during inspiration and caudal CSF motion during 
expiration. Similarly, Dreha-Kulaczewski performed real-time CSF flow dynamics measurements and 
found upward CSF flow during inspiration and downward flow during expiration [26].  
The influence that respiration has on CSF movement can be explained by the respiration cycles, 
which induce variations in thoracic pressure causing variations in the pressure of veins around the 
thoracic vertebral column. During inspiration, a drop in thoracic pressure occurs, which results in 
increased outflow of venous blood from the head [27]. Alternatively, during expiration, the thoracic 
pressure increases, resulting in a reduced outflow of venous blood from the head.  
These variations in blood flow lead to alterations to the CSF flow, similar to the cardiac cycle’s 
influence. Finally, even though CSF also has a bulk flow caused by new production and reabsorption, it 
is small compared to its pulsatile component [19]. In fact, while the average CSF net flow in the cerebral 
aqueduct ranges between 0.26-0.74 mL/min [27], the heartbeat induced stroke volume is approximately 





2.3. Magnetic Resonance Imaging 
2.3.1. Principles of MRI 
Magnetic Resonance Imaging is a medical tool well established for the past decades due to its 
excellent contrast potential and accuracy for most human tissues. In fact, MRI relies on the magnetic 
properties of tissues to produce an image. Generally, this technique uses the hydrogen nuclei (or the 
phosphorus nucleus), which is abundant in the human organism and can be found both in water and fat 
molecules. The proton’s spin generates a magnetic moment that interacts with magnetic fields. The 
application of a strong, external magnetic field (𝐵0) aligns the nucleus to the external field [28]. 
Furthermore, this results in a precession movement around the direction of the magnetic field, which 
has a frequency proportional to the magnetic field strength and is expressed through the Larmor 
equation: 
      𝐹 = 𝛾𝐵0/2𝜋                 (Equation 2.1) 
In which the precession frequency, F, is given by the product of the gyromagnetic ratio constant 𝛾 
and the external magnetic field 𝐵0, divided by 2𝜋. Moreover, equation 2.1 shows that all protons subject 
to the same magnetic field have the same Larmor frequency [29]. 
Using a radiofrequency (RF) pulse, it is possible to flip the magnetization of the body from a state 
in which it is parallel, net magnetization, 𝑀𝑍, to the external magnetic field into the xy plane [30]. The 
magnetization in the xy plane is in an excited state because the protons accumulated energy from the RF 
pulse originating the free induction decay (FID) [30]. When the RF pulse ends, the protons relax, return 
to their initial state, and release the energy as an RF pulse. Consequentially, the magnitude of 𝑀𝑍 
decreases over time and realigns along the z-axis. Moreover, the dephasing of the protons leads to the 
decreasing of the measured signal to zero and this process is called transverse relaxation. Furthermore, 
the transverse relaxation is mainly caused by the interaction between spins, called the spin-spin 
relaxation. The spin-spin relaxation explains the relaxation time T2. In fact, the relaxation time is related 
to the loss of transverse magnetization through the following equation: 
     𝑀𝑥𝑦 =  𝑀0𝑒
−𝑡/𝑇2                 (Equation 2.2) 
This dephasing effect is also caused by local field inhomogeneities, and these inhomogeneities are 
mainly caused by the main magnetic field inhomogeneity and by differences in magnetic susceptibility 
among different tissues [31]. The time associated with the dephasing caused by local field 
inhomogeneities is referred to as 𝑇2
∗ relaxation. 
Additionally, the longitudinal relaxation is caused by the interaction of protons with the surrounding 
tissue causes the loss of energy. This phenomenon is also called the spin-lattice relaxation, described by 
the relaxation time T1, which refers to the time it takes for tissue to recover 63% of its original 
magnetization [32]. Similar to the loss of transverse magnetization, the recovery of the longitudinal 
magnetization is described in equation 2.3: 
    𝑀𝑍 = 𝑀0 (1 − 𝑒
−
𝑡
𝑇1)                           (Equation 2.3) 
Different images and contrasts can be acquired in MRI by varying the pulse sequences and the 
parameters. Parameters such as the time of repetition (TR) that consists of the time between the 
application of an excitation pulse and the next pulse; and time of echo (TE), which is the time between 
the RF excitation and the peak measurement of the echo, lead do different acquisition protocols that 




 To create an MRI image, it is necessary to gather information regarding the location of the 
protons. In fact, this location requires the use of magnetic gradients, which change the magnetic field of 
each point within the MR imaging machine. Using three sets of coils, gradients can be applied in any 
orthogonal direction. Firstly, a gradient is used to select the image slice, which is defined by the 
frequency of the RF pulse. The two remaining gradients that encode for phase and frequency are then 
used to gather information regarding the individual pixel within a slice. The information for each pixel 
regarding phase and frequency is then stored in a matrix called K-space [33]. Using a mathematical 
algorithm called Fourier Transform it is possible to convert the raw data and reconstruct the image. 
Finally, the handling of MR data also poses a significant challenge. MR imaging processing and 
analysis aim to improve the data quality and allow the extraction of information to be interpreted 
clinically and from a research perspective. MRI processes include several steps such as noise reduction, 
motion correction, coregistration, skull stripping, spatial smoothing, among others. Additionally, these 
steps provide a better quality of the data and, consequently, allow for a more robust analysis. Then, it is 
possible to analyse the data through different methods such as brain segmentation, subject registration, 
and the creation of regions of interest (ROIs) that can be analysed as a group. 
 
2.3.2. Ultra-High Field MRI 
Since the generalization of MR techniques in the 1970s for imaging purposes, several developments 
have arisen and change the use of this widespread imaging technique. One of the most prominent 
advances has been the increase of the external magnetic fields. While the majority of the clinical MRI 
scans are still being operated at low field (1.5T or below) [33], there has been a consistent increase in 
the magnetic field strength in neuroimaging centers located in hospitals and universities. In fact, in the 
last thirty years, the magnetic field strength has increased from 3.0 T to 9.4 T [34], and some research 
facilities have started to develop even higher fields such as 10.5 T and 14.0 T.  
The increase of the magnetic field strength aims to push the boundaries of this technology by 
improving some of its parameters such as the sensitivity, contrast, and spatial resolution. One of the 
most important consequences of the increase of the field strength is the increase in the signal-to-noise 
ratio (SNR). Although it was considered, originally, that the SNR increased linearly with the magnetic 
field strength, it has been demonstrated that in the range of 3-9.4 T, it increases supralinearly [33]. The 
increase in this parameter, which broadly represents the measure of a true signal to noise, can be 
translated into higher spatial resolution or into higher temporal resolution. The spatial resolution 
improvement, for instance, is a great benefit as it allows for the detection of smaller features and for the 
mitigation of partial volume effect associated with smaller voxel sizes [33]. 
One of the most important aspects regarding the increase in the magnetic field strength refers to 
change in the relaxation times constants such as T1, T2, and 𝑇2
∗, as these constants depend on the field 
strength [31]. For higher fields, while the T1 relaxation time for a certain tissue is increased, the T2 
and 𝑇2
∗ decrease. This difference allows for an increase in the contrast-to-noise ratio (CNR) and, 
therefore, greater contrast between tissues, which proves to be one of the most important benefits of 
UHF for diagnostic imaging. In fact, the CNR increase contributes to more robust structural studies and 
Functional Magnetic Resonance Imaging (fMRI) studies. 
Despite the several advantages granted by the increasing of the field, ultra-high field MRI has some 
drawbacks that must be considered when used. Firstly, an increase in the external magnetic field 
intensifies the physiological, transient side-effects such as dizziness, nausea, and metallic taste. 




Additionally, acquisitions with higher spatial resolution are usually longer and, therefore, more sensitive 
to motion. This increase in motion sensitivity is also caused by the smaller voxel size [34].  
All things considered, the benefits of UHF have proven to outweigh the challenges imposed by the 
increase of the magnetic field. Several MRI modalities have benefitted enormously from this increase 
in spatial resolution due to the increase in anatomical detail and precision. MRI. Additionally, the 





























2.4. MR Image Processing 
2.4.1. Registration 
To analyse neuroimaging data using a combination of different acquisition methods, it is pivotal 
to start with a series of spatial transformations. These transformations aim to reduce unwanted variance 
components in the voxels induced by movement and or by shape differences among series of scans. 
Voxel-based analysis relies on the assumption that data from a particular voxel belong to the brain’s 
exact same region. If this assumption is not fulfilled, it leads to artifactual changes in the voxel values 
[36]. 
 Image registration is a step in the imaging processing pipeline, which consists of 
geometrically aligning one image with another [37]. This process is a prerequisite for brain imaging 
applications that rely on comparisons between subjects, modalities, and even across time. Image 
registration allows the comparison between the values of two voxels in the two registered images, 
assuming that both voxels have the same coordinates. Furthermore, coregistration is a type of 
registration that spatially aligns different series of images belonging to the same subject with a reference 
image. The reference image is usually the first volume acquired or a template space. Coregistration can 
be used to align images from different MRI modalities and can also serve as a method to correct motion 
artifacts, such as random head movements. 
 Registration methods rely on transformation models, similarity measures, and optimization 
strategies. Furthermore, these methods can be divided into linear and non-linear depending on the 
deformations they perform. The former consists of transformation models that perform translations, 
scaling, and rotations. These linear methods deform the images but preserve collinearity and rations of 
distance. One particular case of a linear registration is the rigid-body transformation, which has six-
degrees-of-freedom, as it only uses rotations and translations and is usually used in coregistration. 3D 
Rigid body transformations are characterized by three translations and three rotations on the three 
different axes [38]. As a result, each point in an image is described by three coordinates (x1, x2, x3) and 
via an affine transformation can be defined into the coordinates of another space (y1, y2, y3). This 
operation can be represented by a matrix multiplication, represented in equation 2.7: 
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The main aim of segmentation is to divide an image into several meaningful, homogenous, and 
nonoverlapping regions of similar attributes. The result of this process consists of an image of labels 
identifying each particular region or a set of contours that highlight each region’s boundaries [39]. 
As stated previously, segmentation aims at dividing an image into different and meaningful 
regions. Therefore, it is critical to classify each region and assign each of these regions, or tissues, with 
specific values such as intensity, texture, and depth. In brain MRI, voxels are usually divided into three 
main types of tissues: gray matter (GM), white matter (WM), and CSF (Figure 2.2). Segmentation 






There are several segmentation methods, and these can be divided into intensity-based methods, 
atlas-based methods, surface-based methods, and hybrid segmentation methods. 
 
2.4.3. Eddy Currents Correction 
The three primary sources of inaccuracies in velocity images are eddy current effects, Maxwell 
terms, and gradient field nonlinearities [40]. Although concomitant field effects, also known as Maxwell 
terms, and spatial nonlinearity of gradients can be well approximated or modelled, the eddy current-
induced velocity offset remains challenging to predict and account for [41].  
Eddy Currents are the result of rapidly changing gradient magnetic fields that in turn induce 
stray currents in the surrounding conduction materials. These currents eventually generate their own 
magnetic field, opposing the original field [42]. Eddy currents induced in MRI systems through the 
application of pulsed magnetic-fields not only result in undesired, time-varying, magnetic-field gradient 
but also in magnetic field shifts. As a result, these gradients and field shifts lead to the appearance of 
artifacts like geometric distortions. 
When it comes to PC-MRI, velocity images are affected by eddy currents, and this effect can be 
seen as it causes stationary tissue to display an apparent non-zero velocity, known as the background 
offset or baseline error. This may vary gradually with position over the velocity image and underlies 
stationary and moving tissues. Although typically small, it is important to address it as these calculations 
of volume flow are based on the summation of velocities through the whole cross-sectional areas of 
vessels and all phases of the cardiac cycle. Because of these two summations, the small background 
velocity offset error accumulates to give potentially significant errors [43]. 
Some methods allow for the compensation or even correction of these effects at their formation. 
Firstly, it is possible to pre-distort the gradient pulse so that the magnetic field generated by eddy 
Figure 2.2: Axial slice obtained from a 7T MRI scan (a). Corresponding segmented tissues: Gray matter (b);  
 White matter (c); CSF (d). 




currents improves the original magnetic field. Secondly, by applying a secondary coil around the main 
gradient coil to reduce or cancel generated eddy currents, it results in an actively shielded gradient coil. 
Nevertheless, image shearing artifacts and image scaling artifacts can also be corrected via data post-
processing. 
One of the methods that allow for the correction of the background offset consists of using the 
apparent velocity values in stationary tissue close to the area of interest. In fact, this can be done by 
determining the offset in stationary tissue from the whole field-of-view and subtracting it from the 
original image [42]. However, this approach is limited by several requirements, such as sufficient 
stationary tissue at adequate SNR and avoidance of phase-encoded wraparound [43].  
Another method that can be used, proposed by Chernobelsky et al. [44], consists of acquiring 
static phantom data from in vivo data and subsequently subtract it from the velocity data. Despite solving 
the problem of having enough stationary tissue, this method is time-consuming since it requires an 
additional phantom measure with identical imaging parameters. 
Finally, it is also possible to use the magnitude data of a PC-MRI scan to create a mask of the 
stationary tissue and, consequently, calculate the linear offset caused by the eddy currents. As a result, 
this linear gradient is then subtracted from the velocity images, which generate a new velocity image 
free from eddy current artifacts. Nevertheless, this method relies on the assumption that the eddy current 





















2.5. In vivo quantification of Cerebrospinal Fluid Dynamics 
2.5.1. Cerebrospinal Fluid Flow Dynamics 
The movement of CSF within the brain has been studied since the early 1940s [45]. However, before 
the emergence of non-invasive MR techniques, invasive techniques, such as spinal puncture with the 
introduction of contrast, were the cornerstone of CSF flow dynamics [46,47]. Other methods included 
radionuclide and metrizamide cisternography infusion manometric tests and intracranial pressure 
monitoring [48]. In fact, the earliest evidence of CSF motion on MRI was the lack of signal observed in 
early studies, which was caused by sensitivity to oscillatory motion [49]. As the magnetic resonance 
signal sensitivity to motion became more widespread, phase-sensitive methods began to be applied, first, 
to blood flow by Grover and Singer [50]. Moreover, these new techniques lead the way to the 
proliferation of studies regarding CSF flow [51-55]. 
 In fact, the first study to modify the phase imaging technique in order to allow for CSF flow 
quantification was proposed by J. P. Ridgway et al. in 1986 [52]. Additionally, this study concluded that 
the PC-MRI was able to demonstrate pulsatile CSF flow and, more importantly, that quantitative 
measurement of CSF velocity could be obtained with reasonable accuracy while assessing the direction 
of the flow. Nevertheless, this study was not able to quantify the velocity within the cerebral aqueduct.  
The first study to quantify CSF flow inside the aqueduct was conducted in 1988 by Maschalchi M 
et al. [54]. Using cardiac-gated phase MR, the research was able to estimate CSF aqueduct velocities of 
3-5 mm/s. Since then, most studies that quantify the flow of CSF have focused primarily on the aqueduct 
[56,57]. These studies serve different objectives, such as quantifying the flow for healthy and non-
healthy subjects, assess whether the flow differs according to the anatomical location of the cerebral 
aqueduct that is used [58]. Furthermore, several studies take advantage of the advance of MR hardware 
and software to obtain images with higher spatial and temporal resolution and, consequently, to obtain 
more precise values for the CSF flow. 
 When it comes to mapping the CSF flow patterns within the human ventricular system, the number 
of studies is remarkably lower. The first study that tried to study CSF velocity profiles in order to define 
the CSF flow in ventricular and subarachnoid locations was carried out by Dieter R.Enzmann and 
Norbert J. Pelc in 1991 [59]. However, the first detailed demonstration of the behaviour of CSF was 
carried by Andreas Stadlbauer et al. in 2010 [60] Furthermore, some studies followed that quantified the 
CSF velocity in different brain areas such as the lateral ventricles, the Foramen of Monroe, the third 
ventricle, the aqueduct of Sylvius, and the fourth ventricle [61]. Nevertheless, these experiments were 
performed on 1.5 or 3 Tesla MRI scans, which do not possess the same resolution level as a 7T MRI 
scan.  
There are several techniques capable of analysing this fluid’s flow, and some of these techniques 








2.5.2. MRI Acquisition of Cerebrospinal Fluid 
CSF has a long T1 and long T2 values when compared to other tissues such as gray and white matter. 
Therefore, while it shows dark signals for T1 weighted images (Figure 2.3), it shows bright images for 
T2-weighted images in MRI. Furthermore, T2-weighted images are widely used for clinical diagnosis of 
CSF-related diseases such as hydrocephalus and aqueduct stenosis [62].  
However, when it comes to CSF motion measurements it is necessary to use different imaging 
protocols. There are several techniques that make it possible to study CSF motion, such as Phase 
Contrast MRI, echo-planar imaging (EPI), time-spatial labelling inversion pulse (Time-SLIP), dynamic 
improved motion-sensitized driven-equilibrium steady-state free precession (dynamic iMSDE SSFP) 
[63-66]. Nevertheless, this work will focus primarily on Phase Contrast MRI since it is one of the most 














Figure 2.3: MRI scan acquired at 7 Tesla using T1w contrast. Tissues with long 𝑇1’s appear dark, such as CSF, and tissues 




2.5.3. Phase Contrast MRI 
As explained in the previous sections, the bulk of diagnostic MRI findings are based on signal 
amplitude in which the gray-scale display is based directly on the signal strength from a particular voxel. 
However, these signals retain information about their frequencies and phase, which are typically not 
used. The phase change of a proton can generate an image, on which the local phase shift can be used 
to display a map. Here, the voxel density is based directly on this phase shift instead of on the signal 
amplitude.  
Phase Contrast MRI is a non-invasive technique that consists of applying sequentially two equal but 
opposite gradients, which causes stationary protons to have no phase shift. In fact, the first gradient 
causes a uniform phase shift [67]. Afterward, the opposite gradient is applied in order to remove the 
phase shift of the stationary protons and alters the phase of the protons moving in the direction of the 
gradient (Figure 2.4). Therefore, when the signal phases are deconstructed, only the moving protons 
have phase shift. Moreover, the higher the velocity of these protons, the greater the phase shift, which 
allows for the velocity to be mapped quantitatively. 
The degree of phase shift in PC-MRI is directly linked to the proton velocity in the direction of the 
gradient (equation 2.5). However, due to arithmetic limitations (i.e., at 360°, the measured angle wraps 
back around to 0º and continues forward), only a specific range of velocities can be mapped [68]. For 
instance, a phase shift of 405º is indistinguishable from a phase shift of 45º. Furthermore, as it is crucial 
to measure both the forward and backward direction, measured phase angles only range from -180° to 
180°. If the angle measurements exceed in either direction, then aliasing artifacts occur.   
     Δϕ = γ?⃗?Δ𝑀1               (Equation 2.5) 
Equation 2.5 represents the phase shift (Δ𝜙), where 𝛾 is the gyromagnetic ratio, ?⃗? is the proton 
velocity, and Δ𝑀1 represents the change in the first moment of the velocity encoding gradients, i.e., the 
difference between the two opposite scans [68]. Since magnetic moment change is proportional to the 
gradient strength, then the phase shift is also proportional to this gradient. Furthermore, since Δ𝜙 values 
must be within −180 an 180, equation 2.5 can be rearranged into equation 2.6:  
             𝑣𝑒𝑛𝑐 =
π
γΔ𝑀1
                (Equation 2.6) 
Therefore, for a given bipolar gradient, there is a maximal velocity that can be measured in order to 
avoid aliasing. This velocity is called the encoding velocity (𝑉𝑒𝑛𝑐). This velocity is inversely 
Figure 2.4: PC-MRI simplified pulse diagram. A bipolar gradient is applied along the direction of the flow (grey box). Z 
direction represents the direction of the image selection; 𝐺𝑌 is the phase-encoding direction; and 𝐺𝑋 is the frequency 




proportional to the gradient strength [69]. As a result, 𝑉𝑒𝑛𝑐 is increased by decreasing the gradient 
strength and vice-versa. Nevertheless, this relation means that for slower velocities, the gradient strength 
needs to increase as well as the minimal repetition time TR which cannot be increased indefinitely. 
Moreover, it is vital to know the approximate velocities to be measured in order to select the correct 
and most accurate 𝑉𝑒𝑛𝑐 for a Phase Contrast sequence. The selection of this value is pivotal as the 
underestimating of it leads to aliasing factors, and the overestimation leads to low phases accumulation, 
i.e., the full dynamic range between – π and +π is not covered. Consequently, this results in low SNR. 
There is an extensive range of values that can be used as 𝑉𝑒𝑛𝑐. For example, Phase Contrast imaging of 
the cerebral arterial vasculature requires a high 𝑉𝑒𝑛𝑐, i.e., 70 cm/sec. However, a typical 𝑉𝑒𝑛𝑐 value for 
CSF traversing through the foramen magnum is 10cm/s, while for CSF traversing the aqueduct is 8cm/s 
[70,71]. 
Phase Contrast MRI allows for the estimation of different parameters such as mean and peak flow 
velocity, vessel compliance, tissue motion estimation, among others. PC-MRI sequences produce 
magnitude and phase images (Figure 2.5). In magnitude images, which represent the flow, stationary 
regions remain dark while regions that are moving are represented with different tonalities of grey to 
white. The phase image represents the flow direction, i.e., forward flows appear bright while backward 








It is possible to synchronize the PC-MRI acquisition with the cardiac cycle through cardiac gating. 
The cardiac gating enhances the sensitivity in pulsatile CSF measurements [72]. It can be performed 
with an electrocardiogram by two different methods: either prospective gating or retrospective gating. 
The first method triggers the image acquisition through the R wave. In prospective gating, the 
acquisition starts with the R wave of an electrocardiogram (ECG). Usually, this acquisition is finished 
before the next R wave in order to accurately detect the next trigger, which means that the entire cardiac 
cycle is not assessed [73]. In the second method, the data is acquired continuously throughout the cardiac 
cycle [74]. Retrospective gating allows for the acquisition of the full cardiac cycle as the 
electrocardiographic signal is acquired, and the data points are re-sorted retrospectively [73]. However, 
this method requires post-processing, such as interpolation methods, in order to retrospectively sort the 
data to it position on the RR interval [75]. These methods allow the study of the relation between velocity 
and the effect that the cardiac cycle has on it. 
Like traditional MRI and other conventional imaging modalities, PC-MRI has some limitations and 
constraints. Firstly, whenever more dimensions of spatial, temporal, and velocity encoding are desired, 
the scan time can increase to be unfeasible. Furthermore, PC-MRI’s velocity flow fields suffer from 
inaccuracies due to motion artifacts, and gradient-attributed phase errors, such as eddy currents, caused 
by the rapid change of the gradient magnetic field, which have to be accounted for [76]. Phase Contrast 
is also susceptible to partial volume effect, especially in voxels near the vessels. The partial volume 
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Figure 2.5: Phase Contrast Magnitude (a) and Phase Contrast modulus image (b) acquired at 7T MRI scan using Phase 




effect results in voxels containing information regarding both stationary and flowing tissue, which might 
contribute to CSF flow overestimation [77]. However, this can be mitigated through the increase of the 
spatial resolution. Moreover, manual segmentation methods such as manual regions of interest are 
responsible for inter-observer and intra-observer variability in the collected data as the size of the ROI 
affects stroke volume flow rate and mean velocity [69]. 
Phase Contrast MRI is a valuable technique to estimate CSF flow. When using PC-MRI, it is 
important to choose the velocity encoding value correctly. In fact, the maximum velocity set in 𝑉𝑒𝑛𝑐 
should be equal or higher than CSF velocity in to avoid aliasing artifact but high enough to produce 
reasonable signals. A typical 𝑉𝑒𝑛𝑐 value for CSF traversing through the foramen magnum is 10cm/s 
while for CSF traversing the aqueduct is 8cm/s [78]. However, it may be necessary to adapt the 𝑉𝑒𝑛𝑐  
values in the presence of pathological disorders, e.g., in aqueduct stenosis.  
Nevertheless, compared to blood flow measures, CSF flow measurements are less accurate due to 
their intrinsic smaller magnitude and reversal flow direction. Additionally, CSF spaces also do not 
conform to the near-cylindrical shapes of cerebral blood vessels, which complicates the determination 
of perpendicular planes needed in volumetric flow measurements, making CSF quantification less 
precise [20].  
Additionally, PC-MRI is more suited for encoding high velocities. Using PC-MRI to acquire slow 
velocities, such as CSF velocities, requires large velocity encoding gradients to be applied, even with 
state-of-the-art gradient systems. This results in longer TEs and TRs, which consequentially reflects on 
longer acquisition times and phase distortions [79]. These distortions are a direct consequence of eddy 
currents and Maxwell terms.  
In conclusion, acquiring CSF velocities with MRI proves to be a challenge not only due to the 
















2.5.4. Displacement Encoding via Stimulated Echoes 
As stated in the previous section, analysing slow velocities using Phase Contrast MRI implies the 
use of strong gradients and large TR, which is not always feasible. 
The DENSE sequence was first proposed by Anthony H. Aletras et al. in 1998 [79] in order to obtain 
high-resolution myocardial displacement maps. This sequence uses stimulated echoes to encode the 
displacement. When combining both the advantages of tagging and phase velocity maps methods, it is 
possible to measure both small and large displacements over long periods of time while maintaining 
high spatial resolution [80].  
The DENSE sequence consists of a motion encoding and decoding part (Figure 2.6) [79]. The first 
part encodes the current tissue position in the longitudinal magnetization by an RF pulse followed by an 
encoding gradient, 𝐺𝑒𝑛𝑐, which introduces phase distortion (𝐺5) [80]. Subsequently, another RF pulse 
is applied to preserve the magnetization along the longitudinal axis. After the mixing time (TM), where 
the displacement is encoded, a third RF pulse is applied to bring the magnetization onto the transverse 
plane. There, a second gradient pulse 𝐺6 (where 𝐺5 = 𝐺6) rewounds phase distortion from the first lobe. 
If there is tissue displacement along the direction of these gradients, it is reflected on a phase shift in the 
resulting phase imaging.  
 
The encoding and decoding gradients alternate in sign every other dynamic in order to distinguish 
between the phase contributions due to motion and other cofounding phase contributions, e.g., static RF 
pulse, phase induced by off-resonance effects, and dynamic phase variation induced high respiration 
related B0 fluctuations [81]. The separating of the motion encoding and decoding gradients, using 
stimulated echoes, limits the effect of eddy currents as this effect results from rapidly changing the 
gradient magnetic fields. Furthermore, the fact that the gradients are separated in time, allows this 
technique to be more sensitive to smaller velocities without the use of impractical larger gradients [82] 
and without excessive prolongation of TRs and TEs [80].  
Figure 2.6: DENSE pulse sequence. Spin phase wrapping occurs through the application of gradient pulses G1, G3, and 




The tag spacing 𝑇𝑒𝑛𝑐 in 𝑚𝑚/2𝜋 describes the sensitivity for the spatial displacement encoding of 
this sequence and relates to the SNR in the displacement maps. In equation 2.7, 𝑆𝑁𝑅𝑀 is the SNR 
magnitude of the stimulated echo image. Furthermore, larger encoding gradients provide an increased 
displacement sensitivity (smaller 𝑇𝑒𝑛𝑐). Furthermore, when multiplying 𝑇𝑒𝑛𝑐 by 
𝜋
2
 we obtained a 
parameter, similar to 𝑉𝑒𝑛𝑐 in PC-MRI, called 𝐷𝑒𝑛𝑐 that is given in mm, and represents the maximum 




𝑆𝑁𝑅𝑀                (Equation 2.7) 
 Equation 2.7 shows that for higher displacement values, 𝑑(𝑡), a higher SNR ensues. Therefore, 
regions with higher velocities will eventually lead to higher displacements and, ultimately, to higher 
SNR. This means that regions that are expected to have higher displacements will provide reasonable 
SNR values, while regions with smaller displacements might not produce useful images due to low SNR. 
In conclusion, it is critical to evaluate the range in which the CSF velocity and displacement varies, in 
order to understand how to optimize DENSE parameters to allow this technique to be used in a relevant 
way.  
In 2009, Soellinger et al. [80], using the DENSE sequence, were able to assess the pulsatile brain 
motion down to displacement amplitudes of 10−2 mm. In fact, the cardiac-gated DENSE method was 
shown to be capable of capturing the displacement field maps over the cardiac cycle [83,84]. However, 
these data were acquired over several minutes, which prohibits to study the respiration-induced tissue 
motion and deformation. In a work from 2018 conducted by J.J. Sloots et al. [85], it was shown that 
DENSE allows for the separate assessment of cardiac- and respiration-induced motion. 
The sequence used to tag brain motion is similar to the one shown in Figure 2.6. However, the 
parameters of the sequence, such as the tag spacing 𝑇𝑒𝑛𝑐, and the flip angle, need to be changed in order 
to optimize the sequence for CSF acquisition. Choosing the correct 𝑇𝑒𝑛𝑐 is of pivotal importance as it 
allows to study the displacement in a particular area. Moreover, as the CSF displacement values vary 
from region to region, it is necessary to choose the region to analyse so that a proper 𝑇𝑒𝑛𝑐 can be chosen. 
For instance, while peak heart displacements can reach 1-2 cm, the peak displacements in some brain 
regions can be on the order of 1-2 mm or even smaller, which shows the importance of correctly 
choosing the right 𝑇𝑒𝑛𝑐. 
Additionally, there are some variations of this sequence that can be applied in order to get better 
SNR results or to avoid artifacts. The parameters used to acquire these sequences are detailed in Section 
3.1.2. 
  






In Chapter 3, the methodology for this dissertation is provided. Firstly, Section 3.1 addresses the 
recruitment of subjects for each acquisition as well as the parameters that were used in each acquisition 
performed in this project. Section 3.2 describes the image processing pipeline used for both acquisitions. 
Next, Section 3.3 explains which anatomical regions were selected and how the selection was 
performed. Section 3.4 addresses the methodology used to obtain the velocity maps. Finally, Section 
3.5 delineates the creation of displacement maps related to both PC-MRI and DENSE. 
3.1. Subject Recruitment and Data Acquisition 
3.1.1. Subject Recruitment  
Five healthy volunteers (three male, age range 21-29 years, average 24) participated in this study. 
The MRI data presented in this study was acquired between October 2019 and February 2020. Informed 
consent was given in accordance with the Institutional Review Board of the University Medical Center 
Utrecht (Utrecht, The Netherlands).  
The volunteers were scanned 7T MRI (Philips Healthcare, Best, The Netherlands) using an 8-
channel transmit and 32-channel receive head coil (Nova Medical, Wilmington, MA). The physiology 
was recorded using vendor supplied equipment: peripheral pulse unit (PPU) and electrocardiogram were 
used for cardiac gating. Furthermore, all scans were performed between 10:00 and 12:00. 
3.1.2. Phase Contrast MRI   
The first four subjects were scanned using Phase Contrast MRI. The PC-MRI acquisitions were 
performed with sagittal orientation and acquired with three different velocity encoding directions: Right-
to-Left (RL), Feet-to-Head (FH), and Anterior-to-Posterior (AP).  
For this part of the study, the subjects were scanned using two different MRI modalities: 3D-T1w 
and PC-MRI. The imaging parameters for both sequences are presented in Table 3.1:  
Table 3.1: Sequence Parameters for two MRI contrasts: 3D-T1-Weighted and Phase Contrast. 
T𝐸 – Time of Echo; T𝑅  – Time of Repetition; FOV – Field of View; Avg. Acq. Time – Average Acquisition Time for each 
orientation; 𝑉𝑒𝑛𝑐  – Velocity Encoding; FH – Feet-Head; RL – Right-Left; AP – Anterior-Posterior. 
 
 
Contrast 3D-𝐓𝟏w PC 
𝐓𝑬 (ms) 1.9 10.6 
𝐓𝑹 (ms) 4.2 17.9 
Inversion Delay 1.2  
Flip Angle (°) 5 9 
                              FOV (mm) 
 
288 x 288 x 190 224 x 224 x 180 
Resolution (mm) 0.86 x 0.86 x 1 1 x 1 x 1 
Avg. Acq. Time (min) 1.9 4.8 
Cardiac Synchronisation - Retrospective 
Cardiac Phases - 11-18 
Avg. Heart Rate - 75 
𝑽𝒆𝒏𝒄 (cm/s) - 5 




3.1.3. DENSE  
For this part of the study, two of the five subjects (Subject 4 and 5) were also scanned using four 
slightly different DENSE sequences, and their respective parameters are described in Table 3.2. For all 
the DENSE sequences presented in this work, the 𝑇𝑒𝑛𝑐 chosen was 1mm/2π. This value of sensitivity 
was chosen, bearing in mind the results obtained from the Phase Contrast acquisition, described in the 
previous section. Additionally, only the FH encoding direction was acquired. This decision was based 
in the fact that the aim of this project was to get a sense on what displacement sensitivity should be used 
in order to study CSF motion and, consequently, the FH orientation was chosen since it is the one where, 
according to the results obtained in Section 4.2.2, the biggest CSF displacement occurs. 
Unlike the PC-MRI analysis, several DENSE acquisitions were performed in order to understand 
which one was the most suitable to analyse the displacement of CSF. Two DENSE basic sequences were 
acquired, only differing in their spatial resolution. The first is a basic DENSE sequence with 3mm 
isotropic resolution and the second with 2mm isotropic resolution. The low spatial resolution of these 
sequences leads to partial volume effect.  In order to mitigate this phenomenon, two additional sequences 
were acquired. Both of these acquisitions used different strategies to eliminate the partial volume effect 
that is a direct consequence of the low spatial resolution.  
The first one was a DENSE sequence that used a T2 preparation. This means that a T2-weighted 
magnetization-prepared sequence (T2 Prep) was applied. This magnetization preparation is applied 
before the final RF excitation pulse and consists of a 90º block pulse, followed by two adiabatic (180º) 
refocusing pulses, and a -90º pulse that refocuses the magnetization (Figure A.1). This sequence was 
original proposed by Brittain et al. [87]. With this preparation, it is possible to saturate tissues with a 
short T2, such as GM and WM, while having a minimal effect on CSF magnetization, which has a long 
T2. The T2 magnetization preparation allows, therefore, to mitigate the partial volume effect created by 
the low resolution with which these sequences were acquired.  
The second DENSE sequence performed consists of applying a longer echo time than usual, which 
means that only tissues with a longer T2 relaxation will retain the signal. Therefore, the long echo 
acquisition has a similar effect to the T2 Prep in the sense that its objective consists of making the water 
the only tissue with signal. This sequence is called, in this project, Long Echo sequence.  
Table 3.2: DENSE Sequence Parameters for four different contrasts. 
Contrast T2 Prep Long Echo Basic 3mm Basic 2mm 
TE (ms) 14 80 14 20 
TR (ms) 1090.9 1090.9 1090.9 1090.9 
Flip Angle (°) 90 90 90 90 
FOV (mm) 180 x 250 x 250 180 x 250 x 250 180 x 250 x 250 180 x 250 x 250 
Resolution (mm) 3x 3 x 3 3 x 3 x 3 3 x 3 x 3 2 x 2 x 2 
Avg. Acq. Time (min) 3.05 3.05 3.05 3.05 
Cardiac 
Synchronisation 
Retrospective Retrospective Retrospective Retrospective 
Cardiac Phases 10 10 10 10 
𝑻𝒆𝒏𝒄 (mm/2π) 1 1 1 1 
Decoding Delay 200 - - - 
Temporal Resolution 
(ms) 
75 140 140 140 
Encoding Direction FH FH FH FH 





3.2. Image Processing Pipeline 
The imaging processing pipeline of this project is herein outlined. Furthermore, this section is 
divided into three sub-sections, each one dealing with the different steps that takes to convert an MRI 
raw image into an image that can be analysed. In fact, Section 3.3.1 addresses the registration processes 
followed by Section 3.3.2 that outlines how the segmentation was conducted. Lastly, Section 3.3.3 
describes the eddy current correction method used for the PC-MRI sequence that was used in this 
project. 
3.2.1. Coregistration 
In this project, coregistration was obtained using the Statistical Parametric Mapping (SPM12) 
(Welcome Trust Centre for Neuroimaging, University College London), which is a toolbox available on 
MATLAB (MathWorks, Natick, MA, USA) software. The decision to use this toolbox resulted from 
several factors. Firstly, as the different image modalities were acquired in the same session, it was 
assumed that no structural changes occurred and, therefore, the coregistration could be performed using 
a rigid body model [38]. As a result, it was suggested not only by the literature but also by the team 
working on this project to use SPM. Secondly, SPM is a toolbox that has a simple interface and 
accessibility, which was also taken into consideration. 
 In SPM, coregistration is achieved using a rigid body model that consists of two steps. The first 
step consists of estimating parameters that are then stored in a transformation matrix such as the one 
described in equation 2.6. After the first step, the image is then transformed using the transformation 
matrix in order to best match the reference image. Furthermore, it is necessary to choose an interpolation 
method to fill in the data spaces.  
In this project, the reference image corresponded to the 3D-T1w image. Moreover, both PC-
MRI and DENSE images were coregistered, using SPM in order to best match the reference image. 
Regarding the interpolation method, the one used in this project was the trilinear interpolation, a simple 
interpolation that still has better results than a faster method such as the nearest neighbor. 
3.2.2. Segmentation 
Like the coregistration step in this project, the SPM toolbox was used in order to perform 
segmentation. However, it was suggested that the Computational Anatomy Toolbox (CAT) (Jena 
University Hospital, Departments of Psychiatry and Neurology), an SPM toolbox, provided better 
results. Due to this work’s nature, the critical part of this segmentation relied on the segmentation of 
CSF. As a result, the original CAT script was slightly altered in order to allow this program to save the 
CSF segmented images directly. This software was used to segment the 𝑇1-weighted images into CSF, 
GM and WM probability maps. Additionally, voxels in the CSF tissue mask with a probability less than 
0.95 were removed from the mask.  
3.2.3. Eddy Current Correction 
Phase Contrast MRI images need to be corrected for the eddy currents artifacts as this 
background velocity offset error accumulates and leads to significant errors [43]. Since three velocity 
encoding directions were acquired, all of these orientations need to be corrected individually. The eddy 
current correction method used in this project was performed assuming that the background offset 
changes linearly across the image, more precisely in the axis of the velocity encoding direction it was 
acquired. Additionally, it was assumed that the background offset was time-constant, meaning that it 
did not alter from one cardiac phase to another.  
To correct this artifact, a MATLAB script was created. The script broadly takes a DICOM MRI 
image and creates two different masks based on the image magnitude values: the first mask consists of 




The stationary, or static tissue, has a much higher intensity threshold when compared to the CSF 
threshold. Following this step, the velocities of each stationary voxel were extracted as well as its 
location. Using both the velocity values and the voxels’ location, a gradient was created using a 
polynomial fit of the first order. Finally, this gradient, which represents the background offset, is 
subtracted from the velocity images, which allows for the eddy current effect to be corrected. 
3.3. Regions of Interest Selection 
In this project, several anatomical regions were analysed. These regions were selected based on 
two criteria. The first one consists of choosing regions that correspond to the ventricular space, such as 
the Lateral Ventricles, the Third and Fourth Ventricle, the Aqueduct of Sylvius, and the Cisterna Magna. 
Additionally, more broad regions were selected. These regions correspond to larger areas in the 
periphery of the brain and cannot be entirely defined, i.g, superior and inferior brain; posterior and 
anterior brain. 
After that, the ventricular regions were selected by creating anatomical masks on the 3D-T1w 
image, and then, these masks were used to segment the velocity images. This method was used to select 
eight different regions (as there are two lateral ventricles) that are highlighted and described in Figure 
3.1. 
 
Additionally, peripheral regions were selected. In fact, in order to select these regions, the 
segmented anatomical images obtained using CAT were used. More precisely, the CSF tissue images 
were used in order to create a CSF mask for each volunteer. Then, this CSF mask was used on the 
velocity images to obtain velocity images exclusively containing CSF. Moreover, these new images 
Figure 3.1: MRI T1-w image (Subject 1). The numbers represent different anatomical structures: anterior lateral ventricle 
(left and right) (1); posterior lateral ventricle (left and right) (2); third ventricle (3); aqueduct of Sylvius (4); fourth ventricle 




were then divided into six different regions by analysing their anatomy. The regions selected are 
highlighted and described in Figure 3.2.  
 
3.4. Velocity Analysis 
After selecting the regions, the velocity values for each voxel within these ROIs were obtained and 
the mean velocity of each region was computed. Therefore, for each region, the mean velocity values 
for each cardiac phase were obtained. By convention and as used in Philips MRI scans, for feet-head 
acquisitions, positive velocities are in the head direction, negative in the feet direction; for right-left 
acquisitions, positive velocities are in the left direction, negative in the right direction; and finally, for 
anterior-posterior acquisitions, positive velocities are in the posterior direction, negative in the anterior 
direction. 
 
3.5. Displacement Analysis 
3.5.1. PC-MRI 
Apart from the CSF velocity analysis in this work, the displacement of this fluid was also analysed. 
As stated previously, PC-MRI is used to obtain velocity maps, not displacement. However, it is possible 
to mathematically transform the former into the latter. Displacement is the difference between the final 
and initial position of a point trajectory. Therefore, it can be obtained by integrating the velocity over 
time, as represented in Equation 3.1: 
Δ 𝑥 = ∫ 𝒗(𝑡) 𝑑𝑡
t𝑓
t𝑖
                (Equation 3.1) 
The velocity values within the previously selected regions were then integrated in order to obtain 
displacement values, which were then averaged out. Therefore, it is possible to analyse each voxel’s 










Figure 3.2: MRI CSF segmented images using CAT12. Regions selected in the brain: Superior brain (1); 





To use the images obtained from the DENSE sequences to make a displacement analysis, it is 
necessary to compute the original DICOM images and process them so that the displacement maps can 
be produced.  The fundamental aspect of this process consists of the transformation of the phase image 
into displacement. Since the measured phase is usually wrapped onto the range of [-π, +π], phase 
unwrapping is required in order to visualize the correct images.  
To perform phase unwrapping, over the cardiac cycle, the phase image was multiplied with the 
chosen 𝑇𝑒𝑛𝑐, and, consequently, the resultant image is given in mm. Residual offsets in the displacement 
maps were corrected by subtracting the first acquired cardiac phase from the remaining phases. 
Furthermore, the displacement images of the entire brain were then segmented into the same 
regions as the ones presented in Section 3.3. However, as displayed in Table 3.2, the DENSE images 
were acquired with a 2 and 3 mm isotropic resolution. This low spatial resolution meant that some 
regions of the brain that are too small, such as the aqueduct, could not be segmented with a high degree 
of accuracy and certainty. Despite the fact that larger regions of the ventricular system could still be 
analysed, such as the lateral ventricles, for consistency reasons only the regions displayed in Figure 3.2 






4. Results  
 
Chapter 4 is divided into three subsections. Section 4.1 shows the results regarding the correction 
of the eddy current correction. Next, Section 4.2, which consists of this project’s core results, displays 
the velocity (Section 4.2.1) and displacement (Section 4.2.2) values obtained in every region of the 
brain analysed. Finally, Section 4.3 shows how different DENSE acquisitions compare to the PC 
acquisition for one subject. 
4.1. Eddy Current Correction 
A threshold was used to separate the static from the moving tissue, using the magnitude image and, 
consequently, creating a static tissue mask. An example of the mask (computed from Subject 1) is 
presented in Figure 4.1.  
 
From this mask, it was possible to calculate a polynomial fit that shows how the velocity of the 
static tissue changes based on its location. Using this polynomial fit, a gradient was created that 
represents the effect of the eddy currents on the image. This gradient is displayed on Figure 4.2. 
 
 
Figure 4.1: Static tissue mask obtained from the magnitude image of a PC-MRI acquisition (Subject 1). 
 




Finally, the gradient was subtracted from the velocity image ensuring the correction of the eddy 













Figure 4.3 (a) shows the velocity image obtained using Phase Contrast MRI before the eddy current 
correction. In this figure, it is possible to see areas that have bright intensity despite the fact of being 
located in static regions. Therefore, it was necessary to correct the eddy current artifact. By subtracting 
the gradient displayed in Figure 4.2 these locations now show darker intensity, which means that the 

















Figure 4.3: Sagittal slice of a velocity image obtained with PC-MRI (Subject 1) before eddy current correction (a); after 




4.2. Phase Contrast  
4.2.1. Velocity  
The velocity results are divided into different regions and presented in a particular order. Firstly, 
ventricular regions shown in Figure 3.1 are displayed. Next, the results regarding the peripheral regions 
are presented. Furthermore, this section focuses on the analysis of four subjects. However, one of these 
subjects only has data relating to the Feet-Head encoding direction since this encoding direction was the 
only one acquired (Subject 4). The first region analysed corresponds to the anterior ventricles, both right 
and left. Furthermore, as the triggering was performed using a peripheral pulse oximeter in two subjects, 
the cardiac phases were rearranged to resemble the cardiac cycle. Additionally, the last phase 














Figures 4.4 and 4.5 show CSF flow in the anterior left and anterior right ventricles. Following 
the ventricular system circulation, both left and right posterior ventricles were analysed, and the results 
are presented in Figures 4.6 and 4.7, respectively. 
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Figure 4.4: Average CSF velocity in the anterior left ventricle, over a full cardiac cycle for three different encoding 
directions: AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.5: Average CSF velocity in the anterior right ventricle, over a full cardiac cycle for three different encoding 


























The lateral ventricles show consistent results between different subjects and within each 
orientation. The velocity in this region is usually in the anterior and feet direction post-systole and shows 
opposite lateral velocity for each area, which means that CSF flows inwards in these regions. 
After exiting the ventricles, the CSF moves towards the third ventricle and from there to the 
aqueduct of Sylvius. The evolution of the velocity in these areas are displayed in Figures 4.8 and 4.9, 
respectively. 
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Figure 4.6: Average CSF velocity in the posterior left ventricle, over a full cardiac cycle for three different encoding 
directions: AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.7: Average CSF velocity in the posterior right ventricle, over a full cardiac cycle for three different encoding 







The regions displayed in Figures 4.8 and 4.9, that correspond, respectively, to the third ventricle 
and the aqueduct, show higher values of velocity when compared to the lateral ventricles. Furthermore, 
both regions show consistent results between subjects, and both show a predominant flow in the 
posterior and feet direction post systole. 
The two final regions of this analysis correspond to the fourth ventricle and the cisterna magna. 
These are the last cavities in which the CSF travels before leaving the brain and entering the spinal canal. 
These velocities are represented in Figures 4.10 and Figure 4.11. 
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Figure 4.8: Average CSF velocity in the third ventricle, over a full cardiac cycle for three different encoding directions:  
 AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.9: Average CSF velocity in the aqueduct, over a full cardiac cycle for three encoding directions: AP – Anterior-


























By using the velocity values obtained in the ventricular regions, a table containing each region’s 
absolute maximum value and for each encoding direction was computed. Furthermore, the results herein 
displayed correspond to the maximum across all subjects and the subject that showed the highest value 
is identified. Table 4.1 is of particular interest as it allows future sequences to better optimize the 
parameters for each region, such as the velocity encoding value. 
Table 4.1: Maximum absolute velocity in each region in the ventricular system, across all subjects. The number in brackets 
represents the subject that showed the highest value. 
 Maximum Velocity (cm/s) 
Region AP RL FH 
Lateral Ventricles 0.09 (1) 0.08 (3) 0.12 (3) 
Third Ventricle 0.15 (3) 0.06 (2) 0.38 (3) 
Aqueduct 1.20 (3) 0.05 (1) 0.82 (1) 
Fourth Ventricle 0.07 (3) 0.06 (2) 0.27 (2) 
Cisterna Magna 0.37 (2) 0.07 (1) 0.99 (2) 
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Figure 4.10: Average CSF velocity in fourth ventricle, over a full cardiac cycle for three different encoding directions:   
  AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.11: Average CSF velocity in the cisterna magna, over a full cardiac cycle for three different encoding directions: 





After analysing the velocity in the ventricular regions, the peripheral regions, presented in 
Figure 3.2 were analysed. These regions are analysed pairwise: inferior and superior brain; anterior and 
posterior brain; and right and left brain. Thus, the first sections of the brain to be analysed correspond 






















The inferior brain, displayed in Figure 4.12, shows the highest velocities when compared to the 
other brain regions and predominantly in the FH direction. 
Figures 4.14 and 4.15 represent the evolution of CSF velocity over the cardiac cycle in the 










Inferior Brain Velocity 
 Subject 1 
 Subject 2 
 Subject 3 
 Subject 4 










 Subject 1 
 Subject 2 
 Subject 3 
 Subject 4 
Figure 4.12: Average CSF velocity in the inferior brain, over a full cardiac cycle for three different encoding directions: 
 AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.13: Average CSF velocity in the superior brain, over a full cardiac cycle for three different encoding directions: 







Lastly, the left and right regions of the brain were analysed. The results corresponding to these 
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Figure 4.14: Average CSF velocity in the anterior brain, over a full cardiac cycle for three different encoding directions: 
 AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.15: Average CSF velocity in the posterior brain, over a full cardiac cycle for three different encoding directions: 






In all figures that representing larger brain regions (Figure 4.12, 4.13, 4,14, 4.15, 4.16, and 
4.17), it is possible to see that the highest velocity values occur in the FH encoding direction. 
Just like the ventricular regions, Table 4.2 shows the maximum absolute velocity value for the 
regions previously analysed.  
Table 4.2: Maximum absolute velocity in the larger brain regions, across all subjects. The number in brackets represents the 
subject that showed the highest value. 
 Maximum Velocity (cm/s) 
Region AP RL FH 
Inferior 0.02 (1) 0.04 (1) 0.10 (2) 
Superior 0.03 (2) 0.03 (3) 0.05 (3) 
Anterior 0.02 (2) 0.01 (3) 0.07 (2) 
Posterior 0.03 (1) 0.04 (1) 0.06 (3) 
Left 0.03 (1) 0.02 (2) 0.07 (3) 
Right 0.02 (1) 0.01 (3) 0.06 (2) 
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Figure 4.16: Average CSF velocity in the left brain, over a full cardiac cycle for three different encoding directions:        
 AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.17: Average CSF velocity in the right brain, over a full cardiac cycle for three different encoding directions:      




4.2.2. Displacement  
Using the PC-MRI images, the velocity maps were transformed into displacement maps. The 
first regions where the displacement was analysed, like the velocity, correspond to the anterior left and 









































 Subject 1 
 Subject 2 
 Subject 3 












Anterior Right Ventricle Displacement 
 Subject 1 
 Subject 2 
 Subject 3 
 Subject 4 
Figure 4.18: Average CSF displacement in the anterior left ventricle, over a full cardiac cycle for three encoding directions: 
AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.19: Average CSF displacement in the anterior right ventricle, over a full cardiac cycle for three different encoding 




Subsequently, the displacement was calculated for the posterior left and right ventricles. The 





















The lateral ventricles, displayed in Figures 4.18, 4.19, 4.20, and 4.21, show that CSF moves, 
after systole, in the anterior and feet direction. Additionally, the CSF in the lateral ventricles moves 
inwards as the CSF in the left lateral ventricle moves to the right and the CSF in the right lateral ventricle 
moves to the left. 
After these regions, and following the CSF motion throughout the ventricular system, the 














Posterior Left Ventricle Displacement 
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Posterior Right Ventricle Displacement 
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Figure 4.20: Average CSF displacement in the posterior left ventricle, over a full cardiac cycle for three different encoding 
directions: AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.21: Average CSF displacement in the posterior right ventricle, over a full cardiac cycle for three different encoding 






Next, Figure 4.22 shows that CSF continues moving in the caudal direction. However, 
differently from the lateral ventricles, in the third ventricle, CSF flows in the posterior direction, towards 
the aqueduct. In Figure 4.23, which represents the aqueduct, the first aspect worth mentioning is the 
fact that, for the AP and FH direction, the displacement is ten times larger than for the third ventricle. 
Lastly, the results regarding the fourth ventricle and the cisterna magna are shown in Figure 


















Third Ventricle Displacement 
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Figure 4.22: Average CSF displacement in the third ventricle, over a full cardiac cycle for three different encoding 
directions: AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.23: Average CSF displacement in the aqueduct, over a full cardiac cycle for three different encoding directions: 
















Using the displacement values obtained in these regions, the absolute maximum value of each 
region and for each direction was calculated. Furthermore, the results herein displayed correspond to 
the maximum between all subjects.  These results are displayed in Table 4.3. 
Table 4.3: Maximum absolute displacement in the ventricular system, across all subjects. The number in brackets represents 
the subject that showed the highest value. 
 Maximum Displacement (mm) 
Region AP RL FH 
Lateral Ventricles 0.18 (1) 0.14 (1) 0.19 (3) 
Third Ventricle 0.33 (3) 0.01 (1) 0.63 (4) 
Aqueduct 3.14 (3) 0.01 (2) 2.70 (3) 
Fourth Ventricle 0.19 (3) 0.07 (2) 0.33 (3) 













Fourth Ventricle Displacement 
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Cisterna Magna Displacement 
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Figure 4.24: Average CSF displacement in the fourth ventricle, over a full cardiac cycle for three different encoding 
directions: AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.25: Average CSF displacement in the cisterna magna, over a full cardiac cycle for three different encoding 




When it comes to displacement values, looking at Table 4.3, some conclusions can be drawn 
from it. Firstly, the most significant displacement values are found in the FH direction and in the AP 
direction. Furthermore, the RL clearly has smaller displacement values than the two previously 
mentioned directions. Finally, the aqueduct is the region that displays the highest values of displacement. 
After the analysis of the ventricular system, this work focused on the analysis of peripheral brain 
regions. Like the velocity analysis, the first pair of regions two be analysed corresponds to the inferior 
















Inferior Brain CSF 
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Superior Brain CSF 
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 Figure 4.26: Average CSF displacement in the inferior brain, over a full cardiac cycle for three different encoding 
directions: AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.27: Average CSF displacement in the superior brain, over a full cardiac cycle for three different encoding 




After the inferior and superior brain, the analysis focused on the anterior and posterior regions 




As for the anterior and posterior brain regions, represented in Figure 4.28 and 4.29, the CSF in 
these regions moves in the anterior direction in both regions. Additionally, while in the anterior region 

















Anterior Brain CSF 
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Posterior Brain CSF 
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 Figure 4.28: Average CSF displacement in the anterior brain, over a full cardiac cycle for three different encoding 
directions: AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
Figure 4.29: Average CSF displacement in the posterior brain, over a full cardiac cycle for three different encoding 




Finally, the two last regions to be analysed in the displacement study correspond to the left and 
right regions of the brain, and the results are shown in Figures 4.30 and 4.31: 
 
 
The last pair of regions observed were the left and right brain. Both regions show consistent 
displacement for the AP and FH direction.  
Similar to Table 4.3, the maximum absolute displacement for each orientation across all subjects 

















Left Brain CSF 
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Right Brain CSF 
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       Figure 4.30: Average CSF displacement in the left brain, over a full cardiac cycle for three different encoding directions: 
AP – Anterior-Posterior; RL – Right-Left; FH – Feet-Head. 
     Figure 4.31: Average CSF displacement in the right brain, over a full cardiac cycle for three different encoding directions: 




Table 4.4: Maximum absolute displacement in the larger brain regions, across all subjects. The number in brackets represents 
the subject that showed the highest value. 
 Maximum Displacement (mm) 
Region AP RL FH 
Inferior 0.12 (2) 0.07 (1) 0.17 (2) 
Superior 0.04 (3) 0.03 (3) 0.06 (3) 
Anterior 0.03 (3) 0.02 (3) 0.08 (2) 
Posterior 0.04 (1) 0.06 (1) 0.06 (3) 
Left 0.02 (3) 0.02 (3) 0.07 (3) 
Right 0.04 (1) 0.02 (3) 0.05 (2) 
 
Just like for the ventricular regions, Table 4.4 shows that the largest displacement values are 
found in the FH direction. Furthermore, the RL clearly has smaller displacement values than the two 
previously mentioned directions. Finally, CSF in the inferior region of the brain displays the highest 
























4.3. DENSE  
Using the MRI images obtained from the DENSE sequences, the displacement maps were 
calculated. The results are presented in this section, and the regions are analysed pairwise, just like in 
the previous section. As stated in Section 3.1.2, the acquisition was only performed in the FH encoding 
direction. Additionally, the phase contrast velocity-based results are also presented as a frame of 
reference. 
The first regions where CSF displacement was analysed, correspond to the inferior and superior 
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Inferior Brain CSF 
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Superior Brain CSF 
Subject 4 Subject 5 
Figure 4.32: Average CSF displacement in the inferior brain over a full cardiac cycle, acquired for the FH direction, for five 
different acquisition methods. 
Figure 4.33: Average CSF displacement in the superior brain over a full cardiac cycle, acquired for the FH direction, for five 




The second pair of regions analysed in this study were the anterior and posterior part of the brain 
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Anterior Brain CSF 
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Posterior Brain CSF 
Subject 4 Subject 5 
Figure 4.34: Average CSF displacement in the anterior brain over a full cardiac cycle, acquired for the FH direction, for five 
different acquisition methods. 
Figure 4.35: Average CSF displacement in the posterior brain over a full cardiac cycle, acquired for the FH direction, for 




Finally, the left and right brain regions were analysed, and the results are shown in Figures 
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Left Brain CSF 
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Right Brain CSF 
Subject 4 Subject 5 
Figure 4.36: Average CSF displacement in the left brain over a full cardiac cycle, acquired for the FH direction, for five 
different acquisition methods. 
Figure 4.37: Average CSF displacement in the right brain over a full cardiac cycle, acquired for the FH direction, for five 




5. Discussion  
 
Chapter 5 consists of the discussion of the results obtained and presented in Chapter 4. Therefore, 
in Section 5.1, the results regarding the velocity and displacement values are discussed Finally, Section 
5.2 consists of a discussion regarding the displacement values obtained using the different DENSE 
sequence and the comparison between these and the Phase-Contrast acquisition. 
5.1. Phase Contrast  
In the first section of this discussion, the results regarding the velocity and displacement analysis 
obtained with Ultra High Field Phase Contrast MRI, displayed in Section 4.2.1 and Section 4.2.2, are 
discussed. The acquisitions performed in this dissertation were acquired with retrospective cardiac 
gating. This method was used since it allows for a more robust correction of eddy currents. In fact, 
acquiring the cardiac cycle continuously, it is possible to assume that the contribution of a residual 
gradient caused by this artifact is not time-dependent and, therefore, the contribution to each phase 
image is constant and can be mitigated by subtracting the gradient to all phase images [73]. Additionally, 
this method is also less sensitive to irregular heart rates [75]. 
Using UHF MRI in this project allowed acquiring the Phase Contrast images with high spatial 
resolution (1 𝑥 1 𝑥 1 𝑚𝑚3) which reduces the partial volume effect. This is especially important to 
avoid voxels containing information regarding moving and stationary tissue, which would lead to CSF 
overestimation. 
The analysis of the results regarding both the ventricular regions and the peripheral regions 
showed consistent results between the four different subjects and within each encoding direction. 
Nonetheless, differences were identified regarding the encoding direction. The highest velocities, and 
therefore displacements, were found in the FH direction, which agrees with previous studies that 
analysed CSF displacement in the brain [80]. 
Through the analysis of both the velocity and displacement evolution of CSF in the ventricular 
regions, we can infer this fluid’s circulation. The results presented in this study are in agreement with 
the existing literature regarding CSF circulation [87]. In fact, this work shows that CSF has slow 
velocities in the lateral ventricles when compared to other ventricular regions [88].  The predominance 
of CSF displacement in the anterior and in the caudal direction during systole from the lateral ventricles 
confirms the notion that CSF travels from these regions into the third ventricle [22]. From there, this 
fluid enters the aqueduct of Sylvius and exits to the fourth ventricle. Furthermore, it is also confirmed 
that the aqueduct shows the highest velocities in the ventricular region and, consequently, the highest 
displacement values [89,90]. This acceleration is explained by the continuity equation as the cross-
sectional area is much smaller in this region when compared to the third ventricle [88]. For the same 
reason, the fourth ventricle shows smaller velocity values than the aqueduct and, therefore, acts as a 
damper. 
The mean velocity values obtained in each ventricular region are also in agreement with the 
majority of reference works that examined the ventricular spaces. The maximum velocity values in the 
lateral ventricles and in the third ventricle are consistent with the values obtained by Greitz et al. [87]. 
Additionally, the values obtained in this study for the aqueduct, the most studied region in the ventricular 




The peripheral regions of the brain show slower velocities and displacement values. One factor 
that might explain these differences in both velocity and displacement is the fact that the bulk of these 
regions are located in the periphery of the brain. Since CSF motion is caused by the contraction and 
expansion of the ventricular spaces due to blood entering and leaving the brain [91], it is safe to assume 
that regions further from the ventricular spaces have slower CSF velocities and, consequently, smaller 
CSF displacement. Additionally, during the increase in the blood volume caused by the systole, there is 
mainly inward movement of CSF in the brain, which can be explained by the presence of the skull as it 
limits this fluid’s motion. This occurrence is even more evident when comparing the inferior and 
superior brain as velocities in the inferior brain are significantly superior to the velocities in the superior 
brain, which can be explained by the proximity of the former to the heart and to the spinal canal.  
Through the analysis of Table 4.1 and 4.2, it is evident that the highest values of velocity and 
displacement for each region and direction are not dominated by a single volunteer. Additionally, the 
velocities values shown in this project are, for most of the regions selected, much lower than the velocity 
encoding. Thus, this means that the velocity encoding value chosen was not optimal for these regions 
and lead to low signal acquisition and lower SNR. The differences found in the velocities for each 
encoding direction also suggest that the chosen 𝑉𝑒𝑛𝑐 was more suited to a feet-head analysis. However, 
since the maximum absolute velocities are far below the velocity encoding (5cm/s) we can conclude 
that if there were aliasing artifacts created by phase wraps present in this study, then its contribution was 
minimal.  
The velocity encoding value chosen can be described as more appropriate for smaller and more 
central regions, where CSF travels faster, like the aqueduct or the third and fourth ventricle. By contrast, 
the peripheral regions, such as the inferior and superior brain, show mean velocities almost one hundred 
times smaller when compared to the velocity encoding. Nevertheless, the consistency of the results 
supports PC-MRI as a reliable method for CSF velocity assessment, even in regions with lower 
velocities. 
The analysis of the displacement results shows, consistently, that the most significant change in 
CSF position occurs at the beginning of the cardiac cycle, i.e., during systole. In fact, this corroborates 
the established theory that CSF motion is driven by vascular pulsatility [19]. The rise of intravascular 
blood during systole leads to CSF being pushed out of the ventricular spaces as there is a fixed 
intracranial volume. As the Monroe-Kellie doctrine suggests, the rise of blood volume causes the CSF 
to be pushed out of the brain into the spinal canal [23]. As the blood leaves the brain during diastole, the 
vessels relax, and CSF returns to its original position. 
Just like the velocity analysis, the displacement analysis shows that the displacement in the 
periphery is much smaller when compared to the ventricular regions. The wide range of values of 
displacement found throughout this study poses a challenge when it comes to choosing the best 
displacement sensitivity. Furthermore, as stated before, the  𝑉𝑒𝑛𝑐 chosen in this project to study the 
velocity across the brain needs to be optimized depending on the region of interest. It is essential to 
conduct a more robust study on the periphery of the brain that employs smaller 𝑉𝑒𝑛𝑐 values suitable for 
these regions, such as 1cm/s, and, consequently, get a better sense of the displacement in these areas. 
Recently, several studies [92] have tried to address the complications that arise from using only 
one velocity encoding value that limits the scope of the study by creating regions where the SNR is 
lower, due to overestimating this parameter. Alternatives to the single velocity encoding value have 
been proposed and consist of applying multiple velocity encoding values (Multi-VENC). This method 
acquires phase information using the different 𝑉𝑒𝑛𝑐 values. However, instead of unwrapping the aliased 




𝑉𝑒𝑛𝑐 to complement this information and, therefore, creating an overlapped velocity field [93,94]. This 
method showed a two-fold to six-fold increase in the SNR in regions with small velocities. However, 
applying different velocity encoding values has resulted in longer scan acquisitions, which sometimes 
comes at the cost of spatio-temporal resolution [95]. Nevertheless, recent studies have tried to solve this 
issue by combining this method with k-t PCA and Multi-VENC [95] or by using simultaneous multi-
Venc and simultaneous multi-slice [96]. 
 
5.2. DENSE 
In Section 4.3, the results regarding the DENSE acquisitions are displayed. Unlike the previous 
section of this work, where the ventricular regions were also analysed, this part of the project focused 
on the peripheral regions of the brain, described in Figure 3.2. This decision is explained by the low 
resolution in which these images were acquired. As a result, the region selection and segmentation of 
the ventricular regions, which sometimes are extremely small, e.g., the aqueduct, could not be performed 
with a reasonable level of accuracy. Furthermore, the second subject displayed in the results does not 
show the acquisition for the Basic Dense sequence with 2mm isotropic resolution as the data for this 
acquisition was lost. 
The displacement values obtained using the DENSE sequences were smaller than the displacement 
sensitivity used in the acquisitions (1mm/2π). The sensitivity employed in this part of the project was 
much higher than the displacement values obtained, which might have contributed to small phase 
accumulation [84]. Therefore, this resulted in a smaller SNR. In fact, in regions such as the inferior brain 
(Figure 4.32), there is a significant difference between the PC acquisition and all DENSE methods, 
which can be attributed to the poor choice of the displacement sensitivity. However, just like the PC-
MRI, it is safe to assume that no aliasing effects occurred. 
 The basic DENSE sequences, with 2 and 3 mm isotropic resolution, show poor consistency with 
the phase contrast acquisition when compared to the other two DENSE sequences applied. This 
difference can be attributed to the fact that by using a lower resolution (when compared to the Phase 
Contrast MRI), the partial effect was more present in the images acquired.  Nevertheless, the DENSE 
sequence that shows more consistency with the Phase Contrast MRI for both subjects is the sequence in 
which the T2 preparation was applied. This consistency is especially evident in regions such as the 
anterior brain (Figure 4.34) and the right brain (Figure 4.37). The fact that this sequence shows more 
consistency with the Phase Contrast acquisition can be explained due to the fact that the T2 
magnetization preparation leads to the mitigation of the partial volume effect. 
 Some limitations of this dissertation should be addressed. Firstly, the limited number of subjects 
analysed prevents the results to be statistically analysed and, therefore, to draw more robust conclusions. 
This is particularly evident in the second part of this project. in which the subjects were analysed using 
DENSE. Additionally, the lack of clinical patients that present CSF flowing conditions, such as 
hydrocephalus, prevents this project to show how these conditions reflect on the velocity and 









6. Conclusion  
 
This work’s primary objective was to make a thorough assessment of the velocity of CSF inside the 
brain and to understand the displacement of this fluid and its relation to the cardiac cycle. An imaging 
processing pipeline was created so that the 7T MRI data acquired using PC and DENSE protocols could 
be transformed into velocity and displacement maps. This pipeline consists of several steps, such as 
coregistration, segmentation, and eddy current corrections.  
The velocity and displacement values obtained using PC MRI showed consistent results across 
subjects for most brain regions. Furthermore, we accomplished the objective of getting a clear picture 
of the behavior of this fluid in the whole brain and its relation to the cardiac cycle. Additionally, the 
maximum displacement values obtained for this fluid were used to optimize the DENSE sequences used 
in the last part of this project. With the exception of the DENSE acquisition that used a T2 preparation, 
the DENSE sequences presented in this study showed poor consistency when compared to the Phase 
Contrast acquisition, which was attributed to the low spatial resolution used in this project and to the 
fact that the displacement sensitivity was not optimal for analysed regions. Nevertheless, the work 
carried out in this project lead to the characterization of CSF velocity and displacement across several 
brain regions, which allows the optimization of future sequences for CSF study.  
This work may serve as a starting point for future projects that want to study CSF velocity and 
displacement in different regions of the brain. Furthermore, future projects in this field can adjust the 
imaging parameters such as the velocity encoding and the displacement encoding according to the 
regions of interest. However, it is still necessary to validate the results obtained by analysing more 
subjects. 
One of the most interesting aspects that could follow this project would be to acquire more brain 
data using DENSE acquisitions with higher spatial resolution, such as 1mm isotropic, which would 
allow the elimination of the partial volume effect and, therefore, more accurate results and, more 
importantly, would allow the analysis of displacement in smaller areas. Additionally, the DENSE 
acquisitions could also be obtained with different encoding orientations, which would allow for a more 
thorough analysis. Finally, the inclusion of clinical patients would allow understanding how different 
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Figure A.1: 𝑇2 prepared magnetization applied before the DENSE sequence. 
