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Znacˇen´ı
R mnozˇina rea´lny´ch cˇ´ısel
N mnozˇina prˇirozeny´ch cˇ´ısel
x ∈ X x je prvkem mnozˇiny X
X ⊂ Y mnozˇina X je podmnozˇinou mnozˇiny Y
Cn(X, Y ) prostor n-kra´t spojiteˇ diferencovatelny´ch zobrazen´ı defi-
novany´ch na mnozˇineˇ X s oborem hodnot v mnozˇineˇ Y
Lq(Ω) Lebesguev˚uv prostor funkc´ı
W p,q(Ω) Sobolev˚uv prostor funkc´ı
X∗ dua´ln´ı prostor prostoru X
‖x‖ norma prvku x
‖x‖X norma prvku x v prostoru X
∀ pro vsˇechna
∃ existuje
∧ a za´rovenˇ
⇒ implikuje
7→ zobrazuje do
→ konverguje k
↘ konverguje shora k
⇀ konverguje slabeˇ k
dim{H} dimenze prostoru H
Lin{M} linea´rn´ı obal mnozˇiny M
Meas{M} mı´ra mnozˇiny M
dist{x,M} vzda´lenost bodu x od mnozˇiny M
(x, y) skala´rn´ı soucˇin prvk˚u x a y, otevrˇeny´ interval, vektor
[a, b] uzavrˇeny´ interval od a do b, bod v rovineˇ
⊕ direktn´ı soucˇet
M⊥ ortogona´ln´ı doplneˇk mnozˇiny M
∂M hranice mnozˇiny M
F |M restrikce funkciona´lu F na mnozˇinu M
f ′, F ′ derivace funkce f , Fre´chetova derivace funkciona´lu F
D(F ) definicˇn´ı obor funkciona´lu F
F−1(M) {x ∈ D(F ) : F (x) ∈M}
δF (x, y) Gaˆteauxova derivace funkciona´lu F v bodeˇ x ve smeˇru y
∆ Laplace˚uv opera´tor
∇ gradient
:= definujeme
⊗ maticove´ na´soben´ı
I jednotkova´ matice
1 U´vod
Formulova´n´ı a rˇesˇen´ı optimalizacˇn´ıch proble´mu˚, ktere´ bychom mohli pokla´-
dat za prˇedch˚udce soucˇasny´ch variacˇn´ıch problemu˚, saha´ minima´lneˇ azˇ do
staroveˇke´ho Rˇecka. Zminˇme naprˇ´ıklad Didoninu u´lohu spojenou s legendou o
zalozˇen´ı Karta´ga, ve ktere´ hleda´me uzavrˇenou krˇivku v rovineˇ dane´ de´lky vy-
mezuj´ıc´ı maxima´ln´ı plochu. Za zakladatele modern´ıho prˇ´ıstupu k variacˇn´ım
metoda´m je povazˇova´n Pierre de Fermat (1601-1665). Nen´ı na´hodou, zˇe roz-
voj te´to discipl´ıny prob´ıhal v dobeˇ rozvoje diferencia´ln´ıho pocˇtu. Z te´to doby
pocha´z´ı dalˇs´ı zna´my´ proble´m brachystochrony. U´kolem bylo naj´ıt krˇivku ve
svisle´ rovineˇ spojuj´ıc´ı dva dane´ body, ktera´ by byla optima´ln´ı v tom smyslu,
zˇe hmotny´ bod vypusˇteˇny´ z vysˇsˇ´ıho bodu by se po te´to krˇivce dostal vli-
vem gravitace do druhe´ho bodu v minima´ln´ım cˇase. Podrobneˇjˇs´ı na´hled
do proble´mu mu˚zˇe cˇtena´rˇ naj´ıt naprˇ´ıklad v [7, Example 7.1.10]. Prˇi rˇesˇen´ı
proble´mu tautochrony - nalezen´ı krˇivky ve svisle´ rovineˇ spojuj´ıc´ı dva dane´
body takove´, zˇe hmotny´ bod vypusˇteˇny´ z vysˇsˇ´ıho bodu by se po te´to krˇivce
dostal vlivem gravitace do druhe´ho bodu v dane´m cˇase - formuloval okolo
roku 1750 Leonhard Euler (1707-1783) obecneˇ proble´m nalezen´ı minima cˇi
maxima funkciona´lu
F (x) =
∫
Ω
f
(
t, x(t), x′(t)
)
dt
prˇes danou mnozˇinu funkc´ı, ktere´ naby´vaj´ı dany´ch hodnot v bodech hranice
oblasti Ω. Jako konkre´tn´ı prˇ´ıklad mu˚zˇe poslouzˇit diferencia´ln´ı proble´m{
∆x(t) = 0 t ∈ Ω,
x(t) = h(t) t ∈ ∂Ω
a s n´ım spojeny´ variacˇn´ı proble´m naj´ıt minimum funkciona´lu
F (x) =
∫
Ω
|∇x(t)|2 dt.
Zminˇme jesˇteˇ z dnesˇn´ıho pohledu obzvla´sˇt’ d˚ulezˇitou mysˇlenku, kterou
formuloval Vito Volterra v roce 1932. Doporucˇil, abychom mı´sto rˇesˇen´ı va-
riacˇn´ıch proble´mu˚ pomoc´ı jejich redukce do diferencia´ln´ı (loka´ln´ı) podoby
pouzˇili prˇesneˇ opacˇny´ postup - abychom diferencia´ln´ı proble´my prˇevedli na
proble´my variacˇn´ı a vyuzˇili k jejich vyrˇesˇen´ı variacˇn´ı metody. Tento z cˇa´sti
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matematicko-filozoficky´ proble´m lze v modern´ı dobeˇ dobrˇe ilustrovat na roz-
voji r˚uzny´ch koncept˚u rˇesˇen´ı diferencia´ln´ıch u´loh (klasicke´, slabe´).
Poznamenejme, zˇe minima a maxima funkciona´lu nemus´ı by´t jeho jedine´
kriticke´ body. Jako prˇ´ıklad si stacˇ´ı vz´ıt funkci dvou promeˇnny´ch f(x, y) =
x2− y2. Bod [0, 0] je kriticky´m bodem, ktery´ nen´ı ani loka´ln´ım minimem ani
loka´ln´ım maximem funkce. Metody zameˇrˇuj´ıc´ı se na nalezen´ı teˇchto sedlovy´ch
bod˚u se uka´zaly by´ti velice uzˇitecˇne´. Lze rˇ´ıci, zˇe rozvoj teˇchto metod zazna-
menal bourˇlivy´ rozvoj v posledn´ıch cˇtyrˇiceti letech a sta´le nen´ı ukoncˇen.
Naprˇ´ıklad chyb´ı sjednocuj´ıc´ı teorie, pomoc´ı ktere´ bychom mohli nale´zt li-
bovolny´ kriticky´ bod. Princip minimaxu a vhodna´ geometrie funkciona´lu
F umozˇnˇuj´ı doka´zat existenci posloupnosti {xn} skoro kriticky´ch bod˚u ve
smyslu
‖F ′(xn)‖ → 0.
Jednoduche´ prˇ´ıklady ukazuj´ı, zˇe z existence takove´ posloupnosti nemus´ı ply-
nout existence samotne´ho kriticke´ho bodu. S t´ımto proble´mem se lze vyporˇa´-
dat za prˇedpokladu, zˇe funkciona´l splnˇuje jiste´ podmı´nky kompaktnosti naprˇ.
Palaisovu-Smaleovu podmı´nku.
Souhrneˇ lze rˇ´ıci, zˇe variacˇn´ı metody se uka´zaly velice uzˇitecˇne´ prˇi rˇesˇen´ı
r˚uzny´ch proble´mu˚ a i v soucˇasne´ dobeˇ je jejich vy´voji a zdokonalova´n´ı veˇnova´-
no velke´ u´sil´ı.
Tato pra´ce ma´ za c´ıl sezna´mit cˇtena´rˇe se za´klady variacˇn´ıch metod. Na
prˇ´ıkladech budou uka´za´ny za´kladn´ı vlastnosti, prˇedpoklady, mozˇnosti i ome-
zen´ı r˚uzny´ch veˇt. Specia´ln´ı d˚uraz je kladen na souvislost a porovna´n´ı vy´sledk˚u
s t´ım, co na´m umozˇnˇuj´ı doka´zat jine´ metody (naprˇ. topologicke´). V nepo-
sledn´ı rˇadeˇ se take´ zameˇrˇujeme na mozˇna´ zobecneˇn´ı - naprˇ´ıklad u klasicky
pouzˇ´ıvane´ Palaisovy-Smaleovy podmı´nky kompaktnosti. Pra´ce take´ obsahuje
aktua´ln´ı vy´sledky, ty´kaj´ıc´ı se proble´mu s p-Laplacia´nem, kde aplikujeme te-
oreticke´ vy´sledky z prˇedchoz´ıch kapitol.
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2 Za´klady Variacˇn´ıch metod
Prˇi hleda´n´ı a studiu kriticky´ch bod˚u a jejich vlastnost´ı hraje kl´ıcˇovou roli ge-
ometrie zkoumane´ho funkciona´lu. Nejjednodusˇsˇ´ımi prˇ´ıklady kriticky´ch bod˚u,
ktere´ kazˇdy´ student matematiky potka´ beˇhem prvn´ıho semestru studia analy´-
zy, jsou loka´ln´ı extre´my funkc´ı. Z Euler-Lagrangeovy´ch podmı´nek plyne, zˇe
kazˇdy´ extre´m je za´rovenˇ kriticky´m bodem. U hladky´ch funkc´ı jedne´ promeˇnne´
je situace prˇehledna´ a v za´sadeˇ mohou nastat dveˇ mozˇnosti. Bud’ je kri-
ticky´ bod loka´ln´ım extre´mem (tj. derivace napravo od kriticke´ho bodu ma´
jine´ zname´nko nezˇ derivace nalevo) nebo ma´ derivace stejne´ zname´nko na
neˇjake´m prstencove´m okol´ı kriticke´ho bodu. Tuto situaci si mu˚zˇeme ilustro-
vat na prˇ´ıkladu funkce f(x) = x3 a bodu 0. Takove´to kriticke´ body je obecneˇ
mnohem teˇzˇsˇ´ı nale´zat. Jakmile zacˇneme uvazˇovat funkce v´ıce promeˇnny´ch,
struktura kriticky´ch bod˚u se sta´va´ mnohem bohatsˇ´ı. Typicky´m prˇ´ıkladem
je funkce f(x, y) = x2 − y2 a jej´ı kriticky´ bod [0, 0]. Tento sedlovy´ bod od-
pov´ıda´ situaci, kdy bod je minimem funkce vzhledem k jednomu smeˇru a
maximem vzhledem k druhe´mu. Lze si take´ prˇedstavit kriticky´ bod, ktery´
nen´ı loka´ln´ım extre´mem funkce ani sedlovy´m bodem - naprˇ´ıklad bod [0, 0] u
funkce f(x, y) = x3 − y2. Vid´ıme, zˇe struktura a vlastnosti kriticky´ch bod˚u
jsou r˚uznorode´ a jejich zkouma´n´ı bylo v minulosti veˇnova´no znacˇne´ u´sil´ı.
Nyn´ı ma´me k dispozici r˚uzne´ veˇty, d´ıky ktery´m jsme schopni nale´zt kriticke´
body r˚uzny´ch funkciona´l˚u, z nichzˇ nejzna´meˇjˇs´ı jsou veˇta o sedlove´m bodeˇ1
a veˇta o horske´m sedle2. Obvykle jsou tyto veˇty usˇity na mı´ru r˚uzny´m geo-
metri´ım funkciona´lu a potazˇmo r˚uzny´m diferencia´ln´ım u´loha´m. Prˇes snahy
o formulaci jednotne´ teorie a univerza´ln´ı veˇty (naprˇ. Linking Theorem nebo
monografii [17]) nejsou sta´le neˇktere´ ota´zky zcela zodpoveˇzeny.
Variacˇn´ı metody zpravidla funguj´ı ve dvou kroc´ıch. V prvn´ım uka´zˇeme,
zˇe geometrie funkciona´lu F generuje posloupnosti {xn} skoro kriticky´ch bod˚u
ve smyslu
‖F ′(xn)‖ → 0.
Pro prˇedstavu si stacˇ´ı vz´ıt libovolny´ hladky´ zdola omezeny´ funkciona´l. Lze
doka´zat, zˇe jeho minimizuj´ıc´ı posloupnost {xn} bude splnˇovat prˇedchoz´ı
vztah. To ale automaticky neznamena´, zˇe takovy´ funkciona´l mus´ı mı´t i kri-
ticky´ bod - naprˇ´ıklad f(x) = ex je zdola omezena´ funkce, ktera´ zˇa´dny´ kri-
ticky´ bod nema´ (minimizuj´ıc´ı posloupnost diverguje k −∞). Proto pote´ mus´ı
1Saddle Point Theorem
2Mountain Pass Theorem
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prˇij´ıt druhy´ krok - vhodna´ podmı´nka kompaktnosti, ktera´ na´m zarucˇ´ı, zˇe
z existence posloupnosti skoro kriticky´ch bod˚u plyne i existence kriticke´ho
bodu. V prˇ´ıpadeˇ spojity´ch zdola omezeny´ch funkciona´l˚u tuto podmı´nku tvorˇ´ı
naprˇ´ıklad slaba´ koercivita (viz. veˇta 2.3), kterou funkce f(x) = ex na R ne-
splnˇuje. V obecneˇjˇs´ıch prˇ´ıpadech budeme pracovat s Palaisovou−Smaleovou
podmı´nkou a jej´ımi zobecneˇn´ımi, ktere´ na´m zarucˇ´ı, zˇe z posloupnosti skoro
kriticky´ch bod˚u bude mozˇne´ vybrat konvergentn´ı podposloupnost.
2.1 Extre´my
Zacˇneme s formulac´ı klasicky´ch veˇt pro hleda´n´ı kriticky´ch bod˚u, jezˇ jsou
loka´ln´ımi extre´my, a pote´ se budeme veˇnovat slozˇiteˇjˇs´ım situac´ım.
Definice 2.1 (loka´ln´ı extre´m). Necht’ F : X 7→ R, kde X je Banach˚uv
prostor. Rˇekneme, zˇe funkciona´l F ma´ v bodeˇ x0 ∈ X loka´ln´ı minimum resp.
loka´ln´ı maximum, pokud existuje neˇjake´ okol´ı U bodu x0, pro ktere´ plat´ı
F (x0) ≤ F (x) resp. F (x0) ≥ F (x) ∀x ∈ U.
Definice 2.2 (kriticky´ bod, kriticka´ hodnota). Necht’ F : X 7→ R, kde X je
Banach˚uv prostor. Rˇekneme, zˇe bod x0 ∈ X je kriticky´m bodem funkciona´lu
F , pokud pro libovolne´ y ∈ X plat´ı, zˇe Gaˆteauxova derivace funkciona´lu
F v bodeˇ x0 ve smeˇru y je nulova´, tedy δF (x0, y) = 0. Rˇekneme, zˇe cˇ´ıslo
c ∈ R je kritickou hodnotou funkciona´lu F , pokud existuje jeho kriticky´ bod
x0 takovy´, zˇe plat´ı F (x0) = c.
Du˚lezˇite´ spojen´ı mezi variacˇn´ımi metodami a optimalizacˇn´ı teori´ı prˇedsta-
vuje na´sleduj´ıc´ı nutna´ podmı´nka existence extre´mu.
Veˇta 2.1 (Eulerova nutna´ podmı´nka). Necht’ F : X 7→ R, kde X je Ba-
nach˚uv prostor, ma´ loka´ln´ı extre´m v bodeˇ x0 ∈ X. Pokud pro neˇjake´ y ∈ X
existuje Gaˆteauxova derivace funkciona´lu F v bodeˇ x0 ve smeˇru y, potom je
tato derivace nulova´.
D˚ukaz. Lze nale´zt naprˇ´ıklad v [7, Proposition 7.1.2].
Da´le pokracˇujeme s veˇtami, ktere´ na´m umozˇn´ı nale´zt loka´ln´ı extre´my.
Vzhledem k tomu, zˇe u´loha na hleda´n´ı maxim funkciona´lu F je ekvivalentn´ı
u´loze na hleda´n´ı minim funkciona´lu −F , budeme uvazˇovat pouze situaci, kdy
hleda´me minimum.
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Definice 2.3 (slaba´ sekvencia´ln´ı polospojitost zdola). Necht’ F : X 7→ R,
kde X je Banach˚uv prostor. Rˇekneme, zˇe funkciona´l F je slabeˇ sekvencia´lneˇ
zdola polospojity´ v bodeˇ x0 ∈ X, pokud pro libovolnou posloupnost {xn} ⊂ X
takovou, zˇe xn ⇀ x0, plat´ı
F (x0) ≤ lim inf
n→∞
F (xn).
Rˇekneme, zˇe funkciona´l F je slabeˇ sekvencia´lneˇ zdola polospojity´ na X, pokud
je slabeˇ zdola polospojity´ v kazˇde´m bodeˇ x ∈ X.
Definice 2.4 (slaba´ sekvencia´ln´ı kompaktnost). Necht’ M je podmnozˇina
Banachova prostoru X. Rˇekneme, zˇe mnozˇina M je slabeˇ sekvencia´lneˇ kom-
paktn´ı, pokud kazˇda´ posloupnost prvk˚u z M obsahuje podposloupnost, ktera´
slabeˇ konverguje k neˇjake´mu prvku mnozˇiny M .
Pozna´mka 2.1. Z Eberleinovy-Schmulyanovy veˇty [7, Theorem 2.1.25] plyne,
zˇe kazˇda´ konvexn´ı, omezena´ a uzavrˇena´ podmnozˇina reflexivn´ıho Banachova
prostoru je slabeˇ sekvencia´lneˇ kompaktn´ı.
Na´sleduj´ıc´ı veˇta formuluje dostatecˇne´ podmı´nky pro existenci minima
funciona´lu viz. take´ [7, Proposition 7.2.4].
Veˇta 2.2 (O loka´ln´ım minimu). Necht’ M je slabeˇ sekvencia´lneˇ kompaktn´ı
a nepra´zdna´ podmnozˇina Banachova prostoru X a necht’ F : M 7→ R je
slabeˇ sekvencia´lneˇ zdola polospojity´ funkciona´l. Potom F je zdola omezeny´ a
existuje x0 ∈ X takove´, zˇe plat´ı
F (x0) = min
x∈M
F (x).
D˚ukaz. Necht’ {xn} je posloupnost minimizuj´ıc´ı funkciona´l F na mnozˇineˇ M .
Tedy
F (xn)↘ inf
x∈M
F (x).
Vzhledem k tomu, zˇe mnozˇina M je slabeˇ sekvencia´lneˇ kompaktn´ı, mu˚zˇeme
prˇedpokla´dat, zˇe existuje x0 ∈ M a posloupnost {xnk} ⊂ {xn} takove´, zˇe
plat´ı xnk ⇀ x0. Da´le mus´ı platit
inf
x∈M
F (x) ≤ F (x0) ≤ lim inf
k→∞
F (xnk) = limn→∞
F (xn) = inf
x∈M
F (x).
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Tedy
inf
x∈M
F (x) = F (x0)
a funkciona´l F je zrˇejmeˇ zdola omezeny´.
Definice 2.5 (slaba´ koercivita). Rˇekneme, zˇe funkciona´l F : X 7→ R, kde X
je Banach˚uv prostor, je slabeˇ koercivn´ı na X, pokud plat´ı
lim
‖x‖→∞
F (x) =∞.
Rˇekneme, zˇe funkciona´l F je slabeˇ antikoercivn´ı na X, pokud plat´ı
lim
‖x‖→∞
F (x) = −∞.
Na´sleduje veˇta, ktera´ formuluje dostatecˇne´ podmı´nky pro existenci globa´ln´ıho
minima funciona´lu viz. take´ [7, Propositions 7.2.10/11/12].
Veˇta 2.3 (O globa´ln´ım minimu). Necht’ F : X 7→ R je slabeˇ sekvencia´lneˇ
zdola polospojity´ a slabeˇ koercivn´ı funkciona´l definovany´ na reflexivn´ım Ba-
nachoveˇ prostoru X. Potom F je zdola omezeny´ a existuje x0 ∈ X takove´,
zˇe plat´ı
F (x0) = min
x∈X
F (x).
Pokud nav´ıc pro neˇjake´ y ∈ X existuje δF (x0, y), potom plat´ı
δF (x0, y) = 0.
D˚ukaz. Necht’ c > infx∈X F (x). Z prˇedpokladu slabe´ koercivity funkciona´lu
F plyne, zˇe existuje cˇ´ıslo R takove´, zˇe pro libovolne´ x ∈ X: ‖x‖ ≥ R plat´ı
F (x) ≥ c a tedy
inf
x∈X
F (x) = inf
x∈X:‖x‖≤R
F (x).
Pote´ stacˇ´ı pouzˇ´ıt veˇtu (2.2) s M = {x ∈ X : ‖x‖ ≤ R}. Druha´ cˇa´st tvrzen´ı
plyne z toho, zˇe x0 je globa´ln´ım minimem a mus´ı tedy splnˇovat Eulerovu
nutnou podmı´nku.
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2.2 Metody minimaxu
Kl´ıcˇovy´m tvrzen´ım, ktere´ pouzˇijeme k d˚ukazu obou za´kladn´ıch veˇt te´to ka-
pitoly, je deformacˇn´ı lemma. Za´kladn´ı mysˇlenkou je d˚ukaz toho, zˇe pokud je
velikost derivace funkciona´lu F v bodech bl´ızko hladiny c odrazˇena od nuly,
pak je mozˇne´ se po grafu tohoto funkciona´lu spojiteˇ
”
sklouznout“ bl´ızko hla-
diny c tak, aby se mnozˇina bod˚u p˚uvodneˇ se zobrazuj´ıc´ıch nejvy´sˇe na c + 
noveˇ zobrazovala nejvy´sˇe na c−  pro neˇjake´ male´ kladne´ .
Oznacˇme
F−1(M) := {x ∈ D(F ) : F (x) ∈M},
F c := F−1
(
(−∞, c]),
Sδ := {x ∈ X : dist(x, S) ≤ δ}.
Veˇta 2.4 (deformacˇn´ı lemma). Necht’ X je Banach˚uv prostor, F ∈ C1(X,R),
S ⊂ X, S 6= ∅, c ∈ R, , δ > 0. Necht’ da´le plat´ı
‖F ′(x)‖X∗ ≥ 8
δ
∀x ∈ F−1([c− 2, c+ 2]) ∩ S2δ.
Potom existuje zobrazen´ı µ ∈ C([0, 1]×X,X), pro ktere´ plat´ı
1. µ(t, x) = x pro t = 0 nebo x /∈ F−1([c− 2, c+ 2]) ∩ S2δ,
2. µ(1, F c+ ∩ S) ⊂ F c−,
3. pro libovolne´ t ∈ [0, 1] je µ(t, .) homeomorfismus na X,
4. pro libovolne´ x ∈ X a t ∈ [0, 1], ‖µ(t, x)− x‖ ≤ δ,
5. pro libovolne´ x ∈ X je F (µ(., x)) klesaj´ıc´ı funkce,
6. pro libovolne´ x ∈ F c ∩ Sδ a t ∈ (0, 1] plat´ı F (µ(t, x)) < c.
D˚ukaz. Viz. [7, Lemma 7.4.18]. Du˚kaz prob´ıha´ analogicky k d˚ukazu obecneˇj-
sˇ´ıho lemmatu 5.1, ktery´m se zaby´va´me da´le.
Pomoc´ı deformacˇn´ıho lemmatu doka´zˇeme obecny´ princip minimaxu, ze
ktere´ho plynou klasicke´ veˇty variacˇn´ı analy´zy. Na´sleduj´ıc´ı veˇta [7, Lemma
7.4.18] zobecnˇuje tvrzen´ı p˚uvodneˇ doka´zane´ Palaisem v [15].
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Veˇta 2.5 (obecny´ princip minimaxu). Necht’ X je Banach˚uv prostor, M0
podmnozˇina metricke´ho prostoru M a Γ0 ⊂ C(M0, X). Definujme
Γ := {γ ∈ C(M,X) : γ|M0 ∈ Γ0}.
Pokud F ∈ C1(X,R) splnˇuje
a := sup
γ0∈Γ0
sup
t∈M0
F
(
γ0(t)
)
< c := inf
γ∈Γ
sup
t∈M
F
(
γ(t)
)
<∞,
potom pro libovolne´  ∈ (0, c−a
2
)
, δ > 0 a γ ∈ Γ takova´, zˇe
sup
t∈M
F
(
γ(t)
) ≤ c+ , (2.1)
existuje x0 ∈ X, pro ktere´ plat´ı
1. c− 2 ≤ F (x0) ≤ c+ 2,
2. dist
(
x0, γ(M)
) ≤ 2δ,
3. ‖F ′(x0)‖ < 8δ .
D˚ukaz. Pokud by tomu tak nebylo, potom existuj´ı 0 <  < c−a
2
, δ > 0 a γ ∈ Γ
takove´, zˇe (2.1) plat´ı a pro libovolne´ x ∈ X splnˇuj´ıc´ı body 1. a 2. neplat´ı
nerovnost z bodu 3. Lze tedy pouzˇ´ıt deformacˇn´ı lemma, kde S = γ(M).
Definujme β(t) = µ(1, γ(t)). Vzhledem k tomu, zˇe c− 2 > a dosta´va´me
β(t) = µ
(
1, γ(t)
)
= γ(t) ∀t ∈M0,
a tedy β ∈ Γ. Za´rovenˇ ale mus´ı platit
sup
t∈M
F
(
β(t)
)
= sup
t∈M
F
(
µ
(
1, γ(t)
)) ≤ c− ,
cozˇ je spor s definic´ı hodnoty c.
Pozna´mka 2.2. Pokud neˇjaky´ funkciona´l F splnˇuje prˇedpoklady prˇedchoz´ı
veˇty, tak je zrˇejme´, zˇe existuje posloupnost {xn} ⊂ X, pro kterou plat´ı
F (xn)→ c,
‖F ′(xn)‖ → 0.
Znamena´ to tedy, zˇe {xn} je posloupnost´ı skoro kriticky´ch bod˚u.
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Na´sleduje veˇta o horske´m sedle - prvn´ı z klasicky´ch veˇt, pomoc´ı ktery´ch
lze hledat kriticke´ body funkciona´l˚u, jezˇ nejsou loka´ln´ımi extre´my. Poprve´
byla formulova´na v roce 1973 ve cˇla´nku [2] A. Ambrosettiho a P. H. Rabi-
nowitze. V jej´ım d˚ukazu je dobrˇe videˇt, jak nejdrˇ´ıve pomoc´ı deformacˇn´ıho
lemmatu a d´ıky vhodne´ geometrii funkciona´lu doka´zˇeme existenci posloup-
nosti skoro kriticky´ch bod˚u a pote´ pomoc´ı podmı´nky kompaktnosti existenci
samotne´ho kriticke´ho bodu. Geometrii si v tomto prˇ´ıpadeˇ lze prˇedstavit tak,
zˇe pro prˇekona´n´ı horske´ho pa´su oddeˇluj´ıc´ıho dveˇ u´dol´ı je trˇeba proj´ıt horsky´m
pr˚usmykem a pra´veˇ toto mı´sto je zrˇejmeˇ vhodny´m kandida´tem pro kriticky´
bod. Jako vhodna´ podmı´nka kompaktnosti se na prvn´ı pohled jev´ı dobrˇe
zna´ma´ Palaisova-Smaleova podmı´nka.
Definice 2.6 (PS podmı´nka). Rˇekneme, zˇe funkciona´l F ∈ C1(X,R), kde
X je Banach˚uv prostor, splnˇuje Palaisovu-Smaleovu podmı´nku na hladineˇ c
(PSc), pokud kazˇda´ posloupnost {xn} ⊂ X, pro kterou plat´ı
lim
n→∞
F (xn) = c, (2.2)
lim
n→∞
‖F ′(xn)‖ = 0 (2.3)
obsahuje konvergentn´ı podposloupnost.
Rˇekneme, zˇe F splnˇuje Palaisovu-Smaleovu podmı´nku (PS), pokud splnˇuje
PSc podmı´nku pro libovolne´ c ∈ R.
Veˇta 2.6 (O horske´m sedle; Ambrosetti, Rabinowitz). Necht’ X je Banach˚uv
prostor, F ∈ C1(X,R), e ∈ X a r > 0 : ‖e‖ > r a
inf
x∈X:‖x‖=r
F (x) > F (o) ≥ F (e).
Pokud funkciona´l F splnˇuje PS podmı´nku na u´rovni c, kde
c := inf
γ∈Γ
max
t∈[0,1]
F
(
γ(t)
)
a
Γ := {γ ∈ C([0, 1], X) : γ(0) = o ∧ γ(1) = e},
Potom ma´ funkciona´l F kriticky´ bod x0 ∈ X takovy´, zˇe F (x0) = c.
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D˚ukaz. Lze vyuzˇ´ıt obecny´ princip minimaxu (2.5), kde vol´ıme M = [0, 1],
M0 = {0, 1},Γ0 = {γ0}, kde γ0(0) = o a γ0(1) = e.
Vzhledem k tomu, zˇe  a δ mu˚zˇeme volit libovolneˇ male´, mus´ı existovat
posloupnost {xn} ⊂ X takova´, zˇe plat´ı
F (xn)→ c,
F ′(xn)→ o.
Dı´ky prˇedpokladu splneˇn´ı PSc podmı´nky mus´ı by´t z te´to posloupnosti
mozˇne´ vybrat konvergentn´ı podposloupnost konverguj´ıc´ı k neˇjake´mu prvku
x0 ∈ X. A ze spojite´ diferencovatelnosti funkciona´lu F plyne, zˇe mus´ı platit
F (x0) = c a F
′(x0) = o.
Dalˇs´ı veˇta, popisuj´ıc´ı podobnou situaci, je veˇta o sedlove´m bodeˇ (Sad-
dle Point Theorem), ktera´ ma´ rozsa´hle´ mozˇnosti vyuzˇit´ı u elipticky´ch dife-
rencia´ln´ıch proble´mu˚. Jej´ı princip byl formulova´n v [16] P. H. Rabinowitzem.
Pro jednoduchou prˇedstavu geometrie funkciona´lu splnˇuj´ıc´ı prˇedpoklady na´-
sleduj´ıc´ı veˇty stacˇ´ı uvazˇovat funkci f(x, y) = x2 − y2.
Veˇta 2.7 (Veˇta o sedlove´m bodeˇ, Rabinowitz). Necht’ X = Y ⊕ Z je Ba-
nach˚uv prostor, kde Z je uzavrˇeny´ podprostor a 0 < dimY < ∞. Pro δ > 0
definujme
M := {x ∈ Y : ‖x‖ ≤ δ},
M0 := {x ∈ Y : ‖x‖ = δ}.
Necht’ F ∈ C1(X,R) a
b := inf
x∈Z
F (x) > a := max
x∈M0
F (x).
Pokud nav´ıc F splnˇuje PSc podmı´nku, kde
c := inf
γ∈Γ
max
x∈M
F (γ(x)),
a
Γ := {γ ∈ C(M,X) : γ|M0 = I}.
Potom c je kriticka´ hodnota funkciona´lu F .
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D˚ukaz. Opeˇt vyuzˇijeme obecny´ princip minimaxu (2.5), kde vol´ıme Γ0 = {I},
k nalezen´ı posloupnosti skoro kriticky´ch bod˚u. Nejdrˇ´ıve je trˇeba oveˇrˇit, zˇe
c ≥ b. Stacˇ´ı doka´zat, zˇe γ(M) ∩ Z 6= ∅ pro libovolne´ γ ∈ Γ. Oznacˇme P
takovou projekci na prostor Y , ktera´ splnˇuje PZ = {o}. Pokud γ(M)∩Z = ∅,
potom zobrazen´ı
x 7→ δ Pγ(x)‖Pγ(x)‖
je retrakce koule M na jej´ı hranici M0 v prostoru Y . To je ale spor, protozˇe
dim(Y ) <∞.
Zbytek d˚ukazu prob´ıha´ zcela stejneˇ jako u d˚ukazu veˇty (2.6).
Jednoduchy´m d˚usledkem prˇedchoz´ı veˇty je jej´ı na´sleduj´ıc´ı zjednodusˇen´ı,
ktere´ budeme vyuzˇ´ıvat.
Veˇta 2.8. Necht’ X = Y ⊕ Z je Banach˚uv prostor, kde Z je uzavrˇeny´ pod-
prostor a 0 < dimY <∞. Necht’ F ∈ C1(X,R) a
lim
‖x‖→∞
x∈Y
F (x) = −∞,
inf
x∈Z
F (x) > −∞.
Pokud nav´ıc funkciona´l F splnˇuje PS podmı´nku, potom existuje kriticky´ bod
funkciona´lu F .
11

3 Klasifikace kriticky´ch bod˚u a metod jejich
nalezen´ı
V te´to kapitole se pokus´ıme rozdeˇlit kriticke´ body funkciona´l˚u do neˇkolika
kategori´ı podle toho, jak se chova´ funkciona´l v jejich bl´ızkosti. Za´rovenˇ ke
kazˇde´mu typu prˇiˇrad´ıme vhodnou metodu, pomoc´ı ktere´ by meˇlo by´t mozˇne´
takovy´ kriticky´ bod naj´ıt.
Uvazˇujme spojiteˇ diferencovatelny´ funkciona´l F definovany´ na Banachoveˇ
prostoru X, ktery´ ma´ spocˇetnou ba´zi {ei}∞i=1. Bez u´jmy na obecnosti prˇedpo-
kla´dejme, zˇe pocˇa´tek je kriticky´m bodem funkciona´lu F a F (o) = 0. Plat´ı
tedy, zˇe derivace funkciona´lu F v pocˇa´tku ve smeˇru ba´zovy´ch vektor˚u je
nulova´. Definujme rˇezy Fi(t) = F (tei) ∀i ∈ N. Pro libovolne´ prˇirozene´ i je Fi
funkce jedne´ promeˇnne´ a jej´ı derivace v nule je nulova´. Typoveˇ mohou pro
dane´ i ∈ N a rˇez Fi nastat na´sleduj´ıc´ı mozˇnosti
a) Existuje okol´ı U bodu 0 takove´, zˇe
Fi(t) ≥ 0 ∀t ∈ U.
Tomuto prˇ´ıpadu odpov´ıda´ naprˇ´ıklad funkce f(t) = t2.
b) Existuje okol´ı U bodu 0 takove´, zˇe
Fi(t) ≤ 0 ∀t ∈ U.
Tomuto prˇ´ıpadu odpov´ıda´ naprˇ´ıklad funkce f(t) = −t2.
c) Existuje okol´ı U bodu 0 takove´, zˇe
Fi(t)t ≥ 0 ∀t ∈ U.
Tomuto prˇ´ıpadu odpov´ıda´ naprˇ´ıklad funkce f(t) = t3.
d) Existuje okol´ı U bodu 0 takove´, zˇe
Fi(t)t ≤ 0 ∀t ∈ U.
Tomuto prˇ´ıpadu odpov´ıda´ naprˇ´ıklad funkce f(t) = −t3.
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Kriticky´ bod funkciona´lu F v pocˇa´tku nyn´ı mu˚zˇeme klasifikovat podle
toho, do jaky´ch skupin patrˇ´ı jeho rˇezy Fi. Nejjednodusˇsˇ´ı situace nasta´vaj´ı
v prˇ´ıpadeˇ, zˇe vsˇechny rˇezy patrˇ´ı do skupiny a) - potom je zrˇejmeˇ pocˇa´tek
loka´ln´ım minimem funkciona´lu F , nebo pokud vsˇechny patrˇ´ı do skupiny b) -
potom je pocˇa´tek loka´ln´ım maximem funkciona´lu F (a tedy minimem funk-
ciona´lu −F ). Kdybychom takovy´to bod hledali pomoc´ı variacˇn´ıch metod,
bylo by vhodne´ pouzˇ´ıt veˇtu (2.2).
V prˇ´ıpadeˇ, zˇe rˇezy Fi(t) jsou jak typu a) tak typu b), pak se jedna´ o situaci,
kdy funkciona´l F ma´ v pocˇa´tku sedlovy´ bod. Oznacˇme X1 podprostor pro-
storu X, ktery´ je generova´n teˇmi ba´zovy´mi vektory ei, jimzˇ odpov´ıvaj´ı rˇezy
typu a) a X2 podprostor prostoru X, ktery´ je generova´n ostatn´ımi ba´zovy´mi
vektory. Potom restrikce funkciona´lu F na podprostor X1 ma´ v pocˇa´tku
loka´ln´ı minumum a restrikce funkciona´lu F na podprostor X2 ma´ v pocˇa´tku
loka´ln´ı maximum. V tomto prˇ´ıpadeˇ se nab´ız´ı pouzˇit´ı obecne´ho principu mi-
nimaxu cˇi z neˇj plynouc´ıch veˇt O sedlove´m bodeˇ a O horske´m sedle. Zde je
trˇeba upozornit, zˇe veˇtu O sedlove´m bodeˇ lze vyuzˇ´ıt pouze v prˇ´ıpadeˇ, kdy
alesponˇ jedna z mnozˇin index˚u rˇez˚u typu a) nebo b) je konecˇna´.
Nejzaj´ımaveˇjˇs´ı situace nastane, kdyzˇ existuj´ı rˇezy typu c). V tomto prˇ´ıpadeˇ
pocˇa´tek nemu˚zˇe by´t minimem ale ani maximem funkciona´lu F . Za´rovenˇ ale
selha´vaj´ı pokusy takovy´ kriticky´ bod naj´ıt pomoc´ı metod minimaxu. Zp˚usob,
jak se vyporˇa´dat s takovou mozˇnost´ı nab´ız´ı na´sleduj´ıc´ı kapitola.
3.1 Kriticke´ body, jezˇ nelze hledat metodami mini-
maxu
V te´to kapitole navrhneme princip metody, s jej´ızˇ pomoc´ı bude mozˇne´ hledat
kriticke´ body funkciona´l˚u, ktere´ nelze nale´zt pomoc´ı veˇt (2.2) nebo (2.5) resp.
(2.6) nebo (2.7). Jako prˇ´ıklady si mu˚zˇeme vz´ıt funkci f0(x) = x
3 a staciona´rn´ı
(kriticky´) bod x0 = 0 nebo funkci dvou promeˇnny´ch f1(x, y) = x
3 + y2 a bod
x1 = [0, 0].
Abychom byli schopni naj´ıt a identifikovat tyto kriticke´ body je trˇeba si
uveˇdomit, zˇe prˇestozˇe geometrie funkce f1 neodpov´ıda´ veˇteˇ O horske´m sedle
(2.6), je mozˇne´ ji lehce deformovat a prˇedpoklady veˇty budou splneˇny - to
bude principem uvazˇovane´ metody.
Veˇta 3.1. Necht’ X je Banach˚uv prostor, F ∈ C1(X,R) a {Dn} ⊂ C1(X,R)
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takova´, zˇe
lim
n→∞
sup
x∈X
‖D′n(x)‖ = 0,
Necht’ nav´ıc pro libovolne´ n ∈ N pro funkciona´l F + Dn existuje posloup-
nost skoro kriticky´ch bod˚u (tj. jeho geometrie odpov´ıda´ naprˇ. veˇteˇ (2.2) nebo
(2.5)). Potom i pro funkciona´l F existuje posloupnost skoro kriticky´ch bod˚u
{xk}. Tedy
lim
k→∞
‖F ′(xk)‖ = 0.
Pokud nav´ıc existuje omezena´ posloupnost skoro kriticky´ch hodnot {cn}
funkciona´l˚u F + Dn a funkciona´l F splnˇuje PS podmı´nku, potom existuje
kriticky´ bod funkciona´lu F .
D˚ukaz. Zacˇneme s prvn´ı cˇa´st´ı veˇty. Pro n ∈ N oznacˇme {xnk} posloupnost
skoro kriticky´ch bod˚u funkciona´lu F +Dn. Tedy pro vsˇechna n ∈ N plat´ı
lim
k→∞
‖(F +Dn)′(xnk)‖ = 0.
Da´le pro vsˇechna n ∈ N z kazˇde´ posloupnosti {xnk} vybereme jeden bod -
oznacˇ´ıme ho xnkn - tak, aby platilo
lim
n→∞
‖(F +Dn)′(xnkn)‖ = 0.
Z troju´heln´ıkove´ nerovnosti plyne, zˇe pro vsˇechna k, n ∈ N plat´ı
‖F ′(xnkn)‖ ≤ ‖(F +Dn)′(xnkn)‖+ ‖D′n(xnkn)‖.
Vzhledem k tomu, zˇe oba scˇ´ıtance na prave´ straneˇ konverguj´ı pro n→∞ k
nule, mus´ı k nule konvergovat i vy´raz na leve´ straneˇ. Posloupnost {xnkn} je
tedy posloupnost´ı skoro kriticky´ch bod˚u pro funkciona´l F a prvn´ı cˇa´st veˇty
je doka´za´na.
Nyn´ı prˇejdeme k d˚ukazu druhe´ cˇa´sti. Pokud existuje omezena´ posloupnost
skoro kriticky´ch hodnot cn funkciona´l˚u F +Dn, potom mu˚zˇeme vybrat pod-
posloupnost posloupnosti {xnkn} (oznacˇme ji pro jednoduchost opeˇt {xnkn})
takovou, zˇe pro neˇjake´ c ∈ R bude platit
lim
k→∞
F (xnkn) = c,
lim
k→∞
‖F ′(xnkn)‖ = 0.
A vzhledem k tomu, zˇe funkciona´l F podle prˇedpokladu splnˇuje PS podmı´nku,
mus´ı na hladineˇ c existovat kriticky´ bod.
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Pouzˇit´ı prˇedchoz´ı veˇty si prˇibl´ızˇ´ıme na prˇ´ıkladu ze zacˇa´tku kapitoly.
Prˇ´ıklad 3.1. Uvazˇujme funkci f(x, y) = x3 + y2. Tato funkce te´meˇrˇ ma´
geometrii odpov´ıdaj´ıc´ı veˇteˇ (2.6). Zvol´ıme proto na´sleduj´ıc´ı posloupnost de-
formac´ı
dn(x, y) = − 1
n
x.
Plat´ı
‖d′n(x, y)‖ =
1
n
→ 0 pro n→∞
a pro libovolne´ n ∈ N odpov´ıda´ geometrie funkci f + dn veˇteˇ (2.6)3. Druha´
cˇa´st veˇty je rovneˇzˇ splneˇna a funkce f(x, y) = x3 + y2 mus´ı mı´t kriticky´ bod.
V na´sleduj´ıc´ım prˇ´ıkladeˇ uka´zˇeme nutnost druhe´ cˇa´sti veˇty (3.1) k d˚ukazu
toho, zˇe F ma´ kriticky´ bod.
Prˇ´ıklad 3.2. Uvazˇujme funkci f(x) = ln x a posloupnost deformac´ı dn(x) =
− 1√
n
e−(x−n)
2
.
Pro libovolne´ n ∈ N : n > 3 ma´ funkce f + dn loka´ln´ı minimum xn na
okol´ı bodu n. Ale tato posloupnost kriticky´ch bod˚u je neomezena´. Odpov´ıda´
to situaci, kdy funkce f(x) = lnx nema´ zˇa´dny´ kriticky´ bod.
Vrat’me se nyn´ı k diskuzi z 3. kapitoly. Na prˇ´ıkladeˇ (3.1) je dobrˇe videˇt,
jak se vyporˇa´dat se situac´ı, kdy se snazˇ´ıme naj´ıt kriticky´ bod, ve ktere´m
ma´ funkciona´l F rˇezy typu c) nebo d). Pomoc´ı vhodne´ posloupnosti defor-
mac´ı, zmeˇn´ıme geometrii funkciona´lu F tak, abychom zachovali jeho d˚ulezˇite´
vlastnosti (existenci kriticke´ho bodu a mozˇnost pouzˇit´ı vhodne´ veˇty k jeho
nalezen´ı) a za´rovenˇ zmeˇnili rˇezy typu c) nedo d) na rˇezy typu a) nebo b).
3.2 Za´veˇr
T´ım jsme vycˇerpali vsˇechny mozˇnosti a uka´zalo se, zˇe v za´sadeˇ mu˚zˇeme
kriticke´ body rozdeˇlit do trˇ´ı kategori´ı. Prvn´ı z nich jsou loka´ln´ı extre´my.
Prˇirozeny´m matematicky´m prostrˇedkem k jejich nalezen´ı je veˇta o loka´ln´ım
minimu (2.2). Do druhe´ kategorie spadaj´ı sedlove´ body a k jejich nalezen´ı
je vhodne´ vyuzˇ´ıt princip minimaxu (2.5). Trˇet´ı jsou takove´ kriticke´ body, zˇe
3s prˇ´ıslusˇny´m posunut´ım
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neˇktere´ rˇezy funkciona´lu jimi vedene´ jsou na jejich okol´ı rostouc´ı resp. kle-
saj´ıc´ı. To zmemozˇnˇuje prˇ´ıme´ vyuzˇit´ı veˇt o loka´ln´ım extre´mu i principu mini-
maxu. Prˇesto je lze tyto tvrzen´ı modifikovat pomoc´ı veˇty (3.1) tak, abychom
i takove´ body teoreticky byli schopni nale´zt.
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4 Diferencia´ln´ı rovnice druhe´ho rˇa´du z va-
riacˇn´ıho pohledu
4.1 Linea´rn´ı prˇ´ıpad - vlastn´ı cˇ´ısla a funkce
Uvazˇujme u´lohu na vlastn´ı cˇ´ısla{
x′′(t) + λx(t) = 0, t ∈ (0, pi),
x(0) = x(pi) = 0.
(4.1)
Tato u´loha ma´ netrivia´ln´ı rˇesˇen´ı ϕk(t) = sin(kt) pro λ = λk = k
2, k ∈ N.
Cˇ´ısla λk nazy´va´me vlastn´ımi cˇ´ısly a prˇ´ıslusˇna´ rˇesˇen´ı ϕk nazy´va´me vlastn´ımi
funkcemi u´lohy (4.1). Z Courant-Fischerova principu [7, Theorem 7.8.12]
nav´ıc plyne, zˇe posloupnost funkc´ı ϕk(t) = sin(kt), k ∈ N tvorˇ´ı ortogona´ln´ı
ba´zi prostoru H := W 1,20 (0, pi) se skala´rn´ım soucˇinem definovany´m prˇedpisem
(x, y) =
pi∫
0
x′(t)y′(t) dt.
Normu tohoto prostoru generovanou t´ımto skala´rn´ım soucˇinem budeme znacˇit
symbolem ‖·‖. Symbolem ‖·‖L2 budeme rozumeˇt klasickou normu v prostoru
L2(0, pi), tj.
‖x‖L2 =
( pi∫
0
(
x(t)
)2
dt
) 1
2
.
Definujme na´sleduj´ıc´ı podprostory prostoru H
H− = Lin{sinx, . . . , sin kx},
H+ = Lin{sin(k + 1)x, sin(k + 2)x, . . . }.
Potom plat´ı H = H− ⊕H+ a
‖x‖2 ≤ λk‖x‖2L2 ∀x ∈ H−,
‖x‖2 ≥ λk+1‖x‖2L2 ∀x ∈ H+.
Prˇipomenˇme, zˇe prostor H je kompaktneˇ vnorˇem do prostoru L2(0, pi).
Konkre´tneˇ pro libovolnou funkci x ∈ H plat´ı
‖x‖L2 ≤ ‖x‖.
Da´le plat´ı, zˇe pokud jsou na sebe dveˇ funkce z prostoru H kolme´, potom jsou
na sebe kolme´ i v geometrii prostoru L2(0, pi).
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4.2 Aplikace veˇty o sedlove´m bodeˇ
V tomto prˇ´ıkladeˇ vyuzˇijeme veˇtu o sedlove´m bodeˇ k z´ıska´n´ı vy´sledk˚u ty´kaj´ı-
c´ıch se rˇesˇitelnosti okrajove´ u´lohy{ −x′′(t) = g(t, x(t)), t ∈ (0, pi),
x(0) = x(pi) = 0,
(4.2)
kde g : (0, pi)×R 7→ R je Carathe´odoryova funkce, tj. g(·, s) je meˇrˇitelna´ pro
libovolne´ s ∈ R a g(t, ·) je spojita´ pro skoro vsˇechna t ∈ (0, pi).
Klasicky´m rˇesˇen´ım u´lohy (4.2) budeme cha´pat funkci z prostoru C2(0, pi)∩
C[0, pi], ktera´ v kazˇde´m bodeˇ intervalu (0, pi) splnˇuje diferencia´ln´ı rovnici a
vyhovuje okrajovy´m podmı´nka´m.
Slaby´m rˇesˇen´ım u´lohy (4.2) budeme cha´pat funkci x ∈ H takovou, zˇe pro
libovolne´ y ∈ H plat´ı rovnost
pi∫
0
x′(t)y′(t) dt =
pi∫
0
g
(
t, x(t)
)
y(t) dt.
Da´le budeme dokazovat existenci slabe´ho rˇesˇen´ı u´lohy (4.2). Definujme
potencia´l nelinearity g
G(t, s) =
s∫
0
g(t, u) du.
Pro d˚ukaz existence rˇesˇen´ı u´lohy (4.2) budeme prˇepokla´dat, zˇe existuj´ı
dveˇ po sobeˇ jdouc´ı vlastn´ı cˇ´ısla u´lohy (4.1) λk a λk+1, neza´porna´ funkce
h ∈ L2(0, pi) a kladna´ konstanta  takova´, zˇe pro libovolne´ s ∈ R a skoro
vsˇechna t ∈ (0, pi) plat´ı
g(t, s) ≥ min{λks, (λk+1 − )s} − h(t), (4.3)
g(t, s) ≤ max{λks, (λk+1 − )s}+ h(t). (4.4)
Prˇedpokla´dejme, zˇe plat´ı
lim
|s|→∞
pi∫
0
(λk
2
s2 −G(t, s)) dt = −∞. (4.5)
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Definujme funkciona´l F : H 7→ R prˇedpisem
F (x) =
1
2
pi∫
0
(
x′(t)
)2
dt−
pi∫
0
G
(
t, x(t)
)
dt. (4.6)
Funkciona´l F je spojiteˇ diferencovatelny´ na prostoru H a pro libovolne´ funkce
x, y ∈ H plat´ı
F ′(x)y =
pi∫
0
x′(t)y′(t) dt−
pi∫
0
g
(
t, x(t)
)
y(t) dt. (4.7)
Kriticke´ body funkciona´lu F jsou za´rovenˇ slaby´mi rˇesˇen´ımi u´lohy (4.2) a
naopak.
Definujme na´sleduj´ıc´ı podprostory prostoru H.
H˜ = Lin{sinx, . . . , sin(k − 1)x},
Ĥ = Lin{sin kx},
H− = H˜ ⊕ Ĥ,
H+ = H
⊥
− .
V prˇ´ıpadeˇ, zˇe k = 1, nen´ı trˇeba uvazˇovat prostor H˜. Na´sleduj´ıc´ı u´vahy by se
tak zjednodusˇily, ale v principu by z˚ustaly stejne´. Budeme tedy bez u´jmy na
obecnosti prˇedpokla´dat, zˇe k > 1. Plat´ı H− ⊕H+ = H. Nyn´ı uka´zˇeme, zˇe F
ma´ geometrii odpov´ıdaj´ıc´ı veˇteˇ o sedlove´m bodeˇ. Zacˇneme t´ım, zˇe uka´zˇeme,
zˇe F je slabeˇ antikoercivn´ı na H−. Necht’ x ∈ H−, potom x = x¯ + x̂, kde
x¯ ∈ H˜, x̂ ∈ Ĥ a d´ıky (4.3) a (4.4) plat´ı 4
F (x) = F (x¯+ x̂) =
1
2
pi∫
0
(
(x¯+ x̂)′
)2
dt−
pi∫
0
(x¯+x̂)(t)∫
0
g(t, s) ds dt =
=
1
2
pi∫
0
(
(x¯′)2 + (x̂′)2
)
dt−
pi∫
0
(x¯+x̂)(t)∫
0
g(t, s) ds dt ≤
4Pro prˇehlednost zde a i v dalˇsich kapitola´ch nebudeme psa´t argument funkc´ı tam, kde
nemu˚zˇe doj´ıt k nejasnostem.
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≤ 1
2
pi∫
0
(
(x¯′)2
)
dt− λk
2
pi∫
0
(x¯2) dt+
pi∫
0
h|x¯+ x̂| dt ≤
≤ 5 1
2
λk−1 − λk
λk−1
‖x¯‖2 + ‖h‖L2‖x¯‖L2 + ‖h‖L2‖x̂‖L2 ≤
≤ 1
2
λk−1 − λk
λk−1
‖x¯‖2 + ‖h‖L2‖x¯‖+ ‖h‖L2‖x̂‖. (4.8)
Nyn´ı uvazˇujme libovolnou posloupnost {xn} = {x¯n + x̂n}, kde {x¯n} je
posloupnost funkc´ı z H˜ a {x̂n} je posloupnost funkc´ı z Ĥ, pro kterou plat´ı
‖xn‖ → ∞. Zp˚usob, jaky´m doka´zˇeme zˇe F (xn)→ −∞ pro n→∞, za´vis´ı na
vlastnostech posloupnosti {xn}. Nejdrˇ´ıve uvazˇujme prˇ´ıpad, kdy plat´ı ‖x¯n‖2‖x̂n‖ →
∞. Potom F (xn)→ −∞ plyne z (4.8). V opacˇne´m prˇ´ıpadeˇ mu˚zˇeme bez u´jmy
na obecnosti prˇedpokla´dat, zˇe ‖x¯n‖
2
‖x̂n‖ < M pro neˇjake´ kladne´ M. Uka´zˇeme, zˇe v
tomto prˇ´ıpadeˇ plat´ı, zˇe |xn(t)| → ∞ pro s.v. t ∈ (0, pi). Pro libovone´ t ∈ (0, pi)
plat´ı
|x̂n(t) + x¯n(t)| ≥ |x̂n(t)| − |x¯n(t)| ≥ ‖x̂n‖ | sin(kt)|‖ sin(kt)‖ − supt∈(0,pi) |x¯n(t)| ≥
≥ ‖x̂n‖ | sin(kt)|‖ sin(kt)‖ − |x¯n|L∞ ≥ ‖x̂n‖
| sin(kt)|
‖ sin(kt)‖ − C‖x¯n‖ ≥
≥ ‖x̂n‖ | sin(kt)|‖ sin(kt)‖ − C
√
M
√
‖x̂n‖,
kde C je konstanta vnorˇen´ı H ↪→ L∞(0, pi). Vid´ıme, zˇe pro libovone´ t :
sin(kt) 6= 0 plat´ı |xn(t)| → ∞. Vzhledem k tomu, zˇe funkce sin(kt) se nuluje
pouze v konecˇneˇ mnoha bodech intervalu (0, pi) plat´ı |xn(t)| → ∞ pro s.v. t ∈
(0, pi).
Z (4.5) da´le plyne
F (xn) =
1
2
pi∫
0
(x′n(t))
2 dt−
pi∫
0
xn(t)∫
0
g(t, s) ds dt ≤
≤ λk
2
pi∫
0
(xn(t))
2 dt−
pi∫
0
G
(
t, xn(t)
)
dt→ −∞.
5Protozˇe plat´ı
pi∫
0
x2 dt ≥ 1λk−1
pi∫
0
(x′)2 dt ∀x ∈ H˜ a Ho¨lderova nerovnost.
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Tedy
lim
‖x‖→∞
x∈H−
F (x) = −∞. (4.9)
Pro x+ ∈ H+ ze (4.3), (4.4) a Ho¨lderovy nerovnosti plyne
F (x+) =
1
2
pi∫
0
(
x′+
)2
dt−
pi∫
0
x+(t)∫
0
g(t, s) ds dt =
≥ 1
2
pi∫
0
(
x′+
)2
dt− λk+1 − 
2
pi∫
0
(x2+) dt−
pi∫
0
h|x+| dt ≥
≥ 
2λk+1
‖x+‖2 − ‖h‖L2‖x+‖.
A tedy mus´ı platit
inf
x∈H+
F (x) > −∞.
Funkciona´l F ma´ geometrii odpov´ıdaj´ıc´ı veˇteˇ (2.8). Zby´va´ doka´zat, zˇe
je splneˇna PS podmı´nka. Prˇedpokla´dejme, zˇe ma´me danou posloupnoust
{xn} ⊂ H, pro kterou plat´ı
‖F ′(xn)‖ → 0, (4.10)
∃K > 0 ∀n ∈ N : |F (xn)| < K. (4.11)
Potrˇebujeme doka´zat, zˇe z te´to posloupnosti lze vybrat konvergentn´ı pod-
posloupnost. Nejdrˇ´ıve sporem doka´zˇeme, zˇe posloupnost {xn} je omezena´.
Prˇedpokla´dejme tedy, zˇe {xn} je neomezena´ posloupnost funkc´ı z H, ktera´
splnˇuje (4.10) a (4.11).
Oznacˇme xn = x¯n + x̂n + x˜n, kde x¯n ∈ H˜, x̂n ∈ Ĥ a x˜n ∈ H+. Lze uka´zat
(viz. naprˇ´ıklad [10]), zˇe vzhledem k (4.3) a (4.4) existuj´ı Carathe´doryovy
funkce Γ a r takove´, zˇe pro vsˇechna s ∈ R a skoro vsˇechna t ∈ (0, pi) plat´ı
g(t, s) = Γ(t, s)s+ r(t, s),
λk ≤ Γ(t, s) ≤ λk+1 − ,
|r(t, s)| ≤ h(t).
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Pro yn := x¯n + x̂n − x˜n plat´ı
F ′(xn)yn = ‖x¯n‖2 + ‖x̂n‖2 − ‖x˜n‖2 −
−
pi∫
0
g
(
t, xn(t)
)
(x¯n + x̂n − x˜n) dt =
= ‖x¯n‖2 + ‖x̂n‖2 − ‖x˜n‖2 −
−
pi∫
0
(
Γ
(
t, xn
)
xn + r
(
t, xn
))
(x¯n + x̂n − x˜n) dt ≤
≤ ‖x¯n‖2 + ‖x̂n‖2 − ‖x˜n‖2 +
pi∫
0
Γ
(
t, xn
)
(x˜n)
2 dt−
−
pi∫
0
Γ
(
t, xn
)
(x¯n + x̂n)
2 dt+ ‖h‖L2‖xn‖ ≤
≤ (λk−1 − λk)‖x¯n‖2 − ‖x˜n‖2 +
+
pi∫
0
(
λk − Γ(t, xn)
)︸ ︷︷ ︸
≤0
(x¯n + x̂n)
2 dt+ ‖h‖L2‖xn‖.
Oznacˇme x⊥n = x¯n + x˜n. Z prˇedchoz´ı nerovnosti a (4.10) plyne, zˇe existuj´ı
kladne´ konstanty c1 a c2, pro ktere´ plat´ı
0 = lim
n→∞
F ′(xn)
yn
‖xn‖ ≤ limn→∞
1
‖xn‖
(
−c1‖x⊥n ‖2 + c2
(‖x̂n‖+ ‖x⊥n ‖)).
Z prˇedchoz´ı nerovnosti plyne, zˇe mus´ı pro neˇjakou kladnou konstantu M
a n dostatecˇneˇ velke´ platit
‖x⊥n ‖2
‖x̂n‖ < M. (4.12)
Da´le doka´zˇeme, zˇe posloupnost {x˜n} je omezena´.
Z (4.10) plyne
0 = lim
n→∞
−F ′(xn) sin(kt) = lim
n→∞
pi∫
0
(
g(t, xn)− λkxn
)
sin(kt) dt =
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= lim
n→∞
pi∫
0
((
Γ(t, xn)− λk
)
xn + r(t, xn)
)
sin(kt) dt
a z toho plyne, zˇe pro neˇjakou kladnou konstantu c3 plat´ı
lim sup
n→∞
pi∫
0
Γ
(
(t, xn)− λk
)
xn sin(kt) dt ≤ c3‖h‖L2 . (4.13)
Oznacˇme k0 :=
k
√
pi
2
√
2
. Potom pro n dostatecˇneˇ velke´ d´ıky (4.12) plat´ı
xn sin(kt) = k
√
pi
2
xn
x̂n
‖x̂n‖ =
k0
‖x̂n‖
(
(xn)
2 + (x̂n)
2 − (xn − x̂n)2
)
=
=
k0
‖x̂n‖
(
(xn)
2 + (x̂n)
2 − (x⊥n )2
) ≥ −k0M. (4.14)
Oznacˇme sin±(kt) := max{± sin(kt), 0}. Potom sin(kt) = sin+(kt) −
sin−(kt) a z (4.13) plyne
lim
n→∞
pi∫
0
Γ
(
(t, xn)− λk
)
xn sin
+(kt) dt ≤
≤ c3‖h‖L2 + lim
n→∞
pi∫
0
Γ
(
(t, xn)− λk
)
xn sin
−(kt) dt
a d´ıky (4.14) dosta´va´me
lim
n→∞
pi∫
0
Γ
(
(t, xn)− λk
)
xn sin
+(kt) dt ≤
≤ c3‖h‖L2 + k0M(2k + 1)pi.
Vzhledem k tomu, zˇe pro xn(t) > 0 plat´ı
|g(t, xn)− λkxn| sin+(kt) =
∣∣(Γ(t, xn)− λk)xn + r(t, xn)∣∣ sin+(kt) ≤
≤ (Γ(t, xn)− λk)xn sin+(kt) + c3‖h‖L2
a pro xn(t) < 0 plat´ı
|g(t, xn)− λkxn| sin+(kt) ≤ k0M(2k + 1)pi + c3‖h‖L2
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dosta´va´me, zˇe existuje konstanta L1, pro kterou plat´ı
lim
n→∞
pi∫
0
|g(t, xn)− λkxn| sin+(kt) dt ≤ L1.
Podobneˇ lze doka´zat, zˇe existuje konstanta L2, pro kterou plat´ı
lim
n→∞
pi∫
0
|g(t, xn)− λkxn| sin−(kt) dt ≤ L2.
A tedy pro neˇjakou konstantu L3 plat´ı
lim
n→∞
pi∫
0
|g(t, xn)− λkxn|| sin(kt)| dt ≤ L3.
Oznacˇ´ıme Ωδ := {t ∈ (0, pi) : | sin(kt)| ≤ δ}. Potom existuj´ı n0 ∈ N a
konstanta L a pro vsˇechna n > n0 plat´ı
δ
∫
(0,pi)\Ωδ
|g(t, xn)− λkxn| dt ≤ L. (4.15)
Da´le bud’ ‖x˜n‖ → 0 a tedy tato posloupnost mus´ı by´t omezena´, nebo z
(4.10) plyne
lim
n→∞
F ′(xn)
x˜n
‖x˜n‖2 = limn→∞
1
‖x˜n‖2
(
‖x˜n‖2 −
pi∫
0
g(t, xn)x˜n dt
)
=
= 0. (4.16)
Oznacˇ´ıme-li y˜n =
x˜n
‖x˜n‖ , potom lze bez u´jmy na obecnosti prˇedpokla´dat,
zˇe existuje funkce y0 ∈ H, pro kterou plat´ı yn ⇀ y0 v H a yn → y0 v L2(0, pi)
a d´ıky (4.16) plat´ı
lim
n→∞
1
‖x˜n‖2
( pi∫
0
(
g(t, xn)− λkxn
)
x˜n dt
)
= 1− λk‖y0‖2L2 .
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Vzhledem k tomu, zˇe limδ→0 Meas Ωδ = 0, mus´ı pro dostatecˇneˇ velke´ n
platit
lim
δ→0
1
‖x˜n‖2
(∫
Ωδ
(
g(t, xn)− λkxn
)
x˜n dt
)
= 0.
Mus´ı tedy existovat δ0 > 0, pro ktere´ plat´ı
1
‖x˜n‖2
(∫
Ωδ0
(
g(t, xn)− λkxn
)
x˜n dt
)
<
2k + 1
2(k + 1)2
. (4.17)
Nyn´ı vyuzˇijeme (4.15), (4.17) a rovnosti (4.16).
0 = lim
n→∞
1
‖x˜n‖2
(
‖x˜n‖2 − λk‖x˜n‖2L2 −
∫
Ωδ0 ∪ {(0, pi) \ Ωδ0}
(
g(t, xn)− λkxn
)
x˜n dt
)
≥
≥ lim
n→∞
( 2k + 1
(k + 1)2
− 2k + 1
2(k + 1)2
− LV
δ0‖x˜n‖
)
,
kde V je konstanta vnorˇen´ı H ↪→ L1(0, pi).
Z posledn´ı nerovnosti, zˇe posloupnost {x˜n} je omezena´.
Vzhledem ke (4.12), mu˚zˇeme uplatnit stejny´ argument jako prˇi doka-
zova´n´ı slabe´ antikoercivity F na H− k tomu, abychom uka´zali, zˇe plat´ı
|xn(t)| → ∞ pro s.v. t ∈ (0, pi). Z omezenosti posloupnosti {x˜n} a (4.5)
pote´ plyne
F (xn) =
1
2
(‖x¯n‖2 + ‖x̂n‖2 + ‖x˜n‖2)−
pi∫
0
G
(
t, xn(t)
)
dt =
=
1
2
(‖x¯n‖2 + ‖x̂n‖2 + ‖x˜n‖2)− λk
2
‖xn‖2L2︸ ︷︷ ︸
≤C
+
+
λk
2
‖xn‖2L2 −
pi∫
0
G
(
t, xn(t)
)
dt ≤
≤ C +
pi∫
0
(λk
2
(xn)
2 −G(t, xn(t))) dt→ −∞.
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To je ale spor s (4.11). Posloupnost {xn} tedy mus´ı by´t omezena´ a mu˚zˇeme
bez u´jmy na obecnosti prˇedpokla´dat, zˇe slabeˇ konverguje k funkci x0.
Da´le d´ıky kompaktn´ımu vnorˇen´ı H do L2(0, pi) posloupnost {xn} kon-
verguje k x0 v normeˇ prostoru L
2(0, pi). Vzhledem k tomu, zˇe F ′(xn) → o,
plat´ı (
F ′(xn)− F ′(x0)
)
(xn − x0)→ 0
a
(
F ′(xn)− F ′(x0)
)
(xn − x0) =
pi∫
0
(
(xn − x0)′
)2
dt−
−
pi∫
0
(g(t, xn)− g(t, x0))(xn − x0) dt︸ ︷︷ ︸
→0
,
cozˇ znamena´, zˇe posloupnost {xn} konverguje k x0 v normeˇ prostoru H. PS
podmı´nka je splneˇna.
V prˇedchoz´ıch odstavc´ıch jsme tedy doka´zali na´sleduj´ıc´ı veˇtu.
Veˇta 4.1. Necht’ nelinearita g : (0, pi) × R 7→ R je Carathe´odoryho funkce
splnˇuj´ıc´ı podmı´nky (4.3), (4.4) a (4.5). Potom ma´ u´loha (4.2) slabe´ rˇesˇen´ı.
Pozna´mka 4.1. Veˇta (4.1) je p˚uvodn´ım vy´sledkem te´to pra´ce a zobecnˇuje
neˇktere´ prˇedchoz´ı vy´sledky ty´kaj´ıc´ı se rˇesˇitelnosti u´lohy (4.2). Naprˇ´ıklad
oproti za´kladn´ımu cˇla´nku [1] je mozˇne´ uvazˇovat i neomezenou nelinearitu
g.
Pozna´mka 4.2. Lze uka´zat, zˇe slabe´ rˇesˇen´ı u´lohy (4.2) je za´rovenˇ i rˇesˇen´ım
klasicky´m (viz naprˇ. [12, Theorem 4.19.]).
4.3 Fredholmova alternativa
V te´to kapitole se zameˇrˇ´ıme na Fredholmovu alternativu a s n´ı spjatou nutnou
a postacˇuj´ıc´ı podmı´nku rˇesˇitelnosti u´lohy{
x′′(t) + λx(t) = f(t), t ∈ (0, pi),
x(0) = x(pi) = 0,
(4.18)
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kde f je dana´ funkce z prostoru L2(0, pi). Nasˇ´ım c´ılem bude interpretovat
tyto podmı´nky z variacˇn´ıho pohledu.
Konkre´tneˇ z Fredholmovy alternativy (viz naprˇ. [14, Veˇta 8.9]) plyne, zˇe
1. Bud’ λ nen´ı vlastn´ım cˇ´ıslem u´lohy (4.1), potom ma´ u´loha (4.18) rˇesˇen´ı
pro libovolnou pravou stranu f ∈ L2(0, pi).
2. Nebo λ = λk je vlastn´ım cˇ´ıslem, pak rˇesˇen´ı u´lohy (4.18) existuje pra´veˇ
tehdy, kdyzˇ
pi∫
0
f(t)ϕk(t) dt = 0, tj. kdyzˇ funkce f je kolma´ na vlastn´ı
funkci prˇ´ıslusˇnou k vlastn´ımu cˇ´ıslu λk v geometrii prostoru L
2(0, pi).
Pod´ıvejme se nejdrˇ´ıve podrobneˇji na prvn´ı mozˇnost.Nyn´ı budeme uvazˇovat
funkciona´l F : H 7→ R definovany´ prˇedpisem
F (x) =
1
2
pi∫
0
(
x′(t)
)2
dt−
pi∫
0
G
(
t, x(t)
)
dt,
kde
G(t, s) =
s∫
0
(
λu− f(t))du = λ
2
s2 − f(t)s.
Pokud λ < λ1, pouzˇijeme k d˚ukazu existence rˇesˇen´ı veˇtu o globa´ln´ım
miminu 2.3. Nejdrˇ´ıve oveˇrˇ´ıme, zˇe F je slabeˇ koercivn´ı na H. Necht’ x je
libovolny´ prvek prostoru H. Potom
F (x) =
1
2
pi∫
0
(
x′(t)
)2
dt−
pi∫
0
λ
2
[(
x(t)
)2 − f(t)x(t)] dt ≥
≥ λ1 − λ
2λ1
‖x‖2 − ‖f‖L2‖x‖.
Z prˇedchoz´ı nerovnosti plyne, zˇe F je slabeˇ koercivn´ı na H. Zby´va´ oveˇrˇit,
zˇe funkciona´l F je slabeˇ sekvencia´lneˇ polospojity´ zdola. Necht’ x0 je libo-
volny´ prvek prostoru H a {xn} posloupnost prvk˚u z H, ktera´ k neˇmu slabeˇ
konverguje. Vzhledem ke kompaktn´ımu vnorˇen´ı H do C[0, pi] plat´ı, zˇe {xn}
konverguje k x0 v normeˇ prostoru C[0, pi]. Z toho plyne, zˇe
pi∫
0
λ
2
[(
xn(t)
)2 − f(t)xn(t)] dt→ pi∫
0
λ
2
[(
x0(t)
)2 − f(t)x0(t)] dt.
29
Platnost nerovnosti
lim inf
n→∞
pi∫
0
(
x′n(t)
)2
dt ≥
pi∫
0
(
x′0(t)
)2
dt
plyne z toho, zˇe norma definovana´ na Hilbertoveˇ prostoru je slabeˇ sek-
vencia´lneˇ polospojita´ zdola (viz naprˇ. [7, Proposition 2.1.22(iii)]). Funkciona´l
F je tedy slabeˇ sekvencia´lneˇ polospojity´ zdola a prˇedpoklady veˇty 2.3 jsou
splneˇny. V souladu s tvrzen´ım Fredholmovy alternativy existuje rˇesˇen´ı u´lohy
(4.18).
V prˇ´ıpadeˇ, zˇe λ > λ1, potom existuj´ı dveˇ po sobeˇ jdouc´ı vlastn´ı cˇ´ısla λk
a λk+1 u´lohy (4.1) takova´, zˇe plat´ı λk < λ < λk+1. K d˚ukazu existence rˇesˇen´ı
vyuzˇijeme veˇtu 4.1.
Plat´ı
lim
|s|→∞
(λk+1
2
s2 − λ
2
s2 + f(t)s
)
= lim
|s|→∞
(λk+1 − λ
2
s2 + f(t)s
)
=∞,
lim
|s|→∞
(λk
2
s2 − λ
2
s2 + f(t)s
)
= lim
|s|→∞
(λk − λ
2
s2 + f(t)s
)
= −∞.
.
Oveˇrˇen´ı platnosti ostatn´ıch pozˇadovany´ch podmı´nek je trivia´ln´ı. Prˇedpo-
klady veˇty jsou splneˇny a dle jej´ıho tvrzen´ı existuje rˇesˇen´ı dane´ u´lohy.
Nyn´ı se vrat’me k druhe´ cˇa´sti Fredholmovy alternativy, k situaci, kdy
λ = λk je vlastn´ım cˇ´ıslem. Slabe´ rˇesˇen´ı u´lohy (4.18) mu˚zˇeme opeˇt hledat
jako kriticke´ body funkciona´lu F : H 7→ R
F (x) =
1
2
pi∫
0
(
x′(t)
)2
dt−
pi∫
0
G
(
t, x(t)
)
dt.
Necht’ x je libovolna´ funkce z H. Potom plat´ı
F ′(x)ϕk =
pi∫
0
x′(t)ϕ′k(t) dt− λk
pi∫
0
x(t)ϕk(t) dt+
pi∫
0
f(t)ϕk(t) dt
=
pi∫
0
f(t)ϕk(t) dt.
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Vid´ıme, zˇe v libovolne´m bodeˇ x je derivace funkciona´lu F ve smeˇru funkce
ϕk konstantn´ı. Z Cauchyovy-Schwarzovy nerovnosti plyne
‖F ′(x)‖ ≥
∣∣F ′(x)ϕk∣∣
‖ϕk‖ =
∣∣∣ pi∫
0
f(t)ϕk(t) dt
∣∣∣
‖ϕk‖ .
Zrˇejmeˇ je tedy podmı´nka
pi∫
0
f(t)ϕk(t)dt = 0 nutna´ k tomu, aby bod x byl
kriticky´m bodem funkciona´lu F a aby existovalo slabe´ rˇesˇen´ı u´lohy (4.18).
V prˇ´ıpadeˇ, zˇe je podmı´nka
pi∫
0
f(t)ϕk(t)dt = 0 splneˇna, je mozˇno charak-
terizovat chova´n´ı funkciona´lu F na´sleduj´ıc´ım zp˚usobem. Definujme rozklad
prostoru H
H− = Lin{ϕ : ϕ je vlastn´ı funkce prˇ´ıslusˇna´ vl. cˇ´ısl˚um λ1 . . . λk−1},
H0 = Lin{ϕk},
H+ = Lin{ϕk+1, ϕk+2, . . . }.
Funkciona´l F je slabeˇ koercivn´ı na podprostoru H+, tj.
lim
‖x‖→∞
x∈H+
F (x) =∞.
Funkciona´l F je konstantn´ı, konkre´tneˇ nulovy´, na podprostoru H0, tj.
F (x) = 0 ∀x ∈ H0.
Funkciona´l F je slabeˇ antikoercivn´ı na podprostoru H−, tj.
lim
‖x‖→∞
x∈H−
F (x) = −∞.
Nav´ıc Gaˆteauxova derivace funkciona´lu F v libovolne´m bodeˇ x prostoru
H ve smeˇru vlastn´ı funkce ϕk je nulova´, tj.
F ′(x)ϕk =
pi∫
0
f(t)ϕk(t) dt = 0.
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4.4 Landesmanovy-Lazerovy podmı´nky
V te´to kapitole nast´ın´ıme variacˇn´ı vy´znam Landesmanovy´ch-Lazerovy´ch pod-
mı´nek rˇesˇitelnosti u´lohy{
x′′(t) + λkx(t) + g
(
x(t)
)
= f(t), t ∈ (0, pi),
x(0) = x(pi) = 0,
(4.19)
kde λk je vlastn´ı cˇ´ıslo u´lohy (4.1), g : R 7→ R je dana´ spojita´ funkce a f je
funkce z prostoru L2(0, pi).
Pro jednoduchost prˇedpokla´dejme, zˇe existuj´ı konecˇne´ limity
lim
s→∞
g(s) = g+,
lim
s→−∞
g(s) = g−.
Z toho plyne, zˇe funkce g je omezena´ a konstantu, ktera´ ji omezuje, oznacˇme
C.
Pomoc´ı Ljapunovovy-Schmidtovy redukce a Schauderovy veˇty o pevne´m
bodeˇ bylo v [12, Theorem 6.4] doka´za´no, zˇe existuje alesponˇ jedno rˇesˇen´ı
u´lohy (4.19) pokud plat´ı
pi∫
0
(
g−ϕ+k (t)− g+ϕ−k (t)
)
dt <
pi∫
0
f(t)ϕk(t) dt <
<
pi∫
0
(
g+ϕ
+
k (t)− g−ϕ−k (t)
)
dt, (4.20)
kde ϕ+k : t 7→ max{ϕk(t), 0} je kladna´ cˇa´st a ϕ−k : t 7→ max{−ϕk(t), 0} je
za´porna´ cˇa´st funkce ϕk.
Podobny´ vy´sledek lze nale´zt v [7, Theorem 5.9.3], kde bylo vyuzˇito Leray-
ova-Schauderova stupneˇ zobrazen´ı. Na´s bude zaj´ımat, jak jizˇ bylo rˇecˇeno v
u´vodu kapitoly, variacˇn´ı interpretace teˇchto podmı´nek.
Definujme funkciona´l F : H 7→ R prˇedpisem
F (x) =
1
2
pi∫
0
(
x′(t)
)2
dt− λk
2
pi∫
0
(
x(t)
)2
dt−
pi∫
0
x(t)∫
0
g(s) ds dt+
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+pi∫
0
f(t)x(t) dt.
Kriticke´ body funkciona´lu F jsou za´rovenˇ slaby´mi rˇesˇen´ımi u´lohy (4.19) a
naopak.
Definujme rozklad prostoru H stejneˇ jako v prˇedchoz´ım prˇ´ıkladeˇ, tj.
H− = Lin{ϕ : ϕ je vlastn´ı funkce prˇ´ıslusˇna´ vl. cˇ´ısl˚um λ1 . . . λk−1},
H0 = Lin{ϕk},
H+ = Lin{ϕk+1, ϕk+2, . . . }.
Nejdrˇ´ıve uka´zˇeme, zˇe F je slabeˇ koercivn´ı na podprostoru H+ a slabeˇ
antikoercivn´ı na H−.
Uvazˇujme, zˇe x ∈ H+. Potom pro neˇjake´ kladne´ konstanty C1 a C2 plat´ı
F (x) =
1
2
‖x‖2 − λk
2
‖x‖2L2 −
pi∫
0
x(t)∫
0
g(s) ds dt+
pi∫
0
f(t)x(t) dt ≥
≥ λk+1 − λk
2λk
‖x‖2 − C˜‖x‖L1 − ‖f‖L2‖x‖L2 ≥
≥ λk+1 − λk
2λk
‖x‖2 − C˜‖x‖ − ‖f‖L2‖x‖.
Z toho plyne, zˇe plat´ı
lim
‖x‖→∞
x∈H+
F (x) =∞.
Vztah
lim
‖x‖→∞
x∈H−
F (x) = −∞.
bychom doka´zali analogicky.
Zby´va´ vyrˇesˇit posledn´ı, ovsˇem za´sadn´ı ota´zku. Jaky´ vliv ma´ podmı´nka
(4.20) na chova´n´ı funkciona´lu F na podprostoru, ktery´ je linea´rn´ım obalem
vlastn´ı funkce ϕk? Dobrou prˇedstavu z´ıska´me, kdyzˇ vysˇetrˇ´ıme chova´n´ı de-
rivace funkciona´lu F v bodech tohoto podprostoru ve smeˇru vlastn´ı funkce
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ϕk. Prˇedevsˇ´ım na´s bude zaj´ımat asymptoticke´ chova´n´ı te´to derivace v bo-
dech, ktere´ v normeˇ diverguj´ı k nekonecˇnu. Definujme tedy xn = ρnϕk, kde
a) ρn →∞ nebo b) ρn → −∞. Plat´ı
F ′(xn)ϕk =
pi∫
0
x′n(t)ϕ
′
k(t) dt− λk
pi∫
0
xn(t)ϕk(t) dt−
−
pi∫
0
g(xn(t))ϕk(t) dt+
pi∫
0
f(t)ϕk(t) dt =
= −
pi∫
0
g(xn(t))ϕk(t) dt+
pi∫
0
f(t)ϕk(t) dt =
= −
pi∫
0
g(ρnϕk(t))ϕk(t) dt+
pi∫
0
f(t)ϕk(t) dt =
= −
pi∫
0
[
g(ρnϕk(t))ϕ
+
k (t)− g(ρnϕk(t))ϕ−k (t)
]
dt+
pi∫
0
f(t)ϕk(t) dt.
V prˇ´ıpadeˇ a) z prˇedchoz´ıho vztahu a (4.20) plyne
lim
n→∞
F ′(xn)ϕk = −
pi∫
0
[
g+ϕ
+
k (t)− g−ϕ−k (t)
]
dt+
pi∫
0
f(t)ϕk(t) dt
:= c1 < 0. (4.21)
V prˇ´ıpadeˇ b)
lim
n→∞
F ′(xn)ϕk = −
pi∫
0
[
g−ϕ+k (t)− g+ϕ−k (t)
]
dt+
pi∫
0
f(t)ϕk(t) dt
:= c2 > 0. (4.22)
Vid´ıme, zˇe podmı´nky (4.20) jsou z variacˇn´ıho pohledu podmı´nkami na
asymptoticke´ chova´n´ı Gaˆteauxovy derivace funkciona´lu F v bodech podpro-
storu H0 ve smeˇru vlastn´ı funkce ϕk, ktera´ tento prostor definuje.
Da´le z veˇty o strˇedn´ı hodnoteˇ [7, Theorem 3.2.6] a (4.22) plyne, zˇe pro
ρ2 > ρ1 > ρ, kde ρ je dostatecˇneˇ velke´, existuje  > 0 : (c1+ < 0)∧(c2− > 0)
34
takove´, zˇe plat´ı
F (ρ2ϕk)− F (ρ1ϕk) =
1∫
0
F ′(ρ1ϕk + u(ρ2 − ρ1)ϕk)(ρ2 − ρ1)ϕk du ≤
≤
1∫
0
(ρ2 − ρ1)(c1 + ) du = (ρ2 − ρ1)(c1 + ).
Analogicky z (4.22) plyne
F (−ρ2ϕk)− F (−ρ1ϕk) ≤ (−ρ2 + ρ1)(c2 − ).
Z teˇchto dvou nerovnost´ı plyne
lim
‖x‖→∞
x∈H0
F (x) = −∞. (4.23)
Nyn´ı uvazˇujme x ∈ H− ⊕ H0. Potom pro x− ∈ H− a x0 ∈ H0, splnˇuj´ıc´ı
plat´ı x = x− + x0 a neˇjakou kladnou konstantu C4 plat´ı
F (x) =
1
2
pi∫
0
(
x′−(t) + x
′
0(t)
)2
dt− λk
2
pi∫
0
(
x−(t) + x0(t)
)2
dt−
−
pi∫
0
x(t)∫
0
g(s) ds dt+
pi∫
0
f(t)
(
x(t)
)
dt =
=
1
2
(‖x−‖2 − λk‖x−‖2L2)−
pi∫
0
( x0(t)∫
0
g(s) ds+
x(t)∫
x0(t)
g(s) ds
)
dt+
+
pi∫
0
f(t)
(
x−(t)
)
dt+
pi∫
0
f(t)
(
x0(t)
)
dt ≤
≤ λk−1 − λk
2
‖x−‖2L2 + C‖x−‖L1 + ‖f‖L2‖x−‖L2 + F (x0) ≤
≤ λk−1 − λk
2λk−1
‖x−‖2 + C4‖x−‖+ ‖f‖L2‖x−‖+ F (x0). (4.24)
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Z (4.23) a (4.24) plyne
lim
‖x‖→∞
x∈H−⊕H0
F (x) = −∞.
Existence slabe´ho rˇesˇen´ı u´lohy (4.19) plyne z veˇty (2.8). To zˇe funkciona´l
F splnˇuje prˇedpoklady na svou geometrii jsme uka´zali v prˇedchoz´ıch od-
stavc´ıch. K d˚ukazu splneˇn´ı PS-podmı´nky lze pouzˇ´ıt stejny´ argument jako v
kapitole (4.2).
4.5 U´loha s tlumen´ım
Uvazˇujme u´lohu{ −x′′(t)− cx′(t) = g(t, x(t)), t ∈ (0, pi),
x(0) = x(pi) = 0,
(4.25)
kde g : (0, pi)× R 7→ R je Carathe´odoryho funkce a c ∈ R.
Snaha rˇesˇit tuto u´lohu pomoc´ı variacˇn´ıch metod za´hy naraz´ı na proble´m
- nen´ı jasne´, jaky´m zp˚usobem definovat potencia´l prvn´ı derivace. Je tedy
trˇeba nejdrˇ´ıve upravit u´lohu (4.25) do tvaru, ve ktere´m cˇlen s x′(t) chyb´ı.
Pouzˇijeme k tomu substituci u(t) = R(t)x(t), kde R(t) = e
c
2
t. Vsˇimneˇme si,
zˇe R(t) > 0 ∀t ∈ [0, pi]. Da´le plat´ı
R′ =
c
2
R,
x =
u
R
,
x′ =
u′R− uR′
R2
=
2u′ − cu
2R
,
x′′ =
4u′′ − 4cu′ + c2u
4R
.
Nyn´ı vyna´sob´ıme (4.25) funkc´ı R(t) a zjednodusˇ´ıme vy´sledek.
−x′′(t)R(t)− c x′(t)R(t) = g(t, x(t))R(t),
−u′′(t) + cu′(t)− c
2
4
u(t)− cu′(t) + c
2
2
u(t) = g
(
t,
u
R
(t)
)
R(t),
−u′′(t) + c
2
4
u(t) = g
(
t,
u
R
(t)
)
R(t).
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Z prˇedchoz´ıho vid´ıme, zˇe u´loha{ −u′′(t) + c2
4
u(t) = g(t, u
R
(t))R(t), t ∈ (0, pi),
u(0) = u(pi) = 0
(4.26)
je ekvivalentn´ı u´loze (4.25) v tom smyslu, zˇe kazˇde´ rˇesˇen´ı jedne´ u´lohy generuje
rˇesˇen´ı te´ druhe´. V odvozene´ rovnici ovsˇem chyb´ı cˇlen s u′(t) a k jej´ımu rˇesˇen´ı
je mozˇne´ vyuzˇ´ıt variacˇn´ıch metod.
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5 Zobecneˇne´ podmı´nky kompaktnosti
5.1 Definice a elementa´rn´ı vztahy
Podmı´nky kompaktnosti hraj´ı v teorii variacˇn´ıch metod unika´tn´ı u´lohu. V
prˇedchoz´ıch kapitola´ch jsme se jizˇ sezna´mili s Palaisovou−Smaleovou pod-
mı´nkou. Da´le uka´zˇeme, zˇe k doka´za´n´ı stejny´ch veˇt lze volit i slabsˇ´ı podmı´nky,
ktere´ na´m mohou umozˇnit dosa´hnout obecneˇjˇs´ıch vy´sledk˚u. Nejdrˇ´ıve tedy
korektneˇ definujeme podmı´nky, ktery´ch se tato kapitola bude ty´kat. Ve vsˇech
definic´ıch prˇedpokla´da´me, zˇe F ∈ C1(X,R), kde X je Banach˚uv prostor.
Definice 5.1 (PS podmı´nka). Rˇekneme, zˇe funkciona´l F splnˇuje Palaisovu-
Smaleovu podmı´nku na hladineˇ c (PSc), pokud kazˇda´ posloupnost {xn} ⊂ X,
pro kterou plat´ı
lim
n→∞
F (xn) = c, (5.1)
lim
n→∞
‖F ′(xn)‖ = 0 (5.2)
obsahuje konvergentn´ı podposloupnost.
Rˇekneme, zˇe funkciona´l F splnˇuje Palaisovu-Smaleovu podmı´nku (PS),
pokud splnˇuje PSc podmı´nku pro libovolne´ c ∈ R.
Definice 5.2 (C podmı´nka). Rˇekneme, zˇe funkciona´l F splnˇuje Cerami
podmı´nku na hladineˇ c (Cc), pokud kazˇda´ posloupnost {xn} ⊂ X, pro kterou
plat´ı
lim
n→∞
F (xn) = c, (5.3)
lim
n→∞
‖F ′(xn)‖(1 + ‖xn‖) = 0 (5.4)
obsahuje konvergentn´ı podposloupnost.
Rˇekneme, zˇe funkciona´l F splnˇuje Cerami podmı´nku (C), pokud splnˇuje
Cc podmı´nku pro libovolne´ c ∈ R.
Definice 5.3 (obecna´ podmı´nka kompaktnosti). Necht’ ψ(x) : R+ 7→ R+ je
kladna´, nerostouc´ı, lipschitzovsky spojita´ funkce, pro kterou plat´ı
∞∫
0
ψ(x) dx =∞.
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Rˇekneme, zˇe funkciona´l F splnˇuje obecnou podmı´nku kompaktnosti na
hladineˇ c (C
ψ(.)
c ), pokud kazˇda´ posloupnost {xn} ⊂ X, pro kterou plat´ı
lim
n→∞
F (xn) = c, (5.5)
lim
n→∞
‖F ′(xn)‖ 1
ψ(‖xn‖) = 0 (5.6)
obsahuje konvergentn´ı podposloupnost.
Rˇekneme, zˇe F splnˇuje obecnou podmı´nku kompaktnosti (Cψ(.)), pokud
splnˇuje C
ψ(.)
c podmı´nku pro libovolne´ c ∈ R.
Na tomto mı´steˇ je vhodne´ si uveˇdomit, jake´ posloupnosti {xn} v Bana-
choveˇ prostoru nemus´ı obsahovat konvergentn´ı podposloupnosti. V za´sadeˇ
existuj´ı dveˇ typove´ mozˇnosti. Bud’ je posloupnost neomezena´ - prˇesneˇji plat´ı
lim infn→∞ ‖xn‖ = ∞, nebo posloupnost vyuzˇ´ıva´ nekonecˇne´ dimenze pro-
storu X - naprˇ´ıklad posloupnost tvorˇena´ prvky ortonorma´ln´ı ba´ze nekonecˇneˇ-
dimenziona´ln´ıho Hilbertova prostoru.
Dobrˇe to je videˇt v na´sleduj´ıc´ı ekvivaletn´ı definici C
ψ(.)
c podmı´nky. Analo-
gicky lze ekvivalentneˇ zadefinovat jak PS, tak i C podmı´nku.
Definice 5.4 (ekvivalentn´ı definice C
ψ(.)
c podmı´nky). Uvazˇujme funkci ψ s
vlastnostmi pozˇadovany´mi definic´ı (5.3). Rˇekneme, zˇe funkciona´l F , splnˇuje
C
ψ(.)
c podmı´nku na hladineˇ c, pokud plat´ı
• kazˇda´ omezena´ posloupnost {xn} ⊂ X splnˇuj´ıc´ı (5.5) a (5.6) obsahuje
konvergentn´ı podposloupnost
• ∃R > 0, σ > 0 ∀x ∈ F−1[c− σ, c+ σ], ‖x‖ ≥ R : ‖F ′(x)‖ ≥ ψ(‖x‖).
Z definic jednotlivy´ch podmı´nek kompaktnosti je zrˇejme´, zˇe pokud neˇjaky´
funkciona´l splnˇuje PSc podmı´nku, tak take´ automaticky splnˇuje Cc podmı´nku.
Pokud splnˇuje Cc podmı´nku, splnˇuje take´ C
ψ(.)
c podmı´nku - stacˇ´ı volit ψ(x) =
1
1+x
.
Na´sleduje lemma, ktere´ popisuje ekvivalenci podmı´nek kompaktnosti v
jedne´ dimenzi, tedy pro funkce jedne´ rea´lne´ promeˇnne´.
Lemma 5.1. Necht’ f ∈ C1(R,R) splnˇuje Cψ(.) podmı´nku. Potom f splnˇuje
PS podmı´nku.
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D˚ukaz. Nejdrˇ´ıve doka´zˇeme pomocne´ tvrzen´ı, zˇe v jedne´ dimenzi ze splneˇn´ı
podmı´nky kompaknosti (jak Cψ(.), tak C i PS) plyne, zˇe funkce f splnˇuje
vlastnost podobnou slabe´ koerciviteˇ.
Z prˇedpokladu, zˇe funkce f splnˇuje Cψ(.) podmı´nku plyne, zˇe ∃R > 0 ∀x :
|x| ≥ R ⇒ |f ′(x)| ≥ ψ(|x|). Vzhledem k tomu, zˇe ψ(.) je kladna´ funkce, to
znamena´, zˇe pro x : |x| > R derivace funkce f nemeˇn´ı zname´nko. Uvazˇujme
nejdrˇ´ıve x > R (pro x < −R bychom postupovali obdobneˇ). Bez u´jmy na
obecnosti prˇedpokla´dejme, zˇe f ′(x) je kladna´. Potom plat´ı
f(x) = f(R) +
x∫
R
f ′(s) ds ≥ f(R) +
x∫
R
ψ(s) ds.
Z toho plyne, zˇe
lim
x→∞
f(x) =∞.
Obecneˇ lze uka´zat, zˇe plat´ı∣∣∣ lim
x→±∞
f(x)
∣∣∣ =∞. (5.7)
Nyn´ı doka´zˇeme tvrzen´ı lemmatu sporem. Budeme prˇedpokla´dat, zˇe f ne-
splnˇuje PSc podmı´nku pro neˇjake´ c ∈ R . Tedy prˇedpokla´da´me, zˇe existuje
posloupnost cˇ´ısel {xn}, pro kterou plat´ı f(xn) → c a f ′(xn) → 0 a ktera´
neobsahuje konvergentn´ı podposloupnost. Vzhledem k tomu, zˇe se pohybu-
jeme v jedne´ dimenzi, to znamena´, zˇe posloupnost {xn} mus´ı by´t neomezena´.
Pokud je ale neomezena´, tak z (5.7) plyne, zˇe f(xn) 6→ c a to je spor.
Z prˇedcha´zej´ıc´ıho lemmatu plyne, zˇe k nalezen´ı prˇ´ıkladu funkciona´lu spl-
nˇuj´ıc´ıho C-podmı´nku a nesplnˇuj´ıc´ıho PS-podmı´nku, mus´ıme uvazˇovat funk-
ciona´l s alesponˇ dvoudimenziona´ln´ım definicˇn´ım oborem. Zaj´ımaveˇjˇs´ı d˚usled-
ky z neˇj ale plynou pro r˚uzne´ energeticke´ funkciona´ly pro elipticke´ proble´my
s Dirichletovou okrajovou podmı´nkou v rezonanci - naprˇ´ıklad pro u´lohu{
x′′(t) + x(t) + g(x, t) = f(x) x ∈ (0, pi);
x(0) = x(pi) = 0
s omezenou nelinearitou g a danou funkc´ı f lze uka´zat, zˇe se neomezene´
PS posloupnosti asymptoticky bl´ızˇ´ı k vlastn´ımu prostoru, ktery´ je tvorˇen
rea´lny´mi na´sobky vlastn´ı funkce ϕ = sin(t). Vzhledem k tomu, zˇe tento pro-
stor je jednodimenziona´ln´ı, nema´ smysl pokousˇet se vyuzˇ´ıt obecneˇjˇs´ı podmı´n-
ky kompaktnosti k zobecneˇn´ı sta´vaj´ıc´ıch vy´sledk˚u rˇesˇitelnosti.
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5.2 Prˇ´ıklady
Na na´sleduj´ıc´ıch prˇ´ıkladech uka´zˇeme rozd´ıly v pouzˇitelnosti jednotlivy´ch
podmı´nek kompaktnosti.
Prˇ´ıklad 5.1 (Pouzˇit´ı C podmı´nky v konecˇne´ dimenzi (PS×C)). Uvazˇujme
funkci f : R2 7→ R danou prˇedpisem:
f(x, y) =
1
2
ln(x2 + 1)− 1
2
ln(y2 + 1).
Definujme X := {(x, y) ∈ R2 : y = 0} a Y := {(x, y) ∈ R2 : x = 0}. Prostory
X a Y tvorˇ´ı ortogona´ln´ı rozklad prostoru R2. Da´le plat´ı
lim
|x|→∞
f(x, 0) = ∞,
lim
|y|→∞
f(0, y) = −∞.
Funkce f tedy ma´ geometrii pozˇadovanou veˇtou o sedlove´m bodeˇ. Da´le
oveˇrˇ´ıme, zˇe funkce f splnˇuje C podmı´nku. Uvazˇujme posloupnost {(xn, yn)} ⊂
R2, pro kterou plat´ı
|f(xn, yn)| < K ∀n ∈ N
pro neˇjakou konstantu K ∈ R a
‖(xn, yn)‖‖∇f(xn, yn)‖ → 0. (5.8)
Nasˇ´ım c´ılem je doka´zat, zˇe z posloupnosti {(xn, yn)} lze vybrat konvergentn´ı
podposloupnost. Dı´ky konecˇne´ dimenzi prostoru R2 stacˇ´ı uka´zat, zˇe posloup-
nost {(xn, yn)} je omezena´. Vı´me, zˇe
∇f(xn, yn) =
( x
x2 + 1
,− y
y2 + 1
)
a dosad´ıme do (5.8). Pro spor prˇedpokla´dejme, zˇe posloupnost {xn} je neo-
mezena´ a take´, bez u´jmy na obecnosti, zˇe ∀n ∈ N plat´ı |xn| ≥ 1. Potom
‖(xn, yn)‖‖∇f(xn, yn)‖ =
√
x2n + y
2
n
√
x2n
(x2n + 1)
2
+
y2n
(y2n + 1)
2
≥
√
x2n
√
x2n
(x2n + x
2
n)
2
=
1
2
.
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A to je spor s prˇedpokladem (5.8) a posloupnost {xn}mus´ı by´t omezena´. Ana-
logicky lze uka´zat omezenost posloupnosti {yn}. Existuje tedy konvergentn´ı
podposloupnost posloupnosti {(xn, yn)} a funkce f splnˇuje C-podmı´nku.
Funkce f ale nesplnˇuje PS-podmı´nku! Definujme posloupnost {(xn, yn)} =
{(n, n)}. Plat´ı
f(xn, yn) = 0 ∀n ∈ N
a
‖∇f(xn, yn)‖ =
√
n2
(n2 + 1)2
+
n2
(n2 + 1)2
≤
√
1
n2
+
1
n2
=
√
2
n
.
Tedy ‖∇f(xn, yn)‖ → 0 a prˇitom neexistuje konvergentn´ı podposloupnost
posloupnosti {(xn, yn)}.
Prˇ´ıklad 5.2 (Pouzˇit´ı C-podmı´nky v konecˇne´ dimenzi (C×Cψ(.))). Uvazˇujme
funkci f : R2 7→ R danou prˇedpisem:
f(x, y) =
1
2
ln(ln(x2 + 1))− 1
2
ln(ln(y2 + 1)).
Definujme X := {(x, y) ∈ R2 : y = 0} a Y := {(x, y) ∈ R2 : x = 0}. Prostory
X a Y tvorˇ´ı ortogona´ln´ı rozklad prostoru R2. Da´le plat´ı
lim
|x|→∞
f(x, 0) = ∞,
lim
|y|→∞
f(0, y) = −∞.
Funkce f tedy ma´ geometrii pozˇadovanou veˇtou o sedlove´m bodeˇ. Nyn´ı
uka´zˇeme, zˇe funkce f splnˇuje obecnou podmı´nku kompaknosti Cψ(.). Uvazˇujme
posloupnost {(xn, yn)} ⊂ R2, pro kterou plat´ı
|f(xn, yn)| < K,
pro neˇjakou konstantu K ∈ R a
‖∇f(xn, yn)‖
ψ(‖(xn, yn)‖) → 0, (5.9)
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kde
ψ(s) =
1
s ln(s2 + 1)
.
Nasˇ´ım c´ılem je doka´zat, zˇe z posloupnosti {(xn, yn)} lze vybrat konvergentn´ı
podposloupnost. Dı´ky konecˇne´ dimenzi prostoru R2 stacˇ´ı uka´zat, zˇe posloup-
nost {(xn, yn)} je omezena´. Vı´me, zˇe
∇f(xn, yn) =
( x
(x2 + 1) ln(x2 + 1)
,− y
(y2 + 1) ln(y2 + 1)
)
a dosad´ıme do (5.9). Pro spor prˇedpokla´dejme, zˇe posloupnost {xn} je neo-
mezena´ a take´, bez u´jmy na obecnosti, zˇe ∀n ∈ N plat´ı |xn| ≥ 1. Potom
‖∇f(xn, yn)‖
ψ(‖(xn, yn)‖) ≥
(∇f(xn, yn), (1, 0))
ψ(‖(xn, 0)‖) =
x2n
x2n + 1
ln(x2n + 1)
ln(x2n + 1)
=
x2n
x2n + 1
→ 1.
To je spor s prˇedpokladem (5.9) a posloupnost {xn} mus´ı by´t omezena´. Ana-
logicky lze uka´zat omezenost posloupnosti {yn}. Existuje tedy konvergentn´ı
podposloupnost posloupnosti {(xn, yn)} a funkce f splnˇuje podmı´nku kom-
paktnosti Cψ(.).
Funkce f ale nesplnˇuje C-podmı´nku! Definujme posloupnost {(xn, yn)} =
{(n, n)}. Plat´ı
f(xn, yn) = 0 ∀n ∈ N
a
‖(xn, yn)‖‖∇f(xn, yn)‖ = n
√
2
.
√
n2
(n2 + 1)2 ln2(n2 + 1)
+
n2
(n2 + 1)2 ln2(n2 + 1)
≤ 2
ln(n2 + 1)
.
Tedy ‖(xn, yn)‖‖∇f(xn, yn)‖ → 0 a prˇitom neexistuje konvergentn´ı pod-
posloupnost posloupnosti {(xn, yn)}.
5.3 Zobecneˇne´ deformacˇn´ı lemma
Kl´ıcˇovy´m d˚usledkem splneˇn´ı PSc podmı´nky je mozˇnost doka´zat deformacˇn´ı
lemma na u´rovni c. Ukazuje se ale, zˇe prˇedpoklad splneˇn´ı PSc podmı´nky je
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zbytecˇneˇ silny´. Na´sleduj´ı veˇta ukazuje, zˇe stacˇ´ı prˇedpokla´dat splneˇn´ı Cψ(.)
podmı´nky. T´ım se ukazuje, zˇe lze me´neˇ na´rocˇnou Cψ(.) podmı´nkou nahradit
PS podmı´nku ve veˇta´ch (2.6), (2.7) a (2.8).
Oznacˇme6
F c := {x ∈ X : F (x) ≥ c}
Kc := {x ∈ X : F (x) = c ∧ F ′(x) = o}
(Kc)δ := {x ∈ X : dist(x,Kc) ≤ δ}
x˜ := {x ∈ X : F ′(x) 6= o}
Veˇta 5.1 (Amrouss [9]). Necht’ X je rea´lny´ Banach˚uv prostor a necht’ F ∈
C1(X,R) splnˇuje Cψ(.)c podmı´nku. Pak pro libovolne´  > 0, δ > 0 existuj´ı
 ∈ (0, ) a µ ∈ C1([0, 1]×X,X) takove´, zˇe plat´ı
a) µ(0, x) = x ∀x ∈ X,
b) µ(t, .) je homomorfismus X na X pro libovolne´ t ∈ [0, 1],
c) µ(t, x) = x ∀t ∈ [0, 1] ∀x ∈ X : x /∈ F−1[c− , c+ ),
d) F
(
µ(., x)
)
je rostouc´ı funkce na [0, 1] pro libovolne´ x ∈ X,
e) µ(1, F c− \ (Kc)δ) ⊂ F c+,
f) pokud (Kc) = ∅ potom µ(1, F c−) ⊂ F c+,
g) supt∈[0,1], x∈A ‖µ(t, x)‖+ ‖µ−1(t, x)‖ <∞ pro libolnou omezenou mnozˇinu
A ⊂ X,
h) pokud je F sudy´ funkciona´l, µ(t, .) je liche´ zobrazen´ı pro libovolne´ t ∈ [0, 1].
D˚ukaz. Z C
ψ(.)
c (definice 5.4) podmı´nky plyne, zˇe plat´ı
‖F ′(x)‖ ≥ ψ(‖x‖) ∀x ∈ F c− \ (F c+ ∪BR(0)) (5.10)
pro neˇjake´ kladne´ . Da´le z C
ψ(.)
c podmı´nky plyne, zˇe Kc je kompaktn´ı
mnozˇina. Necht’ R′ > R je takove´, zˇe (Kc)δ ⊂ BR′ . Potom dosta´va´me
‖F ′(x)‖ ≥ b ∀x ∈
[
F c−ˆ \ (F c+ˆ ∪ (Kc) δ
4
)] ∩BR′(0) (5.11)
6Narozd´ıl od druhe´ kapitoly zde meˇn´ıme znacˇen´ı tak, aby odpov´ıdalo p˚uvodn´ım
zdroj˚um.
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pro neˇjake´ kladne´ konstanty b a ˆ. Da´le existuje loka´lneˇ Lipschitzovsky spojite´
zobrazen´ı V : x˜ 7→ X (pseudogradient), ktere´ je liche´ pro F sude´, ‖V (x)‖ ≤ 2
a | 〈V (x), F ′(x)〉 | ≥ ‖F ′(x)‖ pro vsˇechna x ∈ x˜ [9, Lemma 2.5].
Nyn´ı vezmeme libovolne´ 1 ∈ (0, ˆ) a definujme
A := F−1(c− ˆ, c+ ˆ),
B := F−1[c− 1, c+ 1],
(5.12)
g(x) :=
dist(x,X \ A)
dist(x,B) + dist(x,X \ A) ,
l(x) :=
dist
(
x, (Kc) δ
4
)
dist(x, (Kc) δ
4
) + dist(x,X \ (Kc) δ
2
)
,
h(s) :=
1
2ψ(1 + s)
.
Da´le uvazˇujme
W (x) =
{
g(x)l(x)h(‖x‖)V (x) pro x ∈ x˜,
0 jinde.
Z konstrukce plyne, zˇe zobrazen´ı W je loka´lneˇ Lipschitzovsky spojite´ na
X, je liche´ pro F sude´ a ‖W (x)‖ ≤ 2h(‖x‖).
Da´le pro libovolne´ x ∈ X uvazˇujme pocˇa´tecˇn´ı u´lohu{
dµ
dt
(t, x) = W
(
µ(t, x)
)
,
µ(0, x) = x.
Tato u´loha ma´ pra´veˇ jedno rˇesˇen´ı µˆ(., x) definovane´ na neˇjake´m otevrˇene´m
maxima´ln´ım intervalu
(
w−(x), w+(x)
)
obsahuj´ıc´ım 0. Nav´ıc plat´ı [9, Lemma
2.2, Lemma 2.3]
|Dr‖µˆ(t, x)‖| ≤ ‖dµˆ
dt
(t, x)‖ pro t ∈ (w−(x), w+(x)),
kde Dr oznacˇuje pravou derivaci funkce. Dosta´va´me
|Dr‖µˆ(t, x)‖| ≤ 2h
(‖µˆ(t, x)‖),
‖µˆ(0, x)‖ = ‖x‖.
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Necht’ u je rˇesˇen´ım u´lohy{
u′(t) = 1
ψ
(
u(t)+1
)
u(0) = ‖x‖
definovane´ na neˇjake´m otevrˇene´m intervalu
(
t−(x), t+(x)
)
. Uka´zˇeme, zˇe mu˚-
zˇeme prˇedpokla´dat, zˇe t+(x) =∞.
t+(x) =
t+(x)∫
0
dt =
t+(x)∫
0
u′(t)ψ
(
1 + u(t)
)
dt.
Po substituci za s = u(t) dostaneme
t+(x) =
∞∫
‖x‖
ψ(1 + s) ds.
Tedy t+(x) =∞.
Da´le sporem uka´zˇeme, zˇe w+(x) = ∞ a w−(x) = −∞. Kdyby tomu tak
nebylo, dosta´va´me [9, Lemma 2.4]
‖µˆ(t, x)‖ ≤ u(t), ∀t ∈[0, w+(x)). (5.13)
Z prˇedpokladu w+(x) < ∞ plyne, zˇe u(t) je omezena´ na [0, w+(x)
)
a
existuje konstanta M , pro kterou plat´ı∥∥∥dµˆ
dt
(t, x)
∥∥∥ ≤ 2h(‖µˆ(t, x)‖) ≤M.
Da´le dosta´va´me
‖µˆ(tn, x)− µˆ(tm, x)‖ ≤M |tn − tm| ∀tn, tm ∈
[
0, w+(x)
)
.
Z toho ale plyne, zˇe limt→w+(x) ‖µˆ(t, x)‖ je konecˇna´. To je ve sporu s
prˇedpokladem maximality intervalu
(
w−(x), w+(x)
)
. Mus´ı tedy platit, zˇe
w+(x) =∞. Tvrzen´ı pro w−(x) bychom doka´zali obdobneˇ.
Oznacˇme q : X 7→ R libovolne´ Lipschitzovsky spojite´ zobrazen´ı takove´,
zˇe q = 1 na BR′+ 1
2
, q = 0 na X \BR′+1 a 0 ≤ q(x) ≤ 1 ∀x ∈ X. Da´le oznacˇme
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χ(x) = q(x)W (x). χ(x) je loka´lneˇ Lipschitzovske´ a omezene´ zobrazen´ı. Necht’
k ∈ R je takove´, zˇe plat´ı ‖χ(x)‖ ≤ k ∀x ∈ X a δ
2k
≤ 1. Necht’ ξ(t, x) je rˇesˇen´ım
proble´mu
dξ
dt
= χ(ξ), ξ(0, x) = x.
Pak ξ : R×X 7→ X je spojite´ zobrazen´ı a splnˇuje
‖ξ(t, x)− x‖ ≤ k|t| ∀t ∈ R ∀x ∈ X. (5.14)
Vzhledem k tomu, zˇe χ = W na BR′ plat´ı
ξ(t, x) = µˆ(t, x) ∀t ∈ R ∀x ∈ BR′ . (5.15)
Deformacˇn´ı zobrazen´ı µ definujeme na´sledovneˇ
µ(t, x) =
{
ξ(t δ
2k
, x) t ∈ [−1, 1] x ∈ BR′
µˆ(t δ
2k
, x) t ∈ [−1, 1] x ∈ X \BR′ .
Vzhledem ke konstrukci zobrazen´ı µ jsou zrˇejmeˇ splneˇny dokazovane´ vlast-
nosti a), b) a c). Nav´ıc plat´ı
dF
dt
(
µ(t, x)
)
=
〈
F ′
(
µ(t, x)
)
,
dµ
dt
(t, x)
〉
=
δ
2k
g
(
µ(t, x)
)
l
(
µ(t, x)
)
h
(‖µ(t, x)‖)〈F ′(µ(t, x)), V (µ(t, x))〉
≥ 0.
Z toho plyne d). Pro d˚ukaz e) vezmeˇme libovolne´  < δ
8k
min{ b
ψ(R′) , 1, ˆ}
a x ∈ F c− \ (Kc)δ. Uka´zˇeme, zˇe plat´ı
F
(
µ(1, x)
) ≥ c+ .
Pokud by tomu tak nebylo, tak vzhledem k d) dosta´va´me
c−  ≤ F (x) ≤ F(µ(t, x)) ≤ F(µ(1, x)) ≤ c+  ∀t ∈ [0, 1].
Cˇili
g
(
µ(t, x)
)
= 1 ∀t ∈ [0, 1]. (5.16)
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Z (5.14) a (5.15) dosta´va´me
‖µ(t, x)− x‖ ≤ δ
2
|t| ∀t ∈ [−1, 1] ∀x ∈ BR′ .
Vzhledem k tomu, zˇe x /∈ (Kc)δ, z prˇedchoz´ı nerovnosti plyne µ(t, x) /∈
(Kc) δ
2
nebo ‖µ(t, x)‖ > R′. A tedy
l
(
µ(t, x)
)
= 1 ∧ F ′(µ(t, x)) 6= 0 ∀t ∈ [0, 1]. (5.17)
Plat´ı ale take´
F
(
µ(1, x)
)− F (x) =
=
δ
2k
1∫
0
g
(
µ(t, x)
)
l
(
µ(t, x)
)
h
(‖µ(t, x)‖)〈F ′(µ(t, x)), V (µ(t, x))〉 dt
Tedy z (5.10), (5.11), (5.16) a (5.17) dosta´va´me
F
(
µ(1, x)
)− F (x) ≥ δ
2k
[ 1
2ψ(R′)
1∫
0
‖F ′(µ(t, x))‖γ[t,‖µ(t,x)‖≤R′] dt
+
1∫
0
‖F ′(µ(t, x))‖ 1
2ψ
(
µ(t, x)
)γ[t,‖µ(t,x)‖>R′] dt]
≥ δ
4k
min
{ b
ψ(R′)
, 1
}
, (5.18)
kde γ je charakteristicka´ funkce mnozˇiny.
A tedy
F
(
µ(1, x)
) ≥ c− + δ
4k
min
{ b
ψ(R′)
, 1
}
≥ c+  (5.19)
To je spor a tvrzen´ı e) je doka´za´no. V prˇ´ıpadeˇ Kc = ∅ ma´me (Kc)δ = ∅,
a tedy z e) plyne f). Cˇa´st g) plyne z (5.13).
Du˚sledkem prˇedchoz´ıho lemmatu je na´sleduj´ıc´ı zobecneˇn´ı obecne´ho prin-
cipu minimaxu (veˇta 2.5). Toto zobecneˇn´ı lzˇe vyuzˇ´ıt naprˇ´ıklad prˇi d˚ukazu veˇt
(2.6) a (2.7) a d´ıky tomu stacˇ´ı pro existenci kriticke´ho bodu prˇedpokla´dat
splneˇn´ı Cψ(.) podmı´nky namı´sto silneˇjˇs´ı Palaisovy − Smaleovy podmı´nky.
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Veˇta 5.2 (obecny´ princip minimaxu). Necht’ ψ(.) je funkce s vlastnosti
pozˇadovany´mi definic´ı (5.3). Necht’ X je Banach˚uv prostor, M0 podmnozˇina
metricke´ho prostoru M a Γ0 ⊂ C(M0, X). Definujme
Γ := {γ ∈ C(M,X) : γ|M0 ∈ Γ0}.
Pokud F ∈ C1(X,R) splnˇuje
a := sup
γ0∈Γ0
sup
t∈M0
F
(
γ0(t)
)
< c := inf
γ∈Γ
sup
t∈M
F
(
γ(t)
)
<∞,
potom pro libovolne´ ¯ ∈ (0, c− a) existuje kladna´ konstanta  ∈ (0, ¯) takova´,
zˇe pro γ ∈ Γ, pro ktere´ plat´ı
sup
t∈M
F
(
γ(t)
) ≤ c+ , (5.20)
existuje x0 ∈ X, pro ktere´ plat´ı
1. c− ¯ ≤ F (x0) ≤ c+ ¯,
2. ‖F ′(x0)‖ 1ψ(‖x0‖) < .
D˚ukaz. Bud’ je c kriticka´ hodnota funkciona´lu F a pak tvrzen´ı veˇty plat´ı
trivia´lneˇ. V opacˇne´m prˇ´ıpadeˇ doka´zˇeme tvrzen´ı sporem. Pokud by neplatilo,
potom existuj´ı 0 < ¯ a γ ∈ Γ takova´, zˇe pro libovolne´  ∈ (0, ¯) (5.20)
plat´ı a pro libovolne´ x ∈ X splnˇuj´ıc´ı bod 1. neplat´ı nerovnost z bodu 2.
Lze tedy pouzˇ´ıt zobecneˇne´ deformacˇn´ı lemma na funkciona´l −F . Definujme
β(t) := µ(1, γ(t)). Vzhledem k tomu, zˇe c− ¯ > a dosta´va´me
β(t) = µ
(
1, γ(t)
)
= γ(t) ∀t ∈M0,
a tedy β ∈ Γ. Za´rovenˇ ale mus´ı platit
sup
t∈M
F
(
β(t)
)
= sup
t∈M
F
(
µ
(
1, γ(t)
)) ≤ c− ,
cozˇ je spor s definic´ı hodnoty c.
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5.4 Vyuzˇit´ı C podmı´nky prˇi rˇesˇen´ı okrajove´ u´lohy
Na´sleduj´ıc´ı prˇ´ıklad ilustruje situaci, kdy na´m obecneˇjˇs´ı podmı´nka kompakt-
nosti pomu˚zˇe doka´zat rˇesˇitelnost diferencia´ln´ı u´lohy. Vzhledem k technicke´
slozˇitosti je konstrukce takove´ho prˇ´ıkladu pomeˇrneˇ na´rocˇna´.
Prˇ´ıklad 5.3 (Pouzˇit´ı C podmı´nky v nekonecˇne´ dimenzi). V tomto prˇ´ıkladeˇ
vyuzˇijeme C podmı´nku k doka´za´n´ı rˇesˇitelnosti na´sleduj´ıc´ı u´lohy s perio-
dicky´mi okrajovy´mi podmı´nkami. −x
′′(t)− x(t) = g(t, x(t)), t ∈ (0, 2pi),
x(0) = x(2pi),
x′(0) = x′(2pi).
(5.21)
Klasicky´m rˇesˇen´ım u´lohy (5.21) budeme cha´pat funkci z prostoru
C2(0, 2pi) ∩ C[0, 2pi], ktera´ v kazˇde´m bodeˇ intervalu (0, 2pi) splnˇuje dife-
rencia´ln´ı rovnici a vyhovuje okrajovy´m podmı´nka´m.
Za slabe´ rˇesˇen´ı u´lohy (5.21) budeme povazˇovat funkci x z prostoru H :=
W 1,2per(0, 2pi), ktera´ pro libovolne´ y ∈ H splnˇuje integra´ln´ı rovnost∫ 2pi
0
x′(t)y′(t) dt−
∫ 2pi
0
x(t)y(t) dt =
∫ 2pi
0
g(t, x(t))y(t) dt. (5.22)
Prostor H je podprostor prostoru W 1,2(0, 2pi), ktery´ je generovany´ funk-
cemi {1, sinnt, cosnt;n ∈ N}. Na prostoru H budeme pracovat se standardn´ı
normou prostoru W 1,2(0, 2pi).
To, zˇe kazˇde´ klasicke´ rˇesˇen´ı x˜(t) u´lohy (5.21) je za´rovenˇ jej´ım slaby´m
rˇesˇen´ım plyne z na´sleduj´ıc´ı u´vahy. Uvazˇujme libovolne´ y ∈ H. Plat´ı
−x˜′′(t)− x˜(t) = g(t, x˜(t)), t ∈ (0, 2pi),
−x˜′′(t)y(t)− x˜(t)y(t) = g(t, x˜(t))y(t), t ∈ (0, 2pi),
−
∫ 2pi
0
x˜′′(t)y(t) dt−
∫ 2pi
0
x˜(t)y(t) dt =
∫ 2pi
0
g(t, x˜(t))y(t) dt,∫ 2pi
0
x˜′(t)y′(t) dt−
[
x˜′(t)y(t)
]2pi
0︸ ︷︷ ︸
=0
−
∫ 2pi
0
x˜(t)y(t) dt =
∫ 2pi
0
g(t, x˜(t))y(t) dt,
∫ 2pi
0
x˜′(t)y′(t) dt−
∫ 2pi
0
x˜(t)y(t) dt =
∫ 2pi
0
g(t, x˜(t))y(t) dt.
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Pro d˚ukaz existence slabe´ho rˇesˇen´ı u´lohy (5.21) budeme prˇedpokla´dat, zˇe
funkce g : (0, 2pi)× R 7→ R ma´ na´sleduj´ıc´ı specia´ln´ı tvar:
g(t, s) = Γ(t)h(s),
kde
Γ(t) =

−1 t ∈ (pi
8
, 2pi
8
) ∪ (6pi
8
, 7pi
8
),
1 t ∈ (2pi
8
, 3pi
8
) ∪ (5pi
8
, 6pi
8
),
0 pro ostatn´ı t ∈ (0, 2pi).
(5.23)
Da´le budeme prˇedpokla´dat, zˇe funkce h : R 7→ R je spojita´ a existuje
konstanta R > 0, pro kterou plat´ı
h(s) =
sgn(s)√|s| pro |s| > R. (5.24)
Existuje tedy K > 0 takove´, zˇe pro libovolnou dvojici t ∈ [0, 2pi] a s ∈ R
plat´ı
|g(t, s)| < K.
K d˚ukazu existence slabe´ho rˇesˇen´ı u´lohy (5.21) pouzˇijeme veˇtu o sedlove´m
bodeˇ (2.8). Definujme funkciona´l F : H 7→ R prˇedpisem
F (x) =
1
2
2pi∫
0
(x′(t))2 dt− 1
2
2pi∫
0
(x(t))2 dt−
2pi∫
0
x(t)∫
0
g(t, s) ds dt. (5.25)
Kriticke´ body funkciona´lu F jsou slaby´mi rˇesˇen´ımi u´lohy (5.21) a naopak.
Da´le pro libovolne´ x, y ∈ H plat´ı
F ′(x)y =
∫ 2pi
0
x′(t)y′(t) dt−
∫ 2pi
0
x(t)y(t) dt−
∫ 2pi
0
g(t, x(t))y(t) dt.(5.26)
Definujme na´sleduj´ıc´ı podprostory prostoru H
H+ = Lin{sin(nt), cos(nt); n ∈ N, n > 1},
Hcos = Lin{cos(t)},
Hsin = Lin{sin(t)},
H0 = Lin{1}.
52
Plat´ı H+ ⊕ Hcos ⊕ Hsin ⊕ H0 = H. Uka´zˇeme, zˇe funkciona´l F je slabeˇ
koercivn´ı na podprostoru H+ ⊕Hcos a slabeˇ antikoercivn´ı na Hsin ⊕H0.
Necht’ x ∈ (H+ ⊕Hcos), potom x = x+ + xcos, kde x+ ∈ H+, x1 ∈ Hcos a7
F (x) = F (x+ + xcos) =
1
2
2pi∫
0
(
(x+ + xcos)
′)2 dt−
−1
2
2pi∫
0
(x+ + xcos)
2 dt−
2pi∫
0
(x++xcos)(t)∫
0
g(t, s) ds dt =
=
1
2
2pi∫
0
(
(x′+)
2 + (x′cos)
2
)
dt− 1
2
2pi∫
0
(x2+ + x
2
cos) dt−
−
2pi∫
0
( xcos(t)∫
0
g(t, s) ds+
(x++xcos)(t)∫
xcos(t)
g(t, s) ds
)
dt =
≥ 3
8
2pi∫
0
(x′+)
2 dt−
2pi∫
0
xcos(t)∫
0
g(t, s) ds dt−K‖x+‖L1 ≥
= c‖x+‖2 −K‖x+‖L1︸ ︷︷ ︸
:=γ(x+)
+F (xcos(t)) (5.27)
pro neˇjakou kladnou konstantu c.
Vzhledem k tomu, zˇe funkce γ je slabeˇ koercivn´ı na H, je z prˇedchoz´ı
nerovnosti patrne´, zˇe pokud uka´zˇeme, zˇe funciona´l F je slabeˇ koercivn´ı na
Hcos bude slabeˇ koercivn´ı i na H+⊕Hcos. Stacˇ´ı tedy vysˇetrˇit, jaky´ch hodnot
naby´va´ F na Hcos.
Necht’ xcos = ρ cos(t), ρ ∈ R. Protozˇe na´s bude zaj´ımat chova´n´ı funk-
ciona´lu F pro dostatecˇneˇ velke´ ρ, budeme bez u´jmy na obecnosti prˇedpokla´-
dat, zˇe plat´ı |ρ sin(t)| > R ∀t ∈ (pi
8
, 3pi
8
).
F (xcos) = F (ρ cos(t)) =
=
1
2
2pi∫
0
((ρ cos(t))′)2 dt− 1
2
2pi∫
0
(ρ cos(t))2 dt−
7Pro lepsˇ´ı cˇitelnost v na´sleduj´ıc´ıch rˇa´dc´ıch vynecha´va´me argument funkc´ı.
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−
2pi∫
0
ρ cos(t)∫
0
g(t, s) ds dt =
= −
2pi∫
0
ρ cos(t)∫
0
g(t, s) ds dt = −
2pi∫
0
ρ cos(t)∫
0
Γ(t)h(s) ds dt =
=
2pi
8∫
pi
8
ρ cos(t)∫
0
h(s) ds dt−
3pi
8∫
2pi
8
ρ cos(t)∫
0
h(s) ds dt−
−
6pi
8∫
5pi
8
ρ cos(t)∫
0
h(s) ds dt+
7pi
8∫
6pi
8
ρ cos(t)∫
0
h(s) ds dt =
=
2pi
8∫
pi
8
ρ cos(t)∫
0
h(s) ds dt−
2pi
8∫
pi
8
ρ sin(t)∫
0
h(s) ds dt−
−
7pi
8∫
6pi
8
−ρ sin(t)∫
0
h(s) ds dt+
7pi
8∫
6pi
8
ρ cos(t)∫
0
h(s) ds dt =
=
2pi
8∫
pi
8
ρ cos(t)∫
ρ sin(t)
h(s) ds dt+
7pi
8∫
6pi
8
ρ cos(t)∫
−ρ sin(t)
h(s) ds dt =
= 2
2pi
8∫
pi
8
ρ cos(t)∫
ρ sin(t)
h(s) ds dt = 2
2pi
8∫
pi
8
|ρ| cos(t)∫
|ρ| sin(t)
s−
1
2 ds dt =
= 4
2pi
8∫
pi
8
[(|ρ| cos(t)) 12 − (|ρ| sin(t)) 12] dt =
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= |ρ| 12 4
2pi
8∫
pi
8
[(
cos(t)
) 1
2 − (sin(t)) 12 ] dt
︸ ︷︷ ︸
:=C>0
= |ρ| 12C.
Vid´ıme, zˇe F (xcos)→∞ pro |ρ| → ∞ a tedy i pro ‖xcos‖ → ∞. Vzhledem
k (5.27) dosta´va´me
lim
‖x‖→∞
x∈(H+⊕Hcos)
F (x) =∞.
Analogicky lze uka´zat, zˇe plat´ı
lim
‖x‖→∞
x∈(H0⊕Hsin)
F (x) = −∞.
Funkciona´l F tedy ma´ geometrii odpov´ıdaj´ıc´ı veˇteˇ o sedlove´m bodeˇ. Zby´va´
doka´zat, zˇe je splneˇna C podmı´nka. Prˇedpokla´dejme tedy, zˇe ma´me danou
posloupnoust {xn} ⊂ H, pro kterou plat´ı
‖F ′(xn)‖(1 + ‖xn‖)→ 0, (5.28)
∃K > 0 ∀n ∈ N : |F (xn)| < K. (5.29)
Potrˇebujeme doka´zat, zˇe z te´to posloupnosti lze vybrat konvergentn´ı podpo-
sloupnost.
Oznacˇme xn = x
0
n + x
cos
n + x
sin
n + x
+
n , kde x
0
n ∈ H0, xcosn ∈ Hcos, xsinn ∈ Hsin
a x+n ∈ H+. Nejdrˇ´ıve uka´zˇeme, zˇe posloupnost {x0n} je omezena´. Z (5.28) a
definice nelinearity g plyne, zˇe pro dostatecˇneˇ velke´ n a libovolne´  > 0 plat´ı
 ≥ |F ′(xn)x0n| =
∣∣∣− 2pi∫
0
xnx
0
n dt−
2pi∫
0
g(t, xn)x
0
n dt
∣∣∣ ≥
≥ ‖x0n‖2 −
2pi∫
0
K|x0n| dt ≥ ‖x0n‖2 −K‖x0n‖L1 .
Z prˇedchoz´ı rovnice plyne, zˇe posloupnost {x0n} je omezena´. Omezenost
posloupnosti {x+n } doka´zˇeme analogicky. Pro dostatecˇneˇ velke´ n a libovolne´
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 > 0 existuje kladna´ konstanta c1, pro kterou plat´ı
 ≥ |F ′(xn)x+n | =
∣∣∣ 2pi∫
0
x′n(x
+
n )
′ dt−
2pi∫
0
xnx
+
n dt−
2pi∫
0
g(t, xn)x
+
n dt
∣∣∣ =
=
∣∣∣ 2pi∫
0
(
(x+n )
′)2 dt− 2pi∫
0
(x+n )
2 dt−
2pi∫
0
g(t, xn)x
+
n dt
∣∣∣ =
≥ c1‖x+n ‖2 −
2pi∫
0
K|x+|n dt = c1‖x+n ‖2 −K‖x+n ‖L1 .
Da´le uka´zˇeme, zˇe posloupnosti {x0n} a {x+n } nejsou pouze omezene´, ale
take´ zˇe v normeˇ konverguj´ı k nule.
Vzhledem k tomu, zˇe posloupnosti {x0n} a {x+n } jsou omezene´, lze bez
u´jmy na obecnosti prˇedpokla´dat, zˇe pro skoro vsˇechna t ∈ (0, 2pi) plat´ı
xn(t)→∞.
To znamena´, zˇe d´ıky Lebesqueove veˇteˇ plat´ı
2pi∫
0
g(t, xn) dt→ 0
a take´
‖g(t, xn)‖L1 =
2pi∫
0
|g(t, xn)| dt→ 0.
Plat´ı tedy
0 = lim
n→∞
|F ′(xn)x0n| = lim
n→∞
∣∣∣− 2pi∫
0
xnx
0
n dt−
2pi∫
0
g(t, xn)x
0
n dt
∣∣∣ ≥
= lim
n→∞
‖x0n‖2.
Z toho plyne, zˇe ‖x0n‖ → 0. Vzhledem k tomu, zˇe funkciona´l F je spojiteˇ
diferencovatelny´, mu˚zˇeme tedy v posloupnosti xn zanedbat slozˇku z prostoru
H0 a da´le budeme pracovat s xn = x
cos
n + x
sin
n + x
+
n .
56
Nyn´ı uka´zˇeme, zˇe ‖x+n ‖ → 0.
0 = lim
n→∞
|F ′(xn)x+n | =
∣∣∣ 2pi∫
0
x′n(x
+
n )
′ dt−
2pi∫
0
xnx
+
n dt−
2pi∫
0
g(t, xn)x
+
n dt
∣∣∣ =
= lim
n→∞
∣∣∣ 2pi∫
0
(
(x+n )
′)2 dt− 2pi∫
0
(x+n )
2 dt−
2pi∫
0
g(t, xn)x
+
n dt
∣∣∣ ≥
≥ lim
n→∞
(
c1‖x+n ‖2 − ‖g(t, xn)‖L1‖x+n ‖L∞
)
=
= lim
n→∞
c1‖x+n ‖2.
Z toho plyne, zˇe ‖x+n ‖ → 0. Vzhledem ke spojite´ diferencovatelnosti
funkciona´lu F stacˇ´ı tedy vysˇetrˇit, jak se chova´ derivace funkciona´lu F na
dvoudimenziona´ln´ım podprostoru Hcos ⊕ Hsin. Pro zjednodusˇen´ı oznacˇme
i(α, β) := α cos(t) + β sin(t). Vzhledem k symetri´ım
F
(
i(α, β)
)∼ F(i(α,−β)) ∼ F(i(−α,−β))∼ F(i(−α,+β))8
a
F
(
i(α, β)
)∼ −F(i(β, α)),
ktere´ plat´ı pro velke´ α a β, stacˇ´ı prˇi vysˇetrˇova´n´ı F ′ uvazˇovat situaci, kdy
α ≥ β ≥ 0.
Plat´ı
‖F ′(i(α, β))‖‖i(α, β)‖ ≥ F ′(i(α, β))i(α, 0) =
= −
2pi∫
0
g
(
t, i(α, β)
)
i(α, 0) dt = −
2pi∫
0
Γ(t)h
(
i(α, β)
)
i(α, 0) dt =
=
2pi
8∫
pi
8
h
(
i(α, β)
)
i(α, 0) dt−
3pi
8∫
2pi
8
h
(
i(α, β)
)
i(α, 0) dt−
−
6pi
8∫
5pi
8
h
(
i(α, β)
)
i(α, 0) dt+
7pi
8∫
6pi
8
h
(
i(α, β)
)
i(α, 0) dt =
8tj. limF
(
i(α, β)
)−F (i(α,−β))= 0 pro α2 + β2 →∞
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=2pi
8∫
pi
8
[
h
(
i(α, β)
)
i(α, 0)− h(i(β, α))i(0, α)−
−h(i(β,−α))i(0,−α) + h(i(−α, β))i(−α, 0)] dt.
Diskuzi rozdeˇl´ıme na dva prˇ´ıpady. Bud’ α = β nebo α > β. Zacˇneˇme s prvn´ı
mozˇnost´ı. K upraven´ı prˇedchoz´ıho integra´lu vyuzˇijeme prˇedpokladu α = β a
da´le budeme bez u´jmy na obecnosti prˇedpokla´dat, zˇe α je dostatecˇneˇ velke´,
tak aby platilo
α
(
cos(t)− sin(t)) > K ∀t ∈ (pi
8
, 2pi
8
).
=
2pi
8∫
pi
8
[
h
(
i(α, α)
)
i(α,−α) + h(i(α,−α))i(α, α)] dt =
= α
1
2
2pi
8∫
pi
8
[
h
(
i(1, 1)
)
i(1,−1) + h(i(1,−1))i(1, 1)] dt
︸ ︷︷ ︸
:=D>0
=
= α
1
2D. (5.30)
Nyn´ı uvazˇujme druhou mozˇnost, kdy α > β. Definujme
Ω0,α,β := {t ∈ (pi
8
,
2pi
8
) : |i(−β, α)| ≤ R}
a
Ω1,α,β := {t ∈ (pi
8
,
2pi
8
) : |i(−β, α)| > R}.
Pro takto definovane´ mnozˇiny plat´ı
lim
α→∞
Meas(Ω0,α,β) = 0
a
lim
α→∞
Meas(Ω1,α,β) =
pi
8
.
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Da´le plat´ı
‖F ′(i(α, β))‖‖i(α, β)‖ ≥
≥ F ′(i(α, β))i(α, β) = − 2pi∫
0
g
(
t, i(α, β)
)
i(α, β) dt =
= −
2pi∫
0
Γ(t)h
(
i(α, β)
)
i(α, β) dt =
=
2pi
8∫
pi
8
h
(
i(α, β)
)
i(α, β) dt−
3pi
8∫
2pi
8
h
(
i(α, β)
)
i(α, β) dt−
−
6pi
8∫
5pi
8
h
(
i(α, β)
)
i(α, β) dt+
7pi
8∫
6pi
8
h
(
i(α, β)
)
i(α, β) dt =
=
2pi
8∫
pi
8
[
h
(
i(α, β)︸ ︷︷ ︸
:=a
)
i(α, β)− h(i(β, α)︸ ︷︷ ︸
:=b
)
i(β, α)−
−h(i(β,−α)︸ ︷︷ ︸
:=c
)
i(β,−α) + h(i(−α, β)︸ ︷︷ ︸
:=d
)
i(−α, β)
]
dt =
=
∫
Ω1,α,β
[
h(a)a− h(b)b− h(c)c+ h(d)d
]
dt+
+
∫
Ω0,α,β
[
h(a)a− h(b)b− h(c)c+ h(d)d
]
dt.
Vzhledem k tomu, zˇe integrand ve druhe´m integra´lu je zdola omezeny´ a
zaj´ıma´ na´s situace, kdy α → ∞ (a tedy Meas(Ω0,α,β) → 0), bude pro od-
hadnut´ı prˇedcha´zej´ıc´ıho vy´razu kl´ıcˇove´ chova´n´ı prvn´ıho integra´lu. Oznacˇme
e := β
α
. ∫
Ω1,α,β
[
h(a)a− h(b)b− h(c)c+ h(d)d
]
dt =
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=∫
Ω1,α,β
(
√
a−
√
b−√c+
√
d) dt =
=
∫
Ω1,α,β
(√
i(α, β)−
√
i(β, α)−
√
i(−β, α)−
√
i(α,−β)
)
dt =
= α
1
2
∫
Ω1,α,β
[√
i(1, e)−
√
i(e, 1)︸ ︷︷ ︸
:=E1>0
−
√
i(−e, 1) +
√
i(1,−e)︸ ︷︷ ︸
:=E2>0
]
dt =
= α
1
2 (E1 + E2) Meas(Ω1,α,β). (5.31)
Z (5.30) a (5.31) plyne, zˇe pro dostatecˇneˇ velke´ α a β a neˇjakou kladnou
konstantu  plat´ı
‖F ′(i(α, β))‖‖i(α, β)‖ >  > 0. (5.32)
Z prˇedchoz´ı nerovnosti a (5.28) plyne, zˇe posloupnost {xn} mus´ı by´t ome-
zena´. Mu˚zˇeme tedy prˇedpokla´dat, zˇe slabeˇ konverguje k funkci x0. A d´ıky
kompaktn´ımu vnorˇen´ı H do L2(0, pi) posloupnost {xn} konverguje k x0 v
normeˇ prostoru L2(0, pi).
Vı´me tedy, zˇe (
F ′(xn)− F ′(x0)
)
(xn − x0)→ 0
a(
F ′(xn)− F ′(x0)
)
(xn − x0) =
∫ pi
0
(
(xn − x0)′
)2
dt−
∫ pi
0
(xn − x0)2 dt︸ ︷︷ ︸
→0
−
−
∫ pi
0
(g(xn)− g(x0))(xn − x0) dt︸ ︷︷ ︸
→0
,
cozˇ znamena´, zˇe posloupnost {xn} konverguje k x0 v normeˇ prostoruW 1,2(0, pi).
C podmı´nka je splneˇna.
Pozna´mka 5.1. V d˚ukazu platnosti C podmı´nky bylo kl´ıcˇove´ doka´zat platnost
vztah˚u (5.30) a (5.31). K d˚ukazu platnosti standardn´ı PS podmı´nky, ale
tyto vztahy nestacˇ´ı. Odpov´ıda´ to tomu, zˇe Gaˆteauxova derivace funkciona´lu
F v bodech neˇjake´ neomezene´ posloupnosti ve vhodneˇ zvolene´m smeˇru sice
konverguje k 0 (a tedy PS podmı´nka nemus´ı platit), ale vyna´sob´ıme-li ji
normou bod˚u, tak uzˇ k nule nekonverguje (a C podmı´nka plat´ı).
60
6 Aplikace na p-Laplacia´n
6.1 U´vod k proble´mu
V te´to kapitole na´sledujeme a zobecnˇujeme pra´ci profesor˚u Dra´bka a Taka´cˇe
[8]. Budeme zkoumat geometrii a chova´n´ı Palaisovy´ch-Smaleovy´ch posloup-
nost´ı pro energeticky´ funkciona´l
Jλ1(x) :=
1
p
∫
Ω
|∇x|p dt− λ1
p
∫
Ω
|x|p dt−
∫
Ω
fx dt
definovany´ naW 1,p0 (Ω), kde Ω je omezena´ oblast v RN , λ1 je prvn´ı vlastn´ı cˇ´ıslo
Dirichletova p-Laplacia´nu ∆px := div(|∇x|p−2∇x) na W 1,p0 (Ω) a f ∈ L∞(Ω)
je dana´ funkce. Tento energeticky´ funkciona´l je odvozeny´ od diferencia´ln´ı
u´lohy { −∆px− λ1|x|p−2x = f v Ω,
x = 0 na ∂Ω.
Pro prvn´ı vlastn´ı cˇ´ıslo λ1 plat´ı
inf
{∫
Ω
|∇x|p dx : x ∈ W 1,p0 (Ω) ∧
∫
Ω
|x|p dt = 1
}
.
Prvn´ı vlastn´ı cˇ´ıslo λ1 je jednona´sobne´ a odpov´ıdaj´ıc´ı vlastn´ı funkci oznacˇ´ı-
me ϕ1. Tato vlastn´ı funkce mu˚zˇe by´t normalizova´na tak, aby ϕ1 > 0 v Ω a
‖ϕ1‖Lp(Ω) = 1 d´ıky [3]. Nav´ıc ϕ1 ∈ L∞(Ω).
Motivova´ni Fredholmovou alternativou budeme vysˇetrˇovat situaci, kdy
prava´ strana f a ϕ1 jsou na sebe kolme´ v L
2(Ω) smyslu. Proto definujeme
L2(Ω)⊥ :=
{
x ∈ L2(Ω) :
∫
Ω
xϕ1 dt = 0
}
,
M⊥,L
2
:=
{
x ∈ L2(Ω) :
∫
Ω
xy dt = 0 ∀y ∈M
}
.
Plat´ı tedy L2(Ω) = Lin{ϕ1}⊕L2(Ω)⊥. Podobneˇ mu˚zˇeme pro p > 2 tento
rozklad aplikovat na W 1,p0 (Ω) d´ıky tomu, zˇe ϕ1 ∈ W 1,p0 (Ω) ⊂ L2(Ω). To na´m
umozˇnˇuje jednoznacˇneˇ rozdeˇlit libovolnou funkci x z W 1,p0 (Ω) na´sleduj´ıc´ım
zp˚usobem
x = τϕ1 + x
⊥,
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kde τ ∈ R a ∫
Ω
x⊥ϕ1 dt = 0.
Beˇhem studia funkciona´lu Jλ1 se budeme soustrˇedit na porozumeˇn´ı chova´n´ı
jeho nelinea´rn´ı cˇa´sti E.
E(x) :=
1
p
∫
Ω
|∇x|p dt− λ1
p
∫
Ω
|x|p dt.
Z Poincare´ho nerovnosti plyne, zˇe funkciona´l E je pozitivneˇ p-homogenn´ı
a neza´porny´. Nav´ıc E(x) = 0 pra´veˇ tehdy, kdyzˇ x je rea´lny´m na´sobkem ϕ1.
Tato kapitola je koncipova´na na´sledovneˇ. Nejdrˇ´ıve prˇedstav´ıme na´stroje
a dodatecˇne´ prˇedpoklady. Pote´ porovna´me nove´ vy´sledky s prˇedchoz´ımi. Na-
konec nove´ vy´sledky doka´zˇeme.
6.2 Prˇedpoklady a znacˇen´ı
Budeme pouzˇ´ıvat standardn´ı skala´rn´ı soucˇin na L2(Ω) definovany´ na´sledovneˇ
〈x, y〉 := ∫
Ω
xy dt. Tento skala´rn´ı soucˇin take´ indukuje dualitu mezi Lp(Ω) a
Lp
′
(Ω), kde 1
p
+ 1
p′ = 1 a 1 < p, p
′ <∞, a mezi prostory W 1,p0 (Ω) a W−1,p
′
0 (Ω)
rovneˇzˇ.
Nada´le v te´to kapitole budeme prˇedpokla´dat, zˇe plat´ı
Prˇedpoklad 1. Pokud N ≥ 2, potom Ω je omezena´ oblast RN , jej´ızˇ hranice
∂Ω je kompaktn´ı manifold trˇ´ıdy C1,α pro neˇjake´ α ∈ (0, 1), a Ω take´ splnˇuje
”the interior sphere condition”v kazˇde´m bodeˇ ∂Ω. Pokud N = 1, potom Ω
je omezeny´ interval v R. 
Da´le definujeme mnozˇinu
U := {t ∈ Ω : ∇ϕ1(t) 6= 0}.
Take´ budeme pracovat s funkc´ı a 7→ 1
p
|a|p : RN 7→ R spolecˇneˇ s jej´ı prvn´ı
a druhou Fre´chetovou derivac´ı a 7→ |a|p−2a : RN 7→ RN a a 7→ A(a) : RN 7→
RN×N , kde A(0) = 0 a pro 0 6= a ∈ RN
A(a) := |a|p−2
(
I + (p− 2)a⊗ a|a|2
)
.
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V prˇ´ıpadeˇ N = 1 se prˇedcha´zej´ıc´ı vy´raz redukuje na
A(a) = (p− 1)|a|p−2.
Vsˇimneˇme si, zˇe I + (p− 2)a⊗a|a|2 je pozitivneˇ definitn´ı, symetricka´ N ×N
matice s vlastn´ımi cˇ´ısly 1 a p− 1. Matice A(a) da´le splnˇuje nerovnosti
min{1, p− 1}|a|p−2|v|2 ≤ 〈A(a)v,v〉RN ≤ max{1, p− 1}|a|p−2|v|2 (6.1)
pro vsˇechna a, v ∈ RN , a 6= 0.
Nyn´ı zadefinujeme prostor funkc´ı Dϕ1 , ktery´ prˇirozeneˇ vyvsta´va´ prˇi rˇesˇen´ı
nasˇeho proble´mu. Existuj´ı velke´ rozd´ıly v jeho definici a vlastnostech v prˇ´ıpa-
dech 1 < p < 2 a p > 2. Norma na tomto prostoru je (v obou prˇ´ıpadech)
definova´na na´sledovneˇ
‖x‖Dϕ1 :=
(∫
Ω
|∇ϕ1|p−2|∇x|2 dt
) 1
2
. (6.2)
Pro p > 2 je (6.2) take´ norma na W 1,p0 (Ω) (Taka´cˇ [20]) a Dϕ1 oznacˇ´ıme
zu´plneˇn´ı W 1,p0 (Ω) vzhledem k te´to normeˇ. Vnorˇen´ı Dϕ1 ↪→ L2(Ω) je kom-
paktn´ı.
Pro 1 < p < 2 definujeme x ∈ Dϕ1 pra´veˇ tehdy, kdyzˇ x ∈ W 1,20 (Ω),
∇x(t) = 0 pro skoro vsˇechna t ∈ Ω \ U a ‖x‖Dϕ1 < ∞. Tento prostor s
normou ‖.‖Dϕ1 je spojiteˇ vnorˇen do W 1,20 (Ω).
Da´le uvazˇujeme prˇ´ıpad p > 2. Abychom z´ıskali informace o chova´n´ı funk-
ciona´lu E, vezmeˇme libovolnou funkci φ ∈ W 1,p0 (Ω) a pouzˇijeme Taylorovu
formuli druhe´ho stupneˇ v energeticke´ formeˇ [7, Proposition 3.2.27]
E(ϕ1 + φ) = E(ϕ1 + φ)− E(ϕ1) =
=
1
p
∫
Ω
|∇(ϕ1 + φ)|p dt− λ1
p
∫
Ω
|ϕ1 + φ|p dt =
= Qφ(φ, φ),
kde Qφ je symetricka´ bilinea´rn´ı forma na [W
1,p
0 (Ω)]
2 definovana´ na´sledovneˇ
Qφ(w1, w2) :=
∫
Ω
〈( 1∫
0
A
(∇(ϕ1 + sφ))(1− s)ds)∇w1, ∇w2〉 dt−
−λ1(p− 1)
∫
Ω
( 1∫
0
|ϕ1 + sφ|p−2(1− s)ds
)
w1w2 dt
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pro w1, w2 ∈ W 1,p0 (Ω). Pro φ ≡ 0 dosta´va´me
Q0(w1, w2) =
1
2
∫
Ω
〈A(∇ϕ1)∇w1, ∇w2〉 dt−
−λ1p− 1
2
∫
Ω
ϕp−21 w1 w2 dt.
Kvadraticka´ forma Q0 je pozitivneˇ semidefinitn´ı, tedy Q0(y, y) ≥ 0 ∀y ∈
W 1,p0 (Ω). Nav´ıc Q0 lze uzavrˇ´ıt v L
2(Ω) a definicˇn´ı obor jej´ıho uza´veˇru je roven
Dϕ1 [20, p. 199]. Abychom mohli rˇ´ıci pro jake´ y ∈ Dϕ1 plat´ı Q0(y, y) = 0,
mus´ıme prˇidat na´sleduj´ıc´ı prˇedpoklad:
Prˇedpoklad 2. Pokud N ≥ 2 a ∂Ω nen´ı souvisla´, potom neexistuje funkce
y ∈ Dϕ1 : Q0(y, y) = 0 s na´sleduj´ıc´ımi cˇtyrˇmi vlastnostmi:
• y = ϕ1χS s.v. v Ω, kde S ⊂ Ω je Lebesgueovsky meˇrˇitelna´ a
0 < Meas{S} < Meas{Ω};
• S je souvisla´ mnozˇina a S ∩ ∂Ω 6= ∅;
• pokud V je souvislou podmnozˇinou U , tak bud’ V ⊂ S nebo V ⊂ Ω\S;
• (∂S) ∩ Ω ⊂ Ω \ U . 
V [20, Section 2.1] byla formulova´na hypote´za, zˇe splneˇn´ı prˇedpokladu 2
automaticky plyne z prˇedpokladu 1. Nav´ıc je tento druhy´ prˇedpoklad auto-
maticky splneˇn v prˇ´ıpadeˇ 1 < p < 2.
Lemma 6.1. Necht’ p > 2 a prˇedpoklady 1 a 2 jsou splneˇny. Potom funkce
y ∈ Dϕ1 splnˇuje Q0(y, y) = 0 pra´veˇ tehdy, kdyzˇ y = kϕ1 pro neˇjakou kon-
stantu k ∈ R.
D˚ukaz. [20, Proposition 4.4]
Pozna´mka 6.1. Prˇedcha´zej´ıc´ı prˇ´ıpravu ke kvadratizacˇn´ı procedurˇe, kdy hod-
noty funkciona´lu E budeme odhadovat pomoc´ı hodnot Q0, lze prove´st i v
prˇ´ıpadeˇ 1 < p < 2. Je ale trˇeba, protozˇe nelze obecneˇ dvakra´t diferencovat
funkciona´l E, omezit se na podprostor Dϕ1 . Vzhledem k tomu, zˇe to v te´to
kapitole nepotrˇebujeme, nebudeme zacha´zet do detailu.
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Stejny´m zp˚usobem mu˚zˇeme prˇistoupit ke Fre´chetoveˇ derivaci E ′. Necht’
φ a y jsou libovolne´ funkce z W 1,p0 (Ω). K vy´pocˇtu E
′(ϕ1 + φ)y pouzˇijeme
Taylorovu formuli prvn´ıho stupneˇ [7, Theorem 3.2.6]
E ′(ϕ1 + φ)y = E ′(ϕ1 + φ)y − E ′(ϕ1)y
=
∫
Ω
|∇(ϕ1 + φ)|p−2 〈∇(ϕ1 + φ), ∇y〉 dt−
−λ1
∫
Ω
|ϕ1 + φ|p−2(ϕ1 + φ)y dt
= Xφ(φ, y),
kde Xφ je symetricka´ bilinea´rn´ı forma na [W
1,p
0 (Ω)]
2 definovana´ na´sledovneˇ
Xφ(w1, w2) :=
∫
Ω
〈( 1∫
0
A
(∇(ϕ1 + sφ))ds)∇w1, ∇w2〉 dt−
−λ1(p− 1)
∫
Ω
( 1∫
0
|ϕ1 + sφ|p−2ds
)
w1w2 dt
pro w1, w2 ∈ W 1,p0 (Ω). Pro φ ≡ 0 dosta´va´me
X0(w1, w2) =
∫
Ω
〈A(∇ϕ1)∇w1, ∇w2〉 dt−
−λ1(p− 1)
∫
Ω
ϕp−21 w1 w2 dt =
= 2Q0(w1, w2).
V prˇ´ıpadeˇ p > 2 budeme cˇasto vyuzˇ´ıvat zobecneˇnou Poincare´ho nerovnost
(Fleckinger, Taka´cˇ [11]):
Existuje kladna´ konstanta c = c(p,Ω) takova´, zˇe pro libovolnou funkci x ∈
W 1,p0 (Ω), x = τϕ1 + x
⊥ plat´ı
E(x) ≥ c
(
|τ |p−2
∫
Ω
|∇ϕ1|p−2|∇x⊥|2 dt+
∫
Ω
|∇x⊥|p dt
)
.
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6.3 Vy´sledky
Zacˇneme se shrnut´ım prˇedcha´zej´ıc´ıch vy´sledk˚u. Na´sleduj´ıc´ı veˇta byla doka´za´-
na profesory Dra´bkem a Taka´cˇem v [8].
Veˇta 6.1 (Dra´bek, Taka´cˇ). Necht’ 1 < p < ∞, p 6= 2, prˇedpoklad 1 je
splneˇn a 0 6= f = f⊥ ∈ L∞(Ω)⊥,L2. Necht’ pro p > 2 plat´ı prˇedpoklad 2 a pro
1 < p < 2 plat´ı f⊥ 6∈ D⊥,L2ϕ1 . Potom
a) Pro p > 2 a −∞ < c < 0 funkciona´l Jλ1 splnˇuje PS podmı´nku na u´rovni
c.
b) Pro p > 2 funkciona´l Jλ1 nesplnˇuje PS podmı´nku na u´rovni c = 0.
c) Pro p > 2 a 0 < c <∞ kazˇda´ PS posloupnost pro Jλ1 na u´rovni c takova´,
zˇe {J ′λ1(un)} je omezena´ posloupnost v L∞(Ω) obsahuje konvergentn´ı pod-
posloupnost.
d) Pro 1 < p < 2 a libovolne´ c ∈ R kazˇda´ PS posloupnost pro Jλ1 na
u´rovni c takova´, zˇe {J ′λ1(un)} je omezena´ posloupnost v L∞(Ω) obsahuje
konvergentn´ı podposloupnost.
Vsˇimneˇme si prˇedpoklad˚u v cˇa´stech c) a d), ve ktery´ch pozˇadujeme,
aby {J ′λ1(un)} byla omezena´ posloupnost v L∞(Ω). Tyto prˇedpoklady jsou
ve sve´ podstateˇ umeˇle´ - s jejich pomoc´ı doka´zali autorˇi vyuzˇ´ıt vy´sledky z
teorie regularity k doka´za´n´ı tvrzen´ı, prˇestozˇe tyto podmı´nky nevyvsta´vaj´ı
prˇirozeneˇ. Nasˇ´ım hlavn´ım c´ılem bylo odstraneˇn´ı teˇchto podmı´nek. U´speˇsˇneˇ se
to podarˇilo v prˇ´ıpadeˇ, kdy p > 2 (cˇa´st a) na´sleduj´ıc´ı veˇty) a pouze cˇa´stecˇne´ho
u´speˇchu bylo dosazˇeno v prˇ´ıpadeˇ, kdy 1 < p < 2 (cˇa´st d). Nav´ıc pro p > 2
jsme oveˇrˇili, zˇe neomezena´ PS posloupnost na u´rovni c = 0 zkonstruovana´
v [8] nenarusˇuje pouze PS podmı´nku, ale obecneˇjˇs´ı Cψ(.) podmı´nku rovneˇzˇ
(cˇa´st b). Cˇa´st c) na´sleduj´ıc´ı veˇty, ve ktere´ nebylo dosazˇeno zˇa´dne´ho vylepsˇen´ı
oproti prˇedchoz´ımu vy´sledku, uva´d´ıme pro u´plnost.
Veˇta 6.2 (Souhrn vy´sledk˚u). Necht’ 1 < p < ∞, p 6= 2, prˇedpoklad 1 je
splneˇn a 0 6= f = f⊥ ∈ L∞(Ω)⊥,L2. Necht’ pro p > 2 plat´ı prˇedpoklad 2 a pro
1 < p < 2 plat´ı f⊥ 6∈ D⊥,L2ϕ1 . Potom
a) Pro p > 2 a c 6= 0 funkciona´l Jλ1 splnˇuje PS podmı´nku na u´rovni c.
b) Pro p > 2 funkciona´l Jλ1 nesplnˇuje C
ψ(.) podmı´nku na u´rovni c = 0.
66
c) Pro 1 < p < 2 a libovolne´ c ∈ R kazˇda´ PS posloupnost pro Jλ1 na
u´rovni c takova´, zˇe {J ′λ1(un)} je omezena´ posloupnost v L∞(Ω) obsahuje
konvergentn´ı podposloupnost.
d) Pro 1 < p < 2 a c > 0 funkciona´l Jλ1 splnˇuje C podmı´nku na u´rovni c.
Zaj´ımave´ jsou rovneˇzˇ odhady geometrie E a E ′ popsane´ v lemmatu (6.5).
6.4 Pomocna´ tvrzen´ı a d˚ukazy
Jak jizˇ bylo napsa´no v u´vodu kapitoly, pouzˇijeme k odhadu hodnot zobrazen´ı
E a E ′ Taylor˚uv rozvoj. Proto nejdrˇ´ıve zacˇneme s neˇkolika lemmaty, ktera´
na´m prˇibl´ızˇ´ı chova´n´ı funkciona´lu E. Prvn´ı z nich je male´, ale prˇesto d˚ulezˇite´
vylepsˇen´ı [8, Proposition 3.6]. Da´va´ na´m informaci o tom, jak r˚ust v τ a α a
jejich pomeˇr ovlivnˇuje hodnoty funkciona´lu E(τϕ1 + α(τ)x
⊥).
Lemma 6.2. Necht’ p > 2 a x⊥ je libovolna´ nenulova´ funkce z W 1,p0 (Ω)
⊥
nebo 1 < p < 2 a x⊥ je libovolna´ nenulova´ funkce z Dϕ1(Ω)
⊥. Necht’ jsou
prˇedpoklady 1 a 2 splneˇny. Potom
E
(
τϕ1 + α(τ)x
⊥) = |τ |p−2α2(τ)(Q0(x⊥, x⊥) + o(1))
pro |τ | → ∞ ∧ α(τ)
τ
→ 0.
Povsˇimneˇme si, zˇe Q0(x
⊥, x⊥) 6= 0 kv˚uli x⊥ 6≡ 0.
D˚ukaz. Oznacˇme x = τϕ1 + α(τ)x
⊥ = τ(ϕ1 + y⊥), kde y⊥ :=
α(τ)
τ
x⊥ pro
τ 6= 0. Da´le vyuzˇijeme p-homogenity funkciona´lu E a Taylorovy formule
E
(
τϕ1 + α(τ)x
⊥) = |τ |p E(ϕ1 + y⊥)
= |τ |p Qy⊥(y⊥, y⊥)
= |τ |p−2 α2(τ) Qy⊥(x⊥, x⊥)
= |τ |p−2 α2(τ) (Q0(x⊥, x⊥) + o(1))
pro |τ | → ∞ ∧ α(τ)
τ
→ 0, kde posledn´ı rovnost plyne z
lim
|τ |→∞
Qy⊥(x
⊥, x⊥) = Q0(x⊥, x⊥) + o(1). (6.3)
Rovnost (6.3) doka´zˇeme pomoc´ı Lebesgueovy veˇty. Bez u´jmy na obec-
nosti prˇedpokla´da´me α(τ)
τ
< 1. Tedy y⊥ = α(τ)
τ
x⊥ splnˇuje |y⊥| < |x⊥| uvnitrˇ
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Ω. Da´le bychom mohli zkonstruovat integrovatelne´ majoranty stejneˇ jako v
d˚ukazu [8, Proposition 3.6]. Cˇtena´rˇ take´ mu˚zˇe nahle´dnout do d˚ukazu lem-
matu (6.4), kde doka´zˇeme obecneˇjˇs´ı vy´sledek nezˇ (6.3) pro p > 2.
Pozna´mka 6.2. Pro p > 2 z vylepsˇene´ Poincare´ho nerovnosti plyne, zˇe zda´nliveˇ
velmi omezuj´ıc´ı prˇedpoklad α(τ)
τ
→ 0 bude automaticky splneˇn pro PS po-
sloupnosti - tedy tam, kde na´s odhady zaj´ımaj´ı nejv´ıce.
Analogicky lze doka´zat na´sleduj´ıc´ı lemma, kde pracujeme s Fre´chetovou
derivac´ı E ′.
Lemma 6.3. Necht’ p > 2 a x⊥, y⊥ jsou libovolne´ nenulove´ funkce z W 1,p0 (Ω)
⊥.
Necht’ jsou prˇedpoklady 1 a 2 splneˇny. Potom
E ′
(
τϕ1 + α(τ)x
⊥)y⊥ = |τ |p−2α(τ)(X0(x⊥, y⊥) + o(1))
pro |τ | → ∞ ∧ α(τ)
τ
→ 0.
Motivova´ni snahou zobecnit prˇedcha´zej´ıc´ı lemmata se budeme snazˇit vy-
sˇetrˇit situaci, kdy kolma´ cˇa´st x⊥ nen´ı zafixova´na. Proto je nejdrˇ´ıve trˇeba
doka´zat na´sleduj´ıc´ı lemma.
Lemma 6.4. Necht’ p > 2 a {x⊥n } a {y⊥n } jsou omezene´ posloupnosti funkc´ı
z W 1,p0 (Ω)
⊥. Necht’ jsou prˇedpoklady 1 a 2 splneˇny a ‖y⊥n ‖W 1,p0 (Ω) → 0. Potom
existuje podposloupnost {y⊥nk} posloupnosti {y⊥n } takova´, zˇe
Qy⊥nk
(x⊥nk , x
⊥
nk
) = Q0(x
⊥
nk
, x⊥nk) + o(1) pro n→∞,
Xy⊥nk
(x⊥nk , x
⊥
nk
) = X0(x
⊥
nk
, x⊥nk) + o(1) pro n→∞.
D˚ukaz. Doka´zˇeme pouze prvn´ı cˇa´st tvrzen´ı. Druhou lze doka´zat zcela analo-
gicky.
Zacˇneme odecˇten´ım Q0(x
⊥
n , x
⊥
n ) od Qy⊥n (x
⊥
n , x
⊥
n ) a pouzˇijeme Ho¨lderovu
nerovnost.∣∣Qy⊥n (x⊥n , x⊥n )−Q0(x⊥n , x⊥n )∣∣ ≤
≤
∣∣∣∫
Ω
( 1∫
0
A
(∇(ϕ1 + sy⊥n ))(1− s) ds− 12A(∇ϕ1)) 〈∇x⊥n , ∇x⊥n 〉 dt∣∣∣
+λ1(p− 1)
∣∣∣∫
Ω
( 1∫
0
|ϕ1 + sy⊥n |p−2(1− s) ds−
1
2
ϕp−21
)
(x⊥n )
2dt
∣∣∣ ≤
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≤
[ ∫
Ω
∣∣∣ 1∫
0
A
(∇(ϕ1 + sy⊥n ))(1− s) ds− 12A(∇ϕ1)∣∣∣
p
p−2
dt
] p−2
p ‖x⊥n ‖2W 1,p0 (Ω)
+λ1(p− 1)
[ ∫
Ω
∣∣∣ 1∫
0
|ϕ1 + sy⊥n |p−2(1− s) ds−
1
2
ϕp−21
∣∣∣ pp−2dt] p−2p ‖x⊥n ‖2Lp(Ω).
Da´le uka´zˇeme, zˇe vy´razy v hranaty´ch za´vorka´ch v prˇedchoz´ı nerovnosti
konverguj´ı k 0 pro n → ∞. To spolecˇneˇ s omezenost´ı posloupnosti {x⊥n } v
W 1,p0 (Ω) dokoncˇ´ı d˚ukaz. Opeˇt pouzˇijeme Lebesgueovu veˇtu. Z ‖y⊥n ‖W 1,p0 (Ω) →
0 a spojite´ho vnorˇen´ı W 1,p0 (Ω) ↪→ Lp(Ω) plyne, zˇe existuje podposloupnost
{y⊥nk} takova´, zˇe |∇y⊥nk(x)| a y⊥nk(x) konverguj´ı bodoveˇ k 0 s.v. v Ω. Nav´ıc
existuj´ı Lp integrovatelne´ majoranty h1(x) resp. h2(x) obou posloupnost´ı [7,
Remark 1.2.18]. Dı´ky (6.1) a nerovnostem z [20] dosta´va´me
∣∣∣ 1∫
0
A
(∇(ϕ1 + sy⊥nk))(1− s) ds− 12A(∇ϕ1)∣∣∣ ≤
(p− 1)
1∫
0
|∇(ϕ1 + sy⊥nk)|p−2(1− s) ds+
p− 1
2
|∇ϕ1|p−2 ≤
(p− 1)(|∇ϕ1|+ 1
2
|∇y⊥nk |)p−2 ≤ (p− 1)(|∇ϕ1|+
1
2
h1)
p−2 := g1,∣∣∣ 1∫
0
|ϕ1 + sy⊥nk |p−2(1− s) ds−
1
2
ϕp−21
∣∣∣ ≤
(ϕ1 +
1
2
|y⊥nk |)p−2 ≤ (ϕ1 +
1
2
h2)
p−2 := g2.
Je zrˇejme´, zˇe gi ∈ L
p
p−2 (Ω), i = 1, 2 a prˇedpoklady Lebesqueovy veˇty jsou
splneˇny.
Da´me-li dohromady lemma (6.4) s ideami z d˚ukazu (6.2) dosta´va´me
na´sleduj´ıc´ı odhady E a E ′.
Lemma 6.5. Necht’ p > 2 a {x⊥n } je omezena´ posloupnost funkc´ı z W 1,p0 (Ω)⊥.
Necht’ |τn| → ∞ a αnτn → 0. Necht’ jsou prˇedpoklady 1 a 2 splneˇny. Potom
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existuje podposloupnost {x⊥nk} posloupnosti {x⊥n } takova´, zˇe pro
n→∞ plat´ı
E
(
τnkϕ1 + αnkx
⊥
nk
)
= |τnk |p−2α2nk
(
Q0(x
⊥
nk
, x⊥nk) + o(1)
)
,
E ′
(
τnkϕ1 + αnkx
⊥
nk
)
x⊥nk = |τnk |p−2αnk
(
X0(x
⊥
nk
, x⊥nk) + o(1)
)
.
Nyn´ı mu˚zˇete prˇistoupit k d˚ukazu veˇty (6.2).
D˚ukaz. Cˇa´st (a). V prvn´ım kroku doka´zˇeme, zˇe kazˇda´ PS posloupnost pro
dany´ funkciona´l je omezena´. Toto tvrzen´ı doka´zˇeme sporem. Prˇedpokla´dejme
tedy, zˇe existuje neomezena´ PS posloupnost {xn} ⊂ W 1,p0 (Ω). Funkce z te´to
posloupnosti rozdeˇl´ıme na soucˇet rea´lny´ch na´sobk˚u funkc´ı ϕ1 a x
⊥
n , ktere´
jsou na sebe kolme´ v L2(Ω) smyslu. Abychom prˇedesˇli nejasnostem, budeme
prˇedpokla´dat, zˇe plat´ı ‖x⊥n ‖W 1,p0 (Ω) = 1 ∀n ∈ N, cozˇ zarucˇ´ı jednoznacˇnost
rozdeˇlen´ı. Pro neˇjaka´ cˇ´ısla τn a αn tedy plat´ı
xn = τnϕ1 + αnx
⊥
n ∀n ∈ N.
Da´le definujeme
y⊥n :=
αn
τn
x⊥n ∀n ∈ N.
Vzhledem k tomu, zˇe {xn} je PS posloupnost´ı, plat´ı take´
Jλ1(xn) → c, (6.4)
J ′λ1(xn) → o v W−1,p
′
0 (Ω). (6.5)
Ze zobecneˇne´ Poincare´ho nerovnosti a (6.4) plyne, zˇe posloupnost {αn}
mus´ı by´t omezena´. Tedy τn →∞ a mu˚zˇeme pouzˇ´ıt lemma 6.59.
E(xn) = |τn|pE(ϕ1 + y⊥n )
= |τn|pQy⊥n (y⊥n , y⊥n )
= |τn|p−2α2nQy⊥n (x⊥n , x⊥n )
= |τn|p−2α2n
(
Q0(x
⊥
n , x
⊥
n ) + o(1)
)
pro n→∞
E ′(xn)αnx⊥n = |τn|p−1αnE ′(ϕ1 + y⊥n )x⊥n
= |τn|p−1αnXy⊥n (y⊥n , x⊥n )
= |τn|p−2α2nXy⊥n (x⊥n , x⊥n )
= |τn|p−2α2n
(
2Q0(x
⊥
n , x
⊥
n ) + o(1)
)
pro n→∞
9podposloupnost xnk oznacˇ´ıme znovu xn
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Tedy pro n→∞ ma´me
Jλ1(xn) = |τn|p−2α2n
(
Q0(x
⊥
n , x
⊥
n ) + o(1)
)− αn ∫
Ω
fx⊥ndt→ c, (6.6)
J ′(un)αnx⊥n = |τn|p−2α2n
(
2Q0(x
⊥
n , x
⊥
n ) + o(1)
)− αn ∫
Ω
fx⊥ndt→ 0.(6.7)
Da´le uka´zˇeme, zˇe αn
1∫
0
fx⊥ndx → 0. Mus´ıme uvazˇovat dveˇ mozˇnosti.
Bud’ ∃c1 > 0 : Q0(x⊥n , x⊥n ) > c1 ∀n ∈ N nebo mu˚zˇeme prˇedpokla´dat, zˇe
Q0(x
⊥
n , x
⊥
n ) → 0. V prvn´ım prˇ´ıpadeˇ pozˇadovane´ tvrzen´ı plyne z toho, zˇe
αn → 0 kv˚uli vztahu (6.6). V druhe´m prˇ´ıpadeˇ je {x⊥n } omezena´ posloupnost
v W 1,p0 (Ω)
⊥, a tedy bez u´jmy na obecnosti mu˚zˇeme prˇedpokla´dat, zˇe kon-
verguje k neˇjake´ funkci x⊥0 ∈ W 1,p0 (Ω)⊥. Vzhledem ke kompaktn´ımu vnorˇen´ı
W 1,p0 (Ω) ↪→ L2(Ω) ma´me x⊥n → x⊥0 v L2(Ω). Kvadraticky´ funkciona´l Q0 je
uzavrˇitelny´ v L2(Ω), a tedy Q0(x
⊥
0 , x
⊥
0 ) = 0. Z lemmatu 6.1 tedy plyne, zˇe
funkce x⊥0 je rea´lny´ na´sobek ϕ1. Ale x
⊥
0 a ϕ1 jsou ortogona´ln´ı, a tedy x
⊥
0 = 0.
To znamena´, zˇe
∫
Ω
fx⊥ndt→
∫
Ω
fx⊥0 dt = 0 a omezenost posloupnosti αn da´va´
pozˇadovane´ tvrzen´ı.
Ma´me-li αn
1∫
0
fx⊥ndt→ 0 spolecˇneˇ s (6.6) a (6.7), dosta´va´me
E(xn) = |τn|p−2α2nQy⊥n (x⊥n , x⊥n )→ c 6= 0, (6.8)
E ′(xn)αnx⊥n = |τn|p−2α2nXy⊥n (x⊥n , x⊥n )→ 0. (6.9)
To je ale spor vzhledem k tomu, zˇe zrˇejmeˇ plat´ı 0 ≤ Qy⊥n (x⊥n , x⊥n ) ≤
Xy⊥n (x
⊥
n , x
⊥
n ). Posloupnost {xn} mus´ı tedy by´t omezena´. Da´le uka´zˇeme, zˇe z
kazˇde´ PS posloupnosti mu˚zˇeme vybrat jej´ı konvergentn´ı podposloupnost.
Z omezenosti {xn} plyne, zˇe existuje jej´ı podposloupnost, pro jednodu-
chost opeˇt oznacˇena´ {xn}, ktera´ slabeˇ konverguje v W 1,p0 (Ω) k neˇjake´ funkci
x0. Potrˇebujeme uka´zat, zˇe take´ xn → x0 silneˇ. Je neˇkolik mozˇnost´ı jak toto
tvrzen´ı doka´zat. Pouzˇijeme mysˇlenku podobnou te´, se kterou se setka´va´me
prˇi vysˇetrˇova´n´ı monoto´nn´ıch opera´tor˚u.
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Oznacˇme yn := xn − x0. Ma´me J ′λ1(xn)yn → 0 a tedy∫
Ω
|∇un|p−2∇xn(∇xn −∇x0) dt− λ1
∫
Ω
|xn|p−2xn(xn − x0) dt
−
∫
Ω
f(xn − x0) dt→ 0. (6.10)
Z definice {yn} plyne, zˇe tato posloupnost slabeˇ konverguje k nulove´ funkci
ve W 1,p0 (Ω) a kompaktn´ı vnorˇen´ı W
1,p
0 (Ω) ↪→ Lp(Ω) da´va´ yn → o v Lp(Ω).
Plat´ı tedy ∫
Ω
|xn|p−2xn(xn − x0) dt → 0,∫
Ω
f(xn − x0) dt → 0.
To znamena´, zˇe (6.10) se redukuje na∫
Ω
|∇xn|p−2∇xn(∇xn −∇x0) dt → 0.
Vzhledem k tomu, zˇe yn ⇀ 0 plat´ı take´∫
Ω
|∇x0|p−2∇x0(∇xn −∇x0) dt → 0.
Nyn´ı odecˇteme prˇedchoz´ı dveˇ rovnosti a pouzˇijeme Ho¨lderovu nerovnost∫
Ω
(∇|xn|p−2∇xn − |∇x0|p−2∇x0)(∇xn −∇x0) dt (→ 0)
=
∫
Ω
(
|∇xn|p − |∇xn|p−2∇xn∇x0 − |∇x0|p−2∇x0∇xn + |∇x0|p
)
dt
≥ ‖xn‖pW 1,p0 (Ω) − ‖x0‖
p−1
W 1,p0 (Ω)
‖xn‖W 1,p0 (Ω) −
−‖xn‖p−1W 1,p0 (Ω)‖x0‖W 1,p0 (Ω) + ‖x0‖
p
W 1,p0 (Ω)
=
(
‖xn‖p−1W 1,p0 (Ω) − ‖x0‖
p−1
W 1,p0 (Ω)
)(
‖xn‖W 1,p0 (Ω) − ‖x0‖W 1,p0 (Ω)
)
≥ 0.
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Tedy ‖xn‖W 1,p0 (Ω) → ‖x0‖W 1,p0 (Ω) a d´ıky stejnomeˇrne´ konvexiteˇ W
1,p
0 (Ω)
mus´ı platit xn → x0.
Cˇa´st (b). Oveˇrˇ´ıme, zˇe neomezena´ PS posloupnost zkonstruovana´ v [8]
narusˇuje take´ Cψ(.) posloupnost. Mysˇlenka konstrukce takove´ PS posloup-
nosti je na´sleduj´ıc´ı. Nejdrˇ´ıve si uveˇdomme, zˇe pro libovolne´ τ ∈ R je funk-
ciona´l x⊥ 7→ Jλ1(τϕ1 + x⊥) definovany´ na W 1,p0 (Ω)⊥ slabeˇ koercivn´ı a jeho
globa´ln´ı minimum x⊥τ splnˇuje na´sleduj´ıc´ı rovnice
−∆p(τϕ1 + x⊥τ )− λ1|τϕ1 + x⊥τ |p−2(τϕ1 + x⊥τ )
= f⊥ + ςτϕ1 in Ω,
x⊥τ = 0 na ∂Ω,〈
x⊥τ , ϕ1
〉
= 0
pro neˇjaky´ Lagrange˚uv multiplika´tor ςτ .
Pote´ vezmeme libovolnou posloupnost {τn} takovou, zˇe τn → ∞ a pro
jednoduchost oznacˇ´ıme x⊥τn = x
⊥
n a ςτn = ςn. Lze doka´zat [21, Proposition
6.1], zˇe ςτn → 0, Jλ1(τnϕ1 + x⊥n )→ 0 a
J ′λ1(τnϕ1 + x
⊥
n )φ = ςn
∫
Ω
ϕ1φ (6.11)
pro libovolnou testovac´ı funkci φ ∈ W 1,p0 (Ω) [8, Proposition 4.4].
Tedy {x⊥n } je neomezena´ PS posloupnost, protozˇe prava´ strana (6.11)
konverguje k 0. Abychom doka´zali, zˇe Cψ(.) podmı´nka je narusˇena take´,
mus´ıme vysˇetrˇit jak rychla´ je tato konvergence. Odpoveˇd’ je da´na na´sleduj´ıc´ım
odhadem z [21, Proposition 6.1]
lim
n→∞
ςn|τn|p−2τn = (p− 2)‖ϕ1‖−2L2(Ω)Q0(w,w), (6.12)
kde w ∈ Dϕ1 je jednoznacˇne´ rˇesˇen´ı u´lohy{ −div(A(∇ϕ1)∇w)= λ1ϕp−2w + f v Ω;
w = 0 na ∂Ω.
Nav´ıc ma´me Q0(w,w) > 0.
Z (6.11), (6.12) a ‖x⊥n ‖W 1,p0 (Ω)→ 0 (viz. d˚ukaz [8, Proposition 4.4]) plyne,
zˇe existuj´ı kladne´ konstanty c1 a c2 takove´. zˇe plat´ı
‖J ′λ1(τnϕ1 + x⊥n )‖W−1,p′ (Ω) ≤ c1|τn|1−p ≤ c2‖τnϕ1 + x⊥n ‖1−pW 1,p0 (Ω).
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Tedy ‖J ′λ1(τnϕ1 + u⊥n )‖W−1,p′ (Ω) konverguje k 0 prˇ´ıliˇs rychle na to, aby
mohla Cψ(.) podmı´nka platit.
Cˇa´st (c). Zde nedosˇlo k zˇa´dne´mu vylepsˇen´ı.
Cˇa´st (d). Opeˇt doka´zˇeme sporem. Necht’ {xn} je C posloupnost pro funk-
ciona´l Jλ1 . Ma´me tedy
Jλ1(xn) = E(xn)−
∫
Ω
fxn dt→ c > 0,
J ′λ1(xn)un = E
′(xn)xn −
∫
Ω
fxn dt→ 0.
Vzhledem k tomu, zˇe E(xn) =
1
p
E ′(xn)xn da´le dosta´va´me∫
Ω
fxn dt → pc
1− p
E ′(xn)xn → pc
1− p
E(xn) → c
1− p
Pro kladne´ c je vy´raz c
1−p za´porny´, ale z Poincare´ho nerovnosti plyne
E(y) ≥ 0 ∀y ∈ W 1,p0 (Ω) a to je spor. To znamena´, zˇe neexistuj´ı zˇa´dne´
C posloupnosti pro Jλ1 na kladny´ch u´rovn´ıch a Cerami podmı´nka trivia´lneˇ
plat´ı.
6.5 Fredholmova alternativa pro p-Laplacia´n
V za´veˇrecˇne´ cˇa´sti pro u´plnost dopln´ıme informace o rˇesˇitelnosti proble´mu,
ktery´ motivoval cˇa´sti prˇedchoz´ı. Tedy hleda´n´ı slaby´ch rˇesˇen´ı u´lohy{ −∆px− λ1|x|p−2x = f v Ω,
x = 0 na ∂Ω,
kdy funkce f ∈ L∞(Ω) je kolma´ na ϕ1 v L2(Ω) smyslu.
Ani v jednom z prˇ´ıpad˚u 1 < p < 2 a p > 2 nebyla doka´zana platnost
neˇjake´ podmı´nky kompaktnosti na vsˇech hladina´ch - viz veˇta (6.2). Prˇesto lze
v obou prˇ´ıpadech doka´zat existenci alesponˇ jednoho slabe´ho rˇesˇen´ı. Pro 1 <
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p < 2 to doka´zali Dra´bek a Holubova´ v [6] pomoc´ı metody horn´ıho a doln´ıho
rˇesˇen´ı. Pro p > 2 to plyne z toho, zˇe funkciona´l Jλ1 je zdola omezeny´. Nav´ıc,
protozˇe Jλ1(o) = 0 a J
′
ϕ1
(o) 6= o, je jeho infimum za´porne´. Z Ekelandova
variacˇn´ıho principu ([7, Theorem 7.4.19]) plyne, zˇe existuje posloupnost {xn}
takova´, zˇe ‖J ′ϕ1(xn)‖ → 0∧Jλ1(xn) <  < 0 ∀n ∈ N. Na za´porny´ch hladina´ch
plat´ı PS podmı´nka a mus´ı tedy existovat i kriticky´ bod funkciona´lu Jλ1 ,
ktery´ je za´rovenˇ slaby´m rˇesˇen´ım u´lohy.
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7 Za´veˇr
Podmı´nky kompaktnosti, ktere´ zobecnˇuj´ı Palaisovu−Smaleovu podmı´nku,
se v praxi nepouzˇ´ıvaj´ı prˇ´ıliˇs cˇasto. V literaturˇe (str. 72 [19]) se lze naprˇ´ıklad
setkat s na´zorem, zˇe prˇ´ınos teˇchto podmı´nek je prˇ´ıliˇs maly´ na to, aby ospra-
vedlnil jejich podrobne´ zkouma´n´ı. Zrˇejmeˇ ale kromeˇ principia´ln´ıho d˚uvodu
pouzˇ´ıvat co nejobecneˇjˇs´ı tvrzen´ı, mu˚zˇe by´t prˇ´ınos teˇchto podmı´nek i cˇisteˇ
prakticky´. Dobrˇe to je videˇt v prˇedchoz´ı kapitole, jej´ızˇ podstatnou cˇa´st zab´ıra´
d˚ukaz cˇa´sti a) veˇty (6.2), kde dokazujeme platnost Palaisovy − Smaleovy
podmı´nky, zat´ımco d˚ukaz cˇa´sti d) - platnost Cerami podmı´nky - je zcela
trivia´ln´ı. Zrˇejmeˇ je tedy Palaisova-Smaleova podmı´nka uprˇednostnˇova´na proto,
zˇe je ze zmı´neˇny´ch podmı´nek kompaktnosti nezna´meˇjˇs´ı a nejsnadneˇji pocho-
pitelna´.
Pu˚vodn´ı vy´sledky v te´to pra´ci jsou prˇedevsˇ´ım ve trˇet´ı a sˇeste´ kapitole
a prˇ´ıklady z podkapitol 4.2 a 5.4. Lze rˇ´ıci, zˇe proble´m zkoumany´ v sˇeste´
kapitole byl zcela vycˇerpa´n pro p > 2, zat´ımco pro 1 < p < 2 nen´ı jasne´, jak
v jeho rˇesˇen´ı pokracˇovat. Proto se k dalˇs´ı pra´ci a studiu nab´ız´ı problematika
zmı´neˇna´ ve trˇet´ı kapitole, nebo prˇ´ıpadneˇ studium slozˇiteˇjˇs´ıch proble´mu˚ s p-
Laplacia´nem zalozˇeny´ch na odhadech z sˇeste´ kapitoly (lemma 6.5).
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Shrnut´ı
Tato disertacˇn´ı pra´ce se zaby´va´ studiem variacˇn´ıch metod a prˇedevsˇ´ım pod-
mı´nek kompaktnosti v nich pouzˇ´ıvany´ch. Metody jsou demonstrova´ny na
okrajovy´ch u´loha´ch pro elipticke´ rovnice
−x′′(t) = g(t, x(t))
a
−∆px− λ1|x|p−2x = f,
kde ∆px := div(|∇x|p−2∇x) je p-Laplacia´n, p > 1 a λ1 je jeho prvn´ı vlastn´ı
cˇ´ıslo.
Disertacˇn´ı pra´ce je rozdeˇlena do sedmi kapitol. V prvn´ı a druhe´ jsou
cˇtena´rˇi prˇedstaveny za´klady variacˇn´ıch metod. Prvn´ı obsahuje kra´tky´ u´vod.
Druha´ obsahuje klasicke´ variacˇn´ı veˇty - naprˇ´ıklad deformacˇn´ı lemma, obecny´
princip minimaxu a veˇtu o sedlove´m bodeˇ. Ve trˇet´ı kapitole je naznacˇena
mozˇnost, jak lze nale´zt kriticke´ body funkciona´lu, jezˇ nejsou extre´my a ani
je nelze nale´zt pomoc´ı metod minimaxu. Ve cˇtvrte´ kapitole se veˇnujeme dife-
rencia´ln´ı rovnici druheˇho rˇa´du. Je v n´ı obsazˇen prˇ´ıklad vyuzˇ´ıvaj´ıc´ı veˇtu o sed-
love´m bodeˇ k doka´za´n´ı rˇesˇitelnosti okrajove´ u´lohy. Da´le jsou v kapitole inter-
pretova´ny klasicke´ vy´sledky jako Fredholmova alternativa nebo Landesman-
Lazerovy podmı´nky rˇesˇitelnosti pomoc´ı variacˇn´ıch metod. V pa´te´ kapitole
jsou prˇedstaveny obecneˇjˇs´ı podmı´nky kompaktnosti nezˇ obvykle pouzˇ´ıvana´
Palais-Smaleova podmı´nka. Na prˇ´ıkladech jsou uka´za´ny nove´ mozˇnosti, ktere´
na´m tyto podmı´nky nab´ızej´ı. Sˇesta´ kapitola prˇedstavuje ja´dro pra´ce. Je v n´ı
zkouma´na platnost r˚uzny´ch podmı´nek kompaktnosti pro okrajovou u´lohu
s p-Laplacia´nem a obecneˇ take´ geometrie energeticke´ho funkciona´lu pro p-
Laplacia´n. Sedma´ kapitola obsahuje kra´tke´ zhodnocen´ı vy´sledk˚u a navrzˇen´ı
smeˇru dalˇs´ıho studia.
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Summary
This dissertation studies variational methods and compactness conditions
used in them. The methods are illustrated on the boundary problems for
elliptic equations
−x′′(t) = g(t, x(t))
and
−∆px− λ1|x|p−2x = f,
where ∆px := div(|∇x|p−2∇x) stands for p-Laplacian, p > 1 and λ1 is its
first eigenvalue.
This doctoral thesis is divided into seven chapters. In the first two we
introduce the basics of the variational theory. The first contains a short
introduction. The second includes classical variational theorems - e.g. the
deformation lemma, general minimax principle or the saddle point theorem.
The third chapter presents a way to find a critical point of a functional
which is not a local extrema or a minimax point. In the fourth chapter we
investigate second order boundary value problem. The chapter includes an
example of use of the saddle point theorem as well as varional view on some
well known results - eg. the Fredholm alternative or Landesman-Lazer con-
ditions. The fifth chapter introduces compactness conditions that are more
general than the standard Palais-Smale condition. Several examples show
the advantages of these new conditions. In the sixth chapter we thoroughly
investigate the Fredholm alternative for the p-Laplacian and the geometry
of the energy functional related to the p-Laplacian in general. The seventh
chapter includes a short assessment of the results.
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