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Boundary behavior  of harmonic maps on non-smooth 
domains and complete nega t ive ly  curved manifolds  
P a t r i c i o  Aviles  
Abs t r ac t :  I n  t h i s  t a l k  I s h a l l  d i s c u s s  two c l a s s i c a l  t o p i c s  of harmonic 
a n a l y s i s ;  t h e  s o l v a b i l i t y  of t h e  D i r i c h l e t  problem i n  r e g u l a r  domains and t h e  
F a t o u y s  theorem i n  t h e  case  of t h e  harmonic map system of equa t ions .  We s h a l l  
a l s o  mention some ongoing work. S ince  every bounded harmonic f u n c t i o n  can be 
cons idered  as a harmonic map i n t o  W our  a n a l y s i s  below (and t h e  one of t h e  
ongoing work) can be considered as a n a t u r a l  and important ex t ens ion  of p a r t  
of t h e  c l a s s i c a l  f u n c t i o n  theo ry  t o  harmonic maps. There a r e  s e v e r a l  new 
d i f f i c u l t i e s  t h a t  we have overcome i n  t h e  process  of doing harmonic a n a l y s i s  
f o r  harmonic mappings which can be b r i e f l y  explained a s  fo l lows .  Prom t h e  
p o i n t  of view of ex tending  t h e  c l a s s i c a l  known r e s u l t s  f o r  harmonic func t ions ,  
c f .  Hunt and Wheeden [WJ], Dahlberg [ D l ,  J e r i s o n  and Kenig [JK] Anderson [A], 
S u l l i v a n  [S] , Anderson and Schoen [AS] and Ancona [An], t o  harmonic maps t h e  
main d i f f i c u l t i e s  come from t h e  f a c t  t h a t  we a r e  dea l ing  wi th  a non-linear 
e l l i p t i c  system as opposed t o  a l i n e a r  equat ion  which fur thermore  i s  a 
degenera ted  non-linear e l l i p t i c  system when i n  a complete manifold. From t h e  
p o i n t  of view of ex tending  t h e  by now c l a s s i c a l  e x i s t e n c e  r e s u l t s  of harmonic 
maps due t o  E e l l s  and Smpson PSI, and Hildebrandt  Kaul and Vidman [HKW] t h e  
d i f f i c u l t i e s  i n  t h e  s i t u a t i o n  a t  hand l i e s  i n  t h e  important f a c t  t h a t  we a r e  
dealing with possible nnrectifiable boundaries and therefore the classical 
methods of the cslcuPns of variations used by the authors mentioned above are 
not applicable. 
Ve shall now describe our results, see [A], [ACI] . Let !I be an open 
connected set in a complete Riemannian manifold. If fl is a Greenian domain, 
that is, the Green function with pole at x E f l  exists for all x E fl, i.e. 
6 = 6(x), 61 = 0, then the Iartin boundary, Y(fl), can be defined, see g A . 
[A]. Furthermore, if we let fl = fl U #(fl), 118 is complete and compact with 
boundary 1 )  with respect to the so-called lartin metric, which defines a 
topology in fl which agrees with its topology as a Riemannian manifold, see 
[Bb] for further details. We shall now make the following 
Definition: fl is a regular domain if for every point E U(fl) there exists 
u E c0(i) SO that t 
(4 ot  is super-harmonic (with respect to the Laplace-Beltrami 
operator) in f l ;  
Examples of regular domains which satisfy the above definition are those 
considered in [PFI], [Dl, [JK], [Wu], [Ad], [S], [Ad-Sc], [An]. 
The image of the ~app ing  in consideration will be required to be in a 
convex ball q ( p )  of a complete Cm Riemannian manifold A. Consequently 
BT(p) shall denote the closed geodesic ball of radius T and center at p 
in Ei[ with 
r < rain(- , injectirely radios of II a t  p) 
2 t K  
where lK 2 0 i s  an upper bound for  the sectional curvatures of I. We remark 
that ,  in general, there are examples that show that the theorems below do n o t  
hold without the hypothesis that the image of the mapping i s  in a ball  as 
described above. 
We also recal l  that for  f E c'(I,N), the energy density e(f)  of f 
i s  defined by 
1 m 1 
where x = (x , . . . ,x ) , y = (y , . . . ,yn) are local co-ordinates on Y and N 
respectively, f "(x) = ga(f (x))  , gijdxidxJ and ha+lyadya define the 
Riemannian metrics on I and N respectively and the matrix (giJ) i s  the 
inverse of (g - . ) . The energy E(f) of f i s  defined by E(f ) = 1 e (f )dv 
1J I 
where dv i s  the volume element of II. The map u E c'(Y,N) i s  said to  be 
1 harmonic, i f  it i s  a c r i t i c a l  point of the functional E : C (I,N) -, IR w i t h  
respect t o  compactly supported variations. B simple calculation shows that 
the Buler-Lagrange system of equations have t o  be satisfied by a harmonic map 
are 
where A i s  the Laplace-Beltrami operator on I and l'" are the Christoffe 87 
symbols of the metric on H. 
Theorem A ( D i r i c h l e t  Problem). Let  0 be a r e g u l a r  domain f o r  t h e  D i r i c h l e t  
problem f o r  t h e  Laplace-Beltrasl i  ope ra to r .  For each 6 E CO(BI (B) .E~(~) )  
0 - t h e r e  e x i s t s  a unique n E C (O,ET(p)) n Cm(f19BT(p)) which is  a harmonic map 
on and which equa l s  on 81( f l ) .  
A c l a s s i c a l  problem i n  l i n e a r  harmonic a n a l y s i s  i s  t o  s tudy t h e  boundary 
r e g u l a r i t y  of harmonic f u n c t i o n s  i n  a r b i t r a r y  bounded domain. We r e c a l l  t h e  
Wiener c r i t e r i o n .  We s h a l l  assume t h a t  t h e  dimension of t h e  domains i s  
g r e a t e r  o r  equa l  t o  t h r e e .  
Wiener Condit ion.  Let fl be a bounded domain which i s  contained i n  t h e  
i n t e r i o r  of a complete Riemannian manifold H. Given a po in t  xo E an, l e t  
2-n X(u) = u Cap{x E Bu(xO) (X f fl) where t h e  capac i ty  i s  measured with r e s p e c t  
t o  a f i x e d  smooth compact subse t  B of I which con ta ins  Bu(xo) i n  i t s  
m 
i n t e r i o r .  xO i s  s a i d  t o  s a t i s f y  t h e  Wiener condi t ion  i f  1 1 ( v J )  diverges  
j =I 
f o r  a E ( 0 , f ) .  
De f in i t i on .  Let fl be a bounded domain which i s  contained i n  t h e  i n t e r i o r  of 
a complete Riemannian manifold I. We say xO E afl i s  a r e g u l a r  p o i n t  f o r  
t h e  Laplace-IBel tsmi ope ra to r ,  i f  f o r  every 4 E E ~ ( ~ R , W )  which i s  continuous 
a t  xO , t h e  s o l u t i o n  of t h e  D i r i c h l e t  problem with boundary va lues  i s  
cont inuous a t  xO. 
Theorem (Wiener c r i t e r i o n  [Wn] , [LSW] ) . xo i s  r e g u l a r  f o r  t h e  
Laplace-Bel t rao i  o p e r a t o r  i f f  xo s a t i s f i e s  t h e  Wiener condi t ion .  
We now make &Be fo l lowing  
Def in i t i on .  Let  fl be a bounded domain which i s  conta ined  i n  t h e  i n t e r i o r  of 
a complete Riemannian manifold I, xo E i s  r e g u l a r  f o r  the b a n o n i c  map 
system i f  t o r  a l l  ( E L ~ ( ~ , B ~ . ( ~ ) )  which is  cont inuous a t  xO, t h e  s o l u t i o n  
of  t h e  D i r i c h l e t  problem f o r  t h e  harmonic map system wi th  boundary va lues  4 
i s  cont inuous  a t  xo. We then  have 
Theorem B. xo i s  a r e g u l a r  p o i n t  f o r  t h e  harmonic map system i f f  xO 
s a t i s f i e s  t h e  Wiener Condit ion.  
Using d i f f e r e n t  methods and ideas  a ve r s ion  of t h e  Wiener t e x t  f o r  
harmonic mappings of f i n i t e  energy was e s t a b l i s h e d  by Baulik [PI ) . 
It i s  of i n t e r e s t  t o  s tudy  t h e  s o l u t i o n  of t h e  D i r i c h l e t  problem of t h e  
harmonic map system wi th  f u r t h e r  d e t a i l s .  We s h a l l  next  s t a t e  a r e s u l t  i n  
which we d i s c u s s  sha rp  bounds f o r  such s o l u t i o n s  i n  t h e  important  case  of 
simply connected n e g a t i v e l y  curved manifolds.  
I f  I denote  a complete,  simply connected Riemannian manifold of 
2 2 dimension ol, with  s e c t i o n a l  cu rva tu re  , 4 3 K1 1 -a < 0 ,  t h e  sphere 
at  i n f i n i t y  S(m)  of 1 i s  de f ined  t o  be t h e  s e t  of asymptot ic  c l a s s e s  of 
geodes ic  r a y s  i n  II: two r a y s  and 72 a r e  asymptot ic  i f  
d i s t  (11 (t) , l2 (t) ) i s  bounded f o r  t , 0. The cone topology on P = I U S (m) 
i s  de f ined  by: l e t  q be a f i x e d  po in t  i n  I and l e t  7 be a geodesic  ray  
pas s ing  through q wi th  t angen t  vec to r  v at  q. The cone C (7,B) of 
9 
a n g l e  B about  7 i s  de f ined  by C (7,  8) = {x E Hiangle between v and 
t angen t  v e c t o r  at  g of geodes ic  j o i n i n g  q t o  x i s  less than  B}. Let 
Tq(7, d , l )  = Cq(7, 8)  I !fg(q) denote  a t runca ted  cone, t hen  t h e  domains 
T (7.BYP) t o g e t h e r  wi th  t h e  open geodesic  b a l l s  Bb(x) ,x E I f o w  a l o c a l  (4 
b a s i s  f o r  t h e  cone topology.  Le t  ( : [O,I]  -I [O,m] be  a f i x e d  homeomorphism 
which i s  diffeomorphism on [0,1).  The map &(v)  = expq((( lv 1 )v )  i s  a 
d i f f e o m o r p b i s ~  of %be o p o  u n i t  ball B1(0) i n  T (I) on to  BI; moreover E 
9L t 
extends  t o  .a bomeomorpbisa of t h e  sphere  S1 = aB1(0) i n t o  B(B). We 
ideatifj 8, tl and S(m) with  B1(0), B1(0) and S1 r e s p e c t i v e l y .  
It was proved by Anderson [Ad], S u l l i v a n  [S] and l a t e r  by Schoen ([Ad-Sc] 
pp. 435438) t h a t  every  p o i n t  of S(m) i s  a r e g u l a r  p o i n t  f o r  t h e  D i r i c h l e t  
problem v i t h  r e s p e c t  t o  the Laplace-Beltrami ope ra to r  on El. Furthermore 
Anderson and Schoen [Ad+] showed t h a t  t h e  Bas t in  boundary of B i s  
homeomorphic t o  S(m) .  Nence t h e  s o l u t i o n  t o  t h e  D i r i c h l e t  problem wi th  d a t a  
4 E ~'(~(rn) ,~~(p)) e x i s t s .  
Theorem C (Bounds f o r  t h e  s o l u t i o n  of t h e  B i r i c h l e t  problem). Let I be a 
complete,  simply connected Riemannian manif o l d  of dimension m y  wi th  
2 2 
s e c t i o n a l  cu rva tu re s  -4 5 Kg < -a < 0 and l e t  B7(p) as desc r ibed  above. 
Given ( E ~'(~(rn),B~(p)), o E (0,1] ,  t h e  harmonic nap u : B + BT(p), 
IS(m) = @ s a t i s f i e s  t h e  fo l lowing  decay e s t ima te s ;  
where r(x) = d i s t a n c e  of x from some f i x e d  g o i n t  q E 1, 6 > 0 i s  
&a i f  a < l  o r  o = l  and m z 3  
any p o s i t i v e  number s t r i c t l y  l e s s  t han  a i f  a = 1 and m = 2 ,  
CI9 C2 depend on t h e  geometry, ( y b )  but  u i t s e l f .  I f  only  ( 
0 
E C (S(m) ,BT(p) )  t hen  t h e  e n e q j  d e n s i t y  e(n) (x) + 0 as x + S (m) . 
Pins lPg ,  I s h a l l  s t a t e  t h e  P a t o u y s  theorem f o r  h a m o n i c  mappings. This 
i s  a q u i t e  i n t e r e s t i n g  r e s u l t .  Technica l ly  speaking, it i s  i n t e s e ~ t i n g  
k c a u s e  t h e  b a s i c  t o o l s  t h a t  t h e r e  a r e  used t o  prove it f o r  bonnded harmonic 
f u n c t i o n s ,  t h a t  i s ,  boundary r e p r e s e n t a t i o n ,  t h e  c o r r e c t  i n e q u a l i t y  between 
t h e  non-tangent i a l  maximal f u n c t i o n  and t h e  Hardy-Littlewood maximal func t ion  
a s s o c i a t e d  t o  t h e  h a m o n i c  f u n c t i o n  ( s e e  f o r  i n s t ance  S t e i n ' s  book [St]) a r e  
no t  a v a i l a b l e  o r  t hey  are no t  t r u e .  Geometrically it i s  i n t e r e s t i n g  because 
i f  we combine it wi th  t h e  s o l u t i o n  of t h e  D i r i c h l e t  problem f o r  E"-data we 
o b t a i n  t h e  fo l lowing .  
Theorem D .  There i s  a one t o  one correspondence between ( E ~ " ( a f l , B ~ ( ~ ) )  
and harmonic maps u E Im(K,Br(p)) n Cm(n,Kr(p)) so  t h a t  l i m  u (x)  = ((4) 
almost  everywhere 4 E as x + , where almost everywhere i s  with r e spec t  
t o  t h e  n a t u r a l  measure a s s o c i a t e d  t o  afl (harmonic measure) and where x -r Q 
non-tangent ial ly .  
Theorem E (Fatou 's  theorem). Le t  u : fl  + be a harmonic map where 
BT(p) i s  as def ined  above and fl i s  e i t h e r  (i) a bounded L ipsch i t z  domain 
conta ined  i n  t h e  i n t e r i o r  of a complete Riemannian manifold o r  ( i i )  a 
complete,  simply connected l iemannian manifold with s e c t i o n a l  cu rva tu re s  
2 2 Kn, 4 j En j -a < 0. Then u has t h e  Patou proper ty ,  t h a t  i s ,  f o r  almost 
every  wi th  r e s p e c t  t o  t h e  harmonic measure i n  a, l i m  u(x)  e x i s t s  
x-4 
whenever x non-tangentially.  
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I. Im&sodnnc$ion. We construct unique global continuous viscosity solutions of the 
initid value problem in Rn for a class of degenerate parabolic equations that we shall call 
geomedrs'c. A typical example is 
vu 8u 
(VuI div(-) - vl~ul = 0 (at = -, Vu = grad U, v E (W). 
Ivu1 Bt 
Our method is based om the comparison principle of viscosity solutions developed recently 
by Jensen [8] and Ishii [6]. However, as is observed from (I), our equation is singular at 
~ 7 %  = 0 SO we are forced to extend their theory to our situation. 
The equation (1) has a geometric significance because y-level surface r ( t )  of u moves 
by its mean curvature when v = 0 provided that vu does not vanish on I'(t). Such a 
motion of surfaces has been studied by many authors [1,5]. However, so far whole unique 
evolution families of surfaces were only constructed under geometric restrictions on initial 
surfaces such as convexity [3,5] except n = 2 [1,4]. When n = 2, Grayson [4] has shown 
that any embedded curve moved by its curvature never becomes singular unless it shrinks 
to a point. However when n 2 3 even embedded surfaces may become singular before it 
shrinks to a point. 
Our goal is to construct whole evolution family of surfaces even after the time when 
there appear singularities. This program is carried out by Angenent [I] when n = 2. 
Contrary to [I] we avoid parametrization and rather understand surfaces as level set of 
*On leave from Nankai Institute of Mathematics, Tianjin, China. 
viscosity solutions of (1). Let D ( t )  denote the open set of z E Rn such that u(z , t )  > y. 
When the equation is geometric, it turns out that the family (I ' ( t ) ,  D ( t ) )  ( t  2 0 )  is uniquely 
determined by (F(O) ,  D ( 0 ) )  and is independent of u and y. By unique existence of viscosity 
solution of (1) we have a unique family of (I ' ( t ) ,  D ( t ) )  for all t 2 0 provided D ( 0 )  is bounded 
open and that F ( 0 )  (C Rn \ D ( 0 ) )  is compact. As is expected, we conclude that (P'(t),  D ( t ) )  
becomes empty in a finite time provided v 5 0. This extends a result of Huisken [5] where 
he proved that r ( t )  disappears in a finite time provided F ( 0 )  is a uniformly convex C2 
hypersurface. 
In this note we state our main results almost without proofs; the details will be 
published elsewhere. 
2. A parabolic compiarison principle. For h : L + R  ( L  c R d )  we associate 
its lower (upper) ~ lemicont inuous  ~ e l a z a t i o n  h , (ho)  : L -+ = R U {f m) defined by 
h,(z)=lim inf h ( y ) ,  h " ( z ) = - ( - h ) , ( z ) ,  a ~ z .  
e l 0  Iz-yl<e 
Let R  be an open subset of Rn. We write J ( f l )  = Q. x R  x Rn x SnXn and W = f l  x R x 
( R n  \ 1 0 ) )  x SnXn where SnXn  denotes the space of n x n real symmetric matrices. Let 
F  = F ( t ,  ;e, s ,  p, X )  be a real valued function defined in ( 0 ,  T] x W for T < m. Since W 
is dense in J ( R ) ,  we see F " ,  F, : [O,T] x J ( f l )  -+ R. Any function u : f lT + R  is called a 
viscosity sub-(super) ~ o l u t i o n  of 
if U* < m(-00 < U ,  ) on QT and if, whenever 4 E C 2 ( f l ~ ) ,  ( t ,  y )  E QT and (u* - 4 ) ( t ,  Y )  = 
maxn, (a* - 4)  ( ( a ,  - 4) (t , Y )  = minsl, (u* - 4) )  
If u : aT + R  is both a viscosity sub- and supersolution of ( 2 ) ,  u is called a virrcorrity 
solution of (2). w e  say F  is degene~ade elliptic if 
for every ( t ,  a ,  alp,  X )  E W and Y 2 0. We say ( 2 )  is a degenerate parabolic equation if F 
is degenerate elliptic. 
EXAMPLE 1: The equation (1)  is degenerate parablic since (1 )  is expressed in the form 
( 2 )  by taking 
EXAMPLE 2: For w 2 0 we set 
(3) #* ( t ,  a )  = ~ ( 1 ~ 1  - ~ t ) ~  if 121 > wt otherwise #*(t, z )  = 0. 
Suppose that F is elliptic and satisfies 
for some constant v(p) .  Then #+(#-) is a viscosity super-(sub) solution of (2 )  with Q = Rn 
provided w 2 n/ (w 2 p). 
EXAMPLE 3: The function Uth(t, r e )  = h(2(n - l ) t  + lz - 1l2) is a viscosity solution of 
(1)  in R$ for every T when v = 0 provided that h is a continuous monotone function on 
R. 
We now state our main comparison result. 
THEOREM 4. H;et 92 be bounded and let F : ( 0 ,  T ]  x W -+ R is continnons, degenerate 
elliptic and independent o f  z E 0. Assume that there is a constant c = c(92, T,  M ,  n)  such 
that the function s H F( t , s ,p ,X)+cs  is nondecreasingin s E for d t  E (O,T], Is1 I M ,  
p E Rn \ {0), X E Snxn. Suppose furthermore that 
Lei u and v be, respectively, viscosity snb- and snpersolntions of (2) in aT. H u* 5 v, on 
BpQT = ( 0 )  x $2 U [O,T] x 892, then u" 5 v, on LIT. 
REMARK 5: If two inequalities in (4) hold for F  and ( t ,  s, X) F-+ F ( t ,  s , p ,  X )  is equicon- 
tinuous for small p, then (5) holds. In particular Theorem 4 is applicable to the equation 
( 1 ) .  Although our proof is based on a parabolic version of Ishii's Proposition 5.1 in [6] 
(cf.[7]), new idea is necessary to prove Theorem 4 since F is not continuous at p = 0 even 
if we consider its elliptic version. We note that Theorem 3.1 in [6] can be extended even 
if F  is not continuous at p  = 0  provided ( 5 )  holds. Using Perron's method as in [6] we 
obtain an existence result. 
THEOREM 6. Let !2 and F  be as above. Snppose that there is a viscosity subsolution 
f and a viscosity snpersolntion g of (2) such that f ,g  are locally bounded in Q T ,  f 5 g in 
QT and f, = g* on apQT. Then there is a viscosity solution u of (2) satisfying u E C!(aT) 
and f 5 u 5 g on !&, where f i ~  = B p ! 2 ~  uQT. 
3. Geometric equations. We consider a special class of degenerate parabolic 
equations including ( 1 ) .  
DEFINITION 7: A function F  : (O,T] x W -+ R  is called geometric if F does not depend 
on s E R i.e. 
F ( t ,  2 ,  S,P, X )  = F(t12 ,  P ,  X) 
and for every X > 0 and u E R it holds 
F ( t ,  a: ,  Xp, AX + up  t p )  = XF(t,  ? : ,p ,  X ) .  
THEOREM 8. Suppose that F  is degenerate elliptic and geometric in (0 ,  T'j x W .  I f  u is 
a locally bonnded viscosity su b-(super) solu tion of (2) in QT ,so is 8(u)  whenever 8  : R + R 
is a con tinnous nondecreasing function. 
The proof depends on approximation of zl by semiconvex Lipschitz functions. Example 
3  follows from Theorem 8. 
4. Evolutions of level surfaces Suppose that a E C ( R n )  and a - a is compactly 
supported for some a E R. Let u, denote a viscosity solution of (2) in CIT such that 
u, E C(fiT) with u(0, a )  = a(%) and that u - ca! has a compact support in GT. We state 
our uniqueness result when Cl = Rn. 
THEOREM 9. For $2 = Rn we assnme F is continnons, geometric, degenerate elliptic and 
is independent of z in ( O , T ]  x W. Snppose that F satisfies (4) and (5). Then there is s t  
most one viscosity solu tion u, of (2) in QT with initid data a. Moreover, if b 2 a then 
~b 2 %a On f i T .  
PROOF: We may assume a = 0. For +f in (3) we set 
where w 2 m a ( v , p )  and 62 > 0. We take R large enough so that fx 5 a(%) b(z) 5 g~ 
holds at  i = 0. Example 2 and Theorem 8 imply that f~ and g~ are, respectively, viscosity 
sub- and supersolutions of (2) in R:. Take R1 such that ua, ub, fa, g~ are supported in 
[O,T] x B(R1)  where B(R1) denotes the open ball of radius R1 centered at the origin. 
Applying compmison Theorem 4 with 92 = B(R1) yields ub > a,. This implies uniqueness 
of 21,. 
Theorems 8 and 9 yield 
THEOREM 10. Suppose F and u, are as in Theorem 9. Let F(i) be 7-level sel of u,(t, -) 
and D(i) be a set of z E Rn snch that u,(t,z) > y. H y > a then (H'(t), D(t)) ( L  > 0) is 
uniquely determined by (F(O),D(O)) and isindependent ofa, a and y. We c d  (I'(i), D(i)) 
is a solration family of (2) with in t i d  data (I'(O), D(0)). 
When (2) is quasilinear, one can construct a globd viscosity solution u, for a given 
initial data, a. 
THEOREM 11. Suppose that F and a are as in Theorem 9 and that F is linear in X. 
Then the viscosity solution u, of (2) in Theorem 9 (uniquely) exists for every T > 0. 
For general F we approximate (2) by uniformly parabolic equations and prove con- 
vergence of approximate solutions at least for a € C2. Were fR and g~ in (6) play a role 
of "barriers" to get uniform estimates for first derivatives of approximate solutions. As 
their limit we obtain the viscosity solution u,. For continuous a ,  we can approximate it 
by regular functions and find that Theorem 6 is applicable to get the solution . 
For the equation (1) with v = 0 one can construct a, via Theorem 6 without using 
approximate equations. There are viscosity sub- and supersolutions f ,g satisfing assump- 
tions of Theorem 6 with f = g = a at t = 0. Indeed, for J E Rn there is a decreasing 
continuous function h such that Uth(O, z) 5 a(z) and Uth(O, J) = a([) where Uth is in 
Example 3. We define f as the supremum of such Uth and find that f = a at t = 0 and 
f is a viscosity subsolution of (2) in RF. The function g can be constructed similarly. By 
comparison with fR + a, g~ + a in (6), we see f = g = a outside [0, TI x B(R) if R is 
sufficiently large. Theorem 6 with Q = B(R) yields the desired solution u, by defining its 
value as a outside B(R). 
COROLLARY 12. (i) Suppose F is as in Theorem 11. Suppose that D(0) is a bounded 
open set and P'(0) C Rn \ D(0) is a compact set. Then there is a unique solndion family 
(I'(t), D(t)) for all t 2 0 with initid data (I'(O), D(0)). 
(ii) Let (I'(t), D(t)) be a solution family of (1 )  with v < 0 snch that D(0) U I'(0) is 
bound. Then (I'(t), D(t)) becomes empty in finite time. 
We note (i) follows from Theorems 10 and 11 with a suitable choice of a. For mean 
curvature flow equation (I), Example 3 yields (ii) by a comparison. 
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Homoclinic orbits for a singular second order Hamiltonian system 
Kazunaga Tanaka 
Department of Mathematics, Faculty of Science, Nagoya University 
1. Introduction and statement of result 
There is a large literature on the use of variational methods to prove the existence of 
periodic solutions of Hamiltonian systems. However it is only recently that these methods 
have been applied to the existence of homoclinic or heteroclinic orbits of Hamiltonian 
system. See [3,4,7,9,10,11]. 
Our purpose of this t d k  is to consider the existence of homoclinic orbits for the second 
order singular Hamiltonian system: 
Here q = (ql,  q 2 ,  . - , qN), N > 3 and V(q) satisfies 
(Vl)  There is an e E R ~ ,  e # 0 and V E C 2 ( ~ N  \ { e ) , ~ ) ;  
(V2) V(q) 5 0 for all q E ltN \{e) and V(q) = 0 if and only if q = 0, and 
- 
l i m ~ u p ~ ~ ~ + ~  V(q) -- V < 0; 
(V3) There is a constant S E (0,; I e I )  such that V(q) + ?j(V'(q), q) < 0 for all q E Bs(O), 
where Bs(0) = {x E R ~ ;  I x I< S ); 
(V4) -V(q) t co as q + e; 
(V5) There is a neighbourlrood W of e in nN and a function U E cl(FtN \{el, R) such 
that U(q) t co as q + e and -V(q) >I U1(q) l 2  for q E W \ {el. 
Our main result is as follows: 
Theorem ([Ill). If V satisfies (Vl )  - (V5), then (HS) possesses a t  least one (nontrivial) 
homoclinic orbit which begins and ends at  0. 
Remark. The assumption (V5) is the so-called strong force condition (c.f. Gordon [ 5 ] )  
and it will be used to verify the Palais-Smale compactness condition for the functional 
corresponding to the approximate problem ( H S  : T) (see below). For example, (V5) is 
satisfied when V(q) = - I q - e I-" (a  2 2) in a neighbourhood of e. The assumption 
(V3) is a kind of concavity condition for V(q) near 0. In particular (V3) holds for small 
S > 0 when V"(0) is negative definite. 
This work is largely motivated by the work of Rabinowitz [9] and the works [1,2,6]. [9] 
studied via a variational method the existence and the multiplicity of heteroclinic orbits 
joining global maxima of V(q) for a periodic Hamiltonian system. On the other hand 
[1,2,6] studied the existence of time periodic solutions of prescribed period for the second 
order singular Hamiltonian system ( H  S). 
2. Outline of the proof of Theorem 
First we consider the approximate problem: 
CHS : T )  
Solutions of this approximate problem will be obtained as critical points of the functional 
IT(q). We show the existence of critical points of IT(q) via, minimax argument, which is 
essentially due to Bahri and Rabinowitz [2] (see also Lyusternilc and Fet [8]). We also 
get some estimates, which are uniform with respect to T 2 1, for minimax values and 
corresponding critical points q(t; T). These uniform estimates permit us to let T t oo; 
for a suitable sequence (rk)gl and a subsequence Tk -+ co, we see q(t + 7i;;  TI;) converges 
weakly to a homoclinic orbit of (HS) as k --+ co. 
Let H i  (0, T; R ~ )  denote the usual Sobolev space on (0, T)  with values in under 
the norm l l q l l  = (' / G l 2  dt)lj2. Let 
AT = {q E H ~ ( o ,  T;ELN) ; q(t) f e for all t t [O, TI } 
Clearly AT is an open subset of H i  (0, T; H & ~ ) .  Consider 
Then there is an one-to-one correspondence between critical points of IT(q) and classical 
solutions of ( H S  : T). 
We can see that IT(q) satisfies the Palais-Smale compactness condition on AT, that 
is, 
(P.S.): if (q,)z=l C AT is a sequence such that IT(q,) is bounded and I&(q,) t 0,  
then (q,) possesses a subsequence converging to some q E AT, 
and we can apply the minimax argument to IT(q).  
Now we introduce a minimax procedure for IT(q).  Let 
N-2 D N - " { x € R  ; 12 [ < I } ,  
TT = { y  E c ( D N p 2 ,  AT) ;  y ( x ) ( t )  = 0 for all x E dDNe2 and t E [0, TI }. 
For y E rT we observe y ( x ) ( t )  = 0 for all ( x , t )  E ( 8 ~ ~ ~ ~  X [O,  TI) U ( D ~ - ~  X ( 0 ,  T } )  G 
d ( ~ ~ - ~  x [0, TI). Since D ~ - ~  x [ O ,  T ] / ~ ( D ~ - ~  x [0, T I )  E sN-l, we can associate for 
each y E rT a map 7 : SN-I + sN-l defined by 
We denote by degy the Brouwer degree of a map y : sN-l + sN-'. Let 
It is clear that r; # 8. We define a minimax value of IT(q) by 
c ( T ) =  inf sup IT(T(x)).  
Y E ~ ;  , € D N - 2  
Using the standard deformation argument, we have 
Proposition 1. c ( T )  > 0 is a critical value of IT(q) ,  that is, the ~roblern ( H S  : T )  has 
a solution q(t;  T )  such that IT(q( e ; T ) )  = c(T) .  Moreover, there are constants co, cl > 0 
which are independent of T 2 1 such that 
Here thc estimate ( 1 )  is obtained from the minimax characterization of c (T ) .  We can use 
(1) to get uniform estimates for q(t;  T ) .  We get directly from (1) 
D 
I I ~ (  o ; T ) I I  L ~ ( o , T ) ,  lT -v(q ( t ;  ctt 5 c for all T > 1. ( 2 )  
Moreover we can deduce from ( 2 )  and ( V 2 )  that 
where 
1 @ 
ET 5 1 4 ( t ;  T )  I 2  +V(q(t;  T ) ) .  
On the other hand, the following proposition gives us an Lm-bound from below for 
q(t; T ) .  Here the condition ( V 3 )  plays an role. 
Proposition 2. / I q (  Q ; T)IILm(O,T) 2 6 for all T 2 1. 
By the above proposition, we can find a number TT E (0, T)  such that 
Now we construct a homoclinic orbit of (HS) as a limit of q(t; T) as T i oo and we 
complete the proof of Theorem. 
For each T 2 1, we define i;(t; T) E H 1 ( ~ ,  IXN) by 
T(t; T) = q ( t + r ~ ; T ) ,  if t E [-rT,T - T ~ ] ;  otherwise. 
By (2)-(3), we can extract a subsequence TI, 4 co such that c(t; Tk) converges to some 
y(t) E C(R, R ~ )  n L"(R, R ~ )  with i ( t )  E L 2 ( ~ , ~ N )  in the following sense: 
i(t; Tk) - G(t) weakly in L~ (R, R ~ ) ,  
/-_ -V(y (t)) d t  5 lim inf 
-V(c(t; T)) dt 5 C < oo, 
By (5), ~ ( t )  $ 0 and we can see that y(t) is a nontrivial solution of (HS) on R such that 
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Existence and asymptotic behavior for an equation related to a phase 
transition problem. 
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Abstract 
I would like to discuss the following initial boundary value 
problem: 
u = o(u ) + vu - tt X X xxt n"xxx O < X < l , t > O ,  ( 1 )  
B . C .  ~ ( O y t )  = 0 ,  O(U (1,t)) + PU (19t) - nuxxx 
X xt (1,t) = P9 ( 2 )  
u (O9t) = 0 9  U (19t) = 0) 
>! x X X  
( 3 )  
I.C. u(x90) = f(x)s u (x9O) = g(x)9 t ( 4 )  
where o is a nonmonotone function of its argument. The boundary 
conditions (2) corresponds to a bar in a soft loading device and ( 3 )  
are the natural boundary conditions for the variational problem 
corresponding to the static problem for (1). 
The above problem is related to a phase transition problem. 
First? I shall discuss the various results on the phase transition 
problem related to the above equation. Then, I would like to show the 
existence and asymptotic behavior of solutions to the above problem 
and discuss the connecting orbit problem when there are more than one 
steady state solutions. 
On Initial-Boundary Value Problems 
For Semilinear Parabolic Differential Equations 
KAZUAKI TAIRA 
Institute of Mathematics, University of Tsukuba 
This Note is devoted to an LP approach to a class of degenerate boundary value 
problems for second-order elliptic differential operators which includes as 
particular cases the Dirichlet and Neumann problems. By using the U-' theory of 
pseudo-differential operators, we show that this class of boundary value problems 
provides a new example of analytic semigroups. Furthermore, via the theory of 
analytic semigroups, one can apply this result to a class of initial-boundary value 
problems for semilinear parabolic differential equations. Our semigroup approach 
can be traced back to the pioneering work of Fujita-Kato on the Navier-Stokes 
equation. 
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35K60 ; secondary 47D05,34G20. 
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6 I. Introduction and Rcesn8ts 
Let 52 be a bounded domain of Euclidian space Rn , with Cm boundary I? ; its 
closure a = 52 U I' is an n-dimensional, compact Cm manifold with boundary r . 
We let 
be a second-order elliptic differential operator with real Cm coefficients on a such 
that : 
n 
2) ~ a ~ ( x ) ~ $ Z c o 1 5 1 2 , x € ~ ,  5 € R n 7  
i J = 1 
with a constant co > 0 . 
We consider the following boundary value problem : Given functions f and Q, 
defined in 52 and on I' respectively, find a function u in 52 such that 
Here : 
Po h is a complex parameter. 
2" a and b are real-valued Cm functions on I'. 
3" dldv is the conormal derivative associated with the matrix (ac ) : 
n = (n,, ... ,nn) being the unit exterior normal Lo P' . 
Figure 1 
If a E 1 and b = 0 on I' (resp. a -- 0 and b - 1 on I' ), then the boundary 
condition B is the so-called Neumann (resp. Dirichlet) condition. We remark that 
problem (*) is elliptic (or coercive) if and only if the function a never vanishes on r. 
In this note, under the condition a 2 0 on I' , we shall consider the problem of 
existence and uniqueness of solutions of problem (*) in the framework of Sobolev 
spaces of P style when Ihl tends to f . 
LP(S2) = the space of (equivalence classes of) Lebesgue measurabIe functions 
f on Q such that l f l p  is integrable on S2 . 
The space P(Q) is a Banach space with the norm 
If m is a non-negative integer, we define the Sobolev space 
Hn"P(Q) =the space of (equivalence classes of) functions u € P ( O )  whose 
derivatives Dau, la I 5 m, in the sense of distributions are in Lp(Q). 
The space Hmfl(Q) is a Banach space with the norm 
We remark that 
HOJ'(Q) = U ( R )  ; 1 1 - 1 1  = 1 1 . 1 I p .  
O,P 
Further we let 
Bnpllp~p(J?) =the space of the boundary values @ of functions u C HmJ'(Q) . 
In the space Bm-llp"(I'), we introduce a norm 
I@lm-l,p,p = inf I I U I  , 
where the infimum is taken over all functions u < NmJ'(0) which equal (g on the 
boundary I' . The space B'n-llp~p(I') is a Banach space with respect to this norm ; 
more precisely, i t  is a Besov space (cf. Bergh-Lofstrom [4]  ; Triebel 1201). 
First we have the following : 
THEOREM 1. Assume that the following two conditions (A )  and ( B )  are sa.tisf'ied : 
(A)  a(x)  2 0 on  r .  
( B )  b(x) > 0 on  ro = {x Cr ; a(x)  = 0 } . 
Then,  for any solution u C @ j p ( Q )  (4. < p < 00)  ofproblem (*) with f C P ( Q )  
and (g C B2-llp~p(I') , we have the a priori estimate 
with a constant C(h)  > 0 depending on  A .  
Here i t  is worth while pointing out that the a priori estimate (0.1) is the same one 
for the Dirichlet condition (cf. Agmon-Douglis-Nirenberg [3]  ; Friedman [6] ; Lions- 
Magenes [12]). 
We associate with problem (*) a unbounded linear operator A from Lp(Q) into 
itself as follows : 
(a) The domain of definition D ( A )  is the space 
au D ( A ) = { U C P J P ( Q ) ; B U =  a - + b u l r = O o n r } .  
av 
( b ) A u = A u ,  u C D ( A ) .  
The next result is an LP-version of Theorem 1 of Taira [I71 : 
THEOREM 2. Assume that conditions (A)  and (B)  are satisfied. Then  we have the 
following : 
(i) For every E > 0, there exists a constant r(e) > 0 such that the resolvent set of 
A contains the set C, = { A = r2eie ; r 2 r ( ~ )  , - n + ~  5 0 5 n - E }  , and that the 
resolvent (A - AI)-I satisfies the estimate 
where C ( E )  > 0 is a constant depending o n  E . 
(ii) The  operator A generates a semigroup U(z) on  Lp(SZ) which is analytic i n  
thesector A E = { z =  t +  i s ;  z # 0,largzl < n / 2 - E )  forany 0 < E < n/2. 
Figure 2 
As an  application of Theorem 2, we consider the following semilinear initial- 
boundary value problem : Given functions f and u, defined in 52 >< [Q ,  T )  X R X 
Rn and in Q respectively, find a function u in Q X [0, T )  such that  
By using the operator A , one can formulate problem (**) in terms of the Cauchy 
problem in  the space D(B)  as follows : 
Here u(t) = u(-,t) and F(t,u(t)) = fl-,t,u(t),grad u(t)) are functions defined on the 
interval [0, T) , taking values in the space LP(i2) . 
First we consider the case p > n : 
THEOREM 3. Assume that conditions (A) and (B)  are satisfied. Let p > n and  let 
flx,t,u,Y be a locally Lipschitz continuous function of all  its variables with the 
possible exception of the x variables. Then, for every function u, of D(A) , problem 
(**)' has a unique solution u C C([O,T7 ; LP(i2)) f l  c~((o,T') ; Lp(52)) where T' 
= T'(p,u,) > 0 .  
Here C([O,U ; U"(52)) denotes the space of continuous functions on [0, T'] taking 
values in LP(Q) ,  and C1((O,T') ; Lp(52)) denotes the space of continuously 
differentiable functions on (0, T') taking values in  D(Q) ,respectively. 
In the case p < n , the domain D(A) is  very small compared with the case 
p > n . Hence we must impose some growth conditions on the function f : 
THEOREM 4. Assume that conditions (A) and ( B )  are satisfied. Let nl2 < p < n 
and  let flx,t,u,V be a locally Lipschitz continuous function of all its variables with 
the possible exception of the x variables. Further assume that there exist a non- 
negative continuous function p(t,r) on If% X R and a constant 1 5 7 < nl(n-p) 
such that : 
(a) Iflx,t,u,VI 5 p(t,iul)(l + I S I T ) .  
( b )  Iflx,t,u,V - f(x,s,u,V I 5 p(t,lul)(l + ISIT) It - sl . 
(c )  lflx,t,u,V - flx,t,u,q) I s p(t,lul)(l + 151~-l + lql'-l) 16 - q1 . 
( d )  l f l x , t , u , ~  - flx,t,v,V I S p(t,lul + lvl)(l + 1tIr) lu - vl . 
Then, for every function u,, of D(A) ,problem (**)' has a unique local solution 
a C C([O,U ; I P ( Q ) )  n C1((O,T') ; MQ)) where T' = T'(p,u,) > 0. 
The idea of proof is essentially the same as in Chapter 8 of Taira [Pa]. 
I) First we consider the following Neumann problem : 
(N) ( ( A  - h)v = f in Q , 
av 
- 1  = o  on I?. & r  
The existence and uniqueness theorem for problem ( N )  is well established in the 
framework of Sobolev spaces of I2 style (cf. Seeley [PSI, Taylor [I91 ). We let 
The operator G(A) is the Green operator for the Neumann problem. Then i t  
follows that a function u is a solution of problem (*) if and only if the function w = 
u - v is a solution of the problem : 
But we know that every solution w of the equation 
can be expressed by means of a single layer potential as follows : 
The operator P(h) is the Poisson operator for the Dirichlet problem. Thus, by 
using the Green and Poisson operators, one can reduce the study of problem (*) to 
that of the equation 
This is a generalization of the classical Fredholm integral equation. 
2) It is well known (cf. Seeley [85], Taylor [B9]) that the operator T(A) = BP(A) 
is a pseudo-differential operator of first order on the boundary F. The theory of 
pseudo-differential operators may be considered as a generalization of the classical 
potential theory. We study the boundary value problem (*) in the framework of 
Sobolev spaces of LP style, by using the LP theory of pseudo-differential operators. 
We can prove that the apriori estimate (0.1) of Theorem 1 is entirely equivalent to 
the corresponding a priori estimate for the pseudo-differential operator T(X) on 
the boundary. 
3) We study the pseudo-differential operator T(A) in question, and prove that 
conditions (A) and (B) are sufficient for the validity of the a priori estimate (0.1). 
More precisely, we construct a parametrix S(A)  for T(A) in the Hormander class 
L ~ , , , ~ ( I ' )  (cf. HBrmander [9], Kannai [lo]), and then apply Besou-space boundedness 
theorems of Bourdaud [5] to the pararnetrix S(h) . 
4) We study the operator A , and prove fundamental a priori estimates for A - 
Al which play an important role in the proof of Theorem 2. In the proof, we make 
use of a method essentially due to Agrnon [21. This is a technique of treating a 
spectral parameter as a second-order differential operator of an extra variable and 
relating the old problem to a new one with the additional variable. The method of 
Agmon plays an important role in the proof of the surjectivity of A - N. 
5) We study the imbedding properties of the domains of the fractional powers (- 
A)" (0 < a < I) into Sobolev spaces of LP style. This allows us to solve by successive 
approximations the semilinear initial-boundary value problem (**)', proving 
Theorems 3 and 4. We remark that our semigroup approach to semilinear initial- 
boundary value problems can be traced back to the pioneering work of Fujita-Kato 
[TI. 
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Analyticity of solutions for semi-linear 
heat equations in one space dimensi0.n 
Hiroaki AIKAWA, Nakao HAYASHI and Saburou SAITOH 
Department of Mathematics, Faculty of Engineering 
Gunma University, Kiryu 376, JAPAN 
1. Introduction. 
We consider the initial value problem for the semi-linear heat 
equation : 
2 
where 8 E L (R) and f(~,p) = z ajkljpk ( ajk, A ,  f i  E c 1 .  1s j +k<2 
- 
- 
 
We show that the local solution in time of (1.1)-(1.2) is 
analytic in space variable and has an analytic continuation to a 
strip containing the real axis, provided the initial function # 
2 belongs to L (R). 
We state notations and function spaces. We let L'(R) = { f(x) ; 
f (x) is measurable on R, If l p  < m 1 .  where ( f  ( = ([lf(x) ('dx) '/P if 
P 
1 < p < and I f ( _  = sup{ If(x)( ; x E R 1 .  Let H~"(R) = { 
m 
~(x)EL~(R) ; I ~ I ~ , ~  = 1 l8;f(x)lp < 1 .  For each r > 0 we denote 
j = O  
by S(r) the strip {-r < Im z < r )  in the complex z = x + iy plane. 
We let, for each r > 0 ,  AL'(~) = { f(z) ; f(z) is analytic on S(r), 
If1 < 1 ,  where lf l P  - J' ~f(z) lpdxdy if 1 < p < 
A L ~ ( ~ )  A L ~ ( ~ )  2r -r IR 
and 1 f 1 = sup{ If(z) 1 ; z E S(r)). Let  AH^"(^) = { f(z) E 
ALm(r) 
m 
AL'(~) ; I f  1 = 1 laif1 < m ) .  If a complex valued 
 AH^'^(^) j=O AL' (r) 
function f(x) has an analytic continuation to S(r), then we denote 
the continuation by the same letter f(z); and if g(z) is an analytic 
function on S(r), then we denote the restriction of g(z) to the real 
axis by g(x). For an interval I of iR and a Banach space B with norm 
1 -  l B ,  we let C(1;B) = {f(t) ; f(t) is continuous from I to B ,  sup{ 
m 
If(t) lg ; t E I) < } and c~(I;B) = { f(t) E C(I;B) ; sup{ 2 
j=O 
la;f(t) l g  ; t E I } < 1. Positive constants will be denoted by the 
same letter C and will change from line to line. If necessary, by 
C(*,-a-,*) we denote constants depending only on the quantities 
appearing in parentheses. With these notations we state our 
Theorem. 2 We assume that 6 E L ( R ) .  Then there exists a 
positive constant T = T (  1612) such that (1.1)-(1.2) has a unique 
2 
solution u(t,x) E C([O,Tl;L (El)) which has an analytic continuation 
to S(Jt). Moreover the extension u(t,z) satisfies for each 6, 0 < 6 
< T, 
u(t,z) E C([&,T];AH m+2,2 (aJTi) n C~([~,TI;AH~'~(~J$)), 
for 0 < a < land m E IN u 10). 
We recall the isometrical identity obtained in [I], which is 
powerful for estimating the nonlinear term f(u,u) in (1.2). 
Lemma 1.1 C C I I I .  We let m E N U 1 0 ) .  Suppose f(z) € 
 AH^'^(^). Then the formal power series 
converges and coincides with If1 2 . Conversel-y, suppose 
 AH^'^(^) 
f (x) E Hmy2(8) and (1.3) is finite. Then f (x) has an analytic 
extension f (z) E A R ~ ' ~ ( ~ )  and (1.3) coincides with If 1 2 
 AH^"(^)' 
2. Preliminary estimates. 
The next estimate corresponds to the Gagliardo-Nirenberg 
inequality for analytic functions. 
k e m a  2.1 . We assume that h(z) E  AH"^(^). Then we have for 
2 Let us estimate the L -norm on the real axis of the difference 
of nonlinear terms. 
Lemma 2.2. We assume that v. (x) E H"~(R) for j = 1,2. Then 
J 
we have 
It is well-known that if v is analytic on S(r), then so is v*(z) 
A 2 
= v(z). Moreover, if v E AL ( r ) ,  then so is v* and Ivl - 
A L ~ ( ~ )  
Iv* I . The restriction of vQ(z) on the real axis coincides with 
A L ~ ( ~ )  
v(x), and hence f (v(z) ,v*(z)) is an analytic continuation of 
2 f(v(x),v(x)). We estimate the AL -norm on the strip S(r) of 
difference of nonlinear terms. 
Lemma 2.3. We assume that v.(z) E  AH'*^(^) for j = 1.2. 3 
Then we have 
3 .  Proof  o f  Theorem. 
We first consider the linear heat equation : 
1 2  
atu - = g(t,x), ( t , ~ )  E R+ x R ,  
u(0,x) = 8(x), x E IR. 
Then there exists a unique solution u(t,x) of (3.1)-(3.2) which 
belongs to C( [O,T] ;L"(R) ) . Moreover u(t ,x) satisfies 
for 0 5 t 5 T. 
- - 
2 Lemma 3.2. We assume that 8 E L ( R )  and ds < 
AL' ( JG) 
for T > 0. Then there exists a unique solution u(t,x) of 
(3.1)-(3.2) such that u(t,x) has an analytic continuation to s(J?) 
2 for t E (O,T]. Moreover u(t,z) belongs to C([b,T];AL (4%)) for 0 < d 
< T and satisfies 
Proof of Theorem. We define the Banach space B(T) by 
B(T) = { v(t) E C([O,TI ;L~(IR)) ; < ) ,  
where 
1 
= sup lv(t) 1; + J' laxvit) 1; d t  
O<t<T - - 0 
We denote by B'(T) the closed ball in B ( T )  with radius p > 0 and 
center at the origin. For v E B'(T) we consider the equation : 
1 2  a u - -a u = f(v,Y), t 2 x (t,x) f IR+ x IR, 
u(0,x) = @(XI, x E IR. 
Define the mapping M by u = Mv. Then we can prove that there exists 
a positive constant T such that M is a contraction mapping from 1 
B'(T~) to itself by using Lemma 2.1-2.3 and Lemma 3.1-3.2. This 
implies the theorem. 
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The Schrijdinger operators with 
periodic magnetic fields 
Akira IWATSUKA 
1 Introduction 
Let us consider a two-dimensional Schradinger operator 
where aj = a/axi, i = &f, and bj and V are the operators of multiplication 
by C" real-valued functions on Rn, bj(x) and V(x), respectively. V and 
b = (bl, b2) are called a scalar potential and a (magnetic) vector potential, 
respectively, and the corresponding magnetic field is a scalar function B = 
curl b 
(1.1) B(x) = dlb2(x) - d2bl(x). 
The operator L describes the motion of an electron confined in a 2 dimension- 
al plane under the influence of the magnetic field perpendicular to the plane 
whose intensity is B(x)  at the point x. 
In this lecture, we shall consider the periodic fields. More precisely, we 
shall assume 
(HI) There exist constants TI, T2 > 0 such that 
for all x = (xl, x2) E R ~ .  
We are going to  treat three topics concerning periodic fields: 
1. Formulation of magnetic Bloch theory. 
2. A sufficient condition for the absolute continuity of L. 
3. Stability of gaps under variation of the magnetic field. 
As is well known, in the case where the system is free of magnetic field B, the 
spectral properties of L = -A + V are studied by using Bloch wave function, 
which is a periodic function ~rrultiplied by a plane wave, and the operator 
-A + V is absolutely continuous for any periodic electric potential (see [0-K] 
and [TI). However, in the presence of magnetic fields, the situation becomes 
more complicated, and it seems that not much has been studied so far. 
It is known (see, e.g., [Zl])  that an analysis using magnetic Bloch waves 
similar to  the case of -A + V is possible if the magnetic flux penetrating a 
unit cell is an integal multiple of 27r: 
(H2) // B(x)dx = 2nN, where N is an integer and R is the domain [0, TI] x 
R 
[0, T2] in x = (xl, x2) E Il2.  
In Section 2, we shall give a formulation of magnetic Bloch theory appropriate 
for operator theoretical treatment. 
In Section 3 and Section 4, we consider a rather special case, namely, we 
assume that the magnetic field B(x) is uniform = Bo in IZ2. In Section 3, we 
show that L is absolutely continuous generically when a small perturbation 
V is turned on, which relates to  a fact known as Landau level broadening 
in the physics literature (see, e-g., [Z2]). In Section 4, we present a result of 
[A-S], which shows that gaps of the spectrum of L = L(Bo) are stable when 
Bo varies. 
2 Magnetic Bloch Theory 
The choice of the magneic vector potential b is arbitrary as far as it satisfies 
(1.1) by gauge invariance (see. e.g., [L]). I t  is known that we can take 
Bo bl (x) = - -22 + al(x) 
2 
Bo b2(x)=-xl+a2(x) 
2 
aj(xl+T1,x2) =aj(~l,x2+T') =aj(xl ,x2) ( j  = 1, 2) 
where Bo is the density of the magnetic flux, 
Note that,  unless Bo equals 0, the vector potential cannot be taken to  be 
periodic, even though the magnetic field is periodic. 
Next, consider the operators S1, S2: 
which are known as magnetic translations ( [ Z l ] ) .  These operators commute 
with L: 
L S j = s j L  ( j = 1 7 2 ) ,  
while simple translations do not conlmute with L because of the linear 
terms ( -Box2/2 ,  B o x l / 2 )  in the vector potential b. Moreover we have 
S1S2 = eiBoTlT2S2S1 by direct calculation. The commutativity of S1 and 
S2 is essential to  the construction of magnetic Bloch theory and we shall 
assume (HZ) (which is equivalent to  S1S2 = S2S1).  
Define the space of the magnetic Bloch functions by 
with quasi-momenta p = ( p l ,  p2). E(p) depends periodically on the parame- 
ters (p l ,  p2) for which a fundamental domain is R* = 10, 2 a / T l )  x [0, 2n/T2) .  
Define further the space E by 
equipped with the norm 
Then we have the following 
Theorem 2.1 Suppose that (HI )  and (HZ) hold. Then there exists a 
bijective correspondence U : s ( R 2 )  4 E, where U and U-I is given by 
for f E s(R') (= the space of rapidly decreasing functions in R 2 )  and u E E. 
Moreover U is unitary, i.e., llUf ] I E  = 1 1  f l l r 2 c R 2 ) .  If we put i - ULU-', we 
have 
(L.u)(x,  P )  = {L.(P)U(-,  P ) )  (4 
whem L ( p )  is an operator on E(p)  given by ( L ( p ) u ) ( x )  = L u ( x )  for u E E(p).  
Because E(p)  is an elliptic operator acting essentially in a compact domain R ,  
has purely discrete spectrum. Hence the study of the spectral property 
of L is reduced t o  tlzat of an eigenvalue problem of a family of the operators 
i(p) with parameters p = (p l ,  p2) E R*. While i ( p )  have different domains 
of definition E(p) ,  we can show the following 
Proposition 2.2 ei(p1"1+~"2) u ( x )  E £ ( p )  for u E I ( 0 ) .  Let A ( p )  be an  
operator i n  E(0)  defined by A ( p ) u ( x )  - e-i(~1"1+~2"2)~(p){ei(~1x1+~m) U ( X >  1 -
Then  we have 
A ( p )  = - (D l  + i p ~ ) ~  - ( 0 2  + i p ~ ) ~  + V 
= 4 0 )  - 2 i ( ~ l D 1 +  p2D2) + P: + P; 
where D j  = d j  - ibj (j = 1, 2). Moreover D j  are infinitesimally small with 
respect t o  A(O), i.e., for all E > 0 ,  there i s  a constant C ,  > 0 such that 
IlDjulI 5 EIIA(O)UII + C E I I U I I  
for all u E £ ( O )  where llull = Jo I u ( x ) ~ ~ ~ z .  
Hence the operator A ( p ) ,  which is unitarily equivalent to z(p),  has a common 
domain of definition £ ( 0 )  and depends analytically on p (it forms an entire 
analytic family of type A in the sense of Kato). 
3 A Sufficient Condition for the Absolute Continuity of L 
First, we give another unitary transform of L(p)  appropriate for our present 
purpose. 
Lemma 3.1 Define the operator W ( p )  for p = (p l ,  p2) by 
w(P)u(x) = ei(~1"2+mx2)/2 P2 Pl u (x1  - -, 2 2  + -) 
Bo Bo 
for u E £ ( O ) .  Then  W ( p ) u  E £ ( p )  for u E E(0 )  and 
i ( p )  = w(P)*~(P)w(P) 
= -(D! - iay)2 - (D;  - i ~ ; ) ~  + V p ,  
where Dy = dl + iBox2 /2 ,  D; = d2 - iBOx1/2 and aY(x1, x2) = aI(x1 + 
p2/B0,  x2 - pl /BO)  etc. (a; and V* are defined similarly.) 
A 
In the case where al = a2 = V = 0 ,  the operators L ( p )  are identical to 
A 
an operator Lo = - (D;)2 - ( D i ) 2  independent of p. It is known (see, e.g., 
[CV]) that the spectrum of operator Lo is given by 
o ( i o )  = { ( 2 n  - l)Bo I n : integer 2 1 } and all the eigenvalues 
have multiplicity N (= BoT1T2 
27r > - 
In this case, the corresponding operator L is the Schrijdinger opeator with 
uniform magnetic field Bo 
and o ( L o )  = ,(Lo) but each point of o ( L o )  has an infinite number of degen- 
eracy. Now we consider a perturbation of Lo by a small electric potential 
v. 
Theo rem 3.2 Suppose that ( H I )  holds and BoTlT2 = 2n (i.e., (H2) 
hold with N = 1). Let all the Fourier coeficient of V do not vanish and 
I(V((, = supz (V(x)( 5 Bo/4. Then there exists a countable set Cv in the 
interval [-I, 11 such that L = L, = Lo(Bo) + KV is absolutely continuous 
for K E [-I, 11 \ CV.  
Sketch of proof. By Theorenl2.1 and Lemma 3.1 L, is unitarily equivalent 
to a decomposable operator by the direct integral decomposition: 
where i,(p) = i o  + KVP (see, e.g., [R-S2, XIII$.16] for direct integral de- 
composition). Since io has eigenvalues (2n - l)Bo with multiplicity 1 for 
integers n > 1, i,(p) has a unique eigenvalue X,(p, K) contained in each 
circle { X E C I IX - (2n - l)Bol = 3Bo/4 ) if (IKVII, 5 Bo/2. Thus 
X,(p, K) is analytic in p and K if I K ~  < 2. Therefore L, is absolutely continu- 
ous if X,(p, K) is not a constant function of p for all n, because of the direct 
integral decomposition. By first order perturbation theory, we have 
where $, is an n-th eigenfunction of Lo. By this formula, X,(p) is, roughly 
speaking, given by something like the convolution of V and 1$,12, and the 
Fourier coefficient of in is given by a product of that of V and /$,I2. It is 
known that,  as a property of the functions E &(O), 1$7L(x)12 is not a constant 
function of z .  Therefore, if all the Fourier coefficient of V are nonzero, X,(p) 
is a non-constant function of p for all n. Hence, for each n, X,(p, K) is not 
a constant function of p except for a finite number of K E [-I, 11, which 
implies the assertion of the theorem. 
In a word, generically for small perturbation by a periodic electric potential 
V, broadening occurs at all the Landau levels, from which follows the absolute 
continuity of L. 
4 Stabil i ty o f  G a p s  U n d e r  Variat ion of a Magne t ic  Fie ld  
Consider the case where we assume (HI) but not (H2). Note that the Bloc11 
wave analysis is applicable also to  rational N = BoTlT2/2n by considering a 
unit cell of size Tlq by T2 if N = p/q (p, q are integers). In the case where 
N is irrational, it seems that not much has been studied so far. 
[A-S] has given a result as to this problem in the case of uniform magnetic 
fields B(z) r Bo which can vary continuously, while V is fixed: 
Theorem 4.1 ([A-S]) Let L(Bo) = Lo(Bo) + V where Lo(Bo) is as in 
(3.1). Suppose that (HI) holds. Let -oo < a < b < oo. Then we have 
(a) If (a, b)na(L(Bo)) # 0, then there exists 6 > 0 such that IBA-BoI < 6 
implies (a, b) n a(L(Bb)) # 0. 
(b) If [a, b]na(L(Bo)) = 0, then there exists 6 > 0 such that IBb- Bol < 6 
implies [a, b] n a(L(B6)) = 0. 
(a) of this theorein is an abstract functional analytic consequence of the fact 
that L(B6) + L(Bo) as Bb -+ Bo in the strong resolvent sense (see, e.g., [R- 
S l ,  VIII.71). As for the proof of (b), [A-S] proves and exploits the equivalence 
of the relation E E a(L(Bo)) and the existence of a bounded (generalized) 
eigenfunction of L(Bo) with eigenvalue E with the use of the Rellich theorem. 
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On t h e  i n i t i a l - b o u n d a r y  v a l u e  problems 
f o r  t h e  d i s c r e t e  Boltzmann e q u a t i o n  
S h u i c h i  KAWASHIMA 
Department of Appl ied S c i e n c e  
F a c u l t y  of Engineer ing  36 
Kyushu U n i v e r s i t y  
Fukuoka 812, J a p a n  
1. I n t r o d u c t i o n  
The d i s c r e t e  Boltzmann e q u a t i o n  i s  t h e  fundamental  e q u a t i c n  d e s c r i b i n g  
t h e  t ime-evo lu t ion  o f  a  d i s c r e t e  v e l o c i t y  g a s  which c o n s i s t s  o f  p a r t i c l e s  
w i t h  a f i n i t e  number of v e l o c i t i e s  ([5]). The aim of t h i s  n o t e  i s  t o  su rvey  
t h e  a u t h o r ' s  r e c e n t  works ( [ 8 , 9 , 1 0 ] )  concern ing  t h e  g l o b a l  e x i s t e n c e  and 
asympto t ic  behav ior  o f  s o l u t i o n s  t o  t h e  i n i t i a l - b o u n d a r y  v a l u e  problems f o r  
t h e  d i s c r e t e  Boltzmann e q u a t i o n  on a  bounded i n t e r v a l  0  < x < d .  
The g e n e r a l  form of t h e  d i s c r e t e  Boltzmann e q u a t i o n  i n  one s p a c e  dimen- 
s i o n  i s  w r i t t e n  a s  
where i s  a f i n i t e  s e t  {1;-* ,m),  c .  a r e  p o s i t i v e  c o n s t a n t s ,  and each 
I 
i = F i ( x , t )  d e n o t e s  t h e  mass d e n s i t y  of g a s  p a r t i c l e s  w i t h  t h e  i - t h  v e l o c i t y  
(whose x-component i s  denoted by v . )  a t  t i m e  t and p o s i t i o n  x .  C o l l i s i o n  
I 
terms Qi(F) on t h e  r i g h t  s i d e  of (1) a r e  g i v e n  by 
where t h e  summation i s  t a k e n  o v e r  a l l  j , k , R  G A ,  and where t h e  c o e f f i c i e n t s  
a r e  nonnega t ive  c o n s t a n t s  s a t i s f y i n g  
for any i , ,  6 .  (A2) means the conservation of momentum (in the x- 
direction) in the microscopic collision process and (A3) is called the 
micro-reversibility condition. 
We prescribe the initial data : 
Let \ =  {iE A ;  v > 0) and f '~  = {i E A ;  v i C  01, andweimpose the i - 
boundary conditions as follows : on the left boundary x =  0, either 
and on the right boundary x=d, either 
Here the boundary data B! and 1 Bi are positive constants, the coeffi- 
0 1 + 
cients Bij and Bij are nonnegative constants, and 1; mean the summa- 
tions taken over all j 6 A respectively. For (4)', we require as in [ 6 ] ,  f '  
1 1 
where M1 = (Mi) A is some constant Maxwellian, that is, Mi are positive 
i j  1 1  1 1  
c o n s t a n t s  s a t i s f y i n g  A (M.M - %MR) = 0  f o r  any i , j , k , R  E A .  (Analo- kR I j 
gous c o n d i t i o n s  a r e  r e q u i r e d  a l s o  f o r  ( 3 ) ' . )  The requ i rement  (Bl)  i m p l i e s  
t h a t  t h e  macroscopic  f l o w  v e l o c i t y  ( i n  t h e  x - d i r e c t i o n )  i s  n o t  inward a t  
x  = d .  I n  f a c t ,  we have c . v . F  2 0  on x =  d  under  t h e  n a t u r a l  s i t u -  E i  1 . i -  
a t i o n  F .  > 0  f o r  i E A. 
1 
2. Globa l  s o l u t i o n s  
We can  s e t  up e s s e n t i a l l y  t h e  fo l lowing  t h r e e  i n i t i a l - b o u n d a r y  v a l u e  
problems ; Problem (I) : { (1)  , (2)  , (3)  , (4) 1, Problem (II) : { (1) , (2)  , (3) , (4)  ' 1 
1 
and Problem (IU) : { ( I ) ,  ( 2 ) ,  (3)  ' , (4 )  '1. L e t  C (R) b e  t h e  s p a c e  of c o n t i -  
1 
nuously  d i f f e r e n t i a b l e  f u n c t i o n s  on a  s e t  R ,  and d e n o t e  by C+(R) t h e  
t o t a l i t y  of p o s i t i v e  f u n c t i o n s  i n  C1(R). Our g l o b a l  e x i s t e n c e  r e s u l t  i s  
t h e n  s t a t e d  as f o l l o w s .  
- Theorem 1. Suppose t ha t  Po - (FiO) A 1 G C+([O,d]).  Then the  
problem ( I ) ,  (11) OT (m) has a unique global solut ion F = (Fi)i A i n  
1 C+([O,d] x [O,m)), provided t ha t  Fo s a t i s f i e s  the  corresponding compati- 
b i l i t y  conditions up t o  order one. 
Remark. A s i m i l a r  g l o b a l  e x i s t e n c e  r e s u l t  i s  o b t a i n e d  a l s o  f o r  t h e  
i n i t i a l - b o u n d a r y  v a l u e  problem ( I ) ,  (2) , (3)  ( o r  (3) ') on 0 < x  < a, [ 9 ] .  
For t h e  p u r e  i n i t i a l  v a l u e  problem ( 1 ) , ( 2 )  on - w  < x  < a, s e e  [ 1 , 2 ] .  
For t h e  p r o o f ,  we i n t r o d u c e  
EO = max sup FiO(x) , E ( t )  = max sup Fi(x,-r) , 
i Ozxsd i Olxgd 
(5) 0 l 7 5 t  
where t h e  sup i n  t h e  l a s t  e x p r e s s i o n  i s  t a k e n  o v e r  a l l  t h e  i n t e r v a l s  I i n  
[O,d] , w i t h  t h e  l e n g t h  I I I g r .  The s t a n d a r d  method based on t h e  c o n t r a c -  
t i o n  mapping p r i n c i p l e  shows t h a t  each problem h a s  a  un ique  l o c a l  s o l u t i o n  
1 i n  C+([O,d] x [O,TO]) f o r  T  > 0  depending o n l y  on t h e  sup-norm 0  Eo of 
t h e  i n i t i a l  d a t a .  T h e r e f o r e ,  t h e  key of t h e  proof of Theorem 1 i s  t o  d e r i v e  
a  s u i t a b l e  a  p r i o r i  e s t i m a t e  f o r  t h e  sup-norm E ( t )  of s o l u t i o n s  i n  
1 C+([O,d] x [O,T]) f o r  any f i x e d  T  > 0 .  The d e s i r e d  a  p r i o r i  e s t i m a t e  i s  
o b t a i n e d  by t h e  d i f f e r e n c e  i n e q u a l i t y  (6)  f o r  E ( t ) ,  which i n v o l v e s  @ ( t , r ) ,  
combined w i t h  t h e  e s t i m a t e  ( 7 )  f o r  @ ( t , r )  : 
1 
Lemma 1. Let F E C+([O,d]x [O,T]) be a solut ion t o  the  probem ( I ) ,  
(71) or (m).  Then there i s  a pos i t i ve  constant c such t ha t  for any 
- 
t 2 0  and h  > 0  s a t i s f i i n g  2Gh 6 d  (where v = max Ivi 1 I and t + h 2 T, 
i 
Moreover, for any 0  5 t < - T and 0  < r 5 d, 
where B(r )  i s  a continuous function wi th  the  property t ha t  B(r )  -> 0  as 
r + 0  For the  problem (m), the  term E h  i n  (6) i s  unneccessary. 0  
I n  d e r i v i n g  ( 6 ) ,  we u s e  t h e  c h a r a c t e r i s t i c  method and i d e n t i t i e s  ob- 
t a i n e d  by i n t e g r a t i n g  t h e  f o l l o w i n g  e q u a t i o n s  ( c o n s e r v a t i o n  of mass and 
momentum) o v e r  v a r i o u s  r e g i o n s  i n  t h e  r e c t a n g l e  [O,d] x [O,T]. 
a a 2 
- 1 c  v  F + - 1 c . v . F .  = 0  . a t i  i i i  ax 1 1 1  
On t h e  o t h e r  hand, t h e  e s t i m a t e  ( 7 )  i s  o b t a i n e d  by t h e  argument employed 
i n  [ 1 3 ] ,  which i s  based on t h e  i n t e g r a l  i d e n t i t i e s  f o r  (8) and f o r  t h e  
f o l l o w i n g  modi f i ed  v e r s i o n  of t h e  H-theorem. 
where M = (M ) i s  a Maxwellian depending smoothly i n  x and i s  chosen i i E A  
a c c o r d i n g  t o  t h e  boundary c o n d i t i o n s .  
3.  S t a t i o n a r y  s o l u t i o n s  
We c o n s i d e r  t h e  cor responding  s t a t i o n a r y  problems ( p u r e  boundary v a l u e  
problems) : 
There  a r e  e s s e n t i a l l y  t h r e e  boundary v a l u e  problems ; Problem ( i )  : { ( l l ) ,  ( 1 2 ) ,  
(13) 1, Problem (ii) : { (11) , (12) , (13) ], and Problem (E) : { (11) , (12) I ,  (13) 1. 
The f i r s t  two problems a r e  s o l v e d  i n  [ 4 ]  under  t h e  r e s t r i c t i o n  t h a t  v  # 0  i 
f o r  i E A. T h i s  r e s t r i c t i o n  can  b e  removed by assuming t h e  f o l l o w i n g  hypo- 
t h e s i s .  L e t  no = { i E A ; v i =  0  ]. 
Hypothes i s  : For  any g i v e n  { Fi > 0 ;  i & n o } ,  t h e  sys tem of a lgeb-  
r a i c  e q u a t i o n s  Qi(F) = 0 ,  i E A admit  a s o l u t i o n  { Fi > 0  ; i E 1. 0  ' 
I n  a d d i t i o n ,  t h e  r e s u l t i n g  mappiilg { Fi > 0  ; i $ } -> { Fi > 0  ; i E ho ] 0  
i s  d e f i n e d  g l o b a l l y  and i s  c o n t i n u o u s l y  d i f f e r e n t i a b l e .  
I n  f a c t ,  we h a v e :  
Theorem 2.  Under the  above hypothesis, the  problem (i) or  (ii) has a 
solut ion F = (F ) 1 i i r A  i n  C+( [ O , d l ) .  
Remark. A s i m i l a r  e x i s t e n c e  r e s u l t  i s  o b t a i n e d  a l s o  f o r  t h e  problem 
(11) , (12)  on  0  < x < a, [ 3 ] .  Uniqueness of t h e s e  s o l u t i o n s  a r e ,  however, 
unknown i n  t h e  g e n e r a l i t y .  The problem (m) and t h e  problem ( 1 1 ) , ( 1 2 ) '  
(on 0 < x < a )  a r e  unso lved .  
A s  i n  [ 4 ] ,  we can p rove  t h e  above theorem by a p p l y i n g  t h e  f o l l o w i n g  
f i x e d  p o i n t  theorem of Leray-Schauder t y p e  ( s e e  [ 1 2 ] ) .  
Fixed p o i n t  theorem by Browder-Potter .  Let S be a closed convex 
subset of a named space X. Let Y ((F) be a continuous mapping of  (F,p)  
l-' 
r X x  [0 ,1 ]  i n t o  a compact subset of  x such t ha t  
(b)  for 0 5 p 5 1, Y ( 0 )  has no fixed point on 3s. 1-I 
Then Y ( )  has a f ixed point i n  S . 1 
0 0 I n  our  problems,  we t a k e  X = C ( [O,d])  and S = {F E C ( [O,d] )  ; 
0 5 F. 5 R ,  i E A) f o r  some l a r g e  R > 0. The mapping F = Y (G)  i s  
I 1-1 
d e f i n e d  by s o l v i n g  t h e  problem : 
w i t h  t h e  cor responding  boundary c o n d i t i o n s ,  where qi(F) = 1 G ~ F ~ F ~  and 
kR j kR 
r .  (F) = 1 AijFj . I n  a p p l i c a t i o n ,  a  key p o i n t  i s  t o  check c o n d i t i o n  (b)  
1 jkR 
and t h i s  i s  done by d e r i v i n g  a  p r i o r i  e s t i m a t e  of s o l u t i o n s  t o  t h e  problem 
(14) w i t h  G = F, w h i c h - i s  based on t h e  i d e n t i t i e s  o b t a i n e d  by i n t e g r a t i n g  
t h e  f o l l o w i n g  e q u a t i o n s  ( c o n s e r v a t i o n  of m a s s  and momentum) o v e r  [O,d].  
d 
- 1 c v F  = O ,  d  2 (15) - 1 c .v .F  = O . dx i i i  d x .  1 1 i  i 1 
4 .  S t a t i o n a r y  s o l u t i o n s  nea r  Maxwellian 
We can show t h a t  under t h e  s t a b i l i t y  condi t ion  below, t h e  s o l u t i o n s  t o  
t h e  s t a t i o n a r y  problem ( i )  o r  (ii) i n  t h e  preceding s e c t i o n  a r e  unique i n  a  
neighborhood of a  Maxwellian. 
S t a b i l i t y  cond i t i on  ( s t a t i o n a r y  case)  : Let  qJ E and l e t  VIP = 0.  
Then Ij, = 0. 
Here V = d iag (v  ) . and m i s  t h e  space of c o l l i s i o n  i n v a r i a n t s ,  t h a t  
i j  i s ,  ??i! c o n s i s t s  of v e c t o r s  qJ = ('j'i)iEA s a t i s f y i n g  Akg($i/ci - q j  /c j  - 
, ,-$,/c,) = 0 f o r  any i , j , k , Q  6 A .  
- q J  l c  
Theorem 3 .  We consider the  problem ( i )  under the  above s t a b i l i t y  
condit ion.  Let  M = (Mi) A be any f ixed constant Maxwellian and put 
+ 0 1 
6 = li I Bi - Mi 1 + 1; 1 Bi - M i  1 .  I f  6 i s  small enough, then there e x i s t s  a 
1 
unique so lu t ion  F C C ([O,d]) sa t i s f y i ng  I I F  - M I ]  2 CS for some con- 
s tan t  C, where 1 1  = I I denotes the  n o m  of the  Sobolev space H' ( 0 ,  d) . 
Remark. A s i m i l a r  r e s u l t  holds t r u e  a l s o  f o r  t h e  problem (2) : i n  
+ o  1 
t h i s  c a s e  we t a k e  M = M' and S = li / B ~  - M~ ( . 
For t h e  proof of Theorem 3 ,  it i s  convenient t o  i n t roduce  a  new un- 
known f  = (f . ) by Fi = M.( l  + f i ) ,  i G A, o r  equ iva l en t ly ,  by F = 
1 i € A  1 
M -I- Dtf£ , where - DM - diag (Mi> and t ransform t h e  probl-em ( i )  i n t o  
- 0 1 1 Here DM = diag(ciMiIiEA, b" = ( B ~ - M ~ ) / M ~  and bi = (Bi-Mi)/Mi ; 
1 L~ 
and TM a r e  def ined  by 
where Q(F ,  G) = (Qi(F,G)) A and each Qi(F ,G) is t h e  e x t e n s i o n  of Q ~ ( F )  
as a b i l i n e a r  form. R e c a l l  t h a t  L  ( l i n e a r i z e d  c o l l i s i o n  o p e r a t o r )  i s  M 
r e a l  symmetric and nonnega t ive  d e f i n i t e  such  t h a t  t h e  n u l l  s p a c e  N(LM) 
c o i n c i d e s  w i t h  t h e  s p a c e  %!. of c o l l i s i o n  i n v a r i a n t s  ( [ 5 , 7 ]  ) . 
We can s o l v e  t h e  problem ( 1 6 ) ,  e q u i v a l e n t  t o  t h e  o r i g i n a l  problem ( i ) ,  
by app ly ing  t h e  c o n t r a c t i o n  mapping p r i n c i p l e ,  f o r  we o b t a i n  t h e  f o l l o w i n g  
r e s u l t  concerning t h e  e x i s t e n c e  and r e g u l a r i t y  of s o l u t i o n  t o  t h e  l i n e a r i z e d  
problem of (16) .  
1 Lemma 2.  Let g  E H ( 0  ,d )  . Then the  l inearized problem (16) wi th  
1 f )  replaced by g  has a unique .solution f  € H ( 0  ,d) . Moreover, we 
- 
have the  estimate 11 f  1 1  2 c(: + 1 1  g 1 1  ) for some constant C, where 6 1 
The homogeneous boundary c o n d i t i o n s  f . (O)  = 0 ,  i € A+, and f . ( d )  = 0 ,  
I 1 
- - 
i E A - , are maximal nonnega t ive  f o r  t h e  boundary m a t r i c e s  - D  V and D V ,  M M 
r e s p e c t i v e l y ,  s o  t h a t  t h e  above lemma i s  t r i v i a l  i f  V i s  non-s ingu la r  and 
LM i s  p o s i t i v e  d e f i n i t e .  But t h i s  i s  n o t  t h e  c a s e .  W e  need t o  u s e  t h e  
s t a b i l i t y  c o n d i t i o n  ( s t a t i o n a r y  c a s e ) ,  d i s s i p a t i o n  p r o p e r t y  of t h e  boundary 
c o n d i t i o n s  and t h e  P o i n c a r e  i n e q u a l i t y  t o  p rove  Lemma 2 .  
5. Large-t ime b e h a v i o r  of s o l u t i o n s  
We s h a l l  show t h a t  t h e  s t a t i o n a r y  s o l u t i o n  i n  Theorem 3 i s  time-asymp- 
t o t i c a l l y  s t a b l e  i f  t h e  fo l lowing  s t a b i l i t y  c o n d i t i o n  ( [ l l ] )  i s  s a t i s f i e d .  
S t a b i l i t y  c o n d i t i o n  ( n o n s t a t i o n a r y  c a s e )  : L e t  IIJ E m and l e t  
V@ = XI) f o r  X C I R .  Then I) = 0 .  
Theorem 4.  We consider the  problem ( I )  under the  above s t a b i l i t y  con- 
d i t i on .  Let M be any fixed constant MaxweZZian and suppose t h a t  Fo - M  
1 E H (0 ,d)  and F0 s a t i s f i e s  the  compatibil i ty  conditions of  order zero. 
Then, i f  1 1  Fo - M I /  i s  smal 2 enough, there  e x i s t s  a unique global so lu t ion  
0  1 1 2 F s a t i s f y i ng  F  - M E C ([0,==) ;H ( 0 , d ) )  r'7 C ([O,==) ;L ( 0 , d ) ) .  Moreover, 
t h i s  so lu t ion  F(x,  t )  converges, u n i f o m l y  i n  x, t o  the  solut ion ~ ~ ( x )  
of the  corresponding stat ionary problem ( i ) ,  which i s  obtained i n  Theorem 3, 
-at 
a t  an exponential ra t e  e  , a > 0, as t -t a. 
Remark. Asymptot ic  b e h a v i o r  of s o l u t i o n s  i s  unknown f o r  t h e  problem 
(IT) o r  (m) .  
w a, 
L e t t i n g  F = M + DM£ b e  t h e  s o l u t i o n  t o  t h e  s t a t i o n a r y  problem (i), 
m co 
we i n t r o d u c e  a new unknown f by F = F + D f  = M + D (f + f ) .  Then, as M M 
i n  t h e  p r e c e d i n g  s e c t i o n ,  we can  t r a n s f o r m  t h e  problem (I) i n t o  
- 1 w -1 m 
where f (x) = D (F  (x) - F  ( x ) )  = DM (Fo(x)  -M) - f ( x ) .  W e  d e n o t e  t h e  s p a c e  0  M 0  
~ O ( [ O , T I  ; ~ l ( o , d ) )  n c 1 ( [ o , ~ 1  ; ~ ~ ( o , d ) )  by X; and p u t  I I I ~ I I I ~  = I I ~ I I ~  + 
1 2  + I / a f / a t / l  f o r  f t XT, where 1 1  0 1 1  i s  t h e  L (0,d)-norm. Theorem 4 i s  
e s s e n t i a l l y  based on t h e  f o l l o w i n g  r e s u l t  concern ing  t h e  e x i s t e n c e ,  regu- 
l a r i t y  and e x p o n e n t i a l  decay of s o l u t i o n  t o  t h e  l i n e a r i z e d  problem of (17) .  
Lemma 3 .  Consider the  l inearized problem (17) v i t h  g  i n  place o f  
1 1 I' ( 2 f m +  f  , f ) ,  where g t xT. Suppose t ha t  f o  G H ( 0 , d )  s a t i s f i e s  the  com- M 
p a t i b i l i t y  conditions of  order zero. Then there e x i s t s  a unique solut ion 
1 f  i n  5. Moreover, we have the  est imate 
f o r  t E [O,T], where a and C are positive constants. 
To prove  t h i s  lemma, w e  use the argument s i m i l a r  t o  t h e  one employed i n  
t h e  proof  of Lemma 2 ,  and a l s o  t h e  t e c h n i q u e  developed i n  [7]  f o r  t h e  p u r e  
i n i t i a l  v a l u e  problem i n  a neighborhood of a Maxwellian.  
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