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Abstract
We find the potential per unit length between two non-intersecting D1-
branes as a function of their relative angle.
∗alec m@ctp.mit.edu
This calculation is a generalization of the calculation of the amplitude between
two parallel D-branes [1]. First we quantize a free field theory with the appropriate
boundary conditions and then compute one loop annulus amplitude in the operator
formalism. This computation resembles the case of the open strings in the background
electromagnetic field [2]. However, in our case, there are no boundary terms in the
Lagrangian, which described the interaction between the string and the background
field.
Let X i(0, τ) = 0, i = 2..9 be the equation describing the position of the first
D-string and X2(π, τ) − X1(π, τ) tanα = 0, Xj(π, τ) = Y, j = 3..9 be the equation
for the second one. In this notation, α is the relative angle and Y is the minimal
separation between D-strings.The boundary conditions then look like
∂σX
1(0, τ) = 0,
X2(0, τ) = 0,
∂σX
1(π, τ) + ∂σX
2(π, τ) tanα = 0,
X2(π, τ)−X1(π, τ) tanα = 0. (1)
From the boundary conditions and the wave equation we have
X˙1L(τ + π)− X˙1R(τ − π) = − tanα(X˙2L(τ + π)− X˙2R(τ − π))
(X˙1L(τ + π) + X˙
1
R(τ − π)) tanα = X˙2L(τ + π) + X˙2R(τ − π)
X2R(τ) +X
2
L(τ) = 0
X˙1R(τ)− X˙1L(τ) = 0, (2)
where dot means the derivative with respect to the argument. These functional
equations can be solved for X˙L,R and integrated, yielding the mode expansion:
X1 =
1√
2
∑
n∈Z
[anψn + h.c.]
X2 =
1√
2
∑
n∈Z
[−ianφn + h.c.], (3)
where the functions ψnand φn are
ψn = (n+
α
π
)−
1
2 eiτ(n+
α
pi
) cos
[
σ(n+
α
π
)
]
,
φn = i(n+
α
π
)−
1
2 eiτ(n+
α
pi
) sin
[
σ(n+
α
π
)
]
. (4)
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We choose 0 ≤ α
pi
< 1. Let nα ≡ n+ αpi .
The quantization of this free theory with nontrivial boundary conditions can be done
using the method of [3]. Consider operators
O11 = 1
2i
(i
↔
∂ τ + tanα δ(π − σ)) (5)
and
O22 = 1
2
(i
↔
∂ τ − cotα δ(π − σ)). (6)
It turns out that functions ψn and φn are orthogonal in the following sense:
1
π
∫ pi
0
dσ ψ¯mO11ψn = 1
2
signnα δmn,
1
π
∫ pi
0
dσ φ¯mO22φn = 1
2
signnα δmn. (7)
Moreover,
a†m =
√
2
pi
signmα
∫ pi
0 dσ
{(
X1, X2
)( O11 0
0 O22
)(
ψm
φm
)}
,
am =
√
2
pi
signmα
∫ pi
0 dσ
{(
ψ¯m, φ¯m
)( O¯11 0
0 O¯22
)(
X1
X2
)}
. (8)
Writing an explicitly, and substituting the expression for the momentum,
P µτ =
1
pi
∂τX
µ, we have:
a†m =
1√
2π
signmα
∫ pi
0
dσ(−mαX1(σ)ψm(σ)− iπP1(σ)ψm(σ)+
imαX2(σ)φm(σ)− πP2(σ)φm(σ)). (9)
Note that in this formula the boundary terms cancel. We can now get the commuta-
tion relations. The result is:
[a†m, a
†
n] = 0
[a†m, an] = signnα δmn. (10)
From these commutation relations we conclude that
an =
{
creation if n ≥ 0
destruction if n < 0
a†n =
{
destruction if n ≥ 0
creation if n < 0
(11)
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Now we find Virasoro operators, Lm :
Lm =
1
π
∫ pi
0
(eimσ : T++ : +e
−imσ : T−− :)dσ. (12)
Substituting the T++ =
1
4
(X˙ +X
′
)2, T−− = 14(X˙ −X
′
)2 we have
Lm =
1
2π
∫ pi
0
: (X˙2 +X
′2) : cosmσdσ +
i
π
∫ pi
0
: X˙ ·X ′ : sinmσdσ. (13)
The final expression is
Lm =
∑
n∈Z
n
1
2
α((n+m)
1
2
α)∗ : ana
†
n+m : . (14)
Reality of Tαβ requires that L
†
m = L−m. To find the structure of the algebra of these
operators, let’s return to Poisson brackets, [a, b]pb = −i[a, b]. Also, we introduce
operators αn =
√
nαan. We then have
Ln =
∑
k∈Z
α
†
k+nαk, (15)
[α†mαn]pb = −i signnα
√
(n2α) δmn = −inαδmn. (16)
From this we find
[Lm, Ln]pb = i(m− n)Lm+n. (17)
Therefore the generators Ln satisfy Virasoro algebra. Now let us return to the quan-
tum mechanics. In general, the central term of this algebra is A(n) = c3n
3 + c1n.
Consider
< 0|[L1, L−1]|0 >= < 0|α−1α†0α†−1α0|0 >=
α
π
(
1− α
π
)
= c3 + c1,
< 0|[L2, L−2]|0 >= < 0|(α†0α−2 + α†1α−1)(α†−2α0 + α†−1α1)|0 >=
= 1− 2
(
α
π
)2
+ 2
α
π
= 8c3 + 2c1. (18)
From this we find that
A(n) =
2
12
n3 +
(
− 2
12
+
α
π
−
(
α
π
)2)
n. (19)
The central charge can be brought to the standard form D
12
(n3−n) by the redefinition
L0 → L0 + α
2π
(
1− α
π
)
. (20)
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Taking into account the transverse oscillators, an equation for a physical state is
(
L0 − 1 + α
2π
(
1− α
π
))
|ψ >= 0. (21)
Consider the superstring action in RNS formulation:
S = − 1
2π
∫
Σ
d2σ(∂αX
µ∂αXµ − iψ¯µρα∂αψµ). (22)
Now we vary this action with supersymmetry transformations,
δψ = −iρα∂αXµε, δXµ = ε¯ψµ. (23)
Naturally, the bulk term of the variation vanishes, and we are left with a boundary
term:
δS =
1
2π
∫
∂Σ
dσαǫαβ ε¯ρ
βργ∂γX
µψµ. (24)
Our goal is to determine fermionic boundary conditions if the bosonic ones are spec-
ified. To do this, we have to eliminate half of the ∂γX
µ at each boundary, using the
boundary conditions for bosons. Specifically, in our case,
δS =
1
2π
∫
σ=0,pi
dτ ε¯ρ1ργ∂γX
µψµ. (25)
At σ = 0,
∂1X
1 = 0, ∂0X
2 = 0. (26)
Writing the contribution for the first two coordinates only,
δS =
∫
σ=0
dτ(ε¯ρ1ρ0ψ1∂0X
1 + ε¯ρ1ρ1ψ2∂1X
2) = 0. (27)
Since ∂0X
1 and ∂1X
2 are arbitrary, we conclude that at this boundary
ε¯ρ1ρ0ψ1 = 0
ε¯ρ1ρ1ψ2 = 0. (28)
These are two equation for four variables: ε−ψ+1,2, ε
+ψ−1,2. To complete the system
we have to use the boundary conditions on the other end, σ = π:
ψ1∂σX
1 + ψ2∂σX
2 = (− tanαψ1 + ψ2)∂σX2
ψ1∂τX
1 + ψ2∂τX
2 = (ψ1 + tanαψ2)∂τX
1, (29)
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where ∂σX
2 and ∂τX
1 are now arbitrary. This gives the last two equations:
ε¯ρ1ρ0(ψ1 + tanαψ2) = 0
ε¯ρ1ρ1(ψ2 − tanαψ1) = 0. (30)
Using the fact that ε is the same at both ends and denoting −iε− ≡ γ and iε+ ≡ β,
we have the following equations:
βψ+1 (τ + π)− γψ−1 (τ − π) = − tanα(βψ+2 (τ + π)− γψ−2 (τ − π))
(βψ+1 (τ + π) + γψ
−
1 (τ − π)) tanα = βψ+2 (τ + π) + γψ−2 (τ − π)
γψ−2 (τ) + βψ
+
2 (τ) = 0
γψ−1 (τ)− βψ+1 (τ) = 0. (31)
Now we observe that they exactly coincide with equations (2) for bosonic coordinates
provided if we identify
X˙Rµ (τ − σ)⇔ γψ−µ (τ − σ)
X˙Lµ (τ + σ)⇔ βψ+µ (τ + σ). (32)
The choice R versus NS boundary conditions translates into the ambiguity of the
choice of the order of product γψ− = −ψ−γ versus βψ+. The further computations
are the same as for bosons, in particular, ψ−2 satisfies the equation
ψ−2 (τ + 4π)∓ 2 cos 2αψ−2 (τ + 2π) + ψ−2 (τ) = 0, (33)
where the upper sign corresponds to R and lower to NS boundary conditions. The
solution for such an equation is again the same as for X˙2R equation, except that
c(τ + 2π) = −c(τ) in NS sector. Now we can write the mode expansion:
ψ1(τ, σ) =
1
2
∑
n∈A
[
−idn
(
einα(τ−σ)
±einα(τ+σ)
)
+ cc
]
ψ2(τ, σ) =
1
2
∑
n∈A
[
dn
(
einα(τ−σ)
∓einα(τ+σ)
)
+ cc
]
, (34)
where the upper sign and A = Z corresponds to R and lower sign and A = Z + 1
2
corresponds to NS sector. In the Ramond sector consider the expressions
ψ+1 − ψ−1 =
∑
n∈Z
[
−in
1
2
αdnφn + cc
]
ψ−2 − ψ+2 =
∑
n∈Z
[
n
1
2
αdnψn + cc
]
(35)
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Therefore, we can find dn using formula (9) for bosonic coordinates, replacing X1 →
ψ−2 − ψ+2 , X2 → ψ+1 − ψ−1 . Similarly to bosonic case, we find commutation relations.
The result is
{dm, dn} = 0, {d†m, dn} = δmn. (36)
From here we can choose
dn =
{
creation if n ≥ 0
destruction if n < 0
d†n =
{
destruction if n ≥ 0
creation if n < 0
(37)
This identification correctly reproduces usual creation and annihilation operators in
α = 0 limit:
d†n =
1√
2
(d2n − id1n),
dn =
1√
2
(d2−n + id
1
−n). (38)
The fermionic part of Virasoro operators is
L(d)m =
1
2
∑
n∈Z
(m+ 2nα) : dnd
†
m+n : . (39)
Here, unlike NN or DD strings, the worldsheet hamiltonian L0 contains d0 and d
†
0,
and therefore,
{L0, d†0} =
α
π
d
†
0. (40)
In particular,
L0d
†
0|0 >=
α
π
d
†
0|0 >, (41)
meaning that part of the ground state degeneracy is now removed. Similar computa-
tion to the bosonic case shows, that the Poisson brackets of Virasoro operators obey
classical Virasoro algebra. Now we can find the central charge.
< 0|[L(d)1 , L(d)−1]|0 >= 14
(
2α
pi
− 1
)2
< 0|d−1d†0d0α†−|0 >= 14 − αpi +
(
α
pi
)2
,
< 0|[L(d)2 , L(d)−2]|0 >=
=< 0|((α
pi
− 1)d−2d†0 + αpid−1d†1)((αpi − 1)d0d†−2 + αpid1d†−1)|0 >=
= 1 + 2
(
α
pi
)2 − 2α
pi
.
(42)
Adding the bosonic contribution, we get{
c3 + c1 =
1
4
8c3 + 2c1 = 2
(43)
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Therefore, the central charge is unaffected, A(n) = D
8
n3 = 2
8
n3. Let us now turn to NS
sector. Examining the equations shows that the commutation relations and Virasoro
generators are the same as in R sector, with sums over integers replaced by the sums
over half-integers. This changes the central charge.
< 0|[L(b)1 , L(b)−1]|0 >=
(
α
pi
)2
,
< 0|[L(d)2 , L(d)−2]|0 >= 12 + 2
(
α
pi
)2
.
(44)
The central charge is
A(n) =
1
4
n3 +
(
−1
4
+
α
π
)
n. (45)
Again, this is brought into the standard form D
8
(n3 − n) by the redefinition
L0 → L0 + α
2π
. (46)
This means that after taking into account the contribution of 8 transverse modes, the
normal ordering constant in NS sector becomes
a =
1
2
− α
2π
. (47)
We are looking for the quantity
A = Tr log 1
L0
(48)
where LO includes the normal ordering constant. In bosonic case
A = −Γ(0) +
∫ ∞
0
dt
t
Tre−tL0 . (49)
Using the bosonic part of the expression given in [4] and substituting X1, X2 contri-
bution and new normal ordering constant, we get
A = T ∫∞0 dtt (2πt)− 12 e−t( Y
2
2pi2
−1+ α
2pi
(1−α
pi
))(1− q2αpi )−1×
×∏∞n=1(1− q2n)−22(1− q2(n−αpi ))−1(1− q2(n+αpi ))−1.
(50)
In this formula, T is the total time of interaction, or the volume of time-like NN
direction, Y is the minimal separation between the branes and q = e−
t
2 .
In the superstring case, Tr 1 = 0 because of the supersymmetry and A is finite,
which after taking into account the GSO projection and the sum over spin structures
takes the form
A =
∫ ∞
0
dt
t
∑
a,b=0,1
cabTr(−)bF e−tL
(a)
0 . (51)
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Here F is the world-sheet fermion number a = 0, 1 labels NS and R sectors respectively
and and the coefficients in the sum over spin structures are c00 = −c01 = −c10 =
±c11 = 12 . We obtain
A = T ∫∞0 dtt (2πt)− 12 e− tY
2
2pi2 (1− q2αpi )−1×
×∏∞n=1(1− q2n)−6(1− q2(n−αpi ))−1(1− q2(n+αpi ))−1×
×1
2
{
−8(1 + q2αpi )∏∞n=1(1 + q2n)6(1 + q2(n+αpi ))(1 + q2(n−αpi ))+
+q−1+
α
pi
∏∞
n=1(1 + q
2n−1)6(1 + q2(n+
α
pi
)−1)(1 + q2(n−
α
pi
)−1)+
+q−1+
α
pi
∏∞
n=1(1− q2n−1)6(1− q2(n+
α
pi
)−1)(1− q2(n−αpi )−1)
}
.
(52)
In this formula the first term in curly brackets stands for R sector while the second and
the third - for NS without and with (−)F respectively. We can rewrite the amplitude
using θ-functions defined in the appendix 8.A of [5]. The result is
A = 2iT ∫∞0 dtt (2πt)− 12 e−t Y
2
2pi2
(
2pi
θ′1(0|τ)
)3
θ−11 (ν|τ)×
×{(−θ32(0|τ)θ2(ν|τ) + θ33(0|τ)θ3(ν|τ)− θ34(0|τ)θ4(ν|τ)} .
(53)
Here τ = it
2pi
and ν = − it
2pi
α
pi
.
A similar result was given in the paper [6]. However, it turns out to be essential
that the normal ordering constant in NS sector is angle dependent to get the structure
in curly brackets of (53) so that the amplitude would vanish by the “abstruse identity”
for parallel branes. This amplitude is infinite for α = π due to the contribution of
θ1(−τ |τ). Explicitly,
A = 2iT
∫ ∞
0
dt
t
(2πt)−
1
2
e−t
Y
2
2pi2
sin(πν)
f(τ, ν), (54)
where the divergent part is displayed. It would also be infinite for parallel branes, but
the expansion of the fermionic contribution in (53) starts as α4 for small alpha. These
infinities are due to the fact that the amplitude describes the interaction between the
entire D-strings, which is reflected by the fact that in the usual cases of parallel D-
branes it is multiplied by the infinite volume VD. A finite quantity is the potential
per unit length, V, which can be defined by
A = 1√
2π2
∫ ∞
−∞
dl V(α, r2 = Y 2 + sin2 α l2), (55)
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where r denotes the minimal distance between the line element dl of the tilted D-string
(at σ = π) and the D-string at σ = 0 and the integration is along the tilted D-string.
This potential is the analog of the effective potential for moving D0-branes [7]. From
this definition,
V(α, r2) = 2iT
∫ ∞
0
dt
t
(2π)−
1
2 e−t
r
2
2pi2
sinα
sin(πν)
f(τ, ν). (56)
As a check we can find a force per unit length at large Y for antiparallel D-strings:
F = dV
dY
∼ 1
Y 7
. (57)
In derivation of this formula one should notice that at α = π only −2θ44(0|τ) remains
in the fermionic part of the potential after using Jacobi identity and then small
t expansion can be performed after using modular transformation properties when
τ → − 1
τ
.
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