The optical tweezers instrument is a unique tool for directed assembly of nanocomponents. In order to function as a viable nanomanufacturing tool, a software architecture is needed to run the optical tweezers hardware, provide an effective user interface, and allow automated operation. A flexible software system framework is described to utilize the optical tweezers hardware to its full potential. Initially we lay out the requirements for the system framework and define the broad architectural choices made while implementing the different modules. Implementation details of key system modules are then described. The flexible nature of the architecture is demonstrated by showing how a simulation module can be seamlessly included into the framework to replace the optical tweezers hardware as necessary. Finally, we show some representative assembly operations to demonstrate the capabilities of the system.
INTRODUCTION
For nanotechnology to live up to the tremendous promise to which it is attributed, industry must be able to economically produce nanotech-based products with significant impact. Unfortunately, the current state of the art in nanodevice fabrication is still rudimentary even in the laboratory, and commercial fabrication techniques are even less developed. Little ability exists to build even modestly complex nonchemical three-dimensional structures, and the level of functionality that currently can be engineered into nanodevices is severely limited.
Self-assembly is an elegant approach, and widely assumed to be the most promising route to commercial production of nanodevices, but the learning curve for producing complex devices is extremely steep, and the route from self-assembled arrays of identical structures (as has been widely studied) to complex devices of heterogeneous components is largely unknown.
Generally applicable methods to design, prototype, and test devices at the nanoscale are critically needed. As a result we believe that techniques for directed assembly are crucial to developing the capacity to produce sophisticated functional nanodevices. Unfortunately few techniques exist which allow the manipulation of selected single nanocomponents, and this fundamental gap is particularly glaring in comparison with recent advances in fabrication and measurement techniques for nanotechnology.
A tool to assemble and test nanoscale devices requires a fundamental manipulation capability, and a software system to control the instrument.
For manipulation of nanocomponents we are extending traditional optical tweezers [1, 2] from micromanipulation to nanoassembly because the technique presents a number of unique advantages: 1) the number of traps (equivalent to the number of probes or grippers) can be changed dynamically under software control with no hardware changes, 2) multiple trap beams do not block each other sterically, and 3) beams pass through transparent media for operation in closed sample chambers, and even inside biological cells. This technique is also compatible with a wide range of materials from dielectrics to metals to biological components, and scalable to parallel operation.
The software system is a centrally important element because it transforms the fundamental physical manipulation mechanism into an effective nanoassembly tool. It must not only control the instrument, but provide an intuitive user interface, and provide a platform for advanced operations such as scripting, simulation or automation of assembly processes. The focus here, therefore is the design and operation of a software system to run an optical-tweezers-based nanoassembly tool, although many of the elements discussed here are also relevant to nanomanufacturing systems in general.
OPTICAL TWEEZERS BACKGROUND
The optical tweezers system uses a focused laser beam to optically trap, manipulate, and assemble components at the nano-scale. Using this method, we are able to trap and manipulate a wide variety of nanoparticles including dielectric particles, metallic particles, and biological samples. Figure 1 shows a schematic representation of our optical tweezers system † [3] built on a vibration isolation table (TMC). The optical tweezers employs an inverted microscope (NIKON TE2000-E), an Nd:YVO4 trapping laser (Spectra-physics, BL106-C, 1064nm), and a series of plano-convex lenses (Thorlabs -L2, L3 and L4) with an aspheric lens (Newfocus -L1) to adapt the laser beam collimation and size to fit the microscope objective. The trapping laser passes through an isolator (Optics for Research, I0-2-YAGVHP, not shown) to protect the laser head from beam reflections, a first telescope for beam expansion and two scanning mirrors (PI S330 -M1, only one shown) for increased scan range. Alternatively, one can use acousto-optic deflectors [4] or holographic methods [5] to steer the beam. A piezo-electric actuator (PI 721, not shown) is also attached to the microscope objective to enable scanning along the Z-axis. A second telescope is used to direct the † Certain commercial entities, equipment, or materials may be identified in this document in order to describe an experimental procedure or concept adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the entities, materials, or equipment are necessarily the best available for the purpose.
trapping beam from the scanning mirror onto the entrance aperture of the microscope objective [6] . The laser passes into the microscope and is reflected up into the microscope objective (Nikon, Plan Apo 60X/1.40 NA oil immersion) by a dichroic mirror (Chroma -M2) that also allows imaging light to reach a CCD camera (Q IMAGING RETIGA Exi 1394). A motorized stage (PRIOR Scientific, Optiscan IS102, not shown) is used to position the sample in the microscope. The instrument control program uses a National Instruments digitalto-analog board (DAQ PCI 6052E) to generate a waveform that drives the piezo-mirror controller (PI, E500) in the range of 0V to 10V. A second National Instrument digital to analog board (DAQ PCI 6052E) is used to drive the piezo-electric actuator (in the range of 0V to 10V) located on the microscope objective to control scanning along the Z-axis. An optical tweezers system without a scanned (or modulated) beam can trap a single nanocomponent and manipulate it by translating the sample stage. Such a system only creates single point-like traps so manipulating nanoparticles other than symmetrical spheres, for example nanowires, is challenging. Furthermore this setup does not scale easily to trap multiple nanoparticles simultaneously, an important advantage for building nanodevices economically.
SOFTWARE SYSTEM ARCHITECTURE
In order to enhance the capabilities of the system, we have developed a software architecture that allows an unskilled operator to use the instrument intuitively and efficiently. Software functions are implemented to scan the beam rapidly in a pre-determined pattern and allow the creation of complex trap shapes that can be used to trap nanoparticles like nanowires. By altering the scanning pattern in software, several traps can be created simultaneously from a single trapping beam. Similarly, by dynamically changing the scan patterns in software, individual traps can be manipulated while leaving other traps in the assembly unaltered. Sophisticated automation and pathplanning functions can be built over the primary software functions to further simplify the task of the operator and improve the overall efficiency of the system. Here we describe the general requirements for a software framework to control an optical tweezers instrument and explain some of the choices made during the software design. The optical tweezers system architecture is continuously evolving; therefore many parts of the system described here have already been implemented while others are still being developed.
System Requirements
The optical tweezers system is being developed as a robust nanomanufacturing tool. Requirements for the software architecture should therefore be developed keeping this end goal in mind. The specifications should also be flexible enough to allow the design to evolve in the best possible way. The following sections aim to define the requirements for the software system while allowing sufficient flexibility in designing the framework.
Interactive System Control -Control of the optical tweezers hardware using a natural and intuitive user interface allows efficient use of the instrument. One example may be a user interface that allows the user to simply draw traps on the screen, select and manipulate them, thereby simplifying routine operational tasks. Such an interface also serves the purpose of abstracting the common user from the underlying hardware and software systems thereby reducing the amount of time required for training.
Sophisticated system control and customized functionality must also be available to the advanced user through an appropriate interface. Such an interface should allow the user to prototype new algorithms and control techniques for specialized functions that can later be permanently incorporated into the system framework.
Automation of routine system functions -The system should be capable of performing routine tasks automatically thereby freeing the operator to concentrate on more challenging aspects of device fabrication. In the optical tweezers framework, automation must exist at different levels. Examples of automation range from simple obstacle avoidance while moving a nanocomponent, to complex autonomous assembly of nanocomponents into functioning devices. Such behavior will ideally be built over core system functions and the framework should be easily configurable to changing requirements and be able to scale appropriately. Scalability -A software system extensively engineered for a specific task does not scale very well. Scalability in the context of the optical tweezers is two-fold. The design of the optical tweezers system framework must evolve with the growing demands placed on it and have a flexible mechanism to incorporate new functionality with little reconfiguration. Also, as a nanomanufacturing tool, the optical tweezers system must have the capability to operate in parallel if necessary. This will require several optical tweezers instruments to operate concurrently under the supervision of the software architecture.
Architectural Design Choices
Several design choices are made to directly address the requirements of the software system. A modular architecture is chosen to allow the system to scale to more complex behavior in the future. This includes operating several optical tweezers systems simultaneously under the framework of the system architecture. Network-based communication is selected to take advantage of distributed computing using standard network protocols. This section describes these and other design principles in detail.
Modular Design
Modular design allows a number of loosely connected components in a software system to work collaboratively. Such systems are typically easier to design, implement and maintain than tightly integrated systems since each module performs a specific function and has a well-defined interface to other modules in the system. A modular architecture is also generally more flexible as it allows modules to be added, and (for network-based systems) communication links between modules to be added or changed as required. A modular design also has the advantage of allowing greater flexibility in reconfiguring hardware components of the instrument.
The choice of the number of modules will depend on the target application. However, a balance should be made between decomposing the system into too many modules, thereby adding communication overhead, or losing flexibility by building few modules that perform relatively complex tasks.
Within a modular architecture, individual modules must communicate with one another, hence passing messages using an underlying common communication protocol is a crucial capability required by all modules. In such a scenario, the physical mapping of the software modules onto hardware processors can be flexible, for example a module that reads a CCD camera may run on the same processor as a module that runs the GUI. Unless there is a definite need for certain modules to run on specific hardware platforms, as may be the case for certain hardware-level modules, individual modules can be mapped onto hardware resources dynamically based on the available resources and the specific task being performed. The advantages of a modular framework become even more compelling if one factors in the improved redundancy and fault tolerance that can be built into such a system, features that would normally be much harder to implement into a tightly integrated system. Hardware modules -These are low-level modules that interface with system hardware such as actuators and sensors. Hardware modules are requested by control modules to perform specific tasks like capture video from a camera, run the scanning mirrors to steer the trapping beam, control trapping laser power or change the position of the sample stage. These modules are frequently less complex algorithmically and are designed to be easily replaceable as existing hardware is upgraded or changed. One exception is the simulation module, which is expected to effectively replace the hardware modules and emulate routine as well as specialized system behavior.
Control/ Automation modules -Algorithms that request or control specific system functions are implemented as control modules. These modules interface with the low-level hardware modules as well as the interface modules and vary in complexity. Common system functions like trap creation and manipulation, or image acquisition and processing are some examples of control module commands. Sophisticated system functions, for example path planning algorithms that may require collaboration with other control modules like image processing, are also implemented as control modules.
Interface modules -The interface modules encapsulate different methods by which the user can interact with the system. Generally, interface modules route user requests to the appropriate control modules and present the user with feedback and status information. Interface modules include the Graphical User Interface (GUI) for interactive use and the scripting module for development of manipulation and assembly algorithms.
System Control
Enforcing the flow of commands and data in a modular system while avoiding conflicts or undesired interactions is demanding. One method is to require all modules to direct their network traffic through a main controller, but such a solution can be very restrictive. For example, this means that much of the sequencing logic for handling requests from the different modules will have to be incorporated into the main controller, which is not scalable as the size and complexity of the system grows. Instead, we choose to have distributed control where the main controller remains in overall command of the system but does not channel every command or piece of data that flows between the lower level modules. We identify the sequence of events in terms of hierarchical diagrams that allow us to represent the control flow in the system. The morphology of these diagrams change based on the specific task being performed, because some modules may have to switch roles from being controllers to being controlled depending on the task at hand. Modules in our system must have the capability to perform their tasks autonomously but be interrupted by the modules above them if required. This ensures a definite control structure is maintained throughout the task. This can be better understood from the example hierarchical diagram of a smart move operation shown in Figure 3 . Smart move is an example automation routine that tracks particle location continuously using the results of image processing and ensures that a trapped particle stays in the trap as it is being moved to its final location. The interface modules occupy the topmost level; the mid-level modules are control modules while the hardware level modules occupy the lowest level.
The operation will begin when the user initiates a smart move (step 1) through the GUI, which will send the message to the main controller module. In this operation, the main controller will rely on the automation module to successfully execute the move. Therefore it will forward the request to the automation module (step 2), indicating that a component should be moved and it's position verified by the vision system, rather than simply moving the trap.
The automation module will iteratively request particle positions from the vision system (step 3) and use this information as feedback in a control loop to move the traps, by directing the scanner module (step 4). Minimizing the error in the control loop of the automation module will ensure that the object stays in the trap. When the move is complete it will notify the main controller, (step 5) which in turn will notify the GUI (step 6). The user can abort the operation at any time from the GUI. The abort message will then cascade through each level causing the operation to abort. Figure 4 shows the implementation of a simpler create-trap operation. The user requests that a new trap be created (step 1). The GUI module sends this request to the main controller module, which in turn forwards the request to the scanner module. When the trap has been successfully created, a response is sent back to the main controller module (step 3) and finally up to the GUI (step 4).
The morphologies of Figure 3 and Figure 4 show how the flow of control can change for different uses of the system. Such a dynamic mapping of the systems modules allows us to maintain effective control and also run the system in different configurations. This also allows functionality to be made available transparently as modules come online. For example, the system may initially operate with limited functionality (create trap, move trap, etc.) when the automation module is offline. Automation functions (smart move or automatic assembly) then come online when the main controller detects that the automation module is available. 
MODULE DESIGN
The modules in the optical tweezers system work together using a common network-based communication layer. The user primarily interacts with the system via the interface modules, which consist of the GUI and the script interface module. The GUI module provides a CAD-like interface that allows control of functions, such as creating and manipulating traps, or taking images. The scripting module allows new algorithms and methods to be rapidly developed in a scripting language with the intention of extending the systems capabilities. Algorithms that execute user commands are grouped together as control and automation modules. This class of modules perform tasks such as trap creation and manipulation, path planning and also provides overall system control. Similarly system instrumentation is grouped under the class hardware modules. Examples of hardware level tasks include scanning the trapping laser and taking images with a camera. In some cases the interface modules may directly control the hardware modules to complete the users requests, for example changing the power of the trapping laser. At other times, the interface modules will communicate with the control/ automation modules to execute user requests. Figure 5 below shows a Unified Modeling Language (UML) [7, 8] use case diagram for the possible combinations in which system modules and the human operator can interact with each other within the framework. Details of the implementations of some principal modules within the optical tweezers framework are discussed later. The communication layer is a common platform that allows modules in the system to communicate with each other while the main controller enforces control over other system modules to ensure a proper flow of commands and data. We also design a framework for the simulation of the optical tweezers hardware that we can incorporate into the system to provide the ability to run in an offline mode for testing assembly procedures or automation routines, or alternatively to improve trapping control.
Communication Layer Design
An underlying communication module based on standard network protocols is needed to allow modules in the system to easily pass commands and data to each other. Modules within the framework may have different requirements for the hardware platform under which they can operate. For example, certain cameras only work under the Microsoft Windows platform and so the communication layer we choose must be able to accommodate these requirements easily. Furthermore, the communication layer must have the ability to allow modules to be transparently mapped onto hardware processors. This allows processes that require high bandwidth connections to be grouped on a single processor. Sufficient abstraction must also be provided to allow the underlying protocol used by the communication layer to be replaced effortlessly, requiring little or no reconfiguration to the calling module.
Neutral Messaging Language (NML) developed at NIST [9] is an Application Programming Interface (API) and supporting software library that implements network communications using standard network protocols like TCP/IP, UDP or RPC. NML is fully configurable at runtime and works across many commonly used hardware platforms. NML allows traditional socket connections to its servers and so platforms that are not directly supported by NML can also be integrated into the framework. The communication layer interface permits easy use of the NML protocols. The communication layer exposes generalized functions, for example initialize, send and receive to allow the underlying NML protocol to be easily replaced in the future without disrupting the calling modules code. Figure 6 shows a diagram of the most common use case for the communication layer. Calling modules typically initialize, start serving data they produce (servers) and then subscribe to external servers (clients) for data that they consume. It must be noted that some modules may just be consumers, and others may only be producers of data, but the case where a module both consumes and produces data is the most general case. The configuration of servers and clients is handled at runtime using an Extensible Markup Language (XML) configuration file. This allows the system to be statically mapped onto available hardware resources. Alternatively, a configuration server can be used to dynamically allocate resources to modules as they start and build a network map of the different modules accordingly. After initialization is complete, the module may send and receive messages as needed and finally shut down the communication resources it uses before exiting. Modules in the optical tweezers system typically use the communication layer in two configurations. Figure 7(a) shows an activity diagram for the configuration where a module waits for an incoming message, performs actions based on the contents of the message and then sends out a reply. The module starts by initializing the communication layer and then configures its data channels according to the XML configuration file. Threads running data servers may start along with threads that monitor a channel for incoming messages.
When a new message arrives, custom user actions are performed. The preferred mechanism of calling user code from the communication layer is by using callback functions, although it is also possible to use a strictly synchronous mode of operation where the user explicitly controls the loop polling the receiving channel. When the necessary actions are completed a reply message is sent. The reply is usually a notification of successful task completion or an error message if the task was unsuccessful. When the module finishes all tasks, it shuts down the communication layer as part of its cleanup. All the threads that were launched are then synchronized before the module terminates. shows an activity diagram of the instance where a module initiates communication with other modules and then awaits a reply. In this case after the usual initialization as described previously, the module sends out a message using the communication layer and then blocks for a reply. If the module is also required to simultaneously perform other actions like process incoming requests, some asynchronous mode of operation may alternately be used. A task that the module initiated can then be designated as complete when a reply is received.
The communication layer is primarily written in C/C++. However one of the requirements for the optical tweezers system explained previously is the ability to allow system functions to be scripted. Such a capability would allow advanced users of the system to write scripts to control the instrument. Algorithms like path planning can be prototyped rapidly using an interactive scripting language. The final algorithms may then be coded in more efficient compiled languages and integrated permanently into the system. A suitable scripting language should allow the flexibility to write advanced programs and at the same time be easy to use. We chose the widely supported and popular scripting language Python to extend our system. Accordingly, we implemented a complimentary set of extensions to the communication layer to allow python applications to access network functions easily.
Main Controller Design
The main controller module directly interacts with the user interface modules like the GUI or the script interface. The primary function of the main controller module is to route user requests to the appropriate control or hardware modules in a manner that enforces hierarchical flow of these operations as described in previous sections. Most operations requested by the user will pass through the main controller with the exception of some commands like changing the trapping beam power, which are directly passed to the appropriate hardware module. Figure 8 shows the most common use case for the main controller module. The module will use the communication layer to receive requests from the GUI and then pass those requests through an abstraction layer to the message parser that extracts the command and data portions of the message. This information will then be fed to the command interpreter that updates a database of trap and particle positions if necessary and routes the message to the appropriate package via the communication layer.
The activity diagram in Figure 9 shows the mechanism of synchronous operation for the main controller. The module will first initialize the communication layer and set up its communication channels. When a new message arrives, the parser method will be notified which will then interpret the command and forward it to the routing method. The routing method will then send the message to the appropriate module. The command routing method will also update its databases to reflect the current location of optical traps in the system and optionally the locations of the nanoparticles in those traps. The main module will then wait for a reply from the module that controls the operation. In the case shown in Figure 9 , the module will block and wait until a reply is received. However, we can also generate cases where the main module can be run asynchronously and allow other actions to run concurrently while waiting for a reply. Finally when all tasks are complete, the main module will be shutdown. 
Simulation Module Design
We demonstrate the extensibility of our system framework using the simulation module as an example. The simulation module will be used for 1) operator training of routine assembly tasks or virtual prototyping, 2) evaluating alternative designs of nanodevices and 3) studying system performance. As a result, one of the objectives of the design of the simulation module is to effectively replace the optical tweezers hardware and yet provide a seamless and real-time interaction experience to the user. The simulation module will need to emulate several functions nominally performed by the instrument. Examples can include the ability to simulate interactions of free particles suspended in the assembly cell, the ability to trap these particles with simulated optical traps and modifying the behavioral characteristics of individually trapped nanoparticles either due to influences from adjacent nanoparticles, surfaces or a change in the trapping parameters. The simulation module will also be able take inputs to scan the trap and generate data to display to the user.
Alternatively, the simulation module can be embedded in a feedback system to provide model-in-the-loop control to enhance trap stability and performance.
The simulation module will initially be used to simulate the behavior of very specific nanocomponents for example spherical nanoparticles and nanowires. This simple mix of nanoparticles will allow us to simulate the assembly of practical nanodevices including semiconductor-based electronics [10] or nano-plasmonic devices [11] . Figure 10 shows a possible use case for the simulation module. The controlling module will interact with the simulation through the communication layer. The simulation control function will run the main simulation loop by calling the physical-simulation sub-modules. The physical simulation method will hold models for simulating free nanoparticles and interaction models for predicting the behavior between two or more nanoparticles and between a nanoparticle and a surface. The simulation control model will also call a validation method to verify the physicality of the simulation. Finally it will call the data generation method to generate appropriate data required by the calling module. The data returned can be just particle positions and orientations or synthetic images of nanoparticles drawn at the desired locations. 
RESULTS
Using the software architecture described in previous sections to control the optical tweezers instrument, we perform a number of sample micro and nanoassembly operations. Network-based collaboration between the system modules is crucial to executing the requested operations. We describe some such examples here emphasizing how the different modules in the system collaborate to successfully complete complex tasks. Many software modules used to control the optical tweezers system have been completed while others are still being developed. The manipulations described in this section make use of several software modules in different stages of completion. For example the GUI used here has undergone several revisions and the scripting interface is also developed. Modules that automate system behavior are still being planned, although some automation prototypes have been used within the system framework. Similarly the trap scanning and vision modules are functional but still being enhanced. Figure 11 shows a sample manipulation of a trapped alumina silicate nanowire using a subset of the modules present in the system. As described earlier, individual modules perform well-defined tasks and the successful completion of a particular operation may require the use of only a few modules in the system. In this example, the manipulation of the nanowires requires the use of the scripting module, scan control module and the vision module that communicate with each other over the network using the NML protocol.
The user interacts with the system through the scripting module. First, the user initializes the system and sends a request for a video stream of the workspace. The scripting module then sends this message to the vision system, which in turn starts streaming the video to a window. After locating a suitable nanowire in the workspace, the user sends a command to create a line-like trap to grasp a nanowire. This message is transmitted to the scan control module, which creates a line-like trap by rapidly dithering the beam back and forth faster than the particle can respond. The user then issues a command to rotate the trap out of the plane causing the trapped nanowire to follow in the trap. The scan control module accomplishes this by synchronizing and simultaneously manipulating the beam scanners about the X, Y and Z-axes. The out of plane rotation is clearly seen in the two-dimensional projection of the microscope image in Figure 11 where the wire first appears to shorten (to 90 degrees out of plane) and then elongate back again as it rotates back into the plane of the microscope focus. Figure 12 shows an example of automatic assembly using a prototype of the software architecture. In this case, a CAD-like GUI module is used to interact with the user. This module also communicates with other modules in the system via a network connection that uses the NML protocol to exchange messages. The automation routine begins when the operator loads an assembly pattern from a file stored on disk. The GUI then sends an appropriate command to the automation function to begin the assembly. The automation function sends a request for the locations of the microspheres in the assembly volume from an image-processing module. It then directs the scan control module to create traps at appropriate locations to trap the particles for use in the assembly task. After deciding an optimum path, it directs each nanoparticle to its final destination to complete the assembly. When the operation finishes it hands over control of the system back to the operator, while still holding the assembled components at their final locations. The operator can send an abort command at any time during the entire operation. If prematurely aborted the automation routine will leave all the traps active at their last positions.
Several examples of manipulations using the optical tweezers system framework are shown in Figure 13 . The system can be used to trap a wide variety of nanoparticles including microspheres, nanowires as well as biological specimens like cells and liposomes. Moreover trapping a variety of components is entirely accomplished in software and sample cell changes requiring virtually no reconfiguration of the trapping system hardware. 
CONCLUSION
There is a need for a system framework to effectively control an optical tweezers system for nanoassembly. We have discussed key module designs of the system and have demonstrated the successful implementation of a prototype system through several representative sample operations. We have also fulfilled the primary requirements of the system including interactive control of the optical tweezers hardware, automation of routine tasks and scalability.
The successful implementation of this framework will enhance the use of the optical tweezers as an efficient nanomanufacturing cell. Interactive control of the system through a GUI and the implementation of basic automation functions have greatly improved the ease of using the system. A modular framework will also ensure scalability of system functions.
To extend the functionality of the software system, we plan to build generalized path planning and automation modules to handle assemblies of heterogeneous nanocomponents (for example spheres, nanowires, etc.) and thereby improve the overall throughput of our system. We also plan to implement a sophisticated simulation module based on the simulation outline described previously. Such a module will facilitate offline operation of the instrument for virtual prototyping or operator training and will also improve control of the optical tweezers hardware.
