Employing two models, we show that various counting functions of a random variable defined by restriction or contraction of a ranked set with multiplicity (e.g., classical and arithmetic matroids) have expectations given by the corresponding multivariate Tutte polynomial. The first model is based on a generalization of a convolution formula of Kung (2010), extending from matroids to ranked sets with multiplicities. This model enables us to compute the expectations of many familiar polynomials, such as the chromatic, flow and Ehrhart polynomials, generalizing the classical results of Welsh (1996) on random graphs. The second model is designed to compute the expectations of invariants that are generally not evaluations of the polynomials mentioned above, such as the number of connected components of an intersection of hypersurfaces in an abelian Lie group arrangement, and the number of lattice points in a half-open zonotope. In particular, both models yield new probabilistic interpretations of the arithmetic Tutte polynomial and G-Tutte polynomial. A simple, but seems to be new convolution-like formula for the Ehrhart polynomials of lattice zonotopes will also be given.
INTRODUCTION
1.1. Setup. A ranked set with multiplicity is a triple M = (E, r, m), where E is a finite set, r : 2 E → Z is a rank function, and m : 2 E → R is a multiplicity function, where R denotes a commutative ring with 1. Here r(∅) is possibly non-zero, and m is possibly non-trivial. Denote v = {v e : e ∈ E}, and for A ⊆ E, define v A := e∈A v e . Let M be a ranked set with multiplicity. We associate to M the (Laurent) polynomial
Main examples are:
• M is a matroid, where r satisfies the matroid rank axioms (in particular, r(∅) = 0), and m is trivial (e.g., see [Oxl92] and also Example 2.4). In this case, Z M (q, v) is equal to the multivariate Tutte polynomial [Sok05] , which via the change of variables q = (x − 1)(y − 1), v e = y − 1 for all e ∈ E specializes to the classical Tutte polynomial of the matroid • M is a Z-representable matroid with G-multiplicity, where (E, r) is a representable matroid over Z in the sense of Fink-Moci [FM16] , and m is defined by means of the number of homomorphisms from a finite abelian group to a given abelian group G (see [LTY] and also Example 2.8). In this case, Z M (q, v) is equal to the multivariate G-Tutte polynomial [LTY] .
We denote by E p the random subset obtained from E by independently deleting each element e ∈ E with probability 1 − p e . Let f be a function on M, that is, a function defined on 2 E . The probability that E p is identical with a subset A ⊆ E is p A (1 − p) E\A . The expectation of f (E p ) is given by
We are interested in finding functions that have their expectations given by Z M (q, v).
1.2.
Background. An important contribution to the theory can be mentioned to the classical works of Welsh on the expectations of counting functions including the chromatic and flow polynomials on random graphs (e.g., [Wel96] ). When the matroid is defined from an integral hyperplane arrangement, Ardila showed that the expectation of the characteristic polynomial of a random subarrangement can be computed by the finite field method [Ard07] . The methods used in the references above mostly apply to the case all p e have the same value, and give the expectations in terms of the classical Tutte polynomial. To deal with the general case, it is natural and essential to look for multivariate versions of the Tutte polynomial. The expectations in some cases can be seen as specializations of (hence can be derived from) a convolution formula, which was hinted in the work of Kung [Kun10, Identity 1]. The Kung convolution formula proved for subset-corank polynomials (a close variation of the multivariate Tutte polynomial) of matroids applies to the general case, justifying the importance of multivariate generalizations for the Tutte polynomial.
The idea to associate a matroid with a multiplicity function is one of the new trends in recent years for decorating matroids (e.g, [DM13, BM14, FM16, LTY, DFM18] ). The classical Tutte polynomial of a matroid has been generalized accordingly in many different ways, and proved to have applications to various areas such as graph theory, arrangement theory, category theory, Ehrhart theory, etc. However, less seems to be known about probabilistic aspects of the generalized Tutte polynomials, or expectation computing problems on random matroids with non-trivial multiplicity.
1.3. Results. Here we shall consider expectation computing problems on random ranked sets with arbitrary multiplicity, and the relationship between the "multivariate Tutte polynomial" Z M (q, v) of M and the expected values of functions will be a main theme of this paper. As in the case of matroids, one can produce ranked sets with multiplicity from M by performing the restriction and contraction operations (Definition 2.2). Thus, we can construct the random restriction M|E p and the random contraction M/E p of M from the random subset E p . We then give the computation on the expectations of several familiar and significant functions of these random variables. Our main results are summarized in Tables 1 and 2. In particular, if all p e are equal (the multivariate polynomials becomes bivariate), we obtain probabilistic interpretations of the arithmetic Tutte and G-Tutte polynomials. A simple, but seems to be new convolution-like formula for the Ehrhart polynomials of lattice zonotopes will also be given (Theorem 3.19).
Function Expectation Location
Multivariate 
Number of layers of an intersection of hypersurfaces in an abelian Lie group arrangement 
Tutte polynomial at (x, 2) of a rsm
Characteristic polynomial of a rsm 1.4. Methods. We give a systematic study on a number of functions whose expectations are computable in terms of Z M (q, v) by dividing them into two models: monomials on M defined by only the information of the ground set E, and polynomials on M defined by the information of all subsets of E. The polynomial model or we shall call it a convolution formula model, is based on a generalization of the Kung convolution formula, extending from matroids to ranked sets with multiplicities. However, we formulate it by means of the multivariate Tutte polynomials (Theorem 3.10) for the purpose of interpreting the expectations of polynomials in their accurate forms (Remark 3.12). This model enables us to compute the expectations of many familiar polynomials, such as the chromatic, flow and Ehrhart polynomials, generalizing the Welsh's classical results on random graphs and Ardila's result on random arrangements.
It turns out that some other invariants of M that are generally not "good evaluations" of the polynomials mentioned above, such as the number of layers of an intersection of hypersurfaces in an abelian Lie group arrangement, and the number of lattice points in a half-open zonotope, still have the expectations given by Z M (q, v). The second model or monomial model, is designed to compute the expectations of such invariants.
1.5. Organization of the paper. The remainder of the paper is organized as follows. In Section 2, we give more details on operations on ranked sets with multiplicity and provide several examples. Inspired by matroid polynomials, we define various polynomials that can be associated with a ranked set with multiplicity. In Section 3, we give computation on the expectations through monomial and convolution formula models. We give meaning by adding geometric, enumerative or combinatorial flavors to many identities derived from the computation. In Section 4, we mention some polynomial modifications and their expectations.
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DEFINITIONS AND NOTATIONS
2.1. Ranked sets with multiplicity. We first give more details on operations on ranked sets with multiplicity following [BL16] .
Definition 2.1. A ranked set is a pair (E, r), where E is a finite set (the ground set), and r : 2 E → Z is a function (the rank function). A ranked set with multiplicity (rsm) is a triple M = (E, r, m), where (E, r) is a ranked set, and m : 2 E → R is a function (the multiplicity function), where R denotes a commutative ring with 1.
The definition of ranked sets here is slightly more flexible than that in [BL16] : r(∅) can be nonzero. Two ranked sets with multiplicity M 1 = (E 1 , r 1 , m 1 ) and M 2 = (E 2 , r 2 , m 2 ) are said to be isomorphic, written M 1 ≃ M 2 , if there is a bijection ρ : E 1 → E 2 such that r 2 (ρ(A)) = r 1 (A) and m 2 (ρ(A)) = m 1 (A) for all A ⊆ E. In particular, if E 1 = E 2 , r 1 = r 2 , and m 1 = m 2 , we say that M 1 and M 2 are equal and write M 1 = M 2 . For A ⊆ E, denote A c := E \ A. for all A ⊆ E. Thus, r * (∅) = 0.
We shall need following lemma later. Proof. The proof is not hard and it goes as follows:
Let us mention some typical examples of ranked sets with multiplicity that we frequently use in this paper. Throughout the paper, we use the word list as a synonym of multiset.
Example 2.4 (Classical matroids).
(1) A matroid is a rsm, where m is trivial, i.e., m = 1, and r : 2 E → Z satisfies the following conditions: Example 2.5 (Z-representable matroids with multiplicity). Let Γ ≃ Z s ⊕ Z/d 1 Z ⊕ · · · ⊕ Z/d n Z (d i > 1 for 1 ≤ i ≤ n) be a finitely generated abelian group, and let E ⊆ Γ be a finite list of elements in Γ. For A ⊆ E, define r(A) := rank( A Z ) (rank of an abelian group), where A is the subgroup of Γ generated by A. Set M = (E, r). By [DM13, §3.4], there exist two lists Q, E ⊆ Z s+n such that Q ∩ E = ∅, r(Q) = n, and M ≃ N /Q (as matroids) under the isomorphism ρ :
The ranked set M is called a representable matroid over Z (or a Z-representable matroid) in [FM16, Definition 2.2]. Note that the matroid N above is Q-representable, thus by Example 2.4, M is also Q-representable in the usual sense. Thus a matroid is Q-representable in the usual sense if and only if it is isomorphic to a Z-representable matroid in the sense of Fink-Moci. We call a rsm a Z-representable matroid with multiplicity if the underlying ranked set is a Z-representable matroid (i.e., it has the form (E, r) above).
Example 2.6 (Arithmetic matroids).
(1) An arithmetic matroid is a rsm, where (E, r) is a matroid and the multiplicity function m : 2 E → Z >0 satisfies the following conditions:
Thus any matroid is an arithmetic matroid with trivial multiplicity. The dual, and every restriction/contraction of an arithmetic matroid are arithmetic matroids [DM13, §2.3].
(2) An arithmetic matroid is said to be representable if it is isomorphic to a rsm M = (E, r, m),
where (E, r) is a Z-representable matroid (Example 2.5), and the multiplicity is defined by
Here (−) tor stands for the torsion subgroup. It follows from Example 2.5 that any representable arithmetic matroid is isomorphic to a contraction of another representable arithmetic matroid, which is represented by a finite list of elements in a free abelian group. Definition 2.7. Let Γ be a finitely generated abelian group, and let E ⊆ Γ be a finite list of elements in Γ. Let G be an arbitrary abelian group. For each e ∈ E, we define the G-hyperplane associated to e as follows:
Note that under the torsion-wise finiteness, m G (A) is a finite number for all A ⊆ E.
From now on we assume that a group G using to define G-multiplicity is always a torsionwise finite abelian group. The main example we will use is abelian Lie group with finitely many connected components, or equivalently, the group of the form G = F × R a × (S 1 ) b , where a, b ∈ Z ≥0 and F is a finite abelian group (to verify this equivalence see, e.g., [HN12, Exercise 9.3.7]). This setting includes several types of arrangements such as hyperplane arrangement (e.g., G = R or C [OT92]) and toric arrangement (e.g., G = S 1 or C × [Moc12]) (we refer the reader to [LTY, §4.3] for more details on the specializations).
Example 2.8 (Z-representable matroids with G-multiplicity). Let E, Γ, r be defined as in Example 2.5, and let m G be defined as in Definition 2.7. We call (E, r, m G ) a Z-representable matroid with G-multiplicity. As quotients of Γ are not necessarily torsion-free, the G-multiplicity is in general non-trivial (we may not want to start with (E, r) as a representable matroid over arbitrary field). In particular, m S 1 is identical with the arithmetic multiplicity hence (E, r, m S 1 ) is a representable arithmetic matroid. Note that m {0} = 1, thus (E, r, m {0} ) is a Z-representable matroid. It should also be noted that (E, r, m G ) is not an arithmetic matroid (and even neither a pseudo-arithmetic matroid nor a quasi-arithmetic matroid) for general group G [LTY, Remark 8.2 and Example 8.5].
2.2. Tutte-related polynomials. Throughout this subsection, M = (E, r, m) is a rsm. We recall the definitions of several typical polynomials that can be associated with M.
Notation 2.9. We write v = {v e : e ∈ E} for a labeled multiset of variables or numbers. For
In particular, when v e = v for all e ∈ E, the above notation becomes
In addition, if {u e : e ∈ E} is another multiset, then define
The name "multivariate Tutte polynomial" originally refers to Z M (q, v) when M is a matroid [Sok05] . To avoid creating extra terminologies, we use the same name for Z M (q, v) when M is a rsm. A similar naming rule applies to other polynomials to come.
In other words, W (x, y) = Z M (y/x, y). This is also known as the rank polynomial, e.g., in [Wel96] .
.
are equivalent in the sense that one can be transformed to and from the other under the change of variables:
All computations and results in the paper valid for T M (x, y) are also valid for the nullity-corank polynomial (usually known as the rank generating polynomial)
Most of our applications will be for matroids with multiplicity, in which case,
Definition 2.15.
(
Remark 2.17. In some contexts, especially in arrangement theory, the polynomial χ M (t) is usually known as the "characteristic polynomial". For example, it coincides with the characteristic polynomial of the hyperplane/toric arrangement defined by E under the suitable choice of multiplicity (e.g., [OT92, Lemma 2.55], [Moc12, Theorem 5.6], and see also [TY19, Corollary 3.8] for more general result). We prefer calling χ M (t) the chromatic polynomial here because on the one hand, we want to distinguish between χ and the characteristic polynomial P M (t); on the other hand, when M is the matroid defined from a graph, χ M (t) is exactly the classical chromatic polynomial of the graph. We briefly recall how it can be seen. Let G = (V, E) be a graph. Define a list of vectors L = {α e | e ∈ E} in Z V as follows. If e = (ij) ∈ E, let α e be the vector with entry j is 1, entry i is −1, and the other entries are 0. Thus M = (L, r) is a Z-representable matroid (or a Q-representable matroid in the usual sense). (This construction is more or less a proof of the fact that graphic matroids are representable over every field.) Moreover, χ M (t) is equal to the chromatic polynomial of G (e.g., [OT92, Theorem 2.88]).
Remark 2.18. One may start with a rsm M = (E, r, m), where (E, r) is a representable matroid over a field K represented by a finite list of vectors in a vector space V ≃ K ℓ , and define the corresponding chromatic polynomial as follows:
The difference between χ and χ ′ is insignificant in this paper. Since χ ′ M (t) = t ℓ Z M (t, −1), all main results (Theorem 3.22 and Corollary 3.31) available for χ are also available for χ ′ (up to a replacement of r(Γ) by ℓ). We prefer mentioning χ here because most important applications (Remark 3.24) will be for Z-representable matroids with G-multiplicity. An application of χ ′ will also be mentioned in Formula (28).
EXPECTATIONS: MONOMIAL AND CONVOLUTION FORMULA MODELS
Let M be the set of all isomorphism classes of ranked sets with multiplicity. Any function
For simplicity, we call H M (x 1 , . . . , x n ) a polynomial associated with M.
Now assume that R = R. Let M = (E, r, m) be a rsm. We denote by E p the random subset obtained from E by independently deleting each element e ∈ E with probability 1 − p e (p e ∈ [0, 1]). If all p e have the same value, we simply write E p . Thus we can construct the random restriction M|E p and the random contraction M/E p of M. It is easy to see the probability that E p is identical with a subset A ⊆ E is Pr(E p = A) = p A (1 − p) E\A . Let E[X ] denote the expectation of a random variable X . We are interested in computing E[X ] when X is a function of the random restriction/contraction. More precisely, if H M (x 1 , . . . , x n ) ∈ R[x 1 , . . . , x n ] is a polynomial associated with M (typically, any polynomial defined in Subsection 2.2), we want to compute
and E H M/Ep (x 1 , . . . , x n ) in terms of the multivariate Tutte polynomial Z M (q, v). In fact, we view p e (e ∈ E) as general variables (and view R as a commutative ring R with 1) in all upcoming computations, and give them the values in [0, 1] only when the expectation takes effect.
Remark 3.1. Once the expectation of a function X is computed, the expectation of any function that is given (up to a factor independent of E p ) by an evaluation of X follows immediately. We shall sometimes use the phrase "good evaluations" to indicate this.
We will use two models to compute the expectation, each corresponds to the case when the polynomial H M in Formula (1) is a monomial defined by only the information of the ground set E, or a polynomial defined by the information of all subsets of E. Despite the ordering of models mentioned in Abstract and Introduction, we shall describe the monomial model first as it is simpler.
It is also easy to see that Pr(E c p = A) = (1 − p) A p E\A , where E c p = E \ E p . The following duality of the expectation is often useful and will be used later in Theorem 3.29 and Corollary 4.3 (for the Tutte, characteristic and flow polynomials).
. In addition, if σ ∈ S n is a permutation and K : M → R[x 1 , . . . , x n ] is a function such that H N (x 1 , . . . , x n ) = K N * (σ(x 1 ), . . . , σ(x n )) for every rsm N , then
Proof. Formula (2) is straightforward from the discussion above. Formula (3) follows from Formula (2) and Lemma 2.3.
Monomial model. Let
Theorem 3.3.
The expectation of the rank monomial of M|E p is given by
In particular, if p e = p ∈ (0, 1) for all e ∈ E, then
Proof. Formula (4) follows directly from Definition 2.10. The remaining formulas are straightforward.
Formula (5) has an interesting geometric-probabilistic interpretation. Let G = (S 1 ) a × R b × F , where a, b ∈ Z ≥0 and F is a finite abelian group, and let M = (E, r, m G ) be a Z-representable matroid with G-multiplicity (Example 2.8). We also recall the notion of the G-arrangement E(G) in Definition 2.7. For each A ⊆ E, denote H A,G := e∈A H e,G , and write cc(H A,G ) for the set of connected components (or layers) of H A,G . By [LTY, Proposition 3.6], we have Theorem 3.4. The expected number of the connected components of H Ep,G is given by
Each connected component of H
Proof. It follows from Formulas (5) and (8).
We immediately obtain the following result of Yoshinaga (unpublished).
Theorem 3.5. Let F be a finite abelian group. The expected number of homomorphisms from Γ/ E p to F is given by
Proof. Set G = F (i.e., a = b = 0) in Formula (7) and apply Formula (6).
It is not hard to prove the following.
Theorem 3.6.
The expectation of the set monomial of M|E p is given by
In particular, if p e = p ∈ (0, 1) for all e ∈ E, then Theorem 3.7. The expected number of integer points in Z(k · E p ) ⋄ (k ⊆ Z >0 ) is given by
Proof. It follows from Formula (9) and the fact that |Z(k · A) ⋄ ∩ Z n | = m(A)k A for any A ⊆ E (e.g., [BR07, Lemma 9.8] and [BM14, Proposition 10.1]).
Remark 3.8. One may consider a model in which the target function X is an exponential function, e.g., it is related to the expected value of the length of minimal spanning tree of a graph (e.g., [Fri85, FS05] ).
3.2.
Convolution formula model. Let U be a commutative ring with 1. The set of all functions f : 2 E → U has a ring structure given by point-wise multiplication and addition. Thus, to a ranked set (E, r) with two possibly different multiplicities m 1 , m 2 : 2 E → U, we can associate the multiplicity m 1 m 2 . Lemma 3.9 (Convolution formula model). Let f, g : 2 E → U be two functions. Then (10)
Proof. This formula is equivalent to [Wan15, Theorem 1.1] when setting the poset be (2 E , ⊆). A direct proof is easy, and it goes as follows: the right hand side is equal to
which is equal to the left hand side. Note that the sum inside the bracket in Formula (11) equals 0 except in the case B = T , when it equals 1.
We call Formula (10) a "convolution formula model" for computing expectation. Comparing with Formula (1), the "B" sum inside the first square bracket plays a role of the outcomes H M|A , and the "T " sum in the second bracket plays a role of the probabilities p A (1 − p) E\A . The "B" sum suggests that polynomials that we want to compute their expectations should be defined by the information of all subsets of the rsm's ground set. The model is named by inspiration of the following generalization of a convolution formula of Kung [Kun10, Identity 1], extending from matroids to ranked sets with multiplicities. Remark 3.11. Convolution formulas for ranked sets with multiplicities were studied in [BL16] . The method we used here seems similar but a bit more direct and can be well-applied for multivariate polynomials. Also, we do not require a "normalization" r(∅) = 0 in any rsm.
Remark 3.12. When (E, r, m 1 ) and (E, r, m 2 ) are classical matroids (i.e., (E, r) is a matroid and m 1 = m 2 = 1), Formula (12) is equivalent to [Kun10, Identity 1] which is formulated by means of subset-corank polynomials SC M (q, v). In this case, although these two convolution formulas are equivalent, Formula (12) is better suited to our purpose as we are mainly interested in computing the expectations of the polynomials in their accurate forms. For example, the Kung convolution formula does not produce the expectation E SC M|Ep (q, v) , but instead give
This is the same as saying that
which we will show in Theorem 3.15 for any rsm M. Moreover, it is also convenient to work with the formula above as our applications mainly are "good evaluations" of Z M (q, v) (e.g., Theorem 3.16 and Remark 3.21). The correction factor is actually a subtle obstacle and a more detailed clarification will come in Remark 3.34.
Now let us mention one important consequence of Formula (12).
Theorem 3.13. Let (E, r) be a ranked set with two multiplicities m 1 , m 2 . Then
Proof. Set t = ac, s = bd, and u e = c, v e = −d for all e ∈ E in Formula (12). [Wel96] . We will extend these results to ranked sets with multiplicity (Theorems 3.22 and 3.25).
With the convolution formula (12), we are able to compute the expectations of several polynomials by appropriately specializing the variables. 
The expectation of the multivariate Tutte polynomial of M|E p is given by
Proof. To prove the first statement, set m 1 = m, m 2 = 1, s = 1, u e = −u e , v e = −v e for all e ∈ E, and leave t unchanged in Formula (12). The second statement is straightforward.
Formula (13) gives an interesting interpretation of the multivariate arithmetic Tutte polynomial in connection with lattice point counting functions. Let M = (E, r, m) be a representable arithmetic matroid where E is a finite list of elements in a lattice Γ ⊆ R n for some n ≥ 0. The list E defines a zonotope Z(E) := e∈E λ e e : 0 ≤ λ e ≤ 1, ∀e ∈ E in the real vector space spanned by E. For a polytope P in R n with the property that all vertices of the polytope are points of the lattice Γ, the Ehrhart polynomial of P with respect to Γ is defined by Ehr P (k) = Ehr P (Γ; k) := |kP ∩ Γ|.
A multivariate version of the Ehrhart polynomial of Z(E) is defined in [BM14, §10] as follows.
Recall that for k = {k e : e ∈ E} ⊆ Z, k · E denotes {k e e : e ∈ E}. For k ⊆ Z >0 , the Brändén-Moci multivariate Ehrhart polynomial of Z(E) with respect to Γ is defined by
In particular, if k e = k for all e ∈ E, then Z(k · E) = kZ(E). Thus,
It is proved in [BM14, Proposition 10.1] that
When v e = k for all e ∈ E, the formula above specialzes to [DM12, Theorem 3.2] which asserts that the Ehrhart polynomial of the zonotope Z(E) can be computed by the corresponding arithmetic Tutte polynomial,
Theorem 3.16. The expectation of the Brändén-Moci multivariate Ehrhart polynomial of Z(E p ) is given by
Proof. It follows from Formulas (13) and (14) that
Theorem 3.17. The expectation of the Ehrhart polynomial of Z(E p ) is given by
In particular, if p e = p ∈ (0, 1] for all e ∈ E, then
Proof. Formula (17) follows from Formula (16) by setting v e = t for all e ∈ E. If p e = p ∈ (0, 1] for all e ∈ E, then by Formula (15)
Remark 3.18. In fact, Formula (15) ([DM12, Theorem 3.2]) can be considered as a specialization of Formula (18) obtained by setting p = 1.
Let d := [0, 1] d be the unit d-cube in R d . Note that every zonotope is a projection of the unit cube, and d itself is also a zonotope d = Z(U d ) defined by the standard basis U d for R d . From Formula (16), we derive a convolution-like formula for the Brändén-Moci multivariate Ehrhart polynomials.
Theorem 3.19. We have
where the notation −p in the final term indicates −p e for e ∈ E \ A. In particular, if p e = p, v e = t for all e ∈ E, then
(1 + p i ).
The rest follows from Formula (16).
We continue with some applications of Theorem 3.15 following the strategy in Remark 3.1.
Corollary 3.20. The expectation of the rank-nullity polynomial of M|E p is given by
Proof. It follows directly from Theorem 3.15 and Definition 2.12. where δ is the Kronecker delta. By [LTY, Example 4.15] ,
Thus by Theorem 3.15,
Theorem 3.22. The expectation of the chromatic polynomial of M|E p is given by
In particular, if p e = p ∈ (0, 1] for all e ∈ E, then 
In particular, the above formula specializes to the known formulas on the number of regions of a real central hyperplane and toric arrangements when G = R and G = S 1 , respectively [Zas75, ERS09] . It follows from Formula (19) that
Now we want to work with the flow polynomial, however, Theorem 3.15 is no longer applicable. We need to choose a different specialization of Formula (12). A slightly more general formula will come in Theorem 4.7.
Theorem 3.25. Let M = (E, r, m) be a rsm. Then
Denote B := {e ∈ E : p e = 1 2 }. The expectation of the flow polynomial of M|E p is given by
In particular, if B E and p e = p ∈ (0, 1] \ { 1 2 } for all e ∈ E \ B, then (22) is exactly E F M|Ep (t) (after setting v e = p e for all e ∈ E). Using the expansion of its left hand side, we obtain
If B = E, then it is easy to see that
Otherwise, we may write Formula (24) as 
Proof. Set m 1 = 1, m 2 = m, t = 1, and leave s, u, v unchanged in Formula (12).
Corollary 3.28.
Proof.
Set v e = −1 for all e ∈ E in Proposition 3.27.
Theorem 3.29.
Denote C := {e ∈ E : p e = 1}. The expectation of the characteristic polynomial of M/E p is given by
In particular, if C E and p e = p ∈ [0, 1) \ { 1 2 } for all e ∈ E \ C, then
where, r M/C = r(E) − r(C) and r * M/C = |E \ C| − r M/C . Proof. We can prove Formula (25) in two ways. The first way is to use Formula (22) and the duality (3) in Lemma 3.2. The second way is to use Corollary 3.28, in which we set u e = (1 − 2u e )(1 − u e ) −1 for all e ∈ E. Formula (26) follows from Formula (25) with similar technique used in Proof of Theorem 3.25. (1 − u) T \B P M/T (t).
We refer the reader to [OT92, §2] for more details on terminology and notation in hyperplane arrangement theory. Let A be central hyperplane arrangement in a vector space V ≃ K ℓ , and let M(A) = (A, r) be the matroid defined by A (Example 2.4). Let L(A) be the intersection poset of A. For X ∈ L(A), write A X for the restriction of A to X, and A X for the localization of A on X. It is a standard fact that the set of flats of M(A) is {A X : X ∈ L(A)}. Moreover, M(A X ) ≃ M(A)/A X (as matroids) for every X ∈ L(A) (e.g., [Ale15, §3.8]). Let p A (t) denote the characteristic polynomial of A (e.g., [OT92, Definition 2.52]). It is known (e.g., [OT92, Lemma 2.55]) that p A (t) can be expressed in terms of the characteristic polynomial P M(A) (t) of M(A) as follows:
where ∩A := ∩ H∈A H. Note that in our notation, p A (t) is essentially equal to χ ′ M(A) (t) (Remark 2.18). Thus for every X ∈ L(A), 
Note that if M is a rsm, then Z M (q, 0) = m(∅)q −r(∅) . The following well-known formula (e.g., [OS83, (3.2)]) is a special case of Formula (28).
Corollary 3.32. Let A be central hyperplane arrangement. For a fixed Y ∈ L(A), we have
Proof. Set u H = 0 for all H ∈ A \ A Y in Formula (28).
Remark 3.33. A special case of Corollary 3.28 when the rsm's multiplicity is non-trivial is already known. For example, if we let M be a Z-representable matroid with Z/qZ-multiplicity (Example 2.5), and set u e = 0 for all e ∈ E (after a small modification: replace P and r(E) by χ and r(Γ), respectively), we recover [Tra18, Corollary 4.8].
Remark 3.34. Here we mention some polynomials that we are unable to compute their expectations (regarding the random restriction) with the convolution formula model: the subset-corank, characteristic and Tutte polynomials. These polynomials have a common property that each has a term "r(E)" in the power of a variable. This term becomes "r(A)" in the outcomes H M|A in Formula (1), and prevents the cancelation of the sum inside the bracket in Formula (11). It would be interesting to find compatible models for the polynomials mentioned above. To make the expectation computable within the scope of this paper, one possible way is to modify the polynomial. We will see the computation on some polynomial modifications in the next section.
EXPECTATIONS OF SOME MODIFIED POLYNOMIALS
In this section, we mention some polynomial modifications and their expectations. Working with the modified polynomials is sometimes helpful to derive the results on particular evaluations of the accurate polynomial (e.g., Corollary 4.2). A typical way is to start from the expectation of (a modification of) the multivariate Tutte polynomial, then specialize to that of (a modification of) Tutte/characteristic/flow polynomial. First, starting from Theorem 3.15, we obtain the following. In particular, if p e = p ∈ (0, 1] for all e ∈ E, then Corollary 4.5. The expectation of a modification of the characteristic polynomial of M|E p is given by E t −r(Ep) P M|Ep (t) = Z M (t, −p).
In particular, if p e = p ∈ (0, 1] for all e ∈ E, then E t −r(Ep) P M|Ep (t) = (−p) r(E) t −r(E) T M 1 − t p , 1 − p .
Corollary 4.6. The expectation of a modification of the flow polynomial of M|E p is given by
Theorem 4.7.
The expectation of a modification of the multivariate Tutte polynomial of M|E p is given by E (−1) |Ep| Z M|Ep (t, u) = (1 − 2p) E Z M (t, up(2p − 1) −1 ).
Proof.
Setting m 1 = m, m 2 = 1, s = 1, u e = −u e , v e = v e (1 − 2v e ) −1 for all e ∈ E, and leaving t unchanged in Formula (12), we obtain Formula (30).
Starting from Theorem 4.7, we obtain Theorem 3.25 and the following. In particular, if p e = p ∈ (0, 1] \ { 1 2 } for all e ∈ E, then
Corollary 4.9.
E (−1) |Ep| t −r(Ep) P M|Ep (t) = (1 − 2p) E Z M (t, p(1 − 2p) −1 ).
In particular, if p e = p ∈ (0, 1] \ { 1 2 } for all e ∈ E, then E (−1) |Ep| t −r(Ep) P M|Ep (t) = (1 − 2p) |E|−r(E) p r(E) t r(E) T M 1 + t(1 − 2p) p , 1 − p 1 − 2p . 
