ABSTRACT: With the transformation of military tactic to informatization and networking and the need of rapid processing and measurement of mass of data, the measurement system of missile launch system is important to guarantee the operation to be normal. In order to reduce the complexity of the measurement and control system and the time of preparation before launching and increasing the level of combat, the authors build a distributed and autonomous measurement system based on B/S (Browser/Server) mode which combines the technology of virtual instrument, database, embedded system and various communications technologies. In this system, the authors use general development tool Visual C++ to develop the background test program for underlying data collection, and use MyEclipse to design front pages to achieve remote monitoring, data display and output the analyzed statistical results. The system satisfies the technical requirement after the performance testing and data acquisition verification. It provides a platform for the future study of data synchronization and parallel control. At the same time, it is useful for the development of multi-testing nodes and large amount of data communication of complex distributed measurement system.
INTRODUCTION
In recent years, with the rapid development of computer network technology, virtual instrument technology, testing technology, control technology and database technology, we propose a plan to build a distributed test system based on B/S mode. It is an integration of many technologies and also includes some interdisciplinary innovations.
There are many disadvantages of the traditional single test bus: limited functionality coverage, poor time synchronization between the subsystems, difficulties in portability and the inheritance and renovation. Compared with conventional test control system, there are many advantages in distributed test system based on B/S mode: decentralized operation, centralized management, resources sharing, collaborative work and load balancing and so on. It comprehends the test, control and management as integration system. So the informatization and networking of the test system is a new trend in the field of testing.
The development of distributed software framework model includes two main methods, namely, C/S (Client/Server) and B/S (Browser/Server). However, if the distributed test system is developed based on the traditional C/S mode, there are some disadvantages. The communications between the sub-test systems are difficult; the teamwork within the sub-test system is inefficient; the software of the client side should be pre-installed; different versions of test software should be developed based on the different operation system of client; rapid product replacement, maintenance and upgrade will cost too much. However, B/S mode has an advantage in the development of distributed test system software. First, it simplifies the interaction with the user, clients only need to install browser software to access and control all services provided by the system. Second, it simplified the development, upgrades, and maintains the distributed test system. Because the functions of the system are centralized on the web server side, it is convenient for the optimization of software structure and the addition or removal of function. Last, B/S mode is suitable for publishing test information and users can easily share and analyze test data.
Because the test system is based on B/S architecture, users can complete the entire testing task using a browser which is compliant with the W3C standards. So it is easy to learn and use. Test data can be displayed in the form of analog waveforms and dashboard with application of Flot and Fusion Chart JavaScript plugin; users can configure the test system with the help of form structure and standard control such as buttons, checkbox and so on. So this will ensure the consistency of various user webpages and satisfy the habits of users' operation.
Combined with the above points, we discuss the design of distributed test system and apply it to a certain type of missile testing in this paper. It reduces test cost, improves efficiency and achieves a good result.
SYSTEM ARCHITECTURE

Research background
Launching test system is an important part to ensure normal operation of missiles and other weapons with the increasing amount of testing data and the speed of data process. Traditional centralized test system is hard to fulfill the requirements of the modern test. In order to adapt to the new requirements, both the home and abroad have studied the distributed testing system. Some geographical dispersion of functional units is connected through the network which integrates the data acquisition, transmission, processing and application as a whole system.
In order to achieve the above objectives, a network test system based on B/S mode is developed. According the test requirements of the distributor (measured object of node 1), IMU (measured object of node 2) and secondary power supply (measured object of node 2), a LAN test network is built to connect the subsystem with each other and some experiments and test can be operated on this platform in the future.
Architecture of distributed test system
1) Architecture design
Based on the specific requirements and experience, the system function should be modularized, independent and easy to develop, test and maintain. So, it is advisable to divide the whole system function into three layers. The upper layer is responsible for interacting with the users, displaying data, receiving commands and managing the control logic. It includes test of the data exploration module, acquisition of the parameters configuration module, the system information scan and the authentication of modules. The middle layer is an interface for the upper layer and bottom layer to exchange data and control commands.
According to the selection of the user, upper layer calls the data in the database which was acquired and saved by the bottom layer and then displays the data in other visual forms. The bottom layer reads the control commands in the database which were sent by the user through the upper layer. The middle layer includes the flowing functionality modules: the data acquisition and database storage module, the mathematical and statistical calculation module and the configuration information for the enclosure. The bottom layer includes the data acquisition module which includes acquisition cards and conditioning module that are mainly responsible for the underlying data acquisition. The software architecture can be seen from Figure 1 . 2) Hardware architecture The test system consists of three nodes: master computer, CPCI test platform (node 1), embedded test platform (node 2) and other devices. It is shown in Figure 2 .
The master computer is the system control center and data server. It can identify and discover the subsystem that is online in the LAN and browsers the web pages to get information. Node 1 and node 2 are the data sources of the system which are responsible for data acquisition and save data to local database, eventually upload these data to the master database. Each of the nodes provide system configuration pages, data display pages, system monitoring page and so on. Other devices are the terminals that share the data, what they need is just a browser which is compliant with the W3C standards and they can access all services provided by the node 1 and node 2.
After a comprehensive comparison of the transmission capability, reliability and building costs of different buses, we select Ethernet as the transmission medium. Master computer, node 1 and node 2 are connected with each other through the TP-Link100/1000M adapter Ethernet router as a star topology pattern. Other devices can access the LAN by the Wi-Fi which is one of the forms of the network extension. It reduces the wiring complexity and enhances the flexibility of access equipment types. 
FUNCTION AND REALIZATION
The functional design and realization is mainly for master computer, CPCI test platform (node 2) and embedded system (node 1). Depending on the resource of the different platform, the bottom software should be designed to maximize its performance; the open source servers and databases are preferred, because its stability and costs are reasonable.
Node 1 subsystem
Node 1 subsystem is mainly responsible for a series of test process of a distributor. Its processor is ARM11-S3C6410 and the kernel is Linux2.6.38. It is connected to the LAN through the DM9000 network interface. Taking into account the embedded device software and hardware resources which are limited, transplant Boa-0.94.13 to build the Web server which support CGI with fast access speed, reliability and so on. Transplant sqlite-3.36.38 as database whose size is small and the process speed is fast. The server and database constitute the node's server framework. The CGI is programmed in c, and it is faster than using Perl or shell script, which is deployed in the corresponding server path. CGI program is responsible for three tasks: 1) Call the test-drive program, test the distributor and obtain the return data. 2) Store the data to the database. When users examine the historical data, CGI queries the database. 3) Return the test data in XML format to the browser and it is user-friendly to display the data in dynamic format. The process is shown in Figure 3 . Figure 3 . B/S model of the node 1.
Node 2 subsystem
Node 2 subsystem is mainly responsible for testing the IMU and the secondary power voltage. The Advantech MIC-3612 is a high speed serial card and completes the test task of IMU which includes 6 direction accelerations and 6 temperatures. The Art CPCI8622D is an analog acquisition card which completes the test task of the secondary power voltage. The isolated conditioning module converts RS232 serial to RS422 interface standards and converts 28V voltage to the range of 0V-5V. Node 2 is connected with the LAN through 10M/1000M adaptive Ethernet cards.
Tomcat7.0 is an open source web server which is widely used for the small or medium system when the concurrent access users are not a lot and it supports JSP. Mysql5.0 is also an open source database whose speed of data process is fast and costs is also reasonable. In order to improve the maintainability, reusability and scalability, the test web application uses the MVC design pattern. The signal transmission path is shown in Figure 4 . First, data acquired by the card is dumped to the corresponding data table in the MySQL. The read and write lock of MySQL can guarantee the test data of integrity; second, JavaBean as a Model layer is responsible for inquiring the voltage data and serial data from the database; Jsp is the core part of view layer which displays the data in the form of curves and dashboard and so on which enhances the human-computer interaction.
Master computer function design
Master computer permanently stores historical data of each node and discovers and identifies the node in the network.
The remote login management of the database enables the data sharing and permanent storage. Master database authorized special user name and password for each node. When the nodes start to work, they automatically login the database located in the master computer and transmit data over network.
The master computer can discover and recognize the node in the LAN through the Socket communication technology scheduled to scan the network. ICMP protocol enables the master computer to detect whether a node is online or offline, and NetBIOS protocol enables the master computer to get some basic node information such as Mac address and host name. 
Realization of dynamic webpage
Test data is displayed by dynamic data and curves, so it is important to strengthen the interaction and dynamic of the webpage. The traditional way is that after the user submits the form data, data are processed on the server side. In order get the result returned by the server, user should refresh the webpage. However, the user has poor experience. The distributed test system adopts Ajax partial-page update, making pages more interactive and friendly. The implementation process is as follows: (1) Browser is communicated with the boa server through the JavaScript XMLHttpRequest object for asynchronous data communication; (2) the CGI script deployed in the server calls the embedded test driver program. After the driver program finishes the test, the data will be returned to the browser side in the form of XML by the response XML function; the browser parses the XML format data using XMLDOM technology and then updates local data of webpage.
SYSTEM TIME SYNCHRONIZATION
For the distributed test system, each node in the LAN is an independent subsystem. Nodes that calculate time rely on their own internal oscillator to compute the current time. However, the property of the oscillator is susceptible to the temperature of environment and the air humidity and so on. In order to synthetically process the testing data acquired from all the nodes, it is significant to synchronize their time to an acceptable time error.
Currently, there are some commonly-used network time synchronization protocols such as SNTP (Simple Network Time Protocol), NTP (Network Time Protocol) and IEEE1588 protocol. SNTP is the simple version of NTP and, its time precision ranks the second. IEEE1588 is a high time-precision protocol, but it needs the support of the software and hardware, which is complex and high-cost. Compared with two protocols mentioned above, NTP is a better choice which can implement through software, and its time precision is acceptable. Table 1 shows the precision of different time synchronization technology. Figure 6 . Synchronization architecture.
There are four modes to synchronize time for NTP protocol: Server/Client, Symmetric active / Symmetric passive, Broadcast server / Broadcast server and Multicast server / Multicast client. We choose the Serv-er/Client mode to design the synchronization architecture, and Figure 6 shows the structure. The master computer acts as the time server. Node 1 and Node 2 are the clients.
The main configuration steps are listed as follows: 1. First of all, ensure that all nodes are in the same network segment. The nodes can send Ping command to each other, which makes sure that the LAN is successfully set up.
2. The operation system of master computer and node 2 are Windows XP, so we can modify the registry to enable the NTP service.
Set HKEY_LOCAL_MACHINE\SYSTEM\Current ControlSet\Services\W32Time\Parameters\Type value as NTP.
Set HKEY_LOCAL_MACHINE\SYSTEM\Current ControlSet\Services\W32Time\TimeProviders\NtpSer ver value as 1. By modifying the two items mentioned above, it will enable the NTP service on the master computer.
Set HKEY_LOCAL_MACHINE\SYSTEM\Current ControSet\Services\W32Time\Configure\Announce Flags value as 5 which announce itself as reliable time source.
Set HKEY_LOCAL_MACHINE\SYSTEM\Current ControlSet\Services\W32Time\TimeProviders\Ntp Client value as 0 which will avoid the master computer to synchronize time with the internet.
3. For node 2, set HKEY_LOCAL_MACHINE\ SYSTEM\ CurrentControlSet\Services\32Time\Time Providers\ value as a decimal number which represents the time update interval.
Set HKEY_LOCAL_MACHINE\SYSTEM\ CurrentControl Set\Services\W32Time\Parameters\Ntp Server value as IP1 which is the IP address of the master computer.
4. The operation system of node 1 is Linux, so we can transplant NTP protocol to adjust time.
1) Get the source codes and compile to generate Makefile.
2) After the "make" and "make install" operation the /bin, /lib, /sbin, /share documents will be generated. Copy these documents to the embedded file system.
3) Add "server IP1" which is the IP address of the master computer to the file of ntp.conf which is the NTP main configuration file. Then copy the file ntp.conf to the document of /etc/ntp which is on the embedded system. 4) Set NTP as an auto start service. The /etc/init.d/ntpd is a script to start the service.
EXPERIMENT AND RESULT ANALYSIS
The test system has two operation modes as follows. (1 Figure 7 shows the two different test modes. 
CONCLUSION
The distributed autonomous test system based on B/S mode has completed the test tasks of node 1 and node 2 which include data acquisition, transmission, and storage and database management. The data view pages implement various patterns that include digital, dashboard and curve to display the data which enhances the human-computer interaction. The system achieves the centralized control of nodes that are distributed in different area. It satisfies the requirements of ground testing in the missile system. Figure 8 and Figure 9 are the test webpages of node 1 and node 2. Figure 10 shows the six groups of data sample collected by the node 1 and, the sample interval is 3s. The range of correct value of the voltage in the distributor is 28±0.5V which is represented in Figure 10 as dotted lines. As shown in Figure 10 , the value is almost between 27.5V and 28.5V. Figure 11 is the datasheet of node 2 which tests the IMU when IMU is in stationary state. We can see from the table that the refresh time is about 15ms, and v1-v5 approaches zero. The colomn of v6 is the acceleration of gravity which is about 9.8m/s 2 , and columns of v7-v12 are the temperatures of the gauge which approach the ambient temperature. Figure 11 and Figure 12 show the angle acceleration and linear acceleration of the IMU. The sample interval time is about 15ms. In the beginning, the IMU is the stationary state and the value is zero except the linear acceleration of z which the value is −9.8m/s
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