Lipschitz stability for the inverse conductivity problem  by Alessandrini, Giovanni & Vessella, Sergio
Advances in Applied Mathematics 35 (2005) 207–241
www.elsevier.com/locate/yaama
Lipschitz stability for the inverse conductivity
problem ✩
Giovanni Alessandrini a,∗, Sergio Vessella b
a Dipartimento di Matematica e Informatica, Università degli Studi di Trieste, Italy
b DIMAD, Università degli Studi di Firenze, Italy
Received 26 May 2004; accepted 15 December 2004
Available online 25 April 2005
Abstract
We discuss the stability issue for Calderón’s inverse conductivity problem, also known as Electri-
cal Impedance Tomography. It is well known that this problem is severely ill-posed. In this paper we
prove that if it is a-priori known that the conductivity is piecewise constant with a bounded number
of unknown values, then a Lipschitz stability estimate holds.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider the issue of stability for the well-known Calderón’s [9] inverse
boundary value problem.
Let us begin by formulating the direct problem from which it originates. Let us consider
the elliptic Dirichlet problem of finding a weak solution u ∈ H 1(Ω) to
{
div(γ∇u) = 0, in Ω,
u = ϕ, on ∂Ω, (1.1)
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conductivity, is bounded measurable and satisfies the ellipticity condition
0 < λ γ  λ−1, almost everywhere in Ω, (1.2)
for some positive λ ∈R, and ϕ is prescribed in the trace space H 1/2(∂Ω). We introduce the
Dirichlet-to-Neumann map associated to the boundary value problem (1.1) as the operator
Λγ :H
1/2(∂Ω) → H−1/2(∂Ω) given by
H 1/2(∂Ω)  ϕ → γ∇u · ν|∂Ω ∈ H−1/2(∂Ω), (1.3)
here ν denotes the exterior unit normal to ∂Ω . The inverse problem consists of determining
γ when Λγ is known.
This problem has its origins in geophysics for the geo-electrical method of subsur-
face exploration, Stefanesco, Schlumberger and Schlumberger [35]. Early mathematical
treatments can be found also in Slitchter [33], Langer [23], Tikhonov [36]. The current
formulation of the problem is essentially due to Calderón, whose seminal paper [9] opened
the way to the solution of the uniqueness issue, that is, whether Λγ carries enough infor-
mation to uniquely determine γ . In this respect, the main contributions are those of Kohn
and Vogelius [20,21], Sylvester and Uhlmann [34] and Nachman [30]. Also we wish to
mention here the results of Druskin [13–15] which, independently from Calderón’s for-
mulation, directly dealt with the geophysical setting of the problem. This problem has
also become quite popular because, besides geophysics, it has found application in other
fields and especially to a technology of medical imaging which is now known as Electrical
Impedance Tomography, we refer to Barber and Brown [5], and also, for recent review
articles, Cheney, Isaacson and Newell [10] and Borcea [7].
As we said at the beginning, the main topic of the present paper is the issue of stability,
that is of the continuous dependence of the unknown γ from the data Λγ . As is well
known, this matter is of fundamental importance for the reliability of any reconstruction
procedure, since, in practice, the data of the problem will be given by finitely many samples
of Λγ and will be affected by errors. And thus, it is necessary to estimate how much
the incompleteness of the data and the errors can affect the estimation of the unknown
conductivity γ . Starting with the above early studies, it has been evident that in general
such continuous dependence does not hold, see for instance the example in [1, p. 156], and
that the problem of determining γ from Λγ is ill-posed. For this reason, it is necessary to
recast the problem of stability within the theory of ill-posed problems. In this context, by
stability, or conditional stability as is sometimes called, we mean continuous dependence
of γ from Λγ when additional a-priori information on the unknown γ is available. In fact,
in the formulation of a mathematical model of a problem there are often additional pieces
of information, which are not incorporated into the equations modeling the direct problem,
but may be fruitfully used in the treatment of the inverse problem. As basic references for
this approach, we refer to Pucci [31] and John [19]. Following this point of view, results of
stability for the inverse conductivity problem have been obtained in [1] for the case when
the space dimension n is greater than or equal to 3 and by Liu [26] and Barceló, Barceló
and Ruiz [6] when n = 2. The nature of such results is as follows. If it is a-priori known
G. Alessandrini, S. Vessella / Advances in Applied Mathematics 35 (2005) 207–241 209that, for a suitable k > 0, the Ck-norm of γ is bounded, ‖γ ‖Ck(Ω)  E then γ depends
continuously on Λγ with a modulus of continuity ω of logarithmic type, that is
ω(t) C
(
log
1
t
)−η
, 0 < t < 1, (1.4)
where C and η are positive constants. Here, the continuity of the application Λγ → γ is to
be meant by considering some low regularity norm on γ (such as L∞(Ω)) and the natural
norm in L(H 1/2(∂Ω),H−1/2(∂Ω)) for Λγ .
Quite recently, Mandache [28] proved by examples that such logarithmic rate of conti-
nuity is indeed optimal. See also related examples by Di Cristo and Rondi [12]. Of course,
this fact is quite inconvenient for applications, since it means that, in order to determine
exactly γ up to the N th decimal digit, it is necessary to know Λγ with a precision up to
O(10N/η) decimals. Therefore it seems necessary to formulate the problem in some differ-
ent fashion, in order to be able to have better stability estimates. We believe that two main
routes might followed. We express them as open problems, which in fact are meaningful
for any inverse problem which is known to be severely ill-posed.
1 (Stable functionals). What part of the information on γ can be extracted in a really
stable fashion from the Dirichlet-to-Neumann map?
In practice, any numerical reconstruction algorithm will produce a finite set of numbers
“representing” γ , thus this question can be reformulated by asking, can we find a finite
number of appropriately chosen functionals F1, . . . ,FN of the conductivity which satisfy
the following conditions?
(1.a) carry physically relevant information on γ ,
(1.b) are Lipschitz continuous with respect to Λγ .
Just in order to make one basic example of a candidate functional, let us notice that for the
average functional
F0(γ ) = 1|Ω|
∫
Ω
γ
which, in many concrete situations, would obviously satisfy (1.a), it is not known, at
present, whether it satisfies condition (1.b).
2 (Good a-priori assumptions). What kind of a-priori assumptions (different from the
usual regularity bounds) can be devised such that the following conditions are satisfied?
(2.a) are physically meaningful,
(2.b) lead to good (possibly Lipschitz) stability bounds.
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know that γ is the linear combination of finitely many known profiles ψ1, . . . ,ψN ∈
C2(Ω). Then we have the following Lipschitz stability estimate.
Theorem A. Let us assume that Ω has Lipschitz boundary. If γ (1), γ (2) are given by
γ (i)(x) =
N∑
j=1
γ
(i)
j ψj (x), for every x ∈ Ω, i = 1,2, (1.5)
with unknown constants γ (i)j , and satisfy the ellipticity condition (1.2), then∥∥γ (1) − γ (2)∥∥
L∞(Ω)  C‖Λγ(1) −Λγ(2)‖L(H 1/2(∂Ω),H−1/2(∂Ω)), (1.6)
where C > 0 only depends on λ, Ω and on ψ1, . . . ,ψN .
Indeed this result can be obtained as a variation on the arguments of the general loga-
rithmic stability result [1,6]. See Section 5 for a sketch of a proof.
We wish to warn the reader against the possible impression that, having assumed the
unknown conductivity to live in a finite dimensional space, the inverse problems should
be well-posed. Such an impression can be disconfirmed by the following example, well
known in the field of differential manifolds, and typically used to illustrate the distinction
between the notions of immersed and regular submanifolds, see, for instance, Auslander
and MacKenzie [4, §5-2].
Example. Consider the map F :R → R3 given by x = F(t), where
x1 = (2 + cos 2παt) cos 2πt,
x2 = (2 + cos 2παt) sin 2πt, (1.7)
x3 = sin 2παt, t ∈R,
where α is a parameter. This map represents a curve winding infinitely many times around
the torus
T =
{
x ∈R3 ∣∣ x23 + (√x21 + x22 − 2)2 = 1}.
F is smooth, with nonsingular differential and thus it is smoothly locally invertible. If α is
rational, it is periodic, whereas, if α is irrational, F is globally one-to-one, but
F−1 is discontinuous at every point,
in fact, in this case, F(R) is dense into T . Of course, if α is irrational, and F is restricted
to a bounded interval [−L,L], then indeed F−1 is globally Lipschitz, butthe Lipschitz constant may blow up as α tends to any rational number!
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which is uniform with respect to the various parameters (like λ and Ω) involved into the
inverse problem, whereas, in the above example, it is impossible to obtain a Lipschitz
bound, uniformly with respect to the parameter α. In particular, we notice that it is expected
that the Lipschitz constant C appearing in (1.6) will diverge as N → ∞, we shall further
discuss this issue later on in this introduction.
In this paper we shall pursue the approach 2 of good a-priori assumptions, also taking
into account two other issues that appear in the concrete application of Calderón’s problem.
First, we want to admit into consideration discontinuous conductivities, and, second, we
intend to replace the full Dirichlet-to-Neumann map with the so-called local Dirichlet-to-
Neumann map Λ(Σ)γ , where Σ is an open portion of the boundary, see Definition 2.5 below
for a precise formulation. Roughly speaking, for each ϕ ∈ H 1/2(∂Ω) which is supported
in Σ , Λ(Σ)γ [ϕ] gives the restriction to Σ of the Neumann data γ∇u · ν. In other words, we
assume that we are allowed to collect measurements only on a restricted portion Σ of the
boundary ∂Ω . In this context, we refer to Greenleaf and Uhlmann [16], and Bukhgeim and
Uhlmann [8], for recent uniqueness results. In fact, there are various concrete situations,
and a notable instance is the one of geophysical prospection, in which only some portion
of the boundary is accessible to measurements.
Taken all these considerations into account, our main result, Theorem 2.7, is a Lipschitz
stability bound of the type (1.6) when, as an a-priori assumption, we suppose that the
unknown conductivity has the following structure
γ (x) =
N∑
j=1
γjχDj (x), for almost every x ∈ Ω, (1.8)
where the domains Dj , j = 1, . . . ,N , are known disjoint Lipschitz domains and γj are
unknown real numbers. Also we shall assume the ellipticity condition (1.2) and some con-
dition of C1,α regularity at the interfaces joining contiguous domains Dj , Dj and at the
boundary of Ω where one of such domains, say D1, touches Σ , the boundary portion where
measurements are taken. The precise statement of such regularity conditions is given below
in Section 2.2.
In order to illustrate the tools that we shall need for the proof of this estimate, let us
discuss the possible approaches to a uniqueness result when the unknown conductivity γ
has the structure (1.8). In this respect, one might adapt the arguments of Kohn and Vogelius
[21] for the determination of a piecewise analytic conductivity or those of Isakov [17] for
the determination of a conductivity having structure
γ = aχΩ\D + bχD,
with D  Ω and b = b(x) unknown. Unfortunately their arguments do not seem to be
easily adapted to the purpose of obtaining a quantitative estimate of stability, because they
make use of the Runge approximation theorem, which is usually proved by a contradic-
tion argument, which indeed shows the equivalence of Runge’s theorem with the unique
continuation property, see Lax [24]. In fact, we found it convenient to use directly quan-
titative estimates of unique continuation, see for instance Proposition 4.4 below. Also we
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conductivities. His approach is based on the analysis of the singularity near the discon-
tinuity interfaces which was developed by Kozlov [22]. Also here, we shall make use of
this kind of asymptotic analysis, but for the purpose of quantitative estimates, we shall de-
velop an accurate evaluation of the error terms, see Theorem 4.2, which to the best of our
knowledge, was not available in the literature.
We wish to stress now that under a structural prior assumption like (1.8) a stability
bound of the form (1.6) may hold only with a constant C = C(N) which diverges as
N → ∞. This is evident, due to the optimality of the logarithmic estimate for the case
of a smoothly varying conductivity. It is remarkable that indeed an explicit lower bound on
the blow-up of C can be obtained. In fact in the note by Luca Rondi [32], it is shown, by
an explicit example, that
C(N)A exp
{
BN
1
2n−1
} (1.9)
where A,B > 0 are absolute constants.
We believe that the lower bound (1.9) is interesting under various aspects.
First it gives a further confirmation that, for the inverse conductivity problem, only
finitely many parameters associated with the unknown conductivity can be effectively re-
covered. In fact, let us assume the structure condition (1.8), let us denote by ε > 0 the
possible error on the measured Dirichlet-to-Neumann map and let us introduce the num-
ber C > 0 as the error amplification tolerance, that is the number such that an error up to
Cε on the reconstructed conductivity can be considered as tolerable. Then the bound (1.9)
implies that
N 
(
1
B
log
C
A
)2n−1
. (1.10)
This inequality can be interpreted as a resolution limit on the identification of γ . In fact, the
number r = N−1/n, which scales like a length, can be interpreted as a resolution parameter
and (1.10) can be rewritten as
r 
(
1
B
log
C
A
)− 2n−1
n
.
Second, from the lower bound (1.9) a question of optimality naturally arises, namely
whether an upper bound of a similar form on C(N) can be obtained. It is reasonable to
expect that this should be the case when one additionally assumes that all domains Dj are
polyhedra. Namely, in this special case, it expected that
C(N) A˜ exp
{
B˜Nη
} (1.11)
for suitable constants A˜, B˜, η > 0. However, the proof of a bound like (1.11) in the gener-
ality of Theorem 2.7 remains an open problem.
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the basic definitions needed to formulate our main result, Theorem 2.7. In particular, we
rigorously define the local Dirichlet-to-Neumann map, Definition 2.5. Next, in Section 2.2,
we formulate the assumptions on the domain Ω and the a-priori information on the un-
known conductivity γ and we state the main Theorem 2.7. In Section 3 we collect into
Propositions 3.1, 3.2 various basic facts about Green functions for the operator div(γ∇·)
and apply them to show that certain auxiliary integrals, see (3.7), satisfy suitable elliptic
equations. Section 4 contains the main arguments of the proof of Theorem 2.7. In Sec-
tion 4.1 we investigate the asymptotic behavior near the discontinuity interfaces of the
Green function when γ has the structure (1.8). Next, in Section 4.2, we prove a quanti-
tative estimate of unique continuation for solutions of elliptic equations, Proposition 4.4.
The peculiarity of this estimate is twofold. We examine the stability of the continuation
across several discontinuity interfaces and we allow the solution to blow up, at a certain
controlled rate, on some part of the boundary. Then we apply this bound to the integrals
(3.7), Proposition 4.6. Finally, in Section 4.3, we complete the proof of Theorem 2.7. Sec-
tion 5 contains the proof of Proposition 3.2 and a sketch of a proof of Theorem A stated
earlier in this introduction.
2. The main result
2.1. Notation and definitions
Throughout the paper we shall denote by n the space dimension, which we shall con-
sider as fixed. For the sake of simplicity, we shall consider only the case n 3, although,
with minor adaptations, the present results could be extended to the case n = 2. We shall
use the symbols C,C1,C2, . . . to denote positive constants. The value of the constants may
change from line to line, but we shall specify their dependence everywhere they appear.
For every x ∈ Rn we shall set x = (x′, xn), where x′ ∈ Rn−1 and xn ∈R.
For every x ∈ Rn we shall denote by Br(x), B ′r (x′) and Qr(x) respectively the open
ball in Rn centered at x of radius r , the open ball in Rn−1 centered in x′ of radius r and
the cylinder B ′r (x′) × (xn − r, xn + r). Sometimes we shall write Br , B ′r and Qr instead
of Br(0), B ′r (0) and Qr(0) respectively. We shall denote Rn+ = {(x′, xn) ∈ Rn | xn > 0},
R
n− = {(x′, xn) ∈ Rn | xn < 0}, B+r = Br ∩ Rn+, B−r = Br ∩ Rn−, Q+r = Qr ∩ Rn+, Q+r =
Qr ∩Rn−.
Definition 2.1. Let Ω be a bounded domain in Rn. We shall say that a portion Σ of ∂Ω
is of Lipschitz class with constants r0, L > 0, if for every P ∈ Σ , there exists a rigid
transformation of coordinates under which we have P = 0 and
Ω ∩Qr0 =
{(
x′, xn
) ∈ Qr0 | xn > ϕ(x′)},
where ϕ is a Lipschitz continuous function on B ′r0 satisfyingϕ(0) = 0
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‖ϕ‖C0,1(B ′r0 )  Lr0.
We shall say that Ω is of Lipschitz class with constants r0, L if ∂Ω is of Lipschitz class
with the same constants.
Definition 2.2. Let Ω be a bounded domain in Rn. Given α, 0 < α  1, we shall say that a
portion S of ∂Ω is of C1,α class with constants r0, L > 0, if for every P ∈ S, there exists
a rigid transformation of coordinates under which we have P = 0 and
Ω ∩Qr0 =
{(
x′, xn
) ∈ Qr0 | xn > ϕ(x′)},
where ϕ is a C1,α function on B ′r0 satisfying
ϕ(0) = ∣∣∇ϕ(0)∣∣= 0
and
‖ϕ‖C1,α(B ′r0 ) Lr0.
Remark 2.3. We use the convention of normalizing all norms in such a way that their
terms are dimensionally homogeneous and coincide with the standard definition when the
dimensional parameter equals to one. For instance, the norm appearing above is meant as
follows
‖ϕ‖C1,α(B ′r0 ) = ‖ϕ‖L∞(B ′r0 ) + r0‖∇ϕ‖L∞(B ′r0 ) + r
1+α
0 |∇ϕ|α,B ′r0 ,
where
|∇ϕ|α,B ′r0 = sup
x′,y′∈B ′r0
x′ 
=y′
|∇ϕ(x′)− ∇ϕ(y′)|
|x′ − y′|α .
Definition 2.4. Let Ω and Σ be respectively a bounded domain in Rn of Lipschitz class
and an open portion of ∂Ω of Lipschitz class. We define H 1/2co (Σ) as
H
1/2
co (Σ) =
{
ϕ ∈ H 1/2(∂Ω) | suppϕ ⊂ Σ}
and H−1/2co (Σ) as the topological dual of H 1/2co (Σ). We denote by 〈·,·〉 the dual pairing
1/2 −1/2 2between Hco (Σ) and Hco (Σ), based on the L (Σ) scalar product.
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domain in Rn of Lipschitz class and an open portion of ∂Ω of Lipschitz class. Let λ be
given, 0 < λ  1. Assume that γ (x) is a measurable scalar function defined on Ω and
satisfying the ellipticity condition
λ γ (x) λ−1, for almost every x ∈ Ω. (2.1)
For any ϕ ∈ H 1/2co (Σ) let u ∈ H 1(Ω) be the weak solution to the Dirichlet problem
{
div(γ∇u) = 0, in Ω,
u = ϕ, on ∂Ω. (2.2)
We define the local Dirichlet to Neumann map Λ(Σ)γ as follows
H
1/2
co (Σ)  ϕ → Λ(Σ)γ ϕ = γ
∂u
∂ν
∣∣∣
Σ
∈ H−1/2co (Σ),
where ν is the exterior unit normal to ∂Ω .
Let us observe that Λ(Σ)γ can be identified with the bilinear form on H 1/2co (Σ) ×
H
1/2
co (Σ) defined by
〈
Λ(Σ)γ ϕ,ψ
〉= ∫
Ω
γ∇u · ∇v, for every ϕ,ψ ∈ H 1/2co (Σ),
where u is the solution to problem (2.2) and v is any function in H 1(Ω) such that
v|∂Ω = ψ .
We shall denote by ‖ · ‖L(H 1/2co (Σ),H−1/2co (Σ)) the norm defined as
∥∥Λ(Σ)γ ∥∥L(H 1/2co (Σ),H−1/2co (Σ))
= sup{〈Λ(Σ)γ ϕ,ψ 〉 | ϕ,ψ ∈ H 1/2co (Σ), ‖ϕ‖H 1/2co (Σ) = ‖ψ‖H 1/2co (Σ) = 1}.
2.2. Assumptions and a-priori information. Statement of the main theorem
Let A, r0, L, M , α, λ, N be given positive numbers with N ∈ N, α ∈ (0,1] and λ ∈
(0,1]. In the sequel we shall refer to this set of numbers, along with the space dimension n,
as to the a-priori data. Theorem 2.7 below is based on the following assumptions and
a-priori information
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We assume that Ω is a bounded domain in Rn satisfying
|Ω|Arn0 . (2.3)
Here and in the sequel |Ω| denotes the Lebesgue measure of Ω . We assume that
∂Ω is of Lipschitz class with constants r0,L. (2.4)
Moreover we fix an open portion Σ of ∂Ω .
(ii) A-priori information on the conductivity
We assume that the conductivity γ is a piecewise constant function of the form
γ (x) =
N∑
j=1
γjχDj (x), (2.5)
satisfying the ellipticity condition (2.1), where, for every j = 1, . . . ,N , γj are unknown
real numbers and Dj are known open sets of Rn.
Regarding Dj , j = 1, . . . ,N , we assume what follows.
(a) Dj , j = 1, . . . ,N , are connected and pairwise nonoverlapping, ⋃Nj=1 Dj = Ω .
(b) ∂Dj , j = 1, . . . ,N , are of Lipschitz class with constants r0, L.
(c) There exists one region, say D1, such that ∂D1 ∩ Σ contains a C1,α portion Σ1 with
constants r0, M .
(d) For every i ∈ {2, . . . ,N} there exist j1, . . . , jK ∈ {2, . . . ,N} such that
Dj1 = D1, DjK = Di. (2.6)
In addition we assume that, for every k = 1, . . . ,K , ∂Djk ∩ ∂Djk−1 (here we agree Dj0 =
R
n \Ω) contains a C1,α portion Σk , such that
Σ1 ⊂ Σ,
Σk ⊂ Ω, for every k = 2, . . . ,K,
and, for every k = 1, . . . ,K , there exists Pk ∈ Σk and a rigid transformation of coordinates
under which we have Pk = 0 and
Σk ∩Qr0/3 =
{
x ∈ Qr0/3 | xn = ϕk
(
x′
)}
,
Djk ∩Qr0/3 =
{
x ∈ Qr0/3 | xn > ϕk
(
x′
)}
,{ ( )}Djk−1 ∩Qr0/3 = x ∈ Qr0/3 | xn < ϕk x′ , (2.7)
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ϕk(0) =
∣∣∇ϕk(0)∣∣= 0
and
‖ϕk‖C1,α(B ′r0 ) Mr0.
Remark 2.6. Observe that condition (b) above implies a lower bound on the diameters of
Dj for every j = 1, . . . ,N and condition (a) implies a lower bound on the diameter of Ω .
On the other hand, conditions (2.3) and (2.4) imply an upper bound on the diameter of Ω .
Such an upper bound and condition (a) imply an upper bound on the diameters of Dj for
every j = 1, . . . ,N .
Theorem 2.7. Let Ω and Σ be respectively a domain satisfying (2.3), (2.4) and an
open portion of ∂Ω . Let γ (i), i = 1,2, be two scalar piecewise constant functions of the
form (2.5),
γ (i)(x) =
N∑
j=1
γ
(i)
j χDj (x), x ∈ Ω, i = 1,2, (2.8)
satisfying the ellipticity condition (2.1). Assume that Dj , j = 1, . . . ,N , satisfy the condi-
tions (a)–(d) given above. Then we have∥∥γ (1) − γ (2)∥∥
L∞(Ω)  C
∥∥Λ(Σ)
γ (1)
−Λ(Σ)
γ (2)
∥∥L(H 1/2co (Σ),H−1/2co (Σ)), (2.9)
where C is a positive constant that depends on the a-priori data only.
3. Preliminary propositions
In this section Ω , γ denote respectively a bounded domain of Rn satisfying conditions
(2.3), (2.4) and a measurable scalar function (not necessarily piecewise constant) satisfying
the ellipticity condition (2.1).
When dealing with a function g(x, y) defined for (x, y) belonging to an open subset of
R
n × Rn, we shall denote by ∇xg(x, y), ∇xg and ∇g(·, y) the gradient of g with respect
to x, we adopt analogous notation to denote the gradient of g with respect to y. When g
is a vector valued function, we extend the convention introduced above to the divergence
operator. We shall denote by Γ (x, y) the standard fundamental solution to the Laplace
equation which is
1 2−nΓ (x, y) =
(n− 2)ωn |x − y| .
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For every y ∈ Ω , the function G(·, y) is the weak solution of the Dirichlet problem{
div(γ∇G(·, y)) = −δ(· − y), in Ω,
G(·, y) = 0, on ∂Ω, (3.1)
where δ(· − y) is the Dirac measure at y.
We recall that G satisfies the following properties
G(x,y) = G(y,x), for every x, y ∈ Ω, x 
= y, (3.2)
and
0 <G(x,y) C|x − y|2−n, x, y ∈ Ω, x 
= y, (3.3)
where C depends on λ and n only.
Proposition 3.1. For every y ∈ Ω and every r > 0 we have∫
Ω\Br(y)
∣∣∇G(·, y)∣∣2  Cr2−n, (3.4)
where C depends on λ and n only.
Proof. Let y be fixed in Ω . Since G(·, y) is a weak solution to{
div(γ∇G(·, y)) = 0, in Ω \ {y},
G(·, y) = 0, on ∂Ω,
by Caccioppoli inequality we have∫
(B2r (y)\Br (y))∩Ω
∣∣∇G(·, y)∣∣2  C
r2
∫
(B3r (y)\Br/2(y))∩Ω
∣∣G(·, y)∣∣2, (3.5)
where C depends on λ only. Using (3.3) to estimate from above the right-hand side of (3.5)
we obtain ∫
(B2r (y)\Br (y))∩Ω
∣∣∇G(·, y)∣∣2  Cr2−n,
where C depends on λ and n only. By the inequality proved above we arrive at
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Ω\Br(y)
∣∣∇G(·, y)∣∣2 = ∞∑
k=0
∫
(B2k+1r (y)\B2kr (y))∩Ω
∣∣∇G(·, y)∣∣2

∞∑
k=0
C
(
2kr
)2−n  2Cr2−n. 
Let us introduce some notation which will be used in Proposition 3.2 below. Let {γh}h∈N
be a sequence of measurable functions such that λ γh  λ−1 for every h ∈N. Denote by
Gh(x, y) the Green function associated to the operator div(γh∇·) in Ω .
Proposition 3.2. Assume that {γh}h∈N converges to the function γ in Ls(Ω) for every
s ∈ [1,∞). Let Q, K be two open subsets of Ω such that Ω \Q 
= ∅ and K Ω \Q. Then
lim
h→∞ supy∈K
∥∥Gh(·, y)−G(·, y)∥∥H 1(Q) = 0. (3.6)
We shall prove Proposition 3.2 in Section 5.
In Proposition 3.3 below we shall use the following notations. Let γ (i), i = 1,2, be
two measurable functions satisfying the ellipticity condition (2.1). Denote by Gi(x, y) the
Green functions associated to the operators div(γ (i)(x)∇·) in Ω , i = 1,2. Let U be an open
subset of Ω , set W = Ω \ U . Denote by
SU (y, z) =
∫
U
(
γ (1)(x)− γ (2)(x))∇xG1(x, y) · ∇xG2(x, z) dx, for y, z ∈W . (3.7)
Observe that Proposition 3.1 yields∣∣SU (y, z)∣∣ C∥∥γ (1) − γ (2)∥∥L∞(Ω)(d(y)d(z))1− n2 , for every y, z ∈W, (3.8)
where C depends on λ, n only and d(y) denotes the distance of y from U .
Proposition 3.3. For every y, z ∈W we have SU (·, z), SU (y, ·) ∈ H 1loc(W) and
div
(
γ (1)∇SU (·, z)
)= 0, div(γ (2)∇SU (y, ·))= 0, inW .
Proof. Let {γ (1)h }h∈N be a regularizing sequence for γ (1) obtained by convolution with a
sequence of mollifiers, we have that
λ γ (1)h  λ
−1, for every h ∈N.
Denote by G1,h the Green functions associated to the operators div(γ (1)h ∇·) in Ω . Let
K W be an open set, by Proposition 3.2
lim sup
∥∥G (·, y)−G (·, y)∥∥ = 0. (3.9)h→∞ y∈K
1,h 1 H 1(U)
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Sh(y, z) =
∫
U
(
γ (1)(x)− γ (2)(x))∇xG1,h(x, y) · ∇xG2(x, z) dx, for y, z ∈W .
Let us fix z ∈W . By differentiating under the integral sign we obtain
div
(
γ
(1)
h ∇Sh(·, z)
)= 0, inW for every h ∈N, (3.10)
and by (3.9) we have
Sh(·, z) → S(·, z), in L∞(K). (3.11)
Let now K˜ be an open set satisfying K  K˜ W . By Caccioppoli inequality we have∥∥Sh(·, z)∥∥H 1(K)  C∥∥Sh(·, z)∥∥L2(K˜), for every h ∈N,
where C depends on λ and dist(K,Rn \ K˜) only. On the other hand by (3.8) we obtain∥∥Sh(·, z)∥∥L∞(K˜) C(dist(K˜,U)d(z))1− n2 , for every h ∈N,
where C depends on λ, n only. The inequalities above imply that ‖Sh(·, z)‖H 1(K) is
uniformly bounded. Therefore there exists a subsequence of {Sh(·, z)}h∈N that weakly
converges in H 1(K) to a function f . By (3.11) f is equal to S(·, z) and (3.10) implies
div(γ (1)∇S(·, z)) = 0. The properties of SU (y, ·) can be proved in the same manner. 
4. Proof of the main result
4.1. The Green function at an interface
In Theorem 4.2 below we investigate the behavior of the Green function when the con-
ductivity γ has the structure (2.5) and the assumptions stated in Section 2.2 are fulfilled.
We are especially interested on the asymptotic behavior of the Green function near the
C1,α interfaces Σk . For this purpose, we shall make use of a result of piecewise regularity
for a transmission problem, Theorem 4.1, for a proof we refer to DiBenedetto, Elliot and
Friedman [11], see also the paper by Li and Vogelius [25] for a more recent and general
treatment.
When ϕ is a Lipschitz continuous function defined on Rn−1, we shall denote by Q+ϕ,r
and Q−ϕ,r the following sets
Q+ϕ,r =
{(
x′, xn
) ∈ Qr | xn > ϕ(x′)},
− {( ′ ) ( ′)}Qϕ,r = x , xn ∈ Qr | xn < ϕ x .
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belonging to C1,α(B ′r ). Let U ∈ H 1(Qr) be a solution to
div
((
1 + (k − 1)χQ+ϕ,r
)∇U)= 0.
Then, there exist positive constants α′ ∈ (0, α] and C such that, for every  < r/2 and for
every x ∈ Qr−2 , the following inequality holds true
‖∇U‖L∞(Q(x)) + α
′ |∇U |1,α′,Q(x)∩Q+ϕ,r + α
′ |∇U |1,α′,Q(x)∩Q−ϕ,r
 C
1+n/2
‖U‖L2(Q2(x)), (4.1)
here α′ depends on α and n only and C depends on ‖ϕ‖C1,α(B ′r ), k, α and n only.
In the sequel, the hypotheses and notation of Section 2.2 are understood, in particu-
lar, we consider a fixed domain Di , i = 2, . . . ,N , and the finite sequences of domains
Dj1, . . . ,DjK , surfaces Σ1, . . . ,ΣK and points P1, . . . ,PK , introduced there.
Theorem 4.2. For every l ∈ {1, . . . ,K − 1}, let ν(Pl+1) denote the unit exterior normal to
Djl+1 at the point Pl+1. There exist constants ϑ ∈ (0, α) and C > 1 depending on M , λ,
α and n only such that, denoting 0 = r0/C, the following inequalities hold true for every
x ∈ Br0/C(Pl+1)∩Djl+1 and every y = Pl+1 + rν(Pl+1) where r ∈ (0, 0)∣∣∣∣G(x,y)− 2γjl + γjl+1 Γ (x, y)
∣∣∣∣ Crϑ0 |x − y|ϑ+2−n, (4.2)∣∣∣∣∇xG(x, y)− 2γjl + γjl+1 ∇xΓ (x, y)
∣∣∣∣ Crϑ0 |x − y|ϑ+1−n. (4.3)
Proof. We fix l ∈ {1, . . . ,K − 1}. There exists a rigid transformation of coordinates under
which we have Pl+1 = 0 and
Σl ∩Qr0/3 =
{
x ∈ Qr0/3 | xn = ϕ
(
x′
)}
,
Djl+1 ∩Qr0/3 =
{
x ∈ Qr0/3 | xn > ϕ
(
x′
)}
,
Djl ∩Qr0/3 =
{
x ∈ Qr0/3 | xn < ϕ
(
x′
)}
,
where ϕ is a C1,α function on B ′r0/3 satisfying∣ ∣
ϕ(0) = ∣∇ϕ(0)∣= 0, ‖ϕ‖C1,α(B ′r0 ) Mr0.
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where k is a real number which satisfies
λ2  k  λ−2.
Let τ be a C∞ function on R such that 0 τ  1, τ(s) = 1 for every s ∈ (−1,1), τ(s) = 0
for every s ∈ R \ (−2,2) and |τ ′(s)| 2 for every s ∈ R.
Let us denote by
r1 = r03 min
{
1
2
(8M)−
1
α ,1
}
and let us introduce the change of variables ξ = Φ(x) given by{
ξ ′ = x′,
ξn = xn − ϕ(x′)τ
( |x′|
r1
)
τ
(
xn
r1
)
.
It is simple to check that Φ is an orientation preserving C1,α diffeomorphism of Rn into
itself satisfying the following properties
Φ(Σl ∩Qr1) = {x ∈ Qr1 | xn = 0}, (4.4)
Φ(x) = x, for every x ∈Rn \Q2r1, (4.5)
C−1|x1 − x2|
∣∣Φ(x1)−Φ(x2)∣∣ C|x1 − x2|, for every x1, x2 ∈ Rn, (4.6)∣∣Φ(x)− x∣∣ C
rα0
|x|1+α, and
∣∣DΦ(x)− I ∣∣ C
rα0
|x|α, for every x ∈Rn, (4.7)
where C, C  1, depends on M and α only and I denotes the identity matrix.
Let yn ∈ (−r1/2,0) and set y = ynen. Denoting
η = Φ(y), G˜(ξ, η) = G(Φ−1(ξ),Φ−1(η)), J (ξ) = (DΦ)(Φ−1(ξ)),
γ˜ (ξ) = 1
detJ (ξ)
J (ξ)γ
(
Φ−1(ξ)
)(
J (ξ)
)T
,
we have that G˜(·, η) is the weak solution of the following Dirichlet problem{
divξ (γ˜ (ξ)∇ξ G˜(ξ, η)) = −δ(ξ − η), in Ω,
G˜(·, η) = 0, on ∂Ω.
Note that ( )
γ˜ (ξ) = 1 + (k − 1)χ+(ξ) B(ξ), for every ξ ∈ Qr1 , (4.8)
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we have B ∈ Cα(Ω), B(0) = I and
‖B‖L∞(Ω) + rα1 |B|0,α  C, (4.9)
where C depends on M and α only.
Let us introduce the following notation, we denote γ0 = 1 + (k − 1)χ+ and, by G0 we
denote the Green function associated to the operator divξ (γ0(ξ)∇ξ ·) in Ω . Next, we define
R(ξ,η) = G˜(ξ, η)−G0(ξ, η). (4.10)
In order to proceed, we shall need the following bound.
Claim 4.3. For every ξ ∈ B+r1/4 and ηn ∈ (−r1/4,0) we have
∣∣R(ξ, enηn)∣∣+ |ξ − enηn|∣∣∇ξR(ξ, enηn)∣∣ C
rϑ1
|ξ − enηn|ϑ+2−n, (4.11)
where ϑ ∈ (0, α2] depends on α and n only and C depends on M , λ, α and n only.
Proof. Since R satisfies{
divξ (γ˜∇ξR(·, η)) = −divξ ((γ˜ − γ0)∇ξG0(·, η)), in Ω,
R(·, η) = 0, on ∂Ω,
then we have
R(ξ,η) =
∫
Ω
(
γ˜ (ζ )− γ0(ζ )
)∇ζG0(ζ, η) · ∇ζ G˜(ζ, ξ) dζ. (4.12)
Let us begin with a pointwise upper bound on the function |R| when ξ ∈ Q+r1/2 and η =
enηn, ηn ∈ (−r1/2,0). To this purpose, we write the right-hand side of (4.12) as the sum
of the following terms
R1(ξ, η) =
∫
Ω\Qr1
(
γ˜ − γ0
)∇ζG0(·, η) · ∇ζ G˜(·, ξ),
R2(ξ, η) =
∫ (
γ˜ − γ0
)∇ζG0(·, η) · ∇ζ G˜(·, ξ),Qr1
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can be easily estimated from above using the boundedness of γ˜ and γ0, applying Schwarz
inequality and (3.4). Thus we obtain
∣∣R1(ξ, η)∣∣ C
r21
∥∥G0(·, η)∥∥L2(Ω\Q3r1/4)∥∥G˜(·, ξ)∥∥L2(Ω\Q3r1/4), (4.13)
where C depends on M , λ and α only. Using inequality (3.3), we arrive at∣∣R1(ξ, η)∣∣ Cr2−n1 , (4.14)
where C depends on M , λ, α and n only.
In order to estimate R2(ξ, η) from above we observe the following facts. By (4.8) and
(4.9) we have
∣∣γ˜ (ζ )− γ0(ζ )∣∣ C
rα1
|ζ |α, for every ζ ∈ Qr1 , (4.15)
where C depends on M , λ and α only. By (3.3) and Theorem 4.1 we have∣∣∇ζG0(ζ, ξ)∣∣ C|ζ − ξ |1−n, for every ζ, ξ ∈ Qr1, (4.16)
where C depends on M , λ, α and n only. By the same arguments, a similar bound applies
to G, and by the biLipschitz property (4.6) of Φ we also obtain∣∣∇ζ G˜(ζ, ξ)∣∣ C|ζ − ξ |1−n, for every ζ, ξ ∈ Qr1, (4.17)
where C depends on M , λ, α and n only.
Denoting h = |ξ − η|,
I1 =
∫
B4h
|ζ |α|ζ − ξ |1−n|ζ − η|1−n dζ
and
I2 =
∫
Rn\B4h
|ζ |α|ζ − ξ |1−n|ζ − η|1−n dζ,
by (4.15) and (4.16), we have
∣∣ ∣∣ CR2(ξ, η) 
rα1
(I1 + I2). (4.18)
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we have that t, s ∈Rn are such that |t − s| = 1. We obtain
I1  4αhα+2−n
∫
B4
|t −w|1−n|s −w|1−n dw. (4.19)
Let us now denote by F(t, s) the integral on right-hand side of (4.19). By a classical bound,
see for instance Miranda [29, Chapter 2, Section 11], we have
F(t, s) C, (4.20)
where C depends on n only. Hence, we obtain
I1 Chα+2−n, (4.21)
where C depends on α and n only. Now, let us estimate from above integral I2. Recalling
that η = enηn, where ηn ∈ (−r1/2,0) and ξ ∈ Q+r1/2 we have
|η| = −ηn −ηn + ξn  |ξ − η| = h.
This inequality implies |ξ | |ξ −η|+ |η| 2h. Moreover, for every ζ ∈Rn \B4h we have
|ζ | |ζ − η| + |η| |ζ − η| + 1
4
|ζ |,
hence
3
4
|ζ | |ζ − η|.
Analogously we have
1
2
|ζ | |ξ − ζ |, for every ζ ∈Rn \B4h.
The above obtained inequalities yield
I2 
(
8
3
)1−n ∫
Rn\B4h
|ζ |α+2−2n dζ  Chα+2−n, (4.22)
where C depends on α and n only.
By (4.14), (4.18), (4.21) and (4.22) we obtain
∣∣ ∣∣ C α+2−nR(ξ,η) 
rα1
h , (4.23)
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Now let us consider ξ ∈ B+r1/4 and ηn ∈ (−r1/4,0) and let us denote by
Q = B ′h/4
(
ξ ′
)×(ξn, ξn + h4
)
.
Noticing that Q ⊂ Q+r1/2, Q ⊂ Qh/2(ξ), ξ ∈ ∂Q and applying inequality (3.3), Theo-
rem 4.1 and the C1,α regularity of the mapping Φ , we have
∣∣∇ξ G˜(·, enηn)∣∣α′,Q, ∣∣∇ξG0(·, enηn)∣∣α′,Q  Ch−α′+1−n, (4.24)
where α′ ∈ (0, α] depends on α and n only and C depends on M , λ, α and n only. By
(4.10) and (4.24) we obtain
∣∣∇ξR(·, enηn)∣∣α′,Q Ch−α′+1−n, (4.25)
where C depends on M , λ, α and n only. Now let us recall the following interpolation
inequality
∥∥∇ξR(·, enηn)∥∥L∞(Q)
 C
(∥∥R(·, enηn)∥∥ α′1+α′L∞(Q)∣∣∇ξR(·, enηn)∣∣ 11+α′α′,Q + 1h∥∥R(·, enηn)∥∥L∞(Q)
)
,
where C depends on n only. By the above stated inequality, (4.23) and (4.25) we arrive at
∣∣∇ξR(ξ, enηn)∣∣ C
rϑ1
hϑ+1−n, for every ξ ∈ B+r1/4 and ηn ∈
(
− r1
4
,0
)
,
where ϑ = α′2/(1+α′) and C depends on M , λ, α and n only and the claim is proved. 
Now for any ξ = (ξ ′, ξn) denote ξ∗ = (ξ ′,−ξn) and observe that a fundamental solution
H(ξ,η) of the operator divξ ((1 + (k − 1)χRn+)∇ξ ) is given by the following formula
H(ξ,η) =

1
k
Γ (ξ, η)+ k−1
k(k+1)Γ (ξ, η
∗), when ξn > 0 and ηn > 0,
2
k+1Γ (ξ, η), when ξnηn < 0,
Γ (ξ, η)+ 1−k
k+1Γ (ξ, η
∗), when ξn < 0 and ηn < 0.
(4.26)In order to return to the original coordinates x, y let us observe the following facts.
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∥∥G0(·, enηn)−H(·, enηn)∥∥L∞(Qr1/2)  Crn−20 (4.27)
and
∥∥∇ξG0(·, enηn)− ∇ξH(·, enηn)∥∥L∞(Qr1/4)  Crn−10 , (4.28)
where C depends on M , λ, α and n only.
Second fact. If x ∈ Φ−1(B+r1/4) and yn ∈ (−r1/2,0) then
∣∣Φ(x)− x∣∣ C
rα0
|x − enyn|1+α, (4.29)
where C depends on M and α only.
Let us show (4.29). Since Φ(x) · y  0 and Φ(y) = y by (4.6) we have
C−1|x| ∣∣Φ(x)∣∣ ∣∣Φ(x)− enyn∣∣ C|x − enyn|,
where C, C  1, depends on M and α only, in particular |x|  C2|x − y|. On the other
hand, (4.7) and the above inequality give
∣∣Φ(x)− x∣∣ C
rα0
|x|1+α  C1
rα0
|x − enyn|1+α,
where C, C1 depend on M and α only, so (4.29) is proved. Now, by Mean-Value Theorem
we have that there exists t ∈ (0,1) such that
∣∣∣∣Φ(x)− enyn∣∣2−n − |x − enyn|2−n∣∣
 (n− 2)∣∣Φ(x)− x∣∣∣∣x − enyn + t(Φ(x)− x)∣∣1−n. (4.30)
In addition, by (4.29) and triangle inequality we have, for every x ∈ Djl+1 ∩Br0/(4C)1/α and
yn ∈ (−r1/(4C)1/α,0),
∣∣x − enyn + t(Φ(x)− x)∣∣ |x − enyn| − C
rα0
|x − enyn|1+α  12 |x − enyn|.The above inequality (4.27), (4.28) and (4.30) give, for the same values of x and yn,
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
∣∣G0(Φ(x), enyn)−H (Φ(x), enyn)∣∣+ ∣∣H (Φ(x), enyn)−H(x, enyn)∣∣
 C
rα0
|x − enyn|α+2−n, (4.31)
where C depends on M , λ, α and n only. Analogously, by (4.6), (4.7), (4.11) and (4.28)
we have ∣∣∇G0(Φ(x), enyn)− ∇H(x, enyn)∣∣ C
rα0
|x − enyn|α+1−n, (4.32)
and ∣∣R(Φ(x), enyn)∣∣+ |x − enyn|∣∣(∇ξR)(Φ(x), enyn)∣∣
 C
rϑ0
|x − enyn|ϑ+2−n, (4.33)
for every x ∈ Djl+1 ∩Br0/(4C)1/α and yn ∈ (−r1/(4C)1/α,0), where C depends on M , λ, α
and n only.
By (4.26), (4.31), (4.32), (4.33) and recalling that G(x, enyn) = G0(Φ(x), enyn) +
R(Φ(x), enyn) we obtain∣∣∣∣G(x, enyn)− 11 + kΓ (x, enyn)
∣∣∣∣ Crϑ0 |x − enyn|ϑ+2−n
and ∣∣∣∣∇xG(x, enyn)− 11 + k∇xΓ (x, enyn)
∣∣∣∣ Crϑ0 |x − enyn|ϑ+1−n,
for every x ∈ Djl+1 ∩Br0/(4C)1/α and yn ∈ (−r1/(4C)1/α,0), where C depends on M , λ, α
and n only. By the above estimates (4.2) and (4.3) follow. 
4.2. Estimates of unique continuation
In order to prove the main Theorem 2.7 we need to introduce some further notation and
definitions.
First we recall that up to a rigid transformation of coordinates we can assume that P1 = 0
and (Rn \ Ω) ∩ Br0 = {(x′, xn) ∈ Br0 | xn < ϕ(x′)} where ϕ is a Lipschitz function such
that ϕ(0) = 0 and ‖ϕ‖C0,1(B ′r0 )  Lr0. Then, denoting{ (
n
) ∣∣ 2 ∣∣∣ r0 ∣∣∣ 5 }D0 = x ∈ R \Ω ∩Br0 ∣ |xi | < 3 r0, i = 1, . . . , n− 1, ∣xn − 6 ∣< 6 r0 ,
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r0/3 and L1, where L1 depends on L only. We shall denote P0 = r0en. Let us notice that
Br0/3(P1) ⊂ Ω0, dist(∂Ω ∩Ω0, ∂Ω \Σ1) >
r0
3
.
We shall denote by γ˜ (i), i = 1,2, the extensions of functions γ (i) which are equal to 1
in D0 and we shall denote by G˜i , i = 1,2, the Green functions associated to the op-
erators div(γ˜ (i)(x)∇·) in Ω0. For any number r ∈ (0,2r0/3) denote (D0)r = {x ∈ D0 |
dist(x,Ω) > r}.
In addition, let l ∈ {2, . . . ,N} be fixed and let us recall that there exist j1, . . . , jK ∈
{2, . . . ,N} such that
Dj1 = D1, . . . ,DjK = Dl.
Denote
Wk =
k⋃
i=0
Dji , Uk = Ω0 \Wk, when k  0
(here we agree Dj0 = D0), and
S˜Uk (y, z) =
∫
Uk
(
γ˜ (1) − γ˜ (2))∇G˜1(·, y) · ∇G˜2(·, z), when k  0.
For a given positive number b we shall denote by ωb(t) the function defined on (0,+∞)
that is equal to 2be−2|log t |−b when t ∈ (0, e−2) and that is equal to e−2 when t ∈
[e−2,+∞). ωb is a concave nondecreasing function. In what follows we shall repeatedly
use the following properties of ωb
(0,+∞)  t → tωb
(
1
t
)
is a nondecreasing function, (4.34)
for any number β ∈ (0,1) we have
ωb
(
t
β
)

∣∣log eβ−1/2∣∣bωb(t), ωb(tβ) ( 1
β
)b
ωb(t). (4.35)
We shall denote by ω(j)b , j ∈N, the functions defined by ω(1)b = ωb, ω(j)b = ωb ◦ω(j−1)b .
In the next proposition we shall denote
1
(
sinβ
)
r0
β = arctan
L
, β1 = arcsin 4 , λ1 = 1 + sinβ1 ,
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λk = aλk−1, k = ak−1, for every k  2,
dk = λk − k = ak−1λ1(1 − sinβ1), k  1.
For a point y ∈ Σl+1 denote
w1(y) = x − λ1ν(y), wk(y) = x − λkν(y), for every k  2,
where ν(y) is the exterior unit normal to ∂Dl . Let us notice that
Bk+1
(
wk+1(y)
)⊂ B3k (wk(y))⊂ B4k (wk(y))⊂ C(y, ν(y),β1, r03
)
. (4.36)
For a given r ∈ (0, d1] we denote
h = min{k ∈N | dk  r}. (4.37)
Note
|log(r/d1)|
|loga|  h− 1
|log(r/d1)|
|loga| + 1. (4.38)
Proposition 4.4. Let v be a weak solution to
div(γ˜∇v) = 0, inWl ,
where γ˜ is either equal to γ˜ (1) or equal to γ˜ (2). Assume that, for given positive numbers
ε0 and E0, v satisfies ∣∣v(x)∣∣ r2−n0 ε0, for every x ∈ (D0)r0/3, (4.39)
and ∣∣v(x)∣∣E0(r0d(x))1−(n/2), for every x inWl , (4.40)
where d(y) = dist(y,Ul ). Then the following inequality holds true for every r ∈ (0, d1]
∣∣v(wh(Pl+1))∣∣ r2−n0 Ch(E0 + ε0)(ω(K)1/C( ε0E0 + ε0
))(1/C)h
, (4.41)where h is defined in (4.37) and C, C > 1, depends on the a-priori data only.
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r1 = r04 ,  =
r1
128
√
1 +L2 , yjm = Pjm −
r1
32
ν(Pjm), vm = v|Dm,
for every m ∈ {0, . . . ,K}. Notice that, up to a reordering of the domains Dj, j = 1, . . . ,N ,
we can assume with no loss of generality, that Djm = Dm for every m ∈ {0, . . . ,K}, thus,
in what follows, we simplify the notation by writing the subscript m in place of jm.
Claim 4.5. For every m ∈ {0, . . . ,K} we have
‖v‖L∞(B(ym))  r2−n0 Cm+1(E0 + ε0)ω(m+1)1/C
(
ε0
E0 + ε0
)
, (4.42)
where C, C  1, depends on A, L, M , N , α, λ only.
Proof. We proceed by induction. (4.42) is trivial for m = 0. Now, let us assume that (4.42)
holds for m ∈ {0, . . . ,K − 1} and let us prove it for m+ 1. Denote
εm = Cm+1(E0 + ε0)ω(m+1)1/C
(
ε0
E0 + ε0
)
. (4.43)
By the inductive hypothesis we have that v satisfies
‖v‖L∞(B(ym))  r2−n0 εm (4.44)
and by (4.40) we have
‖v‖L∞(Dm)  r2−n0 E0. (4.45)
Let y be any whatsoever point belonging to Σm+1 and let σ be an arc in (Dm)4r1 joining
ym to w1(y). Let us define {yi}, i = 1, . . . , s, as follows, y1 = y, yi+1 = σ(ti), where
ti = max{t | |σ(t) − yi | = 2r1} if |yi − y| > 2r1, otherwise let i = s and stop the process.
By construction, the balls Br1(yi) are pairwise disjoint, |yi − yi+1| = 2r1, for i = 1, . . . ,
s − 1, |ys − y|  2r1. Hence we have s  S, where S depend on A only. By iterated
application of the three sphere inequality to v with radii r , 3r , 4r over the chain of spheres
B1(yi) we have, by (4.40) and (4.44)
‖v‖L∞(Br1 (w1(y)))  Cr2−n0 ετ
S
m E
1−τS
0 , (4.46)
where C is an absolute constant and τ = log 4/3log 4 .
Let r ∈ (0, d1] be fixed. Taking into account the relations (4.36) and the inclusion
C(y, ν(y),β1, r0/3) ⊂ Dm, by (4.46) and an iterated application of the three sphere in-
equality, we obtain
S+h−1 S+h−1‖v‖L∞(B
h
(wh(y)))
 Cr2−n0 ε
τ
m E
1−τ
0 , (4.47)
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On the other hand, since y+ rν(y) ∈ Bh(wh(y)), by (4.47) and Theorem 4.1 we obtain∣∣v(y)∣∣ ∣∣v(y)− v(y + rν(y))∣∣+ ∣∣v(y + rν(y))∣∣
 Cr2−n0 (E0 + εm)
(
r
r0
+
(
εm
E0 + εm
)τS+h−1)
, (4.48)
where C depends on M , λ and α only.
Now, denoting
B = |loga|
2|log τ | , µ = exp−
1
τS
and r˜ = d1
∣∣∣∣log( εmE0 + εm
)τS ∣∣∣∣−B,
we have that if εm/(E0 + εm) µ then r˜ ∈ (0, d1], so we can choose r = r˜ in (4.48) and
we obtain
∣∣v(y)∣∣ Cr2−n0 (E0 + εm)∣∣∣∣log( εmE0 + εm
)τS ∣∣∣∣−B, (4.49)
where C depends on M , λ and α only. On the other, side if εm/(E0 + εm) > µ then we
have trivially ∣∣v(y)∣∣ r2−n0 E0 εmµ(E0 + εm) .
Denoting Σ˜m+1 = Σm+1 ∩Qr0/4(Pm+1), by (4.49) and the last inequality we obtain
‖v‖L∞(Σ˜m+1)  Cr2−n0 (E0 + εm)ω1/C
(
εm
E0 + εm
)
, (4.50)
where C, C  1, depends on A, L, M , α, λ only.
Moreover by a standard estimate for harmonic functions and by (4.47) we have
∣∣∇vm+1(wh(y))∣∣ 1hCr2−n0 ετS+h−1m E1−τS+h−10 .
Arguing as above, by the last inequality we obtain
‖∇vm+1‖L∞(Σ˜m+1)  Cr1−n0 (E0 + εm)ω1/C
(
εm
E0 + εm
)
, (4.51)
where C, C  1, depends on A, L, M , α, λ only.
In order to estimate ‖v‖L∞(Br1 (ym+1)) from above let us recall the following estimate,for which we refer to Trytten [37],
G. Alessandrini, S. Vessella / Advances in Applied Mathematics 35 (2005) 207–241 233∫
Dm+1∩B3r1/8(Pm+1)
|∇vm+1|2
 C
r0
( ∫
Σ˜m+1
v2 + r20
∫
Σ˜m+1
|∇vm+1|2
)δ1
×
( ∫
Σ˜m+1
v2 + r20
∫
Σ˜m+1
|∇vm+1|2 + r0
∫
Dm+1∩Br0/4(Pm+1)
|∇vm+1|2
)1−δ1
, (4.52)
where C and δ1, δ1 ∈ (0,1), are constants that depend on M only.
Denoting ∇T v = ∇vm+1 − (∇vm+1 · ν)ν (the tangential gradient of v on Σm), by (4.51)
we have
‖∇T v‖L∞(Σ˜m+1)  Cr1−n0 (E0 + εm)ω1/C
(
εm
E0 + εm
)
, (4.53)
where C, C > 1, depends on A, L, M , α, α′, λ only.
By using (4.51), the transmission condition γm ∂vm∂ν = γm+1 ∂vm+1∂ν on Σm+1 and the last
inequality we obtain
‖∇vm+1‖L∞(Σ˜m+1) Cr1−n0 (E0 + εm)ω1/C
(
εm
E0 + εm
)
. (4.54)
Let us recall the following trace estimate∫
Dm+1∩B3r1/16(Pm+1)
v2 C
(
r0
∫
Σ˜m+1
v2 + r20
∫
Dm+1∩B3r1/8(Pm+1)
|∇vm+1|2
)
, (4.55)
where C depends on L only.
By a standard estimate for harmonic functions and by (4.50), (4.52), (4.54), (4.55) we
obtain
‖v‖L∞(B(ym+1)) Cr2−n0 (E0 + εm)ω1/C
(
εm
E0 + εm
)
.
By (4.34), (4.35), (4.43) and the last inequality, the claim is proven. 
In order to complete the proof of (4.41) we observe that, if m  K − 1 then (4.41)
follows by (4.47) replacing there y with Pm. When m = K , taking into account (4.40) and
arguing as in the proof of (4.47) we have
∣∣v(wh(PK))∣∣ C(r2−n0 εK)τS+h−1(r0d1ah−1E0)1−τS+h−1
and by (4.34) and (4.35) the thesis follows. 
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E = ∥∥γ (1) − γ (2)∥∥
L∞(Ω).
Proposition 4.6. If, for a positive number ε0, we have∣∣S˜Ul (y, z)∣∣ r2−n0 ε0, for every (y, z) ∈ (D0)r0/3 × (D0)r0/3, (4.56)
then the following inequality holds true
∣∣S˜Ul (wh(Pl+1),wh(Pl+1))∣∣ r2−n0 Ch(E + ε0)(ω(2K)1/C ( ε0E + ε0
))(1/C)h
, (4.57)
where C, C  1, depends on a-priori data only and h is the number introduced in (4.37).
Proof. Let z ∈ (D0)r0/3 be fixed. From Lemma 10, (3.8) and by applying Proposition 4.4
to the function S˜Ul (·, z) we have
∣∣S˜Ul (wh(Pl+1), z)∣∣ r2−n0 Ch(E0 + ε0)(ω(K)1/C( ε0E0 + ε0
))(1/C)h
.
Applying again Proposition 4.4 to the function S˜Ul (wh(Pl+1), ·), by (4.35) and inequality
above (4.57) follows. 
4.3. Proof of the main theorem, conclusion
Proof of Theorem 2.7. For the sake of simplicity, in the sequel, we shall denote by Λi, i =
1,2, the map Λ(Σ)γi and, for every k ∈ {0, . . . ,K}, we shall write the subscript k instead
of jk . Moreover we shall denote
ε = ‖Λ1 −Λ2‖, δk =
∥∥γ˜ (1) − γ˜ (2)∥∥
L∞(Wk).
From Proposition 3.1 and the well-known identity (see for instance [18, Chapter 5,
§5.0]) ∫
Ω
(
γ˜ (1) − γ˜ (2))∇G˜1(·, y) · ∇G˜2(·, z)
= 〈(Λ1 −Λ2)G˜1(·, y), G˜2(·, z)〉, for every y, z ∈ D0,
we have, for every k ∈ {1, . . . ,K},∣∣S˜Uk−1(y, z)∣∣ r2−n0 (ε + δk−1), for every y, z ∈ (D0)r0/3, (4.58)
where C depends on A, L, λ and n.
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sinβ1)0/2. Denote
σ = ah−1λ1 and w = Pk + σν,
where ν denote the exterior unit normal to ∂Dk in Pk . Note that |w − Pk| < 0/2.
Now, let us write S˜Uk−1(w,w) in the following way
S˜Uk−1(w,w) = I1(w)+ I2(w), (4.59)
where
I1(w) =
∫
B0 (Pk)∩Dk
(
γ (1) − γ (2))∇G˜1(·, y) · ∇G˜2(·, z)
and
I2(w) =
∫
Uk−1\(B0 (Pk)∩Dk)
(
γ (1) − γ (2))∇G˜1(·, y) · ∇G˜2(·, z).
By Proposition 3.1 we have ∣∣I2(w)∣∣ CE2−n0 , (4.60)
where C depends on λ and n only.
By Theorem 4.2 we obtain
∣∣I1(w)∣∣= ∣∣γ (1)k − γ (2)k ∣∣∣∣∣∣ ∫
B0 (Pk)∩Dk
∇G˜1(·, y) · ∇G˜2(·, z)
∣∣∣∣
 C1
∣∣γ (1)k − γ (2)k ∣∣σ 2−n −C2Eσϑ+2−n
ϑ0
,
where ϑ is the number introduced in Theorem 4.2 and C1 and C2 depend on M , λ, α and
n only.
By (4.58), (4.59) and (4.60) we have
C1
∣∣γ (1)k − γ (2)k ∣∣σ 2−n  ∣∣I1(w)∣∣+C2Eσϑ+2−n
ϑ0∣∣˜ ∣∣ σϑ+2−n SUk−1(w,w) +C2E
ϑ0
.
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∣∣γ (1)k − γ (2)k ∣∣ C(ε + δk−1 +E)((d1r
)C(
ω
(2(k−1))
1/C
)( r
d1
)C
+
(
r
d1
)ϑ)
, (4.61)
where
ω
(2(k−1))
1/C = ω(2(k−1))1/C
(
ε + δk−1
ε + δk−1 +E
)
and C, C  1, depends on A, L, M , N , α and λ only.
By (4.61) we obtain for every k ∈ {1, . . . ,K}
δk  δk−1 +C(ε + δk−1 +E)
(
ω
(2(k+1))
1/C
(
ε + δk−1
ε + δk−1 +E
))1/C
, (4.62)
where C, C  1, depends on A, L, M , N , α and λ only.
Since δ0 = 0 (4.62) and an iterated application of properties (4.34) and (4.35) yield
∥∥γ (1) − γ (2)∥∥
L∞(Nl )  C(ε +E)
(
ω
(K2)
1/C
(
ε
ε +E
))1/C
,
where C, C  1, depends on A, L, M , N , α and λ only.
Therefore
E C(ε +E)
(
ω
(N2)
1/C
(
ε
ε +E
))1/C
, (4.63)
where C, C > e2, depends on A, L, M , N , α and λ only.
Now, either E  e2ε or E > e2ε. If E > e2ε then by (4.63) we have
1
C
 ω(N
2)
1/C
(
ε
E
)
,
C > e2, depends on A, L, M , N , α and λ only. Therefore
E  1
ω
(−N2)
1/C (1/C)
εand the thesis follows. 
G. Alessandrini, S. Vessella / Advances in Applied Mathematics 35 (2005) 207–241 2375. Proofs of Proposition 3.2 and of Theorem A
In order to prove Proposition 3.2 we need the following result of approximation.
Proposition 5.1. Assume that {γh}h∈N converges to the function γ almost everywhere in Ω .
Let q > n and f ∈ Lq/2(Ω). Let uh,u ∈ H 10 (Ω) be respectively the weak solutions to
div(γh∇uh) = −f and div(γ∇u) = −f in Ω , for every h ∈ N. Then we have
uh → u, strongly in H 10 (Ω) (5.1)
and
uh → u, strongly in L∞(Ω). (5.2)
Proof. We have
div
(
γh∇(uh − u)
)= div((γ − γh)∇u), weakly in Ω,
hence, using uh − u as a test function,∫
Ω
γh∇(uh − u) · ∇(uh − u) =
∫
Ω
(γ − γh)∇u · ∇(uh − u).
Thus, by the ellipticity and by Schwarz inequality,∫
Ω
∣∣∇(uh − u)∣∣2  λ−2 ∫
Ω
|γ − γh|2|∇u|2.
Now
|γ − γh|2|∇u|2  4λ−2|∇u|2, for every h ∈N,
and hence, by dominated convergence (5.1) follows. In order to prove (5.2), we recall that,
being Ω of Lipschitz class, uh and u satisfy a uniform Cϑ(Ω) bound for some ϑ ∈ (0,1)
|uh|ϑ , |u|ϑ  C‖f ‖Lq/2(Ω), for every h ∈ N,
where C only depends on λ, q and on the Lipschitz character of Ω . Hence (5.2) follows
by the interpolation inequality
‖w‖L∞(Ω)  C‖w‖ηL2(Ω)|w|1−η, for all w ∈ Cϑ
(
Ω
)
,
where η = (n + ϑ)/(3n/2 + ϑ) and C only depends on ϑ and on the Lipschitz character
of Ω . 
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subsequence of {γh} which converges almost everywhere to γ in Ω . Let us continue to
denote by {γh} such a subsequence.
For a number q , q > n, let f be a function in Lq/2(Ω) and denote by
u(x) =
∫
Ω
G(z, x)f (z) dz, uh(x) =
∫
Ω
Gh(z, x)f (z) dz.
We have u, uh ∈ H 10 (Ω) and
div(γ∇u) = −f and div(γh∇uh) = −f in Ω.
By Proposition 5.1 we have
uh → u, strongly in L∞(Ω).
Hence ∫
Ω
Gh(z, y)f (z) dz →
∫
Ω
G(z, y)f (z) dz, for every f ∈ Lq/2(Ω),
which implies
Gh(·, y)⇀G(·, y), weakly in L(q/2)′(Ω), for every y ∈ Ω, (5.3)
here (q/2)′ is the conjugate of q/2.
Now, let Q, K be two open subsets of Ω such that Ω \ Q 
= ∅ and K  Ω \ Q and
denote by Q˜ and K˜ open sets satisfying
K ⊂ K˜ Ω, ∂Ω ∩ ∂Q ⊂ ∂Ω, Q˜Ω \ K˜.
Since, for some ϑ ∈ (0,1), Gh(x, ·), G(x, ·) satisfy a Cϑ(K) bound uniformly with respect
to x ∈ Q˜ and h ∈N, we have that the functions∥∥Gh(·, y)−G(·, y)∥∥L∞(Q˜)
satisfy a Cϑ(K) bound uniformly with respect to h ∈N. Thus there exists a sequence {yh}
in K for which
sup
y∈K
∥∥Gh(·, y)−G(·, y)∥∥L∞(Q˜) = ∥∥Gh(·, yh)−G(·, yh)∥∥L∞(Q˜), for every h ∈N.
For the compactness of K we can assume that {yh} converges to a point y ∈ K . Therefore∥ ∥∥Gh(·, yh)−Gh(·, y)∥L∞(Q˜) → 0. (5.4)
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Gh(·, yh)⇀G(·, y), weakly in L(q/2)′
(
Q˜
)
.
Now, as solution to div(γh∇Gh(·, yh)) = 0 in Ω \K the sequence {Gh(·, yh)} is equicon-
tinuous in Q˜. Hence for a subsequence {Gjh(·, yjh)} we have
Gjh(·, yjh) → G(·, y), strongly in L∞
(
Q˜
)
. (5.5)
Taking into account the definition of {yh}, by (5.5) and the triangle inequality we obtain
sup
y∈K
∥∥Gjh(·, y)−G(·, y)∥∥L∞(Q˜) → 0.
Finally, from the Caccioppoli inequality and the limit above we have
lim
h→∞ supy∈K
∥∥Gjh(·, y)−G(·, y)∥∥H 1(Q) = 0.
The above argument also implies that, for any subsequence γjh of γj there exists a sub-
subsequence γjhl such that
lim
l→∞ supy∈K
∥∥Gjhl (·, y)−G(·, y)∥∥H 1(Q) = 0,
and the thesis follows. 
Proof of Theorem A. A careful examination of the arguments in [1] (see also [2,3]) for
the case n 3, and those in [6] for the case n = 2, implies that, posing
ε = ‖Λγ(1) −Λγ(2)‖L(H 1/2(∂Ω),H−1/2(∂Ω)),
E = ∥∥γ (1) − γ (2)∥∥
C2(Ω),
the stability estimate ([1, Theorem 1], [3, Theorem 1.1], [6, Theorem 1]) can be reformu-
lated as follows
∥∥γ (1) − γ (2)∥∥
L∞(Ω)  CEω
(
ε
E
)
,
where ω is a modulus of continuity of the form (1.4) and C > 0 only depends on λ and Ω .
Since γ (1) − γ (2) runs over the finite dimensional linear space spanned by ψ1, . . . ,ψN ,
then we have ∥ ∥ ∥ ∥∥γ (1) − γ (2)∥
L∞(Ω) E K∥γ (1) − γ (2)∥L∞(Ω),
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L∞(Ω) 
1
ω−1
( 1
KC
)ε. 
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