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vRE´SUME´
L’e´tude de la plane`te Mars suscite un inte´reˆt grandissant au sein de la communaute´
scientifique. E´tant donne´ la distance se´parant la Terre de cet astre, ainsi que l’environnement
particulie`rement hostile y re´gnant, son exploration tire avantage de l’utilisation de robots
mobiles (rovers). Les feneˆtres de communication peu nombreuses de meˆme que les de´lais
importants justifient le de´ploiement d’intelligence artificielle sur ces plates-formes mobiles
afin de maximiser leur autonomie. L’un des enjeux primordiaux est alors la capacite´ que
posse`dent de tels robots de naviguer de fac¸on autonome et donc de percevoir l’environnement
au moyen de syste`mes de vision avance´s.
Le projet de recherche dont il est question dans ce me´moire s’articule autour de ce the`me
et est re´alise´ en collaboration avec l’Agence spatiale canadienne (ASC). L’objectif principal
vise la conception d’un syste`me de vision tridimensionnelle permettant a` un robot mobile de
naviguer de fac¸on autonome. Il concerne plus particulie`rement la conception, l’inte´gration et
l’e´tude de CORIAS (COntinuous Range and Intensity Acquisition System), un syste`me de
vision utilisant la technologie lidar (LIght Detection And Ranging). Le syste`me en question
utilise comme capteur principal un lidar LMS111 de la compagnie SICK. L’appareil de´veloppe´
au cours de cette recherche re´pond non seulement a` l’objectif principal, mais il est e´galement
dote´ des caracte´ristiques suivantes :
• La reproduction tridimensionnelle de l’environnement s’effectue dans un rayon maxi-
mum de 20 me`tres.
• L’acquisition des donne´es se fait a` raison d’un de´bit maximal de 27 050 points par
seconde.
• Le temps requis pour balayer comple`tement l’environnement avec des parame`tres d’ope´-
ration typiques (une re´solution de 0,25◦ en e´le´vation et de 0,50◦ en azimut) est d’environ
29 secondes.
• Le syste`me peut transmettre les mesures d’intensite´ associe´es aux points acquis.
• Les re´solutions verticale (e´le´vation) et horizontale (azimut) sont configurables et assez
fines pour de´tecter des obstacles.
• Le syste`me pre´sente un niveau raisonnable de protection face aux conditions environ-
nementales hostiles (poussie`re, pluie, neige, etc).
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CORIAS ne´cessite seulement une alimentation de 24 volts DC et un lien Ethernet pour
eˆtre ope´re´. Il peut ainsi eˆtre installe´ aise´ment sur plusieurs types de plates-formes. L’ordi-
nateur de bord du robot envoie au syste`me de vision les commandes a` accomplir. Le micro-
controˆleur, pie`ce centrale du syste`me, ope`re sous Linux et agit comme serveur TCP-IP. Il
se charge entre autres de la gestion des commandes, ainsi que du pre´conditionnement et du
transfert des donne´es. Le traitement des donne´es s’effectue quant a` lui sur l’ordinateur de
bord, ou` des algorithmes visant a` filtrer les points et a` extraire la surface navigable sont mis
a` contribution.
A` l’e´te´ 2011, CORIAS fut d’abord utilise´ sur le terrain d’e´mulation de Mars (TE´M) de
l’ASC a` des fins de validation. Durant cette campagne de tests qui s’e´chelonna sur trois
jours, plus de 112 balayages complets et ge´ore´fe´rence´s furent acquis avec succe`s. Les donne´es
recueillies lors de cette expe´rience servirent a` ge´ne´rer un mode`le nume´rique du TE´M et furent
diffuse´es a` titre de base de donne´es scientifiques dans l’International Journal of Robotics
Research (IJRR). A` l’e´te´ 2012, CORIAS fut inte´gre´ au robot mobile Juno, une plate-forme
robotique de recherche et de´veloppement utilise´e par l’ASC.
vii
ABSTRACT
The study of Mars is of growing interest among the scientific community. Given the large
distance between this planet and the Earth, as well as the hostile environment prevailing
there, its exploration takes advantage of using rovers. The rare communication windows,
along with the important delays occuring during communications, justify artificial intelligence
deployment on these mobile platforms in order to maximize their autonomy. Hence, one of
the crucial issues is the ability the rover has to autonomously navigate and thus, to properly
detect its environment with the help of advanced vision systems.
The research project discussed in this thesis focuses on this theme and is done in colla-
boration with the Canadian Space Agency (CSA). The main objective is to design a three-
dimensional vision system enabling a mobile robot to navigate autonomously. It relates more
particularly to the design, integration and study of CORIAS (COntinuous Range and Inten-
sity Acquisition System), a vision system using lidar (LIght Detection And Ranging). The
system uses a LMS111, manufactured by SICK, as its main sensor. The device developed
in this research project not only meets the main objective, but it also has the following
characteristics :
• The three-dimensional reproduction of the environment is performed within a 20 meter
radius.
• The maximum data acquisition rate is 27 050 points per second.
• The time required to complete a full-coverage scan performed with typical operation
parameters (0,25◦ elevation and 0,50◦ azimuth resolutions) is around 29 seconds.
• The system is able to transmit the intensity measurements associated with the acquired
points.
• Vertical (elevation) and horizontal (azimuth) resolutions are configurable and fine en-
ough to detect obstacles.
• The system has a reasonable level of protection against bad weather conditions (dust,
rain, snow, etc.).
CORIAS only requires a 24 volts DC power supply and an Ethernet link to be operated.
It can be installed easily on a large variety of platforms. The rover’s on-board computer is
responsible for communicating with the vision system and provides the commands it needs
to accomplish. The microcontroller, which is the central part of the system, operates on
Linux and acts as a TCP-IP server. It is responsible, among other things, for managing
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all the commands, pre-processing data and transferring these to the rover’s computer. Data
processing is then performed on the rover’s onboard computer, where algorithms aiming at
filtering points and extracting the navigable mesh are involved.
In the summer of 2011, CORIAS was first used on CSA’s Mars Emulation Terrain (MET)
for validation purposes. During this three-day test campaign, over 112 georeferenced full-
coverage scans were successfully acquired. The data produced by this experiment was used
to generate MET’s digital elevation map and was shared as a scientific database in the
International Journal of Robotics Research (IJRR). In the summer of 2012, CORIAS was
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1INTRODUCTION
L’eˆtre humain a toujours explore´ l’inconnu pour assurer sa survie et assouvir sa soif
de connaissances. Dans cette perpe´tuelle queˆte, il n’a cesse´ de tourner son regard vers les
astres. De l’e´poque des civilisations anciennes jusqu’a` aujourd’hui, en passant par Copernic
puis Galile´e, l’e´tude des corps ce´lestes a permis d’obtenir des re´ponses a` des questions aussi
importantes que fondamentales. L’astronomie est probablement la plus vieille des sciences
physiques e´tudie´es par l’homme (Waerden et Huber, 1973). Au fil du temps, des outils de
plus en plus spe´cialise´s ont vu le jour et ont contribue´ a` repousser les frontie`res de l’inexplore´.
De´butant a` la fin des anne´es 1950, l’e`re spatiale a ajoute´ une toute nouvelle dimension a`
l’e´tude des astres : l’exploration spatiale. Durant la guerre froide, c’est dans la fre´ne´sie de
la course a` l’espace qu’une grande quantite´ d’engins ont ainsi quitte´ l’atmosphe`re terrestre
afin d’accomplir des missions scientifiques de tous genres. C’est a` cette e´poque que plusieurs
sondes furent envoye´es avec succe`s vers la Lune. En 1966, pour la premie`re fois de l’histoire,
les Sovie´tiques re´ussirent a` faire atterrir une sonde (Luna 9 ) sur la Lune. Les Ame´ricains
accomplirent le meˆme exploit quelques mois plus tard avec la sonde Surveyor 1. En juillet
1969, c’est l’apoge´e du programme spatial ame´ricain Apollo, avec le succe`s d’Apollo 11, la
toute premie`re mission habite´e sur la Lune.
C’est aussi durant cette pe´riode qu’a de´bute´ l’envoi de sondes vers d’autres plane`tes du
syste`me solaire, dont Mars. La communaute´ scientifique commenc¸a a` accorder un inte´reˆt
grandissant a` cette dernie`re en raison, entre autres, de ses caracte´ristiques et de son histoire
similaires a` celles de la Terre (NASA, 2013d). Cependant, vu la distance importante se´parant
la Terre de cet astre, ainsi que l’environnement hostile y re´gnant, son exploration pose un
de´fi important. C’est ce qui explique que, depuis 1960, un peu plus de la moitie´ des missions
visant a` envoyer des sondes vers Mars se sont solde´es par des e´checs (NASA, 2013a). Il existe
ne´anmoins plusieurs grands succe`s. Par exemple, en 1976, les missions Viking 1 et 2 pose`rent
pour la premie`re fois des engins sur Mars. En 1997, plus de deux de´cennies apre`s, la mission
Mars Pathfinder y fit de´ployer pour la premie`re fois un robot mobile : Sojourner. En 2004, les
robots Spirit et Opportunity de´bute`rent une mission qui leur fit parcourir, jusqu’a` pre´sent,
plus d’une quarantaine de kilome`tres au total (NASA, 2013c). Tout re´cemment, en 2012, le
robot mobile Curiosity fut de´ploye´ avec succe`s et amorc¸a une mission scientifique d’envergure
qui, en principe, devrait durer au moins deux ans.
E´tant donne´ les feneˆtres de communication limite´es entre la Terre et Mars, de meˆme que
les de´lais importants affectant les communications (environ 20 minutes en moyenne (NASA,
2013b)), la te´le´ope´ration des robots mobiles reste ardue. De la` l’inte´reˆt important d’augmenter
l’autonomie de ces engins afin de maximiser la distance franchissable et du meˆme coup, les
2retombe´s scientifiques. C’est ce qui explique que les futurs robots explorateurs de plane`tes
seront appele´s a` parcourir de fac¸on autonome une distance conside´rable. L’un des enjeux
primordiaux est alors leur capacite´ de percevoir l’environnement au moyen de syste`mes de
vision avance´s.
C’est dans ce contexte que viennent s’inse`rer les travaux de recherche en exploration
plane´taire de l’agence spatiale canadienne (ASC). Dans l’approche mise de l’avant par l’ASC,
un robot perc¸oit et interpre`te son environnement avant de se de´placer. Pour re´aliser cette
fonction de perception, l’ASC pre´conise depuis plusieurs anne´es l’utilisation de la technologie
lidar (LIght Detection And Ranging) (Dupuis et al., 2005; Gingras et al., 2010). Or, les
capteurs lidars 3D actuellement disponibles sur le marche´ restent peu adapte´s aux activite´s de
recherche mene´es par l’ASC. En outre, bien que le syste`me de vision pre´sente´ dans les travaux
de Lamarche (2009) ait bien servi les activite´s de recherche de l’ASC ces dernie`res anne´es,
il requiert ne´anmoins un de´lai important pour acque´rir une repre´sentation 3D comple`te de
l’environnement. De plus, de nouvelles technologies e´tant depuis apparues sur le marche´, il
e´tait maintenant possible de concevoir un syste`me plus performant et donc, de re´pondre a`
cette proble´matique. Ce me´moire pre´sente ainsi la conception, l’inte´gration et l’e´tude d’un
nouveau syste`me de vision tridimensionnelle base´ sur la technologie lidar et adapte´ a` la
navigation des robots mobiles en terrain inconnu.
L’ouvrage est divise´ en six chapitres. Le premier contextualise la recherche en pre´sentant
plusieurs types de syste`mes de vision en fonction sur des robots mobiles autonomes mention-
ne´s dans la litte´rature. Il revoit aussi certaines me´thodes e´tablies permettant de caracte´riser
et d’e´talonner ces appareils. Il e´tudie enfin le traitement des donne´es, particulie`rement en ce
qui a trait aux mesures d’intensite´. Le second chapitre pre´sente d’abord certains principes de
la navigation autonome mis de l’avant par l’ASC, ce qui permet ensuite de de´finir l’objectif
global et les objectifs spe´cifiques vise´s par la recherche. Le troisie`me chapitre de´taille quant
a` lui la conception du syste`me de vision tant au niveau me´canique, e´lectrique que logiciel.
Le chapitre suivant expose la me´thodologie et les re´sultats relie´s a` la caracte´risation et a`
l’e´talonnage. Le cinquie`me chapitre aborde le traitement des donne´es. Il de´bute par la revue
de certains des algorithmes utilise´s par l’ASC pour le filtrage et l’extraction de la surface
navigable, et s’attarde ensuite sur la me´thode employe´e pour traiter les mesures d’intensite´
produites par le syste`me. Finalement, le dernier chapitre fait e´tat des principaux re´sultats
de´coulant de l’exe´cution du projet de recherche. Il pre´sente les caracte´ristiques globales du
syste`me de vision conc¸u, explique la proce´dure de validation et expose le de´roulement de
quelques expe´riences de navigation autonome re´alise´es en utilisant l’appareil de vision de´ve-
loppe´. C’est aussi dans ce dernier chapitre que les avantages et les limitations sont analyse´s,
de meˆme que certains proble`mes rencontre´s au cours de la recherche.
3CHAPITRE 1
REVUE DE LITTE´RATURE
Dans un premier temps, ce chapitre vise a` pre´senter diffe´rents syste`mes de vision couram-
ment utilise´s en robotique mobile. L’accent est d’abord mis sur l’e´tat de l’art dans ce domaine.
De nombreux exemples de robots mobiles pertinents au contexte d’application seront cite´s
a` titre comparatif. De plus, les raisons pour lesquelles la technologie lidar fut choisie seront
clairement identifie´es.
Par la suite, l’implantation des appareils de vision de type lidar a` bord de robots mobiles
est approfondie. Dans cette optique, un des aspects importants est d’abord d’identifier les
parame`tres qui influencent les mesures du capteur et de quantifier leur effet (caracte´risa-
tion). Aussi, afin d’assurer une pre´cision et une re´pe´tabilite´ accrues, il est ne´cessaire d’e´tablir
une proce´dure d’e´talonnage ade´quate du syste`me de vision. Ensemble, l’e´talonnage et la ca-
racte´risation permettent de tirer le maximum d’information des donne´es acquises, d’ou` leur
importance primordiale. L’e´tude de plusieurs travaux touchant ces deux the`mes est pre´sente´e
en soulignant justement les me´thodes desquelles s’inspirent la caracte´risation et l’e´talonnage
de CORIAS.
Un sujet intimement lie´ a` l’implantation d’un syste`me de vision est certainement le trai-
tement des donne´es qu’il ge´ne`re. Un survol de certaines des recherches effectue´es dans le
domaine du traitement des nuages de points est donc re´alise´. Un inte´reˆt particulier est ac-
corde´ au traitement spe´cial que ne´cessitent les valeurs d’intensite´ en soulignant la valeur
ajoute´e que repre´sentent ces donne´es dans le cadre de la navigation autonome.
1.1 Les syste`mes de vision couramment utilise´s en navigation autonome
Cette section pre´sente les principaux moyens de vision employe´s dans le domaine de la
robotique mobile. Elle se limite cependant aux syste`mes les plus couramment utilise´s et les
plus pertinents pour l’application inhe´rente a` cette recherche.
1.1.1 Came´ra ste´re´oscopique
La came´ra ste´re´oscopique est un syste`me compose´ de deux (ou plus de deux) capteurs
optiques passifs permettant d’obtenir non seulement l’image, mais aussi la profondeur des
pixels se trouvant dans leur champ de vision commun. Le principe de fonctionnement de cet
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Figure 1.1 Principe de la vision ste´re´oscopique
Soit un point P observe´ simultane´ment par deux capteurs optiques identiques oriente´s
paralle`lement l’un par rapport a` l’autre et se´pare´s d’une distance ∆ connue. Ici, ce qui doit
eˆtre de´termine´ est la profondeur ZR de ce point par rapport a` un repe`re de re´fe´rence note´
R situe´ arbitrairement au centre des deux appareils. La distance DF est la longueur existant
entre le point focal du capteur et son espace image 1. Il est e´vident que le point P sera
repre´sente´ de manie`re diffe´rente dans l’espace image de chacun des capteurs optiques. C’est
cette diffe´rence dans la repre´sentation, appele´e disparite´, qui permet de trouver la profondeur
ZR. La me´thode utilise´e pour identifier cette profondeur est assez directe et repose sur le
raisonnement ge´ome´trique illustre´ a` la figure 1.2.
1. L’espace image d’un capteur optique correspond au plan dans lequel l’image re´elle est reconstitue´e par







Figure 1.2 Identification de la profondeur ZR a` l’aide de la disparite´ (yG − yD)
Elle repose sur une proprie´te´ des triangles semblables :












La came´ra ste´re´oscopique est l’un des syste`mes de vision tre`s populaires utilise´s pour la
navigation autonome et aussi l’un des plus anciens. Beaucoup d’e´quipes de recherche utilisent
ce moyen pour obtenir une repre´sentation tridimensionnelle de l’environnement dans lequel
un robot e´volue. Dans la litte´rature, il s’agit de l’approche la plus populaire pour re´pondre
au proble`me de la localisation et de la cartographie simultane´es (SLAM) (Tong et Barfoot,
2011). D’ailleurs, tous les robots mobiles martiens envoye´s a` ce jour par la NASA utilisent
ce moyen comme principal outil de vision. Le ce´le`bre Sojourner, premier robot mobile ayant
ope´re´ avec succe`s sur Mars, posse´de une came´ra ste´re´oscopique produisant des images en
noir et blanc. Celle-ci servait a` la navigation, mais aussi a` l’e´vitement d’obstacles et a` la
gestion d’expe´riences scientifiques (Stone, 1996; Mishkin et al., 1998). Les MERs Spirit et
Opportunity utilisent 4 came´ras ste´re´oscopiques (une Pancam, une Navcam et deux Hazcams)
entre autres pour la navigation, l’odome´trie visuelle et la cartographie des lieux (Maki et al.,
62003; Bell et al., 2003; Cheng et al., 2005; Maimone et al., 2007). Le robot mobile Curiosity, la
toute dernie`re plate-forme mobile de la NASA pose´e sur Mars en aouˆt 2012, utilise 6 came´ras
ste´re´oscopiques : quatre Hazcams et deux Navcams, qui sont exactement les meˆmes Hazcams
et Navcams que celles installe´es sur les MERs (Maki et al., 2012).
La came´ra ste´re´oscopique posse`de l’avantage d’eˆtre peu couˆteuse, de consommer peu
d’e´nergie et d’avoir une petite masse comparativement a` d’autres syste`mes de vision. Beau-
coup de mode`les ne posse`dent aucune pie`ce mobile, les rendant moins susceptibles aux bris
et donc plus inte´ressants pour la navigation sur d’autres plane`tes. Pour les applications ter-
restres, la grande varie´te´ de mode`les disponibles sur le marche´ permet de cibler les besoins
particuliers d’un robot et de son environnement.
Par contre, un de´savantage net lie´ a` l’utilisation de la came´ra ste´re´oscopique est sa de´-
pendance aux conditions d’e´clairage ambiant. Ceci est duˆ a` la nature passive des capteurs
optiques. Dans un environnement obscur, ce syste`me de vision ne ge´ne`re pas de donne´es
utilisables. Dans le contexte de l’exploration plane´taire, cela se traduit par un syste`me in-
utile pour la navigation nocturne, ce qui le rend tre`s contraignant. Par exemple, Furgale et
Barfoot (2010) pre´sentent des expe´riences de localisation par vision ste´re´oscopique qui se
soldent par des e´checs lorsque l’e´clairage ambiant est insuffisant. A` l’inverse, un e´clairage
trop intense peut produire de l’e´blouissement et rendre difficile, voire impossible, l’obtention
de repre´sentations tridimensionnelles de qualite´. L’ide´e d’utiliser alors un syste`me actif tel
que la technologie lidar est attrayante, entre autres parce que ces syste`mes sont peu sensibles
aux conditions d’e´clairage. La came´ra ste´re´oscopique ne´cessite e´galement un traitement in-
formatique important avant d’obtenir une sce`ne en trois dimensions (Hebert, 2000). Ceci est
duˆ en grande partie au de´fi important pose´ par la vision ste´re´oscopique : la recherche de
correspondance. Cette recherche consiste a` trouver une paire de points correspondants dans
les images rec¸ues par les capteurs optiques, ce qui n’est pas trivial. La recherche de corres-
pondance utilise les notions de plan e´pipolaire et de ligne e´pipolaire (voir figure 1.1). Le plan
e´pipolaire est de´fini par trois points : le point mesure´ et le point focal des capteurs optiques
gauche et droit. L’intersection du plan e´pipolaire avec l’espace image est la ligne e´pipolaire.
Il se trouve qu’a` chacun des points d’une ligne e´pipolaire de l’espace image gauche est associe´
un point sur la ligne e´pipolaire droite correspondante, ce qui permet de re´duire le proble`me
d’appariement des points a` une recherche dans une seule dimension (Yong-guo et al., 2012).
Les techniques utilise´es sont typiquement la me´thode des moindres carre´s ou l’analyse de
corre´lation. Pour chaque ligne e´pipolaire, il faut effectuer cette recherche de correspondance
pour obtenir la profondeur des pixels. Malgre´ cette re´alite´, la plupart des syste`mes ste´re´osco-
piques utilisent leur propre carte graphique pour effectuer ces ope´rations et les ordinateurs
d’aujourd’hui sont assez puissants pour soutenir ces ope´rations en temps re´el ou presque.
7Ne´anmoins, la qualite´ des images 3D de´pend directement du succe`s a` apparier les points et
cet appariement est difficile dans des environnements pre´sentant peu de particularite´s 2. Fi-
nalement, ce type de syste`me de vision souffre e´galement de son principe de fonctionnement
par triangulation (Hebert, 2000). En effet, plus la distance (∆) se´parant les capteurs optiques
est grande, meilleure sera la re´solution, mais plus le proble`me de correspondance sera difficile
a` re´soudre. De plus, la pre´cision sur la profondeur calcule´e ainsi que la profondeur maximale
pouvant eˆtre mesure´e sont ge´ne´ralement infe´rieures a` celles des capteurs lidars.
1.1.2 Lidar
Le lidar est un capteur actif de plus en plus utilise´ en robotique mobile, se servant du
laser comme me´dium de mesure. Il existe plusieurs types de lidars et ces derniers peuvent eˆtre
regroupe´s en deux cate´gories disctinctes : les lidars analytiques et les lidars de cartographie
(Litvak et al., 2012). Cette section s’attarde exclusivement sur la dernie`re cate´gorie, e´tant
donne´ que les lidars analytiques ne sont pas utilise´s pour la navigation autonome. Quatre
principes de fonctionnement re´gissent les lidars de cartographie, Lamarche (2009) en fait un
bon tour d’horizon.
Le principe de mesure du temps de vol d’impulsion laser consiste a` mesurer le temps pris
par une impulsion laser pour parcourir l’aller-retour entre le lidar et une cible. La distance
entre le lidar et la cible est ensuite de´termine´e directement par cette mesure.
Le principe de diffe´rence de phase consiste a` e´mettre un signal laser module´ en amplitude
a` haute fre´quence qui sera re´fle´chi par une cible et dont la re´flexion sera ensuite capte´e par le
re´cepteur. La mesure du de´phasage entre le signal e´mis et le signal rec¸u permet d’obtenir la
distance entre le lidar et la cible. Dans la litte´rature cette me´thode est parfois de´signe´e par
le terme AM-CW pour Amplitude Modulated-Continuous Wave.
Le principe de de´tection de cohe´rence, ne´cessite l’e´mission d’un signal laser module´ en
fre´quence. Le signal e´mis frappe alors une cible qui le re´fle´chit vers le re´cepteur. La fre´quence
de battement obtenue en me´langeant le signal source avec le signal capte´ permet de de´terminer
la distance entre le lidar et la cible. Dans la litte´rature, cette me´thode est parfois nomme´e
FM-CW pour Frequency Modulated-Continuous Wave.
Finalement, le principe de mesure par triangulation consiste a` e´mettre un faisceau laser
non-module´. Une se´rie de capteurs sont installe´s pour capter la re´flexion de ce faisceau sur une
cible. L’endroit ou` la re´flexion est capte´e permet de de´terminer par triangulation la distance
entre le lidar et la cible.
2. Un exemple d’un tel environnement serait une plaine de couleur uniforme. Dans ce contexte, le proble`me
d’appariement est difficile a` re´soudre.
8Lidar 2D
Ge´ne´ralement, un lidar 2D fonctionne a` l’aide d’un me´canisme de balayage rotatif, tel que










Figure 1.3 Principe de fonctionnement du lidar 2D
Dans la litte´rature, plusieurs exemples de robots utilisant ce type de capteurs peuvent
eˆtre re´pertorie´s. Tseng et al. (2010) e´tudient la navigation d’un petit robot autonome, dans
un environnement inte´rieur, a` l’aide d’un SICK LMS100 balayant dans un plan horizontal
fixe. Il est e´vident que ce syste`me de vision offre des moyens limite´s lorsqu’utilise´ seul. Par
exemple, les obstacles situe´s strictement au-dessus ou en-dessous du plan d’acquisition ne
sont pas visibles et peuvent compromettre une navigation se´curitaire. Une autre utilisation
populaire des lidars 2D est la cartographie. Thrun et al. (2003); Hahnel et al. (2004); Maurelli
et al. (2009) utilisent tous des lidars 2D installe´s sur des plates-formes mobiles pour ge´ne´rer
des cartes 3D. Le principe consiste a` de´placer une plate-forme sur laquelle un de ces capteurs
est embarque´ et de superposer ensuite chacun des plans balaye´s. Ayant une repre´sentation
tridimensionnelle de l’environnement, il est alors possible d’utiliser l’information pour faire
de la navigation autonome. Cette approche peut toutefois eˆtre contraignante dans la mesure
ou` elle ne´cessite un de´placement afin de pouvoir repre´senter l’environnement.
9Lidar 3D
Le capteur lidar 3D est un moyen de vision tout indique´ permettant la navigation auto-
nome de plates-formes mobiles et ce, dans e´norme´ment de contextes diffe´rents. Son principe
de fonctionnement est ge´ne´ralement le meˆme que celui du lidar 2D a` la diffe´rence pre`s que
le lidar 3D posse`de un me´canisme supple´mentaire permettant l’acquisition dans la troisie`me
dimension. Il existe plusieurs approches pour obtenir un tel lidar 3D en utilisant un lidar 2D
commercial. La figure 1.4 illustre certaines de ces me´thodes. Wulf et Wagner (2003) font la





Figure 1.4 Diverses me´thodes de balayage des lidars 3D
Une me´thode tre`s populaire est de faire pivoter le lidar 2D autour d’un axe horizontal.
Dans la litte´rature, cette me´thode re´fe`re au balayage en tangage (ou pitching-scan). Broten
et Collier (2006) conc¸oivent un lidar 3D a` l’aide d’un SICK LMS211 pivotant de manie`re
continue selon cette me´thode. Dans la meˆme ligne´e, Baker et al. (2004) utilisent deux SICK
LMS200 (un a` l’avant, l’autre a` l’arrie`re) a` bord d’un robot explorateur de mines qui effectue
aussi la cartographie des lieux. Surmann et al. (2003); Muller et al. (2006) outillent leur plate-
forme mobile avec un SICK LMS200 installe´ dans cette configuration pour la localisation et la
cartographie simultane´es (SLAM). Un lidar 3D tre`s performant aussi base´ sur cette approche,
utilisant cette fois un Hokuyo UTM-30LX, est pre´sente´ par Morales et al. (2011). Il s’agit d’un
syste`me de vision tre`s rapide qui pe`se moins d’un kilogramme, tout en restant relativement
abordable. Ge´ne´ralement, le balayage en tangage est utilise´ pour balayer un volume situe´
a` l’avant du robot mobile. Un avantage lie´ a` cette me´thode est qu’elle permet l’acquisition
rapide des points situe´s dans cette re´gion. C’est aussi une configuration qui permet de faire
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des balayages a` couverture totale 3 de manie`re efficace. Toutefois, les me´canismes ne´cessaires a`
la re´alisation de ce genre de balayage sont ge´ne´ralement plus massifs et donc plus e´nergivores
que ceux necessite´s, par exemple, pour le balayage en azimut.
Une autre me´thode consiste a` faire pivoter le lidar 2D autour d’un axe vertical. Dans la
litte´rature, cette me´thode est nomme´e « balayage en azimut » (ou yawing-scan). Brenneke
et al. (2003) utilisent cette fac¸on de faire avec un SICK LMS291 pour la localisation et la
cartographie simultane´es. Wulf et al. (2004) pre´sentent e´galement un lidar 3D utilisant cette
configuration avec un SICK LMS291. L’inte´reˆt dans ce dernier syste`me est l’utilisation de
collecteurs tournants (slip rings) permettant une rotation continue en azimut, sans limite de
course. Finalement, le balayage en azimut est aussi la me´thode utilise´e par l’ASC ces dernie`res
anne´es (Rekleitis et al., 2008; Dupuis et al., 2008; Rekleitis et al., 2009a,b; Gingras et al.,
2010). Lamarche (2009) de´taille la conception et l’inte´gration du lidar 3D en service avant la
re´alisation de CORIAS, utilisant un SICK LMS200 monte´ pour le balayage en azimut. Cette
configuration est mieux adapte´e pour re´aliser une acquisition a` couverture totale, bien qu’il
soit toujours possible de couvrir une seule re´gion d’inte´reˆt. D’un autre coˆte´, compare´s aux
syste`mes a` balayage en tangage, les syste`mes a` balayage en azimut ne´cessitent ge´ne´ralement
plus de temps pour de´tecter la re´gion situe´e a` l’avant d’un robot.
La litte´rature pre´sente e´galement quelques exemples de balayage en roulis (ou rolling-
scan), malgre´ que ce soit une approche moins populaire. Wulf et Wagner (2003) proposent
un lidar 3D utilisant ce mode de balayage. Cette fac¸on de faire donne de bons re´sultats, mais
elle permet seulement de voir vers l’avant, ce qui n’est pas optimal pour les techniques de
localisation base´es sur la vision.
La litte´rature pre´sente d’autres configurations moins communes de lidars 3D utilisant des
lidars 2D commerciaux. Par exemple, Ryde et Hu (2008); Schlemper et al. (2011) emploient
respectivement un LMS200 et un LMS221 avec un miroir plat pivotant qui de´vie les rayons
laser du capteur vers une re´gion situe´e directement a` l’avant du robot mobile. Ceci procure
l’avantage de re´duire la masse de l’appareillage a` mouvoir puisque c’est le miroir qui pivote
au lieu du capteur. Par contre, le champ de vision du capteur se trouve diminue´ par cette
configuration, e´tant donne´ que seul un sous-ensemble de rayons laser peut eˆtre re´fle´chi par le
miroir. Aussi, le miroir pivote seulement dans un intervalle angulaire limite´, au-dela` duquel les
rayons ne sont plus re´fle´chis ou sont re´fle´chis vers des re´gions peu pertinentes telles que vers le
haut. Ces deux faits ont comme conse´quence une couverture tre`s limite´e de l’environnement
dans lequel se trouve le robot. Ng et al. (2004) utilisent un miroir hexagonal au lieu d’un
miroir plat simple pour re´fle´chir les rayons laser. Ceci permet la rotation continue du miroir
3. Un balayage a` couverture totale de´signe un balayage couvrant entie`rement l’environnement, e.g. 360◦
en azimut par 180◦ en e´le´vation.
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et assure une acquisition plus naturelle offrant en outre une plus grande rapidite´. Cependant,
ce syste`me souffre aussi d’une couverture re´duite de l’environnement.
Plusieurs compagnies commercialisent les lidars 3D. Ces derniers sont utilise´s dans une
vaste e´tendue d’applications allant de la reproduction 3D d’objets pour l’inge´nierie inverse,
ou encore la cre´ation de cartes topographiques, jusqu’au domaine de la navigation autonome
de robots mobiles. Des mode`les populaires de lidar 3D disponibles sur le marche´ sont les
HDL-32E 4 et HDL-64E4 ainsi que le ILRIS-3D 5. La voiture autonome de Google utilise
un Velodyne HDL-64E comme capteur principal (Guizzo, 2011). Fong et al. (2008); McMa-
nus et al. (2011) utilisent quant a` eux un ILRIS-3D pour la navigation autonome de leur
robot mobile. En 2007, l’ASC utilisait aussi un ILRIS-3D embarque´ sur une plate-forme mo-
bile P2AT 6 pour ses expe´riences de navigation autonome (Bakambu et al., 2006; Rekleitis
et al., 2007a,b). Cependant, puisque ces produits sont souvent tre`s dispendieux et/ou lourds
et/ou e´nergivores, il s’ave`re souvent plus approprie´ de concevoir un lidar 3D a` partir d’un
lidar 2D commercial. A` cet effet, les lidars 2D les plus populaires utilise´s par ces syste`mes
sont sans contredit les produits de la compagnie SICK AG et Hokuyo Automatic Company.
Al-Temeemy (2011) utilise quant a` lui le lidar 1D AR-4000LV 7 embarque´ sur une unite´ pa-
noramique et basculante (pan-tilt unit) pour obtenir un lidar 3D. Ce syste`me est cependant
mieux adapte´ a` la reconstruction tridimensionnelle d’objets qu’a` la navigation autonome.
Un avantage net lie´ a` l’utilisation d’un syste`me actif de type lidar est qu’il n’est pas
sensible aux conditions d’e´clairage ambiant et fonctionne bien meˆme dans l’obscurite´ totale.
Les distances maximales pouvant eˆtre acquises varient en fonction des appareils, mais peuvent
atteindre quelques centaines de me`tres. Il existe des lidars pouvant sonder jusqu’a` quelques
kilome`tres, mais ces derniers sont plus massifs et moins souvent propices a` la robotique mobile.
La pre´cision sur les mesures de distance est en ge´ne´ral de l’ordre de quelques millime`tres et
ce, meˆme a` de grandes distances. La vitesse d’acquisition est habituellement tre`s rapide,
variant de quelques centaines de points par seconde pour les syste`mes lents, jusqu’a` plusieurs
centaines de milliers de points par seconde pour les syste`mes rapides. A` titre d’exemple, le
lidar ILRIS-3D ge´ne`re 2000 points par seconde (Tripp et al., 2003), le Hokuyo UTM-30LX et
le SICK LMS111 produisent environ 27 000 points par seconde (Hokuyo, 2009; SICK, 2012)
tandis que le Velodyne HDL-64E produit pas moins de 1,3 million de points par seconde
(Velodyne, 2010b).
D’un autre coˆte´, les lidars 3D sont munis de plusieurs pie`ces mobiles, ce qui les rend
plus sujets aux bris me´caniques. De plus, le capteur lidar peut ge´ne´rer de fausses mesures
4. Velodyne Lidar Inc.
5. Optech Inc.
6. Marque de´pose´e MobileRobots de Adept Technology Inc.
7. Marque de´pose´e Acuity de Schmitt Industries Inc.
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lorsqu’en pre´sence de mate´riaux tre`s re´fle´chissants comme les me´taux polis et le verre. Ce
de´faut s’explique par le fait qu’il se produit une re´flexion quasi spe´culaire losqu’un rayon laser
percute un mate´riau tre`s re´fle´chissant. Un autre phe´nome`ne inde´sirable survient lorsqu’un
seul rayon laser incident percute deux cibles de distances diffe´rentes. Quand cela se produit,
une double re´flexion est renvoye´e vers le lidar. La fac¸on dont ce dernier ge`re les multire´flexions
de´pend alors de son principe de fonctionnement. Souvent, les appareils fonctionnant sous
le principe de mesure du temps de vol d’impulsion laser effectuent alors une moyenne du
temps de vol des deux re´flexions, ponde´re´e par l’intensite´ de ces dernie`res, pour de´terminer la
distance. Le re´sultat obtenu est un point non pas situe´ sur l’une ou l’autre des surfaces, mais
bien entre les deux. Ce phe´nome`ne est mieux connu dans la litte´rature sous le nom du pixel
mixte (mixed pixel). Les mate´riaux pouvant ge´ne´rer ce genre de proble`me sont typiquement
les mate´riaux translucides tels que la vitre, le plastique transparent et l’eau (donc la pluie).
Ce phe´nome`ne survient aussi aux extre´mite´s des objets sonde´s. Sa fre´quence d’apparition est
aussi accentue´e par le fait qu’en pratique, le laser est imparfait et qu’il posse`de un angle de
divergence non nul. Le principe des pixels mixtes est illustre´ a` la figure 1.5. Aussi, les lidars
sont souvent plus lourds et plus e´nergivores que d’autres types de syste`mes de vision, e´tant
donne´ leur me´canisme plus complexe. Cependant, des lidars de plus en plus le´gers et peu
e´nergivores voient le jour anne´e apre`s anne´e. Les lidars Hokuyo sont re´pute´s pour eˆtre des
syste`mes tre`s le´gers. Par exemple, les mode`les UTM-30LX et UTM-30LN ne pe`sent que 210






Figure 1.5 Phe´nome`ne des pixels mixtes
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L’e´volution des lidars permettra vraisemblablement d’en e´quiper les futurs robots mo-
biles qui exploreront les objets ce´lestes. D’ailleurs, la technologie posse`de de´ja` du temps de
vol spatial. Par exemple, le TriDAR (Triangulation and Lidar) fabrique´ par Neptec est un
appareil ayant participe´ a` des missions spatiales et qui est constitue´ de deux sous-syste`mes
de vision utilise´s de manie`re comple´mentaire : un syste`me de triangulation active et un lidar
fonctionnant selon le principe de mesure du temps de vol (Ruel et Luu, 2010). Cet outil de
vision fut utilise´ avec succe`s pour le rendez-vous et l’amarrage du vaisseau Discovery a` la
station spatiale internationnale lors de la mission STS-128. Il fut ensuite de nouveau utilise´
lors des missions STS-131 et STS-135. D’autres types de lidar furent embarque´s a` bord de cer-
tains satellites 8. Un lidar analytique e´tait aussi embarque´ a` bord de Phoenix, une plate-forme
robotique stationnaire qui a atterri sur Mars en 2008. Bien qu’a` ce jour aucun lidar 3D n’ait
e´te´ inte´gre´ a` des robots autonomes explorateurs de plane`te, il s’agit d’un sujet d’actualite´
e´tudie´ par plusieurs agences spatiales dont l’ASC (Rekleitis et al., 2009a).
1.1.3 Syste`mes de vision a` capteurs mixtes
Le principe des syste`mes de vision a` capteurs mixtes est de fusionner de fac¸on comple´men-
taire l’information provenant de diffe´rentes technologies de capteur pour re´aliser un syste`me
global plus performant. C’est de´sormais un standard en robotique mobile, la plupart des ro-
bots performants d’aujourd’hui e´tant e´quipe´s de tels syste`mes. E´norme´ment de combinaisons
technologiques sont possibles pour optimiser la navigation des robots autonomes.
Par exemple, les cinq ve´hicules autonomes ayant re´ussi a` franchir la ligne d’arrive´e du
Grand Darpa Challenge 2005 utilisaient tous des syste`mes de vision a` capteurs mixtes. Stan-
ley, le robot qui a remporte´ l’e´preuve, utilise 5 lidars 2D dispose´s sur le haut du ve´hicule
pour la perception de l’environnement a` courte distance, une came´ra vide´o couleur pour
la perception a` moyenne distance et deux RADARs pour la de´tection des gros obstacles a`
de grandes distances (Thrun et al., 2006). Sandstorm et H1ghlander, arrive´s respectivement
en deuxie`me et en troisie`me positions, utilisent chacun 4 lidars 2D SICK LMS291 pour les
courtes distances et un lidar 2D Riegl LMS-Q140i pour les plus longues distances, Sandstorm
posse`de en plus un RADAR pour la longue porte´e (Urmson et al., 2006). Les radars sont fre´-
quemment utilise´s en comple´ment aux lidars entre autres puisqu’ils ont l’avantage de ne pas
eˆtre sensibles aux matie`res en suspension tel que la poussie`re, la pluie et la fume´e. En effet,
la plupart de ces appareils utilisent une longueur d’onde qui pe´ne`tre ce genre de substances
qui nuisent toutefois aux lidars, d’ou` l’inte´reˆt d’utiliser conjointement ces deux capteurs.
8. Daukantas (2009) fait une bonne revue des satellites et des autres types d’engins spatiaux sur lesquels
des lidars furent installe´s.
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Surmann et al. (2003) fusionnent une came´ra avec un lidar 3D pour recaler des textures
sur les nuages de points acquis. Le robot utilise´ par Lamon et al. (2006) met en oeuvre trois
lidars 2D, un lidar 3D et deux came´ras vide´o. Similairement au travail pre´ce´dent, les auteurs
fusionnent les donne´es du lidar 3D avec celles d’une des came´ras vide´o afin de recaler des
textures sur les nuages de points acquis. L’inte´reˆt de cette fusion e´tant de faciliter l’identi-
fication des diffe´rents objets composant la sce`ne 3D en se servant de la couleur. La came´ra
permet donc de segmenter et de classifier plus aise´ment les nuages de points.
Une nouvelle approche de plus en plus populaire consiste a` fusionner le lidar 3D avec la ca-
me´ra ste´re´oscopique. D’ailleurs, Litvak et al. (2012) soutiennent qu’il s’agit la` d’une tendance
dans le de´veloppement de syste`mes de vision pour l’exploration spatiale extraplane´taire. La
fusion des donne´es ge´ne´re´es peut se faire a priori et/ou a posteriori. Dans la fusion a priori,
les donne´es acquises par un lidar 2D ou 3D servent a` diminuer le temps de calcul informa-
tique que ne´cessite le proble`me d’appariement des points de la came´ra ste´re´oscopique, tel que
pre´sente´ dans l’article de Badino et al. (2011). La fusion a posteriori consiste quant a` elle a`
utiliser les donne´es ge´ne´re´es par les deux capteurs pour produire une carte tridimensionnelle
ame´liore´e, tel que re´alise´ par Ronnholm et al. (2007).
1.1.4 Autres
D’autres types de capteurs moins adapte´s a` l’application dont il est question dans la
pre´sente recherche sont cependant utilise´s par d’autres genres de robots. Sans en faire le tour
complet, certains restent ne´anmoins dignes de mention.
Radar
Le radar est peu souvent utilise´ seul pour la navigation autonome. Par contre, il peut eˆtre
utile pour la fusion avec d’autres technologies comple´mentaires. La plupart des radars utilise´s
dans le cadre de la navigation autonome servent a` de´tecter des obstacles potentiels. Ces
appareils e´mettent ge´ne´ralement un signal radio EHF (Extremely High Frequency) ayant une
longueur d’onde de l’ordre du millime`tre. Ils peuvent habituellement sonder a` des distances
allant jusqu’a` quelques centaines de me`tres. Une application assez re´pandue de ces capteurs
est le re´gulateur de vitesse adaptatif. Gholamhossein et Khaloozadeh (2008) pre´sentent un tel
exemple d’application et se basent uniquement sur le radar pour de´tecter les autres ve´hicules
et choisir une vitesse approprie´e. Les trois premiers robots mobiles ayant termine´ le Grand
Darpa Challenge 2005 utilisaient aussi un radar pour de´tecter les gros obstacles e´loigne´s
(Thrun et al., 2006; Urmson et al., 2006).
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Sonar
Le sonar a l’avantage d’eˆtre e´conomique, mais posse`de une pre´cision limite´e et une incer-
titude importante au niveau de l’angle auquel les distances sont mesure´es. Aussi, la porte´e
de ce type de technologie est limite´e seulement a` quelques me`tres. Choi et al. (2005) e´tudient
la localisation et la cartographie simultane´es (SLAM) dans un environnement structure´ en
utilisant un robot e´quipe´ de 16 sonars. Ce travail de´montre qu’il est possible d’effectuer de
la navigation autonome a` l’aide de capteurs e´conomiques. Cependant, cette technologie reste
inadapte´e a` la navigation autonome performante en environnement non structure´.
Syste`me a` triangulation active
Les syste`mes a` triangulation active utilisent un e´metteur laser qui projette un patron
connu vers la sce`ne, ainsi qu’un capteur optique qui de´tecte la re´flexion de ce patron spe´cial.
En analysant les parame`tres du patron dans l’image rec¸ue, il est alors possible d’obtenir des
mesures de distance. Un exemple est pre´sente´ par Basaca et al. (2010), ou` les auteurs se
servent d’un tel syste`me pour la de´tection et l’e´vitement d’obstacles. La pre´cision de ce genre
de syste`me est de l’ordre de quelques millime`tres sur les distances mesure´es. En contrepartie,
leur plage d’ope´ration se limite souvent a` quelques me`tres et leur temps d’acquisition est plus
lent que la technologie lidar. De plus, ces syste`mes souffrent du compromis a` faire entre la
re´solution et la distance se´parant l’e´metteur du capteur optique.
Flash lidar 3D
Le flash lidar 3D constitue une technologie prometteuse pour la robotique mobile (La-
marche, 2009). Leur principe de fonctionnement consiste en l’e´mission d’un signal laser mo-
dule´ en fre´quence qui couvre une grande partie de la sce`ne. Une multitude de de´tecteurs
captent alors simultane´ment la re´flexion de ce signal et permettent de dresser un tableau de
profondeurs. De plus en plus de capteurs de ce type arrivent sur le marche´ et il y a multipli-
cation des travaux touchant la navigation a` l’aide de ces derniers. Par exemple, Natale et al.
(2010) e´tudient la de´tection et le suivi d’une cible a` l’aide d’un flash lidar. Un fait inte´ressant
est que cette technologie posse`de du temps de vol spatial. En effet, le DragonEye 9 fut teste´
avec succe`s lors de la mission STS-127 (NASA, 2009; SpaceX, 2009). La NASA s’inte´resse
aussi a` cette technologie en tant que capteur principal pour assister l’atterissage automa-
tique des futurs robots mobiles sur la Lune et sur Mars (Amzajerdian et al., 2010). Malgre´
ces points favorables, la plupart des flash lidars 3D restent mal adapte´s pour la navigation
autonome. En effet, ces appareils sont souvent sensibles aux conditions d’e´clairage ambiant
et ne posse`dent qu’un champ de vision restreint.
9. Un produit d’Advanced Scientific Concepts.
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1.2 Caracte´risation
La caracte´risation d’un syste`me de vision consiste a` de´crire le plus comple`tement possible
l’ensemble des parame`tres affectant les mesures effectue´es par l’appareil et a` quantifier leur
impact. La caracte´risation peut e´galement s’e´tendre a` la description mathe´matique du bruit
affectant les mesures. L’inte´reˆt de la caracte´risation re´side dans l’interpre´tation des donne´es :
le fait de bien connaˆıtre les facteurs d’influence et l’impre´cision du syste`me permet de tirer le
maximum d’information des donne´es acquises, en corrigeant par exemple celles-ci a posteriori
a` l’aide d’un mode`le.
Plusieurs me´thodes peuvent eˆtre re´pertorie´es quant a` la caracte´risation des syste`mes de
vision actifs. Par exemple, Pito (1995) a e´tudie´ l’influence de plusieurs parame`tres sur la
mesure de distance et d’intensite´ d’un lidar Perceptron 10 de type AM-CW. Ces parame`tres
comprennent entre autres l’angle d’incidence des rayons laser sur la cible, la re´flectivite´ de
la cible, le temps d’ope´ration de l’appareil de mesure, la re´solution utilise´e lors de la mesure
et l’ordre de grandeur des distances a` mesurer. Kweon et al. (1991) ont aussi re´alise´ un
travail de caracte´risation du Perceptron, en e´tudiant toutefois quelques variables diffe´rentes,
entre autres ; l’influence des re´flexions internes, des zones ombrage´es, de la tempe´rature, de
la lumie`re ambiante et du type de mate´riel mesure´. Reina et Gonzales (1997) proposent un
mode`le de correction de la mesure de distance subse´quent a` la caracte´risation d’un lidar
Explorer 11 de type temps-de-vol.
Ces techniques sont toujours d’actualite´ et furent d’ailleurs reprises totalement ou en
parties dans plusieurs travaux plus re´cents. Luo et Zhang (2004) utilisent ces principes et
effectuent la caracte´risation d’un lidar AccuRange 4000 12. Dans la meˆme ligne´e, Okubo et al.
(2009); Park et al. (2010) caracte´risent des capteurs plus re´cents, soit respectivement le lidar
UBG-04LX 13 et UBG-04LX-F0113. Ye et Borenstein (2002) re´alisent la caracte´risation d’un
LMS200 14, un capteur beaucoup plus similaire du point de vue technique au LMS11114. La
me´thode employe´e consiste a` utiliser un rail de positionnement line´aire ainsi qu’une table
tournante pour positionner et orienter pre´cise´ment les diffe´rentes cibles a` e´tudier. Koceski
et al. (2009) ont effectue´ une expe´rience de caracte´risation d’un capteur laser LD-OEM100014.
Pour ce faire, la me´thode employe´e place les diffe´rentes cibles a` e´tudier sur un tre´pied. Par la
suite, un te´le´me`tre laser tre`s pre´cis sert a` positionner et a` orienter lesdites cibles par rapport
au repe`re du LD-OEM1000. La me´thode employe´e a l’avantage d’eˆtre moins one´reuse que
celle de´veloppe´e par Ye et Borenstein (2002) et permet tout de meˆme l’e´tude de l’effet des
10. Perceptron Inc. of Farmington Hills Michigan
11. Schwartx Electro-optics Inc.
12. Acuity Research
13. Hokuyo Automatic Company
14. SICK inc.
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meˆmes parame`tres sur les mesures de distance et d’intensite´. Alwan et al. (2005) caracte´risent
le capteur infrarouge PBS-03JN 15 et s’attardent aussi sur l’effet de la grosseur des cibles sur
la mesure de distance.
1.3 E´talonnage
L’e´talonnage (en anglais calibration) assure une plus grande pre´cision d’un syste`me par
des ajustements a` la suite de comparaisons avec un e´talon de mesure. Pour un syste`me de
vision de type lidar 3D, il existe plusieurs types d’e´talonnage et une multitude d’approches.
Cette section en fait un survol en insistant sur les travaux plus pertinents a` la pre´sente
recherche. On retrouve dans la litte´rature trois principaux types d’e´talonnage concernant les
lidars 3D : l’e´talonnage temporel, l’e´talonnage intrinse`que et l’e´talonnage extrinse`que.
La me´thode temporelle s’inte´resse a` l’identification des de´calages temporels survenant
entre chacune des e´missions de rayon laser et a` la synchronisation des horloges des processeurs
du syste`me de vision. Un tel exemple d’e´talonnage est pre´sente´ par Mark Sheehan et Newman
(2012), ou` les auteurs effectuent l’e´talonnage temporel d’un syste`me de vision utilisant trois
lidars 2D, tous installe´s sur une table rotative commande´e par un microcontroˆleur. Ce dernier
exemple illustre bien l’importance que reveˆt l’e´talonnage temporel. En effet, advenant une
mauvaise synchronisation entre la table rotative et les diffe´rents capteurs lidars, des erreurs
d’angles surviendront et contamineront l’interpre´tation de l’ensemble des mesures.
L’e´talonnage intrinse`que s’inte´resse a` l’estimation des parame`tres internes du capteur
lidar qui de´finissent la configuration (position et orientation) de chaque rayon laser que ce
dernier e´met. Bien que les fabricants e´talonnent normalement leur appareil de mesure, il arrive
souvent qu’il y ait un be´ne´fice a` proce´der a` ce type d’e´talonnage. Les me´thodes utilise´es sont
principalement ge´ome´triques. Celles-ci consistent ge´ne´ralement a` employer diffe´rentes cibles
connues afin de de´finir de manie`re assez pre´cise les parame`tres ge´ome´triques a` identifier, par
exemple le de´phasage angulaire entre chacun des rayons laser e´mis. Muhammad et Lacroix
(2010) effectuent un e´talonnage intrinse`que du Velodyne HDL-64E en utilisant cette approche.
Dans ce travail, les auteurs mettent sur pied un mode`le ge´ome´trique du capteur qui admet
trois parame`tres incertains : la distance mesure´e et les deux angles de´finissant l’orientation
du rayon laser e´mis. Par la suite, des plans positionne´s a` diffe´rentes distances du capteur
sont balaye´s. Une analyse en composantes principales est alors effectue´e sur les mesures des
plans d’e´talonnage, ce qui permet de de´finir mathe´matiquement les diffe´rents plans mesure´s
par le capteur. Finalement, les auteurs e´laborent un proble`me d’optimisation non line´aire
sur les parame`tres incertains qui consiste a` minimiser la somme des variances en x, y, z. Ceci
15. Hokuyo Automatic Co.
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permet d’identifier les parame`tres incertains et d’ame´liorer substantiellement l’interpre´tation
des donne´es transmises par l’appareil de mesure.
L’e´talonnage extrinse`que, de son coˆte´, consiste a` de´terminer pre´cise´ment la pose du sys-
te`me de vision dans un repe`re de re´fe´rence, par exemple dans le repe`re de base d’un robot
mobile. Ceci revient donc a` identifier les six parame`tres de la matrice de transformation de´-
finissant la pose du syste`me de vision 16. Cet e´talonnage est ne´cessaire puisque les erreurs
commises sur les six degre´s de liberte´ de la pose du capteur se propageront directement dans
l’interpre´tation des mesures du lidar. Par exemple, des erreurs d’orientation de seulement 1◦
en azimut et en e´le´vation re´sultent en une erreur de position de l’ordre de 0.5 me`tre a` des
distances de 20 me`tres. Vu son importance, plusieurs recherches proposent des solutions pour
aborder ce type d’e´talonnage. La plupart repose sur des principes ge´ome´triques qui consistent
a` balayer une cible ou une sce`ne connue pour ensuite retrouver pre´cise´ment la pose du syste`me
a` l’aide de la minimisation d’une fonction objectif approprie´e. Un exemple notable d’e´talon-
nage extrinse`que est celui pre´sente´ par James Underwood (2007) ou` les auteurs e´talonnent
un lidar 2D installe´ sur un robot mobile. Dans ce travail, un poteau recouvert de mate´riel
re´fle´chissant 17 et perpendiculaire au sol est utilise´. Le robot se de´place et le syste`me de vi-
sion recueille plusieurs donne´es. Apre`s avoir obtenu assez d’observations de cette sce`ne pre´
de´termine´e, un proble`me d’optimisation non line´aire est formule´ en fonction des six degre´s
de liberte´ de la pose a` identifier. Plus pre´cise´ment, les auteurs proposent la minimisation des
variances en x et y pour les points relie´s au poteau, ainsi que la minimisation de la variance
en z pour les points relie´s au sol. Ceci suppose bien entendu un poteau compact et un sol bien
horizontal-plan. La me´thode adopte´e pour re´soudre ce proble`me d’optimisation est alors la
programmation quadratique se´quentielle (SQP). Un the`me tout aussi important aborde´ dans
cette recherche est l’e´nonce´ de crite`res mathe´matiques ne´cessaires au succe`s de l’e´talonnage.
On mentionne particulie`rement l’importance qu’aucune des de´rive´s partielles de la fonction
objectif par rapport aux parame`tres a` identifier ne soient triviales. Dans le cas d’une fonction
objectif de type variance, les crite`res a` respecter sont les suivants :
∂ rP
∂ρ
6= 0 ∀ ρ ∈ S (1.3)
∂2 rP
∂ρ ∂ζ
6= 0 ∃ ζ ∈ V, ∀ ρ ∈ S (1.4)
rP est la relation qui exprime les points donne´s par le syste`me de vision dans le repe`re
de re´fe´rence r, ρ est un parame`tre incertain, S est l’ensemble des parame`tres incertains et V
16. Dans la litte´rature, cette matrice est souvent de´signe´e sous le nom de « matrice d’installation ».
17. L’utilisation de mate´riel re´fle´chissant sert a` segmenter plus facilement les points qui repre´sentent le
poteau, en se servant de l’intensite´.
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est l’ensemble des variables inde´pendantes influenc¸ant la position des points rP . L’e´quation
1.3 stipule que tous les parame`tres incertains doivent avoir un effet sur les points exprime´s
dans le repe`re de re´fe´rence afin de permettre leur identification. L’e´quation 1.4 indique que
les parame`tres incertains ne doivent pas influencer tous les points de la meˆme fac¸on. En
effet, un parame`tre ne respectant pas ce crite`re ne change pas la variance, ce qui rend donc
impossible son identification a` l’aide d’une fonction objectif de type variance. Cette me´thode
est ge´ne´ralise´e pour l’e´talonnage de plus d’un capteur dans l’article de James P. Underwood
et Scheding (2010). Un exemple analogue a` ces me´thodes est pre´sente´ par Gao et Spletzer
(2010), ou` l’e´talonnage de deux lidars est effectue´ simultane´ment en utilisant des collants
re´fle´chissants dispose´s sur des poteaux maˆts. Dans cette recherche, les auteurs proposent
e´galement la minimisation d’une fonction objectif de type variance, mais posent cette fois
le proble`me sous forme de l’optimisation d’un coˆne de deuxie`me ordre (SOCP). Ceci leur
permet d’obtenir une solution en quelques secondes tout au plus, donc significativement plus
rapidement qu’en utilisant des me´thodes non-line´aires. D’ailleurs, les auteurs soutiennent
que leur me´thode peut eˆtre utilise´e en temps re´el. Cependant, bien que le SOCP soit plus
efficace a` re´soudre au niveau du temps, des erreurs de line´arisation ame`nent un certain lot
d’impre´cision. Sheehan et al. (2010); Mark Sheehan et Newman (2012) proposent d’optimiser
une fonction mathe´matique indiquant le degre´ d’organisation d’un nuage de points pour
identifier la pose de leur syste`me de vision. Concre`tement, les auteurs utilisent pour ce faire
la mesure de l’entropie quadratique de Re´nyi.
Que ce soit pour l’e´talonnage intrinse`que ou extrinse`que, les approches ge´ome´triques ne´-
cessitent des cibles et/ou des sce`nes particulie`res afin d’identifier totalement ou en partie la
pose d’un syste`me de vision. Par exemple, le balayage d’un seul plan perpendiculaire a` un
syste`me de vision ne permet pas l’identification des six degre´s de liberte´ de l’appareil. Il est
donc e´vident qu’une attention particulie`re doit eˆtre accorde´e au choix des cibles et/ou des
sce`nes. Celles-ci devraient eˆtre suffisament complexes et pre´cises pour permettre de retrouver
pre´cise´ment les parame`tres a` identifier, sans eˆtre trop complique´es a` construire et a` mettre en
oeuvre. Xiang et Wu (2006) utilisent seulement une barre de bois droite pour e´talonner un li-
dar 3D. Bien que la de´marche soit tre`s simple, le prix a` payer est l’identification de seulement
trois parame`tres de la pose du syste`me. Antone et Friedman (2007) conc¸oivent une cible py-
ramidale spe´ciale base´e sur un polypode qui permet de retrouver les six parame`tres de la pose
en effectuant un seul balayage 2D. Cet objet d’e´talonnage est aussi repris dans les travaux de
Yang et al. (2011). Cette cible est inte´ressante, mais la me´thode propose´e n’utilise qu’un petit
nombre de points pour effectuer l’e´talonnage, ce qui diminue la pre´cision de l’approche. Il
reste toutefois possible d’exe´cuter plusieurs balayages et/ou d’utiliser plus d’une de ces cibles
pour augmenter la pre´cision. Choudhuri (2007) utilise un cuboctahe`dre modifie´ appele´ RAC
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(Reduced-Ambiguity Cuboctahedron) pour retrouver la pose d’un TriDAR. La cible fut conc¸ue
de manie`re a` permettre de retrouver la pose d’un syste`me de vision a` l’aide de l’ICP de fac¸on
optimale. Une telle cible pourrait donc aussi eˆtre utilise´e pour l’e´talonnage, mais reste tout
de meˆme difficile a` construire. Muhammad et Lacroix (2010); Atanacio-Jimenez et al. (2011)
utilisent des surfaces planaires pour l’e´talonnage. Les surfaces planaires ont l’avantage d’eˆtre
plus simples a` mettre en oeuvre, mais doivent eˆtre oriente´es pre´cise´ment pour permettre une
identification ade´quate de la pose.
1.4 Traitement des donne´es
Les donne´es que ge´ne`rent les lidars 3D doivent eˆtre traite´es afin de pouvoir les utiliser
pour la navigation autonome. L’ASC, dans le cadre de ses activite´s de recherche en robotique
mobile, a de´ja` de´veloppe´ un ensemble d’algorithmes qui ont de´montre´ leur efficacite´ a` traiter
ce type de donne´es. Un bon aperc¸u des diffe´rentes e´tapes du traitement, dont une partie est
reprise pour la pre´sente recherche, se trouve dans les travaux de Lamarche (2009); Gingras
(2010); Gingras et al. (2010), et est approfondie au chapitre 5. Cette section se concentre
plutoˆt sur le traitement de l’intensite´. Ceci est ne´cessaire puisque CORIAS, comparativement
a` l’ancien syste`me de vision qui e´tait en service sur Red 18 et de´crit par Lamarche (2009),
permet aussi d’obtenir la valeur d’intensite´ associe´e a` chacune des mesures de distance. Il est
donc essentiel d’e´tudier le traitement de cette information dans le contexte de la navigation
autonome.
1.4.1 Traitement de l’intensite´
Lorsque CORIAS sonde l’environnement, il e´met une se´rie d’impulsions laser dont cer-
taines seront re´fle´chies vers le capteur. Le capteur mesure alors la distance et l’intensite´
associe´es a` chacune de ces re´flexions et renvoie ces informations sous forme d’entiers positifs.
La valeur d’intensite´ est sujette au principe de conservation de l’e´nergie :
II = IR + IT + IA (1.5)
II est l’intensite´ du rayon incident, IR est l’intensite´ de la re´flexion (mesure´e par le capteur),
IT est l’intensite´ du rayon transmis et IA est l’intensite´ absorbe´e, tous en Watt/me`tre
2.
E´galement ;
1 = R + T + A (1.6)
18. Red est le nom donne´ a` l’ancienne plate-forme robotique utilise´e pour les activite´s de recherche en
robotique mobile de l’ASC.
21
R est le coefficient de re´flexion du mate´riel frappe´ par le rayon, T est son coefficient de
transmission et A son coefficient d’absorption. L’inte´reˆt premier de la mesure d’intensite´
pour la navigation autonome re´side dans la segmentation et la classification des points. En
effet, des objets distincts ont souvent des coefficients de re´flexion R ine´gaux et re´fle´chiront
donc la lumie`re avec une intensite´ diffe´rente, ce qui permet de diffe´rencier les e´le´ments d’une
sce`ne. Un autre exemple commun est la visualisation des nuages de points, qui peuvent
souvent contenir plusieurs centaines de milliers de points, et qui sont de´finitivement plus
faciles a` interpre´ter lorsque ces derniers sont colore´s en fonction de l’intensite´. De leur coˆte´,
Stipes et al. (2008) de´rivent les valeurs d’intensite´ et utilisent une valeur-seuil dynamique
afin d’extraire les areˆtes dans un nuage de points. Ye (2008) utilise les valeurs d’intensite´
conjointement aux valeurs de distance pour de´tecter des pixels mixtes.
Bien qu’elles soient tre`s utiles, les mesures d’intensite´ brutes ne sont pas uniquement fonc-
tions de R. Elles sont aussi fonctions de parame`tres supple´mentaires rendant plus difficile de
diffe´rencier les e´le´ments d’une sce`ne. Des facteurs non-ne´gligeables, autres que R, influencent
les valeurs d’intensite´. Les principaux sont notamment la distance entre le capteur et l’e´le´-
ment touche´ par le rayon, ainsi que l’angle d’incidence que forme un rayon avec l’e´le´ment
incident (cible). Il est donc avantageux de normaliser les valeurs d’intensite´ en fonction de la
distance et de l’angle d’incidence, dans le but d’obtenir une carte d’intensite´ qui repre´sente
plus fide`lement les diffe´rences entre chacun des composants de la sce`ne. Il est possible d’ac-
complir ceci d’une part parce que le lidar renvoie directement la valeur de distance associe´e
aux valeurs d’intensite´. D’autre part, les angles d’incidence peuvent eˆtres calcule´s en de´termi-
nant l’e´quation du plan moyen interpolant un point et son voisinage (Hofle et Pfeifer, 2007).
Une me´thode plus ge´ne´rale visant a` de´terminer l’angle d’incidence d’un point en fonction de
ses points voisins est celle pre´sente´e par Gross et Thoennessen (2006); Jutzi et Gross (2008).
Cette dernie`re consiste a` segmenter le nuage de points en re´gions planaires. Pour chacun des
points, la matrice de covariance du point et de son voisinage est calcule´e et un test de plane´ite´





P est la plane´ite´ du point et λ1,2,3 sont les valeurs propres de la matrice de covariance du point
trie´es en ordre de´croissant. Si la plane´ite´ d’un point est ve´rifie´e, alors sa valeur d’intensite´
est normalise´e en fonction de l’angle d’incidence associe´ au plan auquel il appartient.
Dans la litte´rature, il existe deux approches re´pandues pour trouver la relation approprie´e




Afin de normaliser les valeurs d’intensite´, l’approche par mode`le consiste a` se re´fe´rer a` un
mode`le physique liant cette intensite´ aux variables desquelles elle de´pend. Dans la litte´rature,
diffe´rents mode`les sont propose´s, ces derniers reposant ge´ne´ralement sur diffe´rentes lois issues
du domaine de l’optique et/ou de la physique des ondes. En ce qui a trait a` la normalisation
de l’intensite´ en fonction de la distance, une approche re´pandue de´coule de l’e´quation-radar 19







Pr est la puissance rec¸ue par le re´cepteur du lidar, Pt est la puissance e´mise par le transmetteur
du lidar, Dr est le diame`tre de l’ouverture du re´cepteur, R est la distance entre le capteur et la
cible 20, βt est le diame`tre au transmetteur du rayon e´mis et σ est apelle´ « coupe transversale
de la re´trodiffusion » . Ce dernier parame`tre est entie`rement de´fini par les caracte´ristiques





Ω est l’angle solide du coˆne de la re´trodiffusion, ρ est la re´flectivite´ de l’e´le´ment incident et As
est l’aire de l’empreinte que forme le laser sur la cible. Si le rayon incident est parfaitement













Donc, pour un angle d’incidence nul, si toutes les variables de l’e´quation-radar sont constantes
a` l’exception de la distance R et si la cible est lambertienne 21 de telle sorte que Ω est constant,





19. Dans certains travaux, l’e´quation-radar est parfois appele´e « e´quation-lidar » ou encore « e´quation du
te´le´me`tre laser », notamment dans les travaux de Pfeifer et al. (2007, 2008).
20. Ici, la cible est suppose´e parfaitement homoge`ne.
21. Une cible « lambertienne » est une cible qui posse`de des caracte´ristiques de re´flexion diffuse ide´ales.
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K1 est une constante qui regroupe les variables Pt, Dr et βt. L’e´quation 1.12 implique une
puissance inversement proportionnelle a` R2. Ceci est vrai pour toute cible e´tendue, c’est-a`-
dire pour toute cible qui couvre entie`rement l’empreinte du laser, mais ne tient plus pour les
cibles non-e´tendues. Par exemple, pour une cible-point plus petite que l’aire de l’empreinte
du laser, comme un grain de sable, As ne de´pend pas de R et la puissance capte´e est alors
inversement proportionnelle a` R4. Similairement, pour une cible line´aire qui couvre seulement
une partie de l’empreinte du laser, par exemple un fil e´lectrique, As de´pend line´airement de
R et la puissance capte´e est inversement proportionnelle a` R3. Les cibles e´tendues seront
toutefois conside´re´es pour la suite des de´marches. L’e´quation 1.12 peut donc eˆtre utilise´e
pour normaliser l’intensite´ en fonction de la distance. Cette fac¸on de faire est discute´e dans
plusieurs travaux, entre autres ceux de Luzum et al. (2004); Jutzi et Gross (2008); Kaasalainen
et al. (2011). Puisque la mesure d’intensite´ est directement lie´e a` la puissance capte´e par




C1 est un facteur de proportionnalite´. Jelalian (1992); Hofle et Pfeifer (2007); Pfeifer et al.








ηsys est une fonction d’ajustement qui tient compte des parame`tres du syste`me. Par exemple,
elle permet de corriger la puissance en tenant compte de la fre´quence d’e´mission / re´ception
des impulsions laser. ηatm est une fonction d’ajustement qui permet de prendre en compte le




R est la distance, et a le coefficient d’atte´nuation atmosphe´rique en de´cibels. Jutzi et Gross
(2008) utilisent une e´quation similaire :
ηatm = e
−2αR (1.16)
α est le coefficient d’atte´nuation atmosphe´rique. La de´marche e´labore´e jusqu’ici suppose par
contre un rayon parfaitement normal a` la cible. Soit de´sormais un angle d’incidence (ψ)
de´fini comme le plus petit angle entre le vecteur oriente´ selon la trajectoire du rayon laser et
le vecteur normal a` la surface de la cible. Alors, pour tout ψ 6= 0, la loi de Lambert stipule que
la coupe transversale de la re´trodiffusion est proportionnelle au cosinus de l’angle d’incidence
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ηsysηatmσ cos (ψ) (1.17)
Si toutes les variables de l’e´quation 1.17 sont constantes a` l’exception de l’angle d’incidence
ψ, alors :
Pr = K2 cos (ψ) (1.18)
K2 est une constante qui combine Pt, Dr, R, βt, σ, ηsys et ηatm. Cette dernie`re e´quation peut
eˆtre utilise´e pour normaliser l’intensite´ en fonction de l’angle d’incidence :
IAngleNorm = C2 cos
−1 (ψ) (1.19)
Il est donc possible de normaliser l’intensite´ en fonction de la distance et de l’angle d’incidence
en utilisant une e´quation de la forme :
INorm = CR
2 cos−1 (ψ) (1.20)
Ou encore, en tenant compte de 1.14 et de 1.16 :
INorm = CR
2e2αR cos−1 (ψ) (1.21)
Le facteur de proportionnalite´ C est ge´ne´ralement de´termine´ a` l’aide de me´thodes expe´ri-
mentales, α peut aussi eˆtre de´termine´ expe´rimentalement, ou encore a` l’aide de chartes de
re´fe´rences.
Approche par donne´es
L’approche par donne´es consiste a` baˆtir une ou plusieurs fonctions mathe´matiques qui
permettent d’exprimer l’intensite´ comme fonction de la distance et de l’angle d’incidence.
Ces fonctions pourront servir subse´quemment pour la normalisation. Elles mettent en oeuvre
des parame`tres a priori inconnus qu’il suffit d’identifier par le biais d’expe´riences et de tech-
niques d’ajustement de courbe (curve fitting). Avec l’approche par donne´es, tous les effets
physiques ayant une re´percussion sur l’intensite´ seront partiellement compense´s par le mode`le
mathe´matique e´tabli. Ceci permet de corriger en partie l’intensite´ en fonction des variables
physiques connues (e.g. la distance), mais aussi en fonction des variables inconnues et/ou
non mesure´es (Hofle et Pfeifer, 2007). Souvent, les fonctions mathe´matiques utilise´es dans
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l’approche par donne´es prennent une forme similaire a` celle pre´sente´e par Pfeifer et al. (2008) :
I + eI = i(r, ρ, α, ...) (1.22)
I est l’intensite´, eI est le re´sidu et i() est une fonction d’estimation de l’intensite´. Cette
dernie`re est construite de fac¸on expe´rimentale et de´pend ge´ne´ralement de la distance (r), de
la re´flectivite´ de la cible (ρ) ainsi que de l’angle d’incidence (α). La fonction i() ne se limite
toutefois pas a` ces seules variables et peut tenir compte d’encore plus de parame`tres. Bien
que la structure de la fonction i() soit arbitraire, il est souhaitable qu’elle respecte certains
crite`res afin de ne pas baˆtir, par exemple, une fonction mathe´matique vide de sens physique.
Pfeifer et al. (2008) font d’ailleurs mention des crite`res suivants :
1. La fonction i() doit bien repre´senter les donne´es. Afin de mesurer le niveau de repre´-
sentation des donne´es par i(), il est possible d’e´tudier les re´sidus :
eI,j = i(rj, ρj, αj)− Ij (1.23)
eI,j est le re´sidu de l’intensite´ du point j, ou` j = 1, ..., n, et n est le nombre total
de points. Il suffit alors de calculer l’e´cart-type des re´sidus pour obtenir un indice de





σ0 est l’e´cart-type des re´sidus et u est le nombre de parame`tres inconnus de la fonction
i()
2. La fonction i() ne doit pas contredire des principes physiques de base. Par exemple,
il faut que l’intensite´ de´croisse lorsque la distance croˆıt ou lorsque l’angle d’incidence
augmente.
3. La fonction i() doit conserver, autant que possible, les principales proprie´te´s mathe´ma-
tiques que posse`dent les donne´es. Par exemple, si ces dernie`res posse`dent une proprie´te´
de monotonie, i() devrait aussi partager cette proprie´te´.
Pfeifer et al. (2007) proposent un crite`re supple´mentaire :
4. Autant que possible, la fonction i() devrait eˆtre d’une forme simple tels que le sont les
fonctions polynomiales d’ordre peu e´leve´, les fonctions logarithmiques et exponentielles.
Le nombre de parame`tres a` identifier devrait lui aussi eˆtre minimal, de manie`re a` e´viter
la sur-parame´trisation.
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Hofle et Pfeifer (2007) utilisent l’approche par donne´es et testent diffe´rentes fonctions ma-
the´matiques pour pre´dire l’intensite´ en fonction de la distance, pour un lidar ALTM3100 22
installe´ sur un avion. Ils e´tudient plus particulie`rement deux fonctions pour normaliser l’in-
tensite´ en fonction de la distance :
i1(r) =
i1000
ar2 + br + (1− 10002a− 1000b) (1.25)
i2(r) = (1− 1000c1 − 10002c2 − ...) + c1r + c2r2 + ... (1.26)
i1,2 repre´sentent l’intensite´, r est la distance, i1000 est l’intensite´ d’une surface de re´fe´rence
a` 1 000 me`tres et a, b, c1, c2 sont des parame`tres inconnus a` identifier. Leur de´marche consiste
a` survoler une re´gion posse´dant un coefficient de re´flexion R suppose´ quasi-constant (e.g.,
une route asphalte´e). Les auteurs ne conside`rent que les points ayant un angle d’incidence
presque identique. Finalement, tous les rayons laser qui n’ont pas frappe´ de cibles e´tendues
sont rejete´s 23. Une fois les donne´es pertinentes identifie´es, un algorithme de minimisation de
l’erreur au carre´ est employe´ afin de de´terminer la valeur des parame`tres. Pfeifer et al. (2008)
utilisent l’approche par donne´es apre`s avoir discute´ des limitations inhe´rentes a` l’approche
par mode`le. Ils abordent l’approche par donne´es en e´tudiant principalement deux cate´gories
de mode`les mathe´matiques :
1. L’approche par se´paration, qui admet des mode`les mathe´matiques de la forme :
I + eI = i1(r)i2(k) + i3 (1.27)
Ou` ;
k = ρ cos(α) (1.28)
I est l’intensite´ mesure´e, r est la distance, ρ est le coefficient de re´flexion et α est l’angle
d’incidence.
Et ;
2. L’approche par rassemblement, qui admet des mode`les mathe´matiques de la forme :
I + eI = i4(k, i5(r)) (1.29)
Ces fac¸ons de faire leur permettent d’obtenir des re´sultats plus concluants que ceux obtenus
a` l’aide de l’approche par mode`le.
22. Optech Inc.
23. Les auteurs suppriment les points pour lesquels le lidar a rec¸u une double re´flexion.
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CHAPITRE 2
DE´FINITION DES OBJECTIFS DE RECHERCHE
Dans un premier temps, ce chapitre pre´sente le contexte dans lequel s’inscrit le travail de
recherche. L’objectif global et les objectifs spe´cifiques seront ensuite e´nonce´s. Ils serviront de
points de re´fe´rence pour la suite du travail en ce qui concerne la me´thodologie, la conception
et la validation du produit final.
2.1 Mise en contexte
Dans le cadre de ses activite´s de recherche en robotique mobile, l’ASC vise a` de´velopper des
syste`mes et des algorithmes permettant a` un robot mobile de franchir de grandes distances 1
de fac¸on autonome. Pour ce faire, elle se sert de robots mobiles de´veloppe´s par l’industrie
en les utilisant comme plates-formes pour la recherche et le de´veloppement. Au de´but de
ce projet, l’ASC utilisait un robot mobile Pioneer 2-AT 2 modifie´ (voir la figure 2.1). Ce
dernier e´tait d’ailleurs e´quipe´ du syste`me de vision base´ sur la technologie lidar en fonction a`
cette e´poque. Lamarche (2009) de´crit justement la conception et l’inte´gration de ce syste`me,
nomme´ FCL 3.
Figure 2.1 Robot mobile Red e´quipe´ du syste`me de vision pre´ce´dent
1. Le terme « grandes distances » re´fe`re a` des distances qui de´passent l’horizon sensoriel du robot.
2. Adept MobileRobots
3. Full Coverage Lidar
28
Bien que tous les robots mobiles envoye´s a` ce jour sur Mars employaient des came´ras pas-
sives comme capteurs principaux pour la repre´sentation 3D de l’environnement, l’ASC mise
plutoˆt sur le lidar pour accomplir cette meˆme fonction. Ce fait s’explique par les multiples
avantages relie´s aux lidars 4, entre autres leur insensibilite´ aux conditions d’e´clairage, leur
excellente pre´cision et le fait qu’ils ne´cessitent une plus petite puissance de traitement infor-
matique que celle associe´e aux came´ras ste´re´oscopiques (Rekleitis et al., 2009a,b). Bien que le
FCL ait servi de manie`re satisfaisante les activite´s de recherche de l’ASC durant ces dernie`res
anne´es, de nouveaux capteurs lidars ont fait leur apparition sur le marche´ permettant de`s
lors la conception d’un syste`me de vision plus performant. Un des principaux inconve´nients
relie´ au capteur FCL est son faible de´bit de donne´es impose´ par la disponibilite´ d’un seul lien
se´rie RS-232 pour communiquer, rendant impossible le balayage en continu. Cette dernie`re
caracte´ristique oblige donc la re´alisation des balayages de fac¸on se´quentielle, c’est-a`-dire en
effectuant des arreˆts a` chaque angle d’azimut pour permettre au lidar d’acque´rir ses don-
ne´es et au syste`me de les retransmettre au client. Conse´quemment, une seule acquisition a`
couverture totale prend un temps variant entre 4 et 10 minutes environ (Lamarche, 2009), de´-
pendamment de la re´solution choisie. Ceci peut eˆtre contraignant, e´tant donne´ que durant la
pe´riode alloue´e au balayage, le robot demeure immobile et que les algorithmes de navigation
subse´quents sont en attente de ces donne´es essentielles.
Ces dernie`res anne´es, l’ASC a octroye´ plusieurs contrats a` l’industrie pour la conception
de robots mobiles, afin de cre´er une expertise canadienne dans ce domaine. Dans ce contexte,
le groupe de robotique de l’ASC a pris possession en 2010 d’un nouveau robot mobile a` ac-
tion diffe´rentielle nomme´ Juno 5 (illustre´ a` la figure 2.2). Celui-ci diffe`re en plusieurs points de
Figure 2.2 Robot mobile Juno
4. Ceux-ci sont discute´s a` la section 1.1.2.
5. Conc¸u principalement par Neptec Technologies Corp. et Ontario Drive & Gear Ltd.
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l’ancien robot Pioneer 2-AT. Il est plus gros et plus lourd, mais aussi plus rapide, plus robuste
et mieux pre´pare´ a` accueillir des charges utiles permettant des ope´rations telles que le fo-
rage, l’excavation, la pre´paration des sites d’atterrissage et meˆme le transport d’astronaute(s)
(Neptec Design Group, 2013). Le moment e´tait donc ide´al pour concevoir un nouveau syste`me
de vision 3D plus performant pouvant ensuite eˆtre installe´ sur ce nouveau robot.




















Figure 2.3 Principe de la navigation autonome (adapte´ de Rekleitis et al. (2009a))
Afin d’effectuer la navigation autonome, l’ASC met de l’avant la me´thode cyclique re-
pre´sente´e par la figure 2.3. Cette approche sugge`re qu’une carte 6 est disponible a priori et
que la position du robot dans cette carte est connue de manie`re assez pre´cise 7. Un ope´rateur
de´termine une destination a` atteindre dans la carte et un algorithme cre´e alors une trajectoire
globale. C’est ensuite le syste`me de vision qui entre en jeu en effectuant un balayage a` cou-
verture totale. Les donne´es recueillies sont alors traite´es par une se´rie d’algorithmes explique´s
au chapitre 5. Entre autres, certains algorithmes base´s sur l’ICP corrigent l’odome´trie du ro-
bot et le localisent plus pre´cise´ment, tandis que d’autres de´terminent la surface navigable et
atteignable entourant le robot, a` l’inte´rieur d’un certain rayon. Ces informations permettent
de segmenter la grande trajectoire globale et de de´terminer une destination locale a` atteindre
sur cette zone navigable et atteignable. Par la suite, une trajectoire liant la position actuelle
6. Plus ou moins de´taille´e
7. En ce qui a trait a` l’orientation du robot, celle-ci peut eˆtre de´termine´e a` l’aide de capteurs installe´s
directement sur le robot. Par exemple, a` l’aide d’un capteur de soleil (Sun sensor) et d’une centrale inertielle.
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du robot a` cette destination locale est de´finie de manie`re a` minimiser l’e´nergie ne´cessaire au
de´placement. La de´finition de cette trajectoire, base´e sur des e´quations issues du domaine
des e´coulements de fluide, est explique´e en de´tails par Gingras (2010). Finalement, l’e´tape
du suivi de trajectoire est celle ou` le controˆleur commande automatiquement les moteurs du
robot de fac¸on a` ce qu’il suive cette trajectoire efficacement, c’est-a`-dire avec une erreur de
suivi minimale ainsi qu’une vitesse appre´ciable, mais se´curitaire.
Le controˆleur dont il est question est fortement inspire´ des travaux d’Astolfi (1999). Le














Figure 2.4 Mode´lisation d’un robot a` action diffe´rentielle (adapte´ d’Astolfi (1999))
R est le repe`re associe´ au robot mobile et D est celui associe´ a` la destination a` atteindre. Les
e´quations cine´matiques du robot sont donne´es par :
x˙ = ‖~v‖ cos(θ)
y˙ = ‖~v‖ sin(θ)
θ˙ = ω (2.1)













Les e´quations cine´matiques sont alors donne´es par :





φ˙ =− ω (2.3)
En utilisant la loi de commande propose´e par Astolfi (1999), c’est-a`-dire :
‖~v‖ = kρρ
ω = kαα + kφφ (2.4)
Les e´quations du syste`me cine´matique line´arise´ autour du point d’e´quilibre α = 0, sous forme
de mode`le d’e´tat, s’expriment alors par : ρ˙α˙
φ˙
 =






Afin d’assurer la stabilite´ de ce syste`me, il suffit de poser les gains kρ, kα et kφ de sorte que
les valeurs propres de la matrice d’e´tat soient toutes a` partie re´elle ne´gative. Ceci implique
le respect de trois crite`res, tel que de´montre´ par Astolfi (1999). Il est possible de formuler un
ensemble de crite`res encore plus puissants en contraignant en outre la dynamique angulaire
(e´tats α et φ) afin qu’elle ne soit pas oscillante, tout en constatant que le mode`le d’e´tat 2.5
est bloc-diagonal. Ce syste`me d’ordre 3 peut donc eˆtre de´couple´ en un sous-syste`me d’ordre
1 (e´tat ρ) et un sous-syste`me d’ordre 2 (e´tats α et φ). Le polynoˆme caracte´ristique du sous-
syste`me d’ordre 2 est de la forme :
P (s) = s2 + (kα + kφ − kρ) s− kρkφ = s2 + 2ζωns+ ω2n (2.6)
Pour garantir que le re´gime transitoire ait une dynamique critiquement amortie ou sur-
amortie, il faut avoir la condition ζ ≥ 1, ce qui se traduit par le crite`re :
ζ =
kα + kφ − kρ
2
√−kρkφ ≥ 1 (2.7)
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Puisque le crite`re 2.7 implique que kα + kφ − kρ > 0, seulement deux autres crite`res sont
ne´cessaires afin d’assurer la stabilite´ locale du syste`me complet :
kρ > 0 (2.8)
kφ < 0 (2.9)
En choisissant kρ, kα et kφ de fac¸on a` ce que les crite`res 2.7, 2.8 et 2.9 soient respecte´s,
le coefficient d’amortissement ζ de la dynamique angulaire sera ≥ 1 et toutes les valeurs
propres du syste`me 2.5 seront a` partie re´elle ne´gative. Le controˆleur permet alors bel et
bien de mouvoir le robot de manie`re autonome le long de la trajectoire de´sire´e jusqu’a` la
destination locale. Une fois arrive´, le syste`me de vision refait l’acquisition d’un balayage a`
couverture totale et le cycle de la figure 2.3 recommence. Il en va ainsi jusqu’a` ce que le robot
atteigne la destination finale de´termine´e a priori par l’ope´rateur.
2.1.2 Environnement d’expe´rimentation et de validation
En plus de ses laboratoires inte´rieurs, l’ASC dispose d’un laboratoire exte´rieur spe´ciale-
ment conc¸u pour les expe´riences de navigation autonome (figure 2.5). Ce dernier occupe une
surface de 120m × 60m et reproduit plusieurs caracte´ristiques ge´ome´triques typiques de la
plane`te Mars. Ce terrain servira de lieu d’expe´rimentation et de validation pour ce projet.
Figure 2.5 Terrain d’e´mulation de Mars
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2.2 Objectif global
L’objectif principal de ce travail de recherche est de concevoir un appareil pouvant agir a`
titre de syste`me de vision 3D complet pour un robot mobile (e.g. le robot Juno tel qu’illustre´
a` la figure 2.2) effectuant des ope´rations de navigation autonome telles que discute´es a` la
section 2.1.1. Plus pre´cise´ment, il s’agit de la conception d’un appareil apte a` accomplir la
fonction Acquisition balayage de la figure 2.3.
2.3 De´finition des objectifs spe´cifiques
La conception d’un syste`me de vision complet est un projet d’envergure impliquant l’at-
teinte de plusieurs objectifs spe´cifiques importants. Cette section en dresse la liste et permet
ainsi d’e´noncer clairement les points auxquels le produit du projet de recherche doit re´pondre.
Dans cette optique, le syste`me de vision devra :
• Pouvoir effectuer un balayage a` couverture totale (360◦ en azimut ×180◦ en e´le´vation)
de fac¸on continue (sans arreˆts).
• Minimiser le temps associe´ a` la re´alisation d’un balayage a` couverture totale. Ide´ale-
ment, le temps associe´ a` cette ope´ration devrait eˆtre en dec¸a` d’une minute, en consi-
de´rant des re´solutions typiquement utilise´es en navigation (e.g. 0,5◦ en azimut et 0,25◦
en e´le´vation).
• Posse´der une masse totale infe´rieure a` celle du syste`me de vision pre´ce´dent, soit d’en-
viron 7,3 kg (Lamarche, 2009).
• Avoir une consommation d’e´nergie e´lectrique infe´rieure a` 30 Watts.
• Permettre au client d’utiliser toutes les fonctionnalite´es offertes par le capteur lidar
(transmettre les mesures de distance et d’intensite´ d’un balayage, changer la re´solution,
obtenir le statut et les parame`tres de configuration de l’appareil).
• Offrir une interface de montage me´canique conforme aux standards de´finis par l’Agence
spatiale canadienne (2010).
• Ne ne´cessiter qu’un caˆble d’alimentation de 24 volts DC et un caˆble Ethernet, confor-
me´ment aux standards de l’Agence spatiale canadienne (2010).
• Offrir un niveau acceptable de protection vis-a`-vis les conditions environnementales
(e.g. poussie`re, pluie, tempe´rature). Ide´alement, le syste`me devrait atteindre un niveau
de protection e´quivalent a` la norme IP-54 et pouvoir ope´rer entre -10◦C et 40◦C.
• Eˆtre accompagne´ d’une interface logicielle permettant une utilisation aise´e ainsi qu’une
inte´gration facile aux algorithmes de´veloppe´s par l’ASC. Afin d’eˆtre conforme aux stan-
dards de l’ASC, un mode`le EMF (Eclipse Modeling Framework) e´crit en Java devra
eˆtre de´veloppe´.
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La recherche devra aussi :
• Mettre en oeuvre des expe´riences permettant de caracte´riser le capteur lidar.
• E´tablir une proce´dure d’e´talonnage pre´cise et simple a` exe´cuter.




Dans ce chapitre, le choix du mate´riel composant le syste`me est d’abord expose´, tout en
pre´cisant les diffe´rentes conside´rations et caracte´ristiques ayant mene´ a` cette se´lection. Les
e´tapes de la conception me´canique de meˆme que l’assemblage global en re´sultant sont ensuite
pre´sente´s. Suivra l’architecture e´lectrique du syste`me, celle-ci se subdivisant en deux parties :
le syste`me d’alimentation et les circuits des signaux. Finalement, l’architecture informatique
est explique´e de manie`re a` pre´senter les diffe´rents algorithmes ainsi que les principes de
communication utilise´s.
Figure 3.1 Syste`me de vision : Exte´rieur
3.1 Choix du mate´riel et design me´canique
L’ensemble du mate´riel fut choisi sur la base de plusieurs crite`res, dont la minimisation
de la masse, du volume et de la consommation d’e´nergie, ainsi que la capacite´ a` re´sister aux
environnements hostiles (e.g. : poussie`re, pluie, etc...). Le syste`me de vision tel que construit
est pre´sente´ aux figures 3.1 et 3.2.
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Figure 3.2 Syste`me de vision : Inte´rieur
3.1.1 Lidar
Le lidar est la pie`ce centrale du syste`me. Il s’agit d’un capteur permettant la mesure
de distances a` l’aide d’impulsions laser. Le mode`le choisi est le LMS111 (figure 3.3) de la
compagnie SICK. Ses principales caracte´ristiques sont re´sume´es au tableau 3.1.
Le LMS111 fonctionne selon le principe de mesure du temps de vol (SICK, 2012) et permet
de mesurer l’environnement en coordonne´es polaires dans un rayon maximal de 20 me`tres. Le
capteur e´met radialement des impulsions laser re´parties dans un champ de vision maximal
de 270 degre´s a` l’aide d’un miroir en rotation. La fre´quence a` laquelle ces impulsions laser
sont e´mises est directement lie´e a` la re´solution angulaire souhaite´e. En plus de mesurer les
temps de vol associe´s a` chacune des impulsions laser, le capteur mesure aussi l’intensite´ des
re´flexions. Il transmet ses donne´es en format hexade´cimal ou ASCII par l’entremise d’un
lien Ethernet utilisant le protocole TCP-IP. Le LMS111 posse`de de plus une entre´e pour des
signaux provenant d’un encodeur incre´mental, permettant donc de synchroniser l’acquisition
des donne´es avec la position angulaire du syste`me.
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Figure 3.3 Lidar LMS111
Tableau 3.1 Caracte´ristiques techniques du lidar LMS111
Champs de vision 270◦
Re´solution angulaire 0,25◦ ou 0,5◦
Fre´quence de balayage 25Hz (0,25◦) ou 50Hz (0,5◦)
Porte´e maximale 20m
Re´solution 1mm
Erreur syste´matique ±30mm (typ.), ±40mm (max.)
E´cart-type (1σ) 12mm (typ.), 20mm (max.)
Longueur d’onde λ = 905nm (infrarouge)
Classe du laser 1 (se´curitaire pour les yeux)
Re´sistance aux intempe´ries IP-67
Tempe´rature d’ope´ration 0◦C a` 50◦C, -30◦C a` 50◦C 1
Tension d’alimentation 24V, accepte 10,8V a` 30V
Puissance sans chauffage 16W (typ.) 20W (Max.)
Puissance avec chauffage 55W (typ.) 60W (Max.)
Masse 1,1 kg
3.1.2 Table rotative
La table rotative permet au syste`me d’effectuer des rotations en azimut en se servant
du mouvement ge´ne´re´ par un moteur. En tournant continuellement, le lidar se trouve alors
a` balayer l’environnement non pas dans un plan fixe, mais plutoˆt dans une se´rie de plans
1. Lorsque le syste`me de chauffage est actif.
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obliques successifs. Au terme d’une rotation comple`te, l’environnement est entie`rement balaye´
par le lidar et il est alors possible d’obtenir une repre´sentation tridimensionnelle. La table
tournante choisie pour accomplir cette fonction est fabrique´e par IntelLiDrives. Il s’agit du
mode`le RTHM-190 (voir la figure 3.4), ses principales caracte´ristiques sont pre´sente´es au
tableau 3.2.
Figure 3.4 Table rotative : RTHM-190
Tableau 3.2 Caracte´ristiques techniques de la table tournante RTHM-190
Re´pe´tabilite´ 15 arc-sec
Ratio entre´e/sortie 180 : 1
Charge axiale maximale 10 kg
Charge radiale maximale 2 kg
Vitesse d’entre´e maximale 1 800 RPM
Masse 0,35 kg
Cette table a l’avantage d’eˆtre e´conomique, le´ge`re et son ouverture centrale est grande
par rapport a` son volume. Cette dernie`re caracte´ristique est fort utile puisqu’une grande
ouverture permet le passage de plusieurs caˆbles e´lectriques. Dans le futur, il est envisageable
que l’ASC ajoute des instruments scientifiques sur le dessus du syste`me de vision. Il sera alors
possible de faire passer les caˆbles ne´cessaires au fonctionnement de ces appareils a` travers la
boˆıte, et a` travers la table tournante. De plus, un interrupteur situe´ a` l’inte´rieur de la table




Le moteur est responsable du mouvement de rotation en azimut du syste`me de vision.
C’est le moteur intelligent SM1720D de la compagnie Animatics (figure 3.5) qui joue ce roˆle.
Figure 3.5 Moteur intelligent : SM1720D
Ce moteur est dit « intelligent » parce qu’il supporte l’exe´cution de programmes conc¸us
par l’utilisateur. Le SM1720D est fort versatile et permet de controˆler le mouvement du rotor
avec plusieurs types de controˆleurs. Il est entre autres possible de commander le mouvement
de l’arbre en position, en vitesse ainsi qu’en couple. Dans le cadre de ce projet, seuls les
deux premiers modes sont utilise´s. Un encodeur ge´ne´rant 2 000 impulsions (post quadrature)
par tour permet de connaˆıtre avec une bonne pre´cision le mouvement du rotor. Puisque le
moteur entraˆıne une boˆıte d’engrenages de ratio 1 : 1 et une table rotative de ratio 1 : 180,
l’encodeur ge´ne´re donc 360000 impulsions par tour complet du plateau de la table tournante.
Cette grande re´solution est appre´cie´e puisqu’il est primordial d’eˆtre aussi pre´cis que possible
au niveau de l’orientation en azimut du syste`me de vision.
3.1.4 Microcontroˆleur et circuits e´lectriques
Un microcontroˆleur interface´ sur une plate-forme de de´veloppement est ne´cessaire afin de
ge´rer les commandes provenant de(s) client(s) 2, de commander le lidar et le moteur, et de
pre´-conditionner les donne´es provenant du lidar avant de les retransmettre au(x) client(s). Le
2. Ici, client de´signe l’ordinateur duquel provient les commandes a` exe´cuter.
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LMS111 transmet ses donne´es a` l’aide d’un lien TCP via une interface Ethernet. Le client, par
souci d’efficacite´ et pour respecter les standards de l’ASC (Agence spatiale canadienne, 2010),
doit lui aussi employer cette me´thode pour communiquer avec CORIAS. Par conse´quent, la
plate-forme de de´veloppement doit pouvoir ge´rer deux liens TCP-IP inde´pendants et posse´der
deux interfaces Ethernet. Par soucis de simplicite´, seules les plates-formes posse´dant deux
ports Ethernet disponibles d’emble´e sur le marche´ furent conside´re´es 3. Celle qui fut choisie
est la NGW100 de la compagnie Atmel (figure 3.6).
Figure 3.6 Plate-forme NGW100 de la compagnie Atmel
Cette dernie`re utilise le microcontroˆleur AT32AP7000 qui est largement utilise´ dans l’in-
dustrie. Typiquement, la carte NGW100 sert de passerelle re´seau (d’ou` NGW pour Network
GateWay) entre un re´seau local et un re´seau e´tendu. Il est donc possible de s’en servir de
la meˆme fac¸on en conside´rant le(s) client(s) comme composant(s) du re´seau local et le li-
dar comme composant du re´seau e´tendu. La carte NGW100 pre´sente plusieurs avantages
supe´rieurs aux autres options disponibles sur le marche´ au moment de la conception 4. Entre
autres, en plus de posse´der deux ports Ethernet et un port se´rie, elle offre un port USB et
une entre´e pour une carte SD. De plus, le syste`me d’exploitation Linux est installe´ sur cette
dernie`re. En plus de la rendre uniforme avec la plupart des ordinateurs servant a` la robotique
a` l’ASC, cette caracte´ristique permet de travailler dans un environnement structure´ et as-
sure une performance accrue. La carte de de´veloppement posse`de aussi un serveur FTP qui
simplifie grandement le transfert de fichiers.
3. Ceci procure entre autres l’avantage d’utiliser de l’e´quipement facilement remplac¸able.
4. Lors du de´veloppement de ce travail, une nouvelle plate-forme fut lance´e par Atmel : la NGW100 mkII
qui est en quelque sorte la nouvelle ge´ne´ration du NGW100 et qui pourrait remplacer cette dernie`re.
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Figure 3.7 Carte e´lectronique secondaire
La carte NGW100 est assemble´e avec une seconde carte e´lectronique qui contient tous les
circuits e´lectriques ne´cessaires au fonctionnement du syste`me de vision (figure 3.7). C’est sur
cette carte que se retrouvent notamment les composants relie´s a` la gestion de l’alimentation
e´lectrique, un deuxie`me port RS-232 avec son transducteur, ainsi que des amplificateurs qui
rehaussent les signaux provenant de l’encodeur optique du moteur.
3.1.5 Boˆıte d’engrenages
La boˆıte d’engrenages (figure 3.8) sert uniquement a` rendre l’assemblage plus compact.
Elle fait le lien entre le moteur et la table tournante en permettant un assemblage a` angle
droit de ces deux composants. La boˆıte d’engrenages choisie posse`de un ratio de 1 : 1 entre
l’entre´e et la sortie. Il s’agit du mode`le BLH20-1, fabrique´ par la compagnie On Drives.
3.1.6 Cabinet e´lectrique
Pour le choix du cabinet, des outils de CAO furent d’abord utilise´s afin d’explorer la
fac¸on d’assembler les composants du syste`me de sorte que ces derniers soient le plus compact
possible. Par la suite, seuls les plus petits cabinets pouvant emmagasiner le volume occupe´
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Figure 3.8 Boˆıte d’engrenages BLH20-1 de la compagnie On Drives
par les composants furent conside´re´s. Les dimensions du cabinet se´lectionne´ au final sont
de 8′′ × 6′′ × 6′′ (Hauteur × Largeur × Profondeur), correspondant au mode`le EJ866 de la
compagnie Hammond Manufacturing.
L’avantage de ce cabinet est sa petite taille et son niveau de re´sistance aux intempe´ries 5.
Il s’agit du plus petit cabinet standard trouve´ sur le marche´ permettant l’assemblage du
syste`me complet. Ce dernier pre´sente toutefois le de´savantage d’eˆtre fait d’acier et d’avoir
par conse´quent une masse importante. La fabrication sur mesure d’un cabinet en aluminium,
beaucoup plus le´ger, reste toutefois possible dans le futur.
3.1.7 Pie`ces usine´es
Les plans de fabrication des pie`ces usine´es sont pre´sente´s a` l’annexe A. Cette section
pre´sente une courte description de chacune d’entre elles.
Support du moteur et de la boˆıte d’engrenages
Ce support permet de contraindre le moteur par rapport a` la boˆıte d’engrenages (tel
qu’illustre´ a` la figure 3.9) et de fixer ce sous-assemblage sur le cabinet.
Supports de la table tournante
Les trois supports de la table tournante sont identiques et servent a` fixer la table tournante
ainsi qu’a` positionner l’arbre d’entre´e de cette dernie`re dans l’axe de l’arbre de sortie de la
boˆıte d’engrenages.
5. Le cabinet est conforme aux normes IP-66 et NEMA 3R,4,12,13 (avant l’usinage).
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Figure 3.9 Sous-assembage : moteur - boˆıte d’engrenages - table rotative
Support du lidar
Le support du lidar (figure 3.10a) remplace une partie de l’arrie`re du LMS111 et permet
de fixer le lidar sur le cabinet. Sa base est de forme carre´e, de manie`re a` permettre au lidar de
se positionner dans deux configurations diffe´rentes (figure 3.10), chacune de´cale´e de 90◦. La
profondeur de cette pie`ce fut choisie de fac¸on a` positionner le centre de masse de l’e´quipement
le plus pre`s possible de l’axe de rotation de la table tournante.
Support de l’assemblage global
Le support de l’assemblage global (figure 3.11) est l’interface me´canique du syste`me de
vision avec le « monde exte´rieur ». Sa base posse`de 4 trous de passage permettant au syste`me
de s’inte´grer a` n’importe quelle plate-forme conforme aux normes IRD de l’Agence spatiale
canadienne (2010).
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(a) Support du lidar (b) Assemblage du lidar avec son support
Figure 3.10 Support du lidar
(a) Support vu du dessus (b) Support vu du dessous
Figure 3.11 Support de l’assemblage global
3.1.8 Assemblage global
L’assemblage de tous les e´le´ments pre´ce´demment mentionne´s dans un logiciel de CAO est
illustre´ a` la figure 3.12. Les images du haut montrent ce qui e´tait pre´vu lors de la conception,
alors que les images du bas illustrent le syste`me tel que construit. La sphe`re bleue illustre´e a`
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la figure 3.13 repre´sente la position du centre de masse 6 calcule´e par le logiciel de CAO. Le
centre de masse est situe´ pre`s de l’axe de rotation de la table tournante de manie`re a` re´partir
le plus e´galement possible la charge sur le roulement a` billes de la table tournante.
(a) CAO : Assemblage ouvert (b) CAO : Assemblage ferme´
(c) Produit re´el : Assemblage ouvert (d) Produit re´el : Assemblage ferme´
Figure 3.12 Comparaisons entre le mode`le CAO et le produit tel que conc¸u
6. Il s’agit du centre de masse du syste`me complet sans le support de l’assemblage global, e´tant donne´




Figure 3.13 Position estime´e du centre de masse par CAO
Les configurations d’assemblage
Il est a` noter qu’il existe deux configurations d’assemblage possibles du syste`me, tel
qu’illustre´ a` la figure 3.14. Dans la premie`re configuration (vue de gauche), le lidar est oriente´
vers l’avant et le syste`me ne´cessite une rotation comple`te de 360◦ en azimut afin de repre´-
senter tout l’environnement dans lequel se trouve le robot. Dans la deuxie`me configuration,
le lidar est oriente´ vers le bas et une rotation de 180◦ est alors suffisante pour repre´senter
l’environnement du robot. La zone couverte par le champ visuel du lidar diffe`re selon la confi-
guration choisie, tel qu’illustre´ a` la figure 3.15. Ces configurations d’assemblage pre´sentent
des avantages et des inconve´nients qui sont discute´s au chapitre 6.
(a) Configuration 1 (b) Configuration 2









(b) Champ de vision de la configuration 2
Figure 3.15 Comparaison des champs de vision des deux configurations d’assemblage
3.2 Design e´lectrique
3.2.1 Interconnexions
L’annexe B pre´sente un sche´ma de principe illustrant les connexions e´lectriques reliant
les composants du syste`me.
3.2.2 Gestion de l’alimentation
Une gestion de l’alimentation e´lectrique est ne´cessaire afin de fournir les diffe´rents niveaux
de tension spe´cifiques a` chacun des composants du syste`me de vision. Le syste`me ne´cessite
ide´alement une alimentation e´lectrique de 24 volts DC pouvant fournir 4 ampe`res. Il accepte
toutefois tout niveau de tension variant de 22 a` 34 volts, un requis provenant des normes IRD
de l’Agence spatiale canadienne (2010). Ceci est possible graˆce a` un convertisseur DC-DC
qui assure une tension de 24 volts DC stable a` sa sortie. Advenant le cas ou` l’alimentation
externe fournie au syste`me serait de´ja` re´gule´e a` 24 volts DC, il est possible de contourner
le convertisseur DC-DC pour empeˆcher la consommation inutile d’e´nergie, simplement en
changeant de point de connexion sur la carte e´lectronique (voir l’annexe B). Une protection
thermique coupe l’alimentation e´lectrique lorsque la tempe´rature a` l’inte´rieur du cabinet
de´passe 50◦C.
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3.2.3 Amplification des signaux de l’encodeur incre´mental
L’encodeur optique du moteur ge´ne`re des signaux en quadratures (deux phases) qui pos-
se`dent des niveaux de tensions variant de 0 volt (bas) a` 5 volts (haut), tandis que le lidar
rec¸oit des signaux variant de 0-12 volts (bas) a` 21-24 volts (haut). Le circuit e´lectrique dont
il est ici question amplifie donc les deux phases de l’encodeur en signaux variant de 0 a` 24
volts. Ceci est re´alise´ par deux amplificateurs ope´rationnels non-inverseurs (un pour chaque
phase).
3.2.4 Ajout d’une interface RS-232 au microcontroˆleur
Un lien RS-232 est ne´cessaire pour que le microcontroˆleur puisse communiquer avec le
moteur. La carte de de´veloppement NGW100 d’Atmel offre un connecteur DB-9 agissant
comme interface RS-232. Ce port se´rie est configure´ par de´faut comme e´tant la sortie de la
console (Console Output) du microcontroˆleur. Cette re´alite´ fait en sorte qu’au de´marrage,
une se´rie de caracte`res ASCII (correspondant a` l’information affiche´e a` l’e´cran lors de l’ini-
tialisation du microcontroˆleur) sont transmis par le biais de ce port. Ceci cause proble`me
puisqu’en connectant le port au moteur intelligent, le moteur devient dysfonctionnel lorsqu’il
rec¸oit ces milliers caracte`res.
Une solution envisage´e pour re´gler ce proble`me fuˆt de de´sactiver le port lors de l’initia-
lisation. Toutefois, au de´marrage, le port du NGW100 permet diverses fonctionnalite´s qui
justifient de le laisser inchange´. Par exemple, c’est par ce port qu’il est possible de remplacer
le noyau 7 du syste`me d’exploitation Linux, de mettre-a`-jour le firmware, de changer le BIOS
et de faire du de´verminage de fac¸on approfondie.
Pour ces raisons, la solution adopte´e fuˆt plutoˆt d’ajouter un port RS-232 supple´mentaire.
Pour ce faire, il fallu re´aliser le circuit de transmission/re´ception ne´cessaire, en plus de mo-
difier et de recompiler le noyau Linux en conse´quence. Le nouveau port RS-232 peut alors
eˆtre de´die´ a` la communication avec le moteur sans que ce dernier ne soit perturbe´ lors du
de´marrage du microcontroˆleur. Ainsi, le port du NGW100 demeure libre et peut continuer a`
eˆtre utilise´ pour effectuer des ope´rations de bas niveau.
3.3 Architecture informatique
Plusieurs algorithmes informatiques assurent le bon fonctionnement du syste`me. Ils furent
implante´s spe´cifiquement au niveau du microcontroˆleur ainsi qu’au niveau du moteur intel-
ligent. Cette section explique le fonctionnement ge´ne´ral de ces algorithmes ainsi que les
principales manipulations informatiques applique´es au syste`me.
7. Le noyau est le coeur du syste`me d’exploitation, c’est ce qui permet entre autres aux programmes
d’interagir avec le mate´riel physique.
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3.3.1 Recompilation du noyau du NGW100
La recompilation du noyau du NGW100 fut rendue ne´cessaire par l’ajout d’un port se´rie.
Cependant, par souci d’efficacite´, plusieurs autres alte´rations furent effectue´es a` l’occasion de
cette nouvelle compilation.
Une fonction battement du coeur (Heartbeat) fut instaure´e afin de pouvoir constater vi-
suellement le bon ou le mauvais fonctionnement du microcontroˆleur 8. La recompilation du
noyau permit aussi la mise-a`-jour de la distribution de Linux qui e´tait initialement embar-
que´e sur le microcontroˆleur. Au terme des manipulations, la version initiale Linux v.1.16 fut
remplace´e par la version plus re´cente Linux v.2.24. Les autres alte´rations conse´quentes a` la
recompilation concernent surtout les services offerts par Linux. Il fut effectivement de´cide´ de
retirer plusieurs services inutiles a` CORIAS afin d’alle´ger le fonctionnement du microcontroˆ-
leur.
3.3.2 Configuration des re´seaux de communication





























Figure 3.16 Configuration du re´seau de communication
8. Le battement de coeur se traduit concre`tement par le clignotement d’une DEL dont la fre´quence est
proportionnelle a` la charge de travail demande´e au processeur. Si jamais une erreur fatale du syste`me devait
survenir, ladite DEL cesse de clignoter.
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3.3.3 Programmes informatiques
Deux programmes informatiques furent mis sur pied pour ge´rer la majeure partie des
ope´rations du syste`me de vision. Le programme principal est installe´ sur le microcontroˆleur.
Il ge`re entre autres la re´ception et le traitement des requeˆtes effectue´es par le(s) client(s). Il
assure aussi la sauvegarde de l’historique des ope´rations, des e´tats importants du syste`me et
des erreurs sur une carte SD (lorsque disponible). Le programme secondaire re´side au niveau
du moteur intelligent. Lors de l’initialisation du syste`me, son roˆle est d’orienter CORIAS a` un
angle de re´fe´rence (origine). Une fois l’initialisation comple´te´e, il demeure actif en veillant,
par mesure de se´curite´, a` ce que l’orientation du syste`me ne de´passe jamais 380◦. Si cela
survient, il cesse le mouvement en cours et rame`ne le syste`me a` son orientation d’origine.
3.3.4 Gestion des requeˆtes
Une fois le syste`me initialise´, le microcontroˆleur passe en mode « attente de commandes »
et attend qu’un client se connecte et lui communique ses requeˆtes. Lorsqu’un client se
connecte, le programme principal (processus parent) donne naissance a` un processus en-
fant qui s’exe´cute en paralle`le. Le processus parent retourne alors en attente d’une nouvelle
connection-client, alors que le processus-enfant se charge d’exe´cuter l’ensemble des requeˆtes
spe´cifie´es par le client. Il exe´cute chacune des requeˆtes du client, tant et aussi longtemps que
le client reste connecte´. Lorsque le client n’a plus de requeˆtes a` faire parvenir au syste`me, il
ferme alors la connection, ce qui termine par le fait meˆme le processus-enfant qui lui e´tait
rattache´. De son coˆte´, le processus-parent reste actif tant et aussi longtemps que le syste`me
est sous tension. La figure 3.17 illustre le principe de gestion des requeˆtes et des clients par
le syste`me.
Cette approche client(s)-serveur dans la gestion des requeˆtes permet a` plusieurs clients de
faire parvenir simultane´ment des requeˆtes au syste`me. Ceci rend CORIAS plus flexible et est
utile dans certains contextes, par exemple dans la perspective ou` un client voudrait faire an-
nuler la requeˆte errone´e d’un autre client ou encore, dans la perspective ou` un client voudrait
connaˆıtre l’angle d’azimut actuel sans de´connecter les autres clients. Il est a` noter toutefois
que chaque client a la meˆme importance et que seul l’ordre des requeˆtes fixe la priorite´ dans
le traitement : la requeˆte la plus re´cente est toujours la plus prioritaire. Dans certains cas
particuliers, il peut arriver que des clients envoient simultane´ment des requeˆtes incompatibles
entre elles. Lorsque cette situation survient, seul le client ayant fait parvenir sa requeˆte en
dernier sera servi, l’autre client verra sa requeˆte eˆtre suspendue et le processus-enfant lui
e´tant rattache´ deviendra un processus zombie 9. Ceci n’affecte toutefois pas l’efficacite´ du
9. Un processus « zombie » est un processus inactif de manie`re permanente, mais auquel un identifiant
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Figure 3.17 Principe de gestion des clients et de leurs requeˆtes
syste`me. Pour que ce mode de fonctionnement soit profitable, il importe donc que chacun
des clients soit responsable, en ce sens qu’aucun d’entre eux ne doit envoyer de requeˆtes qui
pourraient nuire a` d’autres clients de´ja` connecte´s. Un ope´rateur peut s’informer du nombre
de clients connecte´s en utilisant les fonctionnalite´s du syste`me d’exploitation Linux installe´
sur CORIAS.
3.3.5 Fonctionnalite´s
Lorsqu’un client se connecte au syste`me, il a la possibilite´ de formuler une multitude de
requeˆtes. La description des principales commandes possibles se re´sument ainsi :
• Re´aliser un balayage continu avec un champ de vision 10 et des re´solutions 11 de´finies
par le client.
10. Le client de´finit le champ de vision en spe´cifiant les angles de de´part et d’arrive´e de l’azimut et de
l’e´le´vation.
11. en azimut et en e´le´vation
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• Ve´rifier que le syste`me est « vivant » en demandant au microcontroˆleur d’envoyer un
message de confirmation.
• Acque´rir un seul balayage dans le plan d’acquisition actuel.
• Obtenir / modifier l’orientation actuelle en azimut.
• Obtenir le statut du controˆleur interne du capteur lidar.
• Envoyer des commandes directement au moteur intelligent.
• Obtenir / modifier les parame`tres de configuration actuels du capteur lidar.
• Avorter toutes les ope´rations en cours et orienter le syste`me a` sa position d’origine.
3.3.6 Communications
Le transfert de messages entre un client et CORIAS se fait a` l’inte´rieur de trames respec-
tant un format bien pre´cis utilisant le protocole TCP. Le format des trames est le meˆme que
celui de´crit par Lamarche (2009), tel qu’illustre´ a` la figure 3.18.
0x55 0xAA CMD Taille des données Données ... ... ...
= 1 octet
1
Figure 3.18 Format des trames de communication entre CORIAS et le(s) client(s)
3.4 Principe de fonctionnement
3.4.1 Initialisation du syste`me
De`s la mise sous tension du syste`me global, le moteur, le microcontroˆleur ainsi que le
lidar sont alimente´s et de´marrent en paralle`le. Le microcontroˆleur de´bute se´quentiellement
chacun des services essentiels au bon fonctionnement de Linux. Vers la fin de cette se´quence, il
exe´cute automatiquement le programme principal de CORIAS. Celui-ci signale tout d’abord
au moteur de lancer l’exe´cution du programme secondaire ge´rant l’initialisation du syste`me
de vision.
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Cette initialisation consiste a` faire tourner 12 le syste`me de vision en azimut jusqu’a` ce que
l’interrupteur de position initiale de la table tournante se ferme. Par souci de re´pe´tabilite´, il
est ve´rifie´ que l’interrupteur se ferme toujours dans le meˆme sens de rotation. Lorsque cela se
produit enfin, la rotation se poursuit jusqu’a` l’atteinte du signal de l’index de l’encodeur. Le
syste`me de vision utilise alors ce point comme re´fe´rence pour s’orienter par rapport au robot
et de´terminer son origine. CORIAS sera preˆt a` recevoir des commandes uniquement lorsque
cette proce´dure d’initialisation sera comple´te´e.
3.4.2 Balayage d’une sce`ne
Lorsqu’un client envoie une requeˆte de balayage d’une sce`ne, le syste`me engage un pro-
cessus comportant plusieurs e´tapes. Dans le cas typique d’un balayage en sens anti-horaire,
les principales d’entre elles sont illustre´es par le diagramme simplifie´ de la figure 3.19.
Début
Une demande de balayage est reçue
Déplacement jusqu’à
l’orientation d’amorce
CORIAS est à son orientation d’amorce
Accélération jusqu’à la
vitesse de croisière















Les données sont traitées
Transmission des
données au client
Les données sont écrites dans









CORIAS est à l’origine
Fin
1
Figure 3.19 Principe de l’exe´cution d’un balayage en sens anti-horaire 13
12. La rotation est d’abord de 180◦ en sens horaire et ensuite de 360◦ en sens anti-horaire.
13. Dans le cas d’un balayage en sens horaire, seules les ine´galite´s sont inverse´es.
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L’orientation d’amorce est calcule´e pour chaque requeˆte de balayage et assure que le sys-
te`me ait atteint sa vitesse de croisie`re avant le passage a` l’angle d’azimut de de´part 14. Quant
a` elle, la vitesse de croisie`re est la vitesse a` laquelle CORIAS tourne durant l’acquisition des





× sgn(− (Azarrive´e − Azde´part)) (3.1)
fMoteur est la fre´quence de rotation du moteur en Hertz, 180 provient du ratio 1 : 180 entre le
moteur et le plateau de la table tournante, RAz est la re´solution de l’azimut en degre´, fLidar
est la fre´quence de rotation du miroir interne du lidar en Hertz, « sgn » est la fonction signe
et {Azde´part, Azarrive´e} sont respectivement l’angle d’azimut de de´part et d’arrive´.
Apre`s avoir atteint sa vitesse de croisie`re, le syste`me interroge de fac¸on re´pe´titive le
lidar afin de connaˆıtre l’azimut actuel 15. Une fois le syste`me oriente´ a` proximite´ de l’angle
d’azimut de de´part, l’acquisition et la transmission des mesures au client s’entament. Ainsi,
apre`s chaque rotation de son miroir interne, le lidar transmet au microcontroˆleur une trame
contenant ses mesures ainsi que l’angle d’azimut a` partir duquel celles-ci ont e´te´ effectue´es.
Le programme principal se charge alors d’isoler les donne´es pertinentes et re´-achemine ces
dernie`res vers le client. Ce processus de re´ception-transmission se poursuit tant et aussi
longtemps que le syste`me n’est pas rendu a` l’azimut d’arrive´. S’il survient une rupture d’un
lien de communication TCP lors des ope´rations, que ce soit entre le lidar et le microcontroˆleur
ou entre le microcontroˆleur et le client, le syste`me termine son mouvement de rotation et
retourne a` son orientation d’origine.
14. L’angle d’azimut de de´part est l’angle a` partir duquel le client de´sire recevoir des donne´es.
15. Le lidar peut renvoyer cette information graˆce a` son entre´e de´die´e aux signaux de l’encodeur du moteur,




La caracte´risation du lidar et l’e´talonnage de CORIAS permettent de tirer le maximum
d’information des donne´es produites. Dans cette optique, ce chapitre aborde d’abord la ca-
racte´risation du LMS111, le capteur principal du syste`me, en expliquant l’ensemble des ex-
pe´riences re´alise´es. Les re´sultats obtenus sont ensuite expose´s et permettent de conclure sur
les principaux facteurs influenc¸ant les mesures de distance et d’intensite´. Le mode`le ma-
the´matique du syste`me de vision est alors introduit et l’e´talonnage intrinse`que est re´alise´ a`
partir de ce dernier. Enfin, une proce´dure simple d’e´talonnage extrinse`que est e´tablie afin de
de´terminer la pose du syste`me 1 par rapport au repe`re de navigation du robot mobile.
4.1 Caracte´risation du LMS111
4.1.1 Montage expe´rimental
Toutes les expe´riences de caracte´risation se sont de´roule´es durant deux semaines, dans
un laboratoire inte´rieur de l’ASC, a` une tempe´rature d’environ 23◦C et un taux d’humidite´
de 70%. Excepte´ pour les expe´riences sur la tension d’alimentation, le capteur LMS111 e´tait
alimente´ par une tension de 24 volts DC provenant d’un bloc d’alimentation de la compagnie
Agilent. Similairement, la fre´quence d’acquisition utilise´e e´tait 25Hz (re´solution de 0,25◦)
pour toutes les expe´riences, sauf celles portant sur la fre´quence d’e´chantillonnage. De plus,
la cible utilise´e e´tait toujours une feuille de carton blanc, sauf lors des expe´riences portant
sur l’effet des proprie´te´s de surface. Un ordinateur de marque Samsung assurait l’acquisition
des donne´es et la commande du lidar. Cet ordinateur e´tait e´quipe´ d’un processeur I5 d’Intel
(3.3GHz) avec 4GB de me´moire vive et fonctionnait sous le syste`me d’exploitation Linux
Ubuntu 11.10 Oneiric Ocelot. Une application logicielle e´crite en langage C fut de´veloppe´e
afin de permettre la cueillette des donne´es et l’envoi des commandes ne´cessaires au lidar. Le
rayon laser utilise´ pour la caracte´risation du lidar e´tait le rayon central 2 de l’instrument.
En ce qui a trait au positionnement, la configuration et la me´thode utilise´es sont prati-
quement les meˆmes que celles de Koceski et al. (2009). Pour chaque expe´rience, la distance
se´parant le lidar de la cible fut mesure´e pre´cise´ment, de manie`re inde´pendante, a` l’aide d’un
1. La pose du syste`me de´signe la position et l’orientation du repe`re de CORIAS.
2. Le rayon central constitue la bissectrice du champ de vision du lidar. Puisque ce dernier posse`de un
champ de vision de 270◦, il s’agit du 361ie`me rayon lorsque la re´solution est de 0,5◦ et du 721ie`me lorsque la
re´solution est de 0,25◦.
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te´le´me`tre laser 421D de la compagnie Fluke (posse´dant une pre´cision de ±1,5mm). Deux
embases universelles a` plomb laser (figure 4.1) utilise´es avec des niveaux a` bulle sphe´rique
permirent d’aligner et d’orienter le capteur et la cible. La figure 4.2 illustre le principe de
positionnement utilise´ lors des expe´riences de caracte´risation.
Figure 4.1 Embase universelle a` plomb laser
Le lidar fut installe´ sur un support a` capteurs spe´cialement usine´ aux fins des expe´riences
de caracte´risation. Ce dernier avait e´te´ conc¸u de manie`re a` permettre que le rayon central
du lidar soit paralle`le au plan horizontal, tout en ayant le centre ge´ome´trique de l’embase
universelle situe´ dans le plan d’acquisition. De plus, ce support permettait de fixer pre´cise´ment
le te´le´me`tre laser a` deux positions centrales (C1, C2) aligne´es avec le plan d’acquisition du
lidar de meˆme qu’a` deux positions late´rales (L1, L2) paralle`les a` ce dernier. Les trous de
passage du support a` capteurs avaient e´te´ fraise´s de manie`re a` assurer un positionnement
optimal des instruments lors du vissage. Le montage des capteurs sur le support a` capteurs
est illustre´ a` la figure 4.3a.
Chacune des cibles e´tudie´es fut dispose´e sur un support en bois, installe´ pour sa part
sur une table tournante actionne´e par un moteur intelligent permettant une re´solution d’un
millie`me de degre´ sur l’orientation des cibles (figure 4.3b). La table tournante et le moteur
furent fixe´s a` un support de cible spe´cialement usine´ pour les expe´riences de caracte´risation.
Ce dernier avait e´te´ conc¸u de manie`re a` ce que l’axe de rotation de la table tournante soit
normal au plateau ajustable de l’embase universelle et aligne´ avec son centre ge´ome´trique. Des
marques d’alignement furent trace´es sur le support de bois (figure 4.2c) afin de positionner










































































































(c) Marques du support de cible
Figure 4.2 Principe de positionnement des expe´riences de caracte´risation
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(a) Configuration du LMS111 sur son tre´pied (b) Configuration de la cible sur son tre´pied
Figure 4.3 Configuration des tre´pieds
laser du lidar croˆıt en fonction de la distance (figure 4.4), le support en bois et les cibles
e´taient de grandeurs suffisantes pour garantir que le rayon soit intercepte´ comple`tement et
ce, meˆme pour les plus grandes distances.
























Figure 4.4 Diame`tre du laser du lidar en fonction de la distance (SICK, 2012)
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Lors des expe´riences, le tre´pied des capteurs demeurait a` la meˆme position et le tre´pied
de la cible se de´plac¸ait a` chaque position d’inte´reˆt le long d’une ligne de mire. Cette dernie`re
e´tait simplement constitue´e d’une mince corde tendue sur une distance d’un peu plus de
20 me`tres. Elle permettait de positionner la cible par rapport aux capteurs en centrant les
tre´pieds sur celle-ci a` l’aide du plomb laser des embases.
La premie`re e´tape dans la re´alisation de ces expe´riences consistait a` garantir que, tout en
ayant le plomb laser centre´ sur la ligne de mire, le rayon central du lidar soit paralle`le a` cette
dernie`re. Pour respecter cette exigence, il fallut tout d’abord utiliser ite´rativement le plomb
laser ainsi que le niveau a` bulle sphe´rique. Par la suite, le tre´pied-cible fut positionne´ grossie`-
rement a` une distance d’inte´reˆt par rapport au tre´pied-capteurs, en prenant soin d’aligner le
plomb laser avec la ligne de mire. Pour que le rayon central du lidar soit bel et bien normal a`
la cible, le te´le´me`tre fut tout d’abord installe´ aux positions verticales C1 et C2. La cible fut
alors ajuste´e grossie`rement en hauteur ainsi qu’en orientation verticale (tangage) afin que le
laser projete´ par le te´le´me`tre soit centre´ sur les marques C ′1 et C
′
2 lorsque ce dernier e´tait
positionne´ en C1 et C2 respectivement. L’ajustement fin de la position et de l’orientation
verticale de la cible fut effectue´ en re´glant les vis de calage de l’embase jusqu’a` ce que les dis-
tances C1C ′1 et C2C
′
2, mesure´es par le te´le´me`tre, soient e´gales. Le meˆme principe fut ensuite
applique´ pour l’orientation horizontale. Celle-ci fut ajuste´e a` l’aide de la rotation manuelle
de la table tournante, jusqu’a` ce que les distances L1L′1 et L2L
′
2 soient e´gales. L’orientation







le te´le´me`tre, e´taient toutes e´quivalentes. Cette proce´dure de positionnement et d’ajustement
de l’orientation dut eˆtre re´pe´te´e a` chaque de´placement du tre´pied-cible.
4.1.2 Effet du temps d’ope´ration
Cette expe´rience consiste a` e´tudier la de´rive des mesures de distance et d’intensite´ en
fonction du temps d’ope´ration. Plusieurs auteurs tels que Kweon et al. (1991); Reina et
Gonzales (1997); Ye et Borenstein (2002); Luo et Zhang (2004); Alwan et al. (2005); Koceski
et al. (2009); Okubo et al. (2009); Park et al. (2010) notent en effet une de´rive non ne´gligeable
des mesures en fonction du temps d’ope´ration et ce, pour diffe´rents mode`les de capteurs laser.
Une des causes expliquant cette de´rive des mesures est l’accroissement de la tempe´rature a`
l’inte´rieur du capteur avec le temps. Kweon et al. (1991) confirment une telle de´pendance en
ve´rifiant l’impact que produit un syste`me de chauffage e´lectrique sur un lidar Perceptron.
Pour re´aliser cette expe´rience, la cible fut d’abord place´e a` une distance fixe de 5,615m
avec un angle d’incidence de 0◦. Une fois le lidar alimente´, il s’initialisa et de´buta aussitoˆt
la transmission des donne´es. Pendant plus de six heures, a` chaque pe´riode de 15 secondes,
100 mesures de distance et 100 mesures d’intensite´ furent transmises et enregistre´es dans
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un fichier sur le disque dur de l’ordinateur. Avant de de´buter ces ope´rations, le lidar utilise´
avait be´ne´ficie´ d’une pe´riode de repos d’au moins 24 heures afin de garantir qu’il de´marrait
a` tempe´rature ambiante (≈ 23◦C). La figure 4.5 illustre la de´rive de la valeur moyenne de
chaque ensemble de 100 mesures en fonction du temps d’ope´ration. Seules les 10000 premie`res






























































(b) De´rive des mesures d’intensite´ en fonction
du temps d’ope´ration
Figure 4.5 De´rive des mesures en fonction du temps d’ope´ration
Les mesures de distance diminuent rapidement au de´but de la mise en marche du capteur,
mais se stabilisent apre`s environ 3 500 secondes. En ce qui a trait aux mesures d’intensite´,
elles prennent plus de temps a` se stabiliser, soit environ 6 000 secondes. En raison de ces
re´sultats, le capteur lidar fut mis sous tension au moins 6 heures avant le de´but de toutes les
prochaines expe´riences mentionne´es dans ce chapitre.
4.1.3 Effet de la fre´quence d’acquisition
Lors de cette expe´rience, le seul parame`tre qui fut varie´ est la fre´quence d’acquisition du
lidar qui put eˆtre configure´e a` deux valeurs diffe´rentes : 25Hz (re´solution de 0,25◦) ou 50Hz
(re´solution de 0,5◦). La cible fut place´e a` une distance de 5,615m et pour chacune des deux
fre´quences, 10 000 mesures de distance et autant de mesures d’intensite´ furent acquises. Les





















































(b) Distribution des mesures d’intensite´ selon la
fre´quence d’e´chantillonnage
Figure 4.6 Effet de la fre´quence d’acquisition
La fre´quence d’e´chantillonnage influence la distribution des mesures de distance. Celle-ci
est en moyenne 8,4mm plus grande lorsque la fre´quence est a` 25Hz. La similarite´ des e´carts-
types semblent indiquer un effet non significatif de la fre´quence sur la dispersion des donne´es.
En ce qui a trait aux mesures d’intensite´, aucun impact significatif ne semble eˆtre provoque´
par le changement de fre´quence.
4.1.4 Effet du niveau de la tension d’alimentation
Cette expe´rience consiste a` faire varier la tension d’alimentation du LMS111 afin de ve´rifier
l’impact de tels changements sur les mesures. Le fabricant indique que l’e´tendue des tensions
d’alimentation admissibles est de 10,8 a` 30 volts. Par conse´quent, apre`s avoir positionne´ la
cible a` une distance fixe de 5,615m, la tension d’entre´e du lidar fut varie´e de 9 a` 30 volts DC 3,
par incre´ments de 0,5 volts. Pour chacune des tensions d’entre´e conside´re´e, 10 000 mesures
furent acquises. Les figures 4.7a et 4.7b illustrent les re´sultats obtenus.
Des distances d’environ 2mm plus e´leve´es en moyenne sont observe´es lorsque le lidar
est alimente´ par des tensions de l’ordre de 25,5 - 30 volts, comparativement aux mesures
obtenues avec des tensions d’entre´e de l’ordre de 14 - 20 volts. En ce qui concerne l’intensite´,
la variation des mesures ne permet pas d’indiquer clairement un quelconque impact qui
serait provoque´ par la tension d’alimentation. Le niveau de tension ne semble donc pas
affecter significativement les mesures du lidar puisque ces dernie`res ne varient pas de manie`re
importante.






























(a) Valeur moyenne de la distance en fonction


























(b) Valeur moyenne de l’intensite´ en fonction
de la tension d’alimentation
Figure 4.7 Effet de la tension d’alimentation
4.1.5 Effet des proprie´te´s de surface
Effet de la couleur
Pour cette expe´rience, des groupes de cibles de textures similaires au niveau des fibres,
mais de couleurs diffe´rentes, furent utilise´es successivement afin de ve´rifier l’effet de ce pa-
rame`tre sur les mesures de distance et d’intensite´. Les couleurs sont regroupe´es en trois
cate´gories distinctes :
1. Les tons de gris : Des tons de gris variant du noir (RGB=0) au blanc (RGB=255),
imprime´s sur papier a` l’aide d’une imprimante laser standard.
2. Les couleurs a` fini maˆt : Il s’agit de cartons de dix couleurs diffe´rentes posse´dant une
surface de fini maˆt.
3. Les couleurs a` fini re´fle´chissant : Soit cinq cartons posse´dant un fini de surface lustre´
ou semi-lustre´.
Comme pour les expe´riences pre´ce´dentes, la cible fut tout d’abord positionne´e perpendi-
culairement au rayon central du LMS111 a` une distance fixe de 5,615m. Par la suite, 10 000
mesures de distance et autant de mesures d’intensite´ furent acquises successivement pour
chacune des cibles e´tudie´es. Les re´sultats observe´s pour des tons de gris variant de 0 a` 255




















































(b) Distribution des mesures d’intensite´ pour diffe´rents tons de gris
Figure 4.8 Distribution des mesures pour diffe´rents tons de gris
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(a) Moyenne des mesures de distance en
fonction de diffe´rents tons de gris
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(b) Moyenne des mesures d’intensite´ en
fonction de diffe´rents tons de gris





























(c) E´cart-type normalise´ de la distance en
fonction de diffe´rents tons de gris



























(d) E´cart-type normalise´ de l’intensite´ en
fonction de diffe´rents tons de gris
Figure 4.9 Moyenne et e´cart-type des mesures pour diffe´rents tons de gris
En regard de ces re´sultats, il est clair que le niveau de gris a une influence directe sur les
mesures de distance et d’intensite´. Ye et Borenstein (2002); Luo et Zhang (2004); Park et al.
(2010) notent aussi un effet non-ne´gligeable du niveau de gris sur la distance. Une variation
totale d’environ 10mm survient au niveau des mesures de distance, des distances plus courtes
e´tant associe´es aux couleurs plus paˆles. En observant la figure 4.9a, la distance mesure´e semble
varier line´airement en fonction du niveau de gris. De plus, la figure 4.9c illustre que l’e´cart-
type normalise´ 4 en fonction de la distance varie aussi en fonction du niveau de gris. Cette
dernie`re figure de´montre en effet que les mesures de distance sont plus disperse´es (σnorm est
plus e´leve´) lorsque les cibles sont plus paˆles. Une variation spectaculaire, bien qu’attendue,
4. L’e´cart-type normalise´ est calcule´ par : σnorm =
σ
µ . Il sert a` comparer les e´carts-types d’e´chantillons de
moyenne diffe´rente.
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Tableau 4.1 Moyenne et e´cart-type des mesures en fonction du niveau de gris
RGB Distribution de la distance Distribution de l’intensite´
0 µ = 5 597,8mm σ = 6,79mm µ = 396,78 σ = 1,64
25 µ = 5 598,7mm σ = 6,89mm µ = 396,89 σ = 1,72
50 µ = 5 596,3mm σ = 6,94mm µ = 405,00 σ = 1,65
75 µ = 5 596,8mm σ = 7,04mm µ = 420,90 σ = 1,73
100 µ = 5 594,8mm σ = 7,07mm µ = 442,90 σ = 2,20
125 µ = 5 593,3mm σ = 7,16mm µ = 455,31 σ = 1,72
150 µ = 5 592,9mm σ = 7,34mm µ = 469,90 σ = 1,73
175 µ = 5 590,9mm σ = 7,60mm µ = 484,67 σ = 1,98
200 µ = 5 589,8mm σ = 8,25mm µ = 500,50 σ = 1,58
225 µ = 5 587,8mm σ = 8,35mm µ = 513,08 σ = 1,53
255 µ = 5 589,0mm σ = 8,59mm µ = 522,17 σ = 1,85
survient aussi au niveau des mesures d’intensite´ qui affichent pour leur part une variation
totale de plus de 120 unite´s 5. Bien entendu, ceci s’explique par le fait qu’une couleur fonce´e
re´fle´chit moins la lumie`re qu’une couleur paˆle. Bien que la relation entre l’intensite´ et le niveau
de gris semble assez line´aire, il est toutefois inte´ressant de constater un certain plateau pour
les deux tons de gris plus fonce´s.
La meˆme expe´rience fut aussi re´alise´e pour les cibles de couleurs a` fini maˆt : les re´sultats
sont pre´sente´s a` la figure 4.10 ainsi qu’au tableau 4.2.
Tableau 4.2 Moyenne et e´cart-type des mesures en fonction de la couleur
Couleur Distribution de la distance Distribution de l’intensite´
Vert µ = 5 585,7mm σ = 8,56mm µ = 517,44 σ = 1,56
Vert lime µ = 5 591,7mm σ = 8,50mm µ = 524,76 σ = 1,96
Bleu µ = 5 592,6mm σ = 8,58mm µ = 524,50 σ = 1,99
Bleu fonce´ µ = 5 591,6mm σ = 8,64mm µ = 510,48 σ = 1,53
Mauve µ = 5 589,0mm σ = 8,65mm µ = 516,12 σ = 1,54
Rouge µ = 5 589,0mm σ = 8,57mm µ = 518,62 σ = 1,58
Orange fonce´ µ = 5 586,3mm σ = 8,47mm µ = 520,76 σ = 1,67
Orange µ = 5 591,0mm σ = 8,60mm µ = 526,31 σ = 1,80
Jaune µ = 5 590,7mm σ = 8,37mm µ = 520,86 σ = 1,68
Jaune paˆle µ = 5 588,2mm σ = 8,77mm µ = 516,09 σ = 1,56
5. L’e´tendue de mesure de l’intensite´ n’est pas de´finie par le fabricant. L’intensite´ minimum pouvant eˆtre
mesure´e par le LMS111 est de 10, tandis que l’intensite´ maximale n’est pas spe´cifie´e. A` titre de re´fe´rence,
SICK (2012) indique toutefois qu’un mate´riau re´fle´chissant de 1 250 candela/lux/me`tre2 ge´ne`re une valeur





























































(b) Distribution des mesures d’intensite´ pour diverses couleurs a` fini maˆt
Figure 4.10 Distribution des mesures pour diverses couleurs a` fini maˆt
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L’effet des couleurs est note´ beaucoup plus au niveau de l’intensite´ qu’a` celui de la distance.
Ceci confirme qu’il est possible de se fier sur les mesures d’intensite´ pour diffe´rencier une bonne
partie des couleurs ici e´tudie´es. E´trangement, certaines couleurs telles que le vert paˆle, le bleu
et l’orange cre´ent des distributions bi-modales au niveau de l’intensite´. Le meˆme phe´nome`ne
est remarque´ dans l’expe´rience re´alise´e par Ye et Borenstein (2002). Quant aux mesures de
distance, l’effet des couleurs est moins concluant e´tant donne´ que les distributions sont assez
regroupe´es et qu’elles montrent un e´cart-type semblable. Malgre´ tout, le vert et l’orange fonce´
se de´marquent un peu du lot avec une plus faible moyenne des distances mesure´es. D’ailleurs,
la diffe´rence maximale de 6,9mm au niveau de la moyenne survient entre le carton vert et le
carton bleu. Ye et Borenstein (2002) obtiennent aussi cet e´cart maximal entre le bleu et le vert
lors de la caracte´risation d’un SICK LMS200. Les autres couleurs posse`dent une moyenne de
pre`s de 5 590mm. Cet effet relativement peu influant de la couleur sur la mesure moyenne de
la distance est aussi observe´ dans les travaux de Reina et Gonzales (1997); Ye et Borenstein
(2002); Alwan et al. (2005); Koceski et al. (2009) pour divers types de capteurs laser.
Finalement, la figure 4.11 et le tableau 4.3 montrent les re´sultats de l’expe´rience sur
les couleurs a` fini re´fle´chissant. Ils illustrent bien que la couleur et le fini de surface in-
fluencent les valeurs de distance et d’intensite´. En ce qui a trait aux distances, les re´sulats
de´montrent que ces mesures sont sensibles a` la re´flectivite´ de la surface, tout comme a` la
couleur. En effet, plus la surface est re´fle´chissante et paˆle, plus la moyenne des distances
mesure´es semble eˆtre petite et celle des intensite´s semble eˆtre grande. Ainsi, DistArgent <
DistOr < DistNoir et IntArgent > IntOr > IntNoir pour un meˆme fini de surface, alors que
DistLustre´ < DistSemi−lustre´ et IntLustre´ > IntSemi−lustre´ pour une meˆme couleur. De plus,
il est clair que le carton argent de fini lustre´ cre´e une distribution tre`s diffe´rente au niveau
des distances, notamment au niveau de l’e´cart-type. Ce genre de distribution est tre`s simi-
laire au re´sultat obtenu par Ye et Borenstein (2002) lorsque la cible e´tudie´e est du papier
d’aluminium. L’e´cart-type maximal de la distance est associe´ a` la plus faible valeur moyenne
d’intensite´. Inversement, l’e´cart-type minimal est obtenu lorsque la cible est de couleur argent
avec fini lustre´, cette dernie`re posse`de la plus grande valeur moyenne d’intensite´.
Tableau 4.3 Moyenne et e´cart-type des mesures - couleurs a` fini re´fle´chissant
Couleur Distribution de la distance Distribution de l’intensite´
Argent lustre´ µ = 5 583,5mm σ = 5,54mm µ = 1 136,32 σ = 5,40
Or lustre´ µ = 5 586,2mm σ = 7,72mm µ = 620,49 σ = 1,41
Noir lustre´ µ = 5 588,3mm σ = 8,40mm µ = 521,34 σ = 1,97
Argent semi-lustre´ µ = 5 588,8mm σ = 7,78mm µ = 631,04 σ = 1,48

















































(b) Distribution de l’intensite´ pour diverses couleurs a` fini re´fle´chissant
Figure 4.11 Distribution des mesures pour diverses couleurs a` fini re´fle´chissant
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4.1.6 Effet de la distance
Pour cette expe´rience, la cible n’e´tait plus situe´e a` une distance fixe de l’appareil de
mesure. Puisque le fabricant pre´cise que le lidar peut mesurer des distances allant jusqu’a`
20m (SICK, 2012), la distance relative de la cible par rapport a` l’appareil de mesure fut varie´e
de 0,681m a` 19,699m par incre´ments d’environ 0,5m. A` chaque changement de position de la
cible, la proce´dure de´crite a` la section 4.1.1 e´tait re´pe´te´e de manie`re a` garantir une pre´cision
optimale pour chacune des mesures. Une fois la cible bien contrainte par rapport au lidar,
10 000 mesures de distance et autant de mesures d’intensite´ e´taient acquises. La figure 4.12























































(b) Valeur moyenne de l’intensite´ en fonction



































(c) E´cart-type normalise´ des distances mesu-

































(d) E´cart-type normalise´ des mesures d’inten-
site´ en fonction de la distance
Figure 4.12 Moyenne et e´cart-type des mesures en fonction de la distance re´elle
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Tableau 4.4: Moyenne et e´cart-type de la distance et de l’intensite´ en fonction de
la distance re´elle
Distance re´elle Distribution de la distance Distribution de l’intensite´
681mm µ = 682,5mm σ = 9,04mm µ = 581,18 σ = 1,61
1 153mm µ = 1 145,9mm σ = 9,45mm µ = 666,14 σ = 1,67
1 662mm µ = 1 641,7mm σ = 8,51mm µ = 663,19 σ = 1,88
2 143mm µ = 2 121,2mm σ = 10,07mm µ = 644,98 σ = 1,63
2 655mm µ = 2 626,7mm σ = 9,47mm µ = 625,56 σ = 1,49
3 127mm µ = 3 101,4mm σ = 6,21mm µ = 606,21 σ = 1,15
3 626mm µ = 3 600,0mm σ = 6,97mm µ = 587,64 σ = 1,89
4 115mm µ = 4 090,8mm σ = 7,24mm µ = 569,69 σ = 1,68
4 616mm µ = 4 590,7mm σ = 8,55mm µ = 552,85 σ = 1,56
5 083mm µ = 5 057,8mm σ = 8,98mm µ = 538,43 σ = 1,40
5 615mm µ = 5 589,9mm σ = 7,91mm µ = 523,21 σ = 1,53
6 101mm µ = 6 073,1mm σ = 10,06mm µ = 510,72 σ = 1,64
6 672mm µ = 6 645,3mm σ = 8,35mm µ = 497,42 σ = 1,68
7 168mm µ = 7 144,1mm σ = 7,81mm µ = 486,83 σ = 1,93
7 670mm µ = 7 645,2mm σ = 7,49mm µ = 476,85 σ = 1,82
8 145mm µ = 8 119,7mm σ = 9,50mm µ = 468,43 σ = 1,77
8 642mm µ = 8 618,0mm σ = 7,38mm µ = 460,75 σ = 1,73
9 140mm µ = 9 118,2mm σ = 6,37mm µ = 453,18 σ = 1,65
9 638mm µ = 9 615,5mm σ = 7,71mm µ = 445,56 σ = 2,15
10 146mm µ = 10 124,2mm σ = 8,72mm µ = 437,66 σ = 2,06
10 650mm µ = 10 629,0mm σ = 7,77mm µ = 430,83 σ = 2,11
11 156mm µ = 11 138,7mm σ = 5,50mm µ = 425,33 σ = 2,10
11 641mm µ = 11 624,2mm σ = 7,15mm µ = 420,51 σ = 2,09
12 145mm µ = 12 126,0mm σ = 8,10mm µ = 415,82 σ = 1,83
12 650mm µ = 12 631,8mm σ = 7,31mm µ = 411,01 σ = 1,82
13 148mm µ = 13 130,9mm σ = 5,04mm µ = 405,91 σ = 1,81
13 647mm µ = 13 630,5mm σ = 7,21mm µ = 400,91 σ = 1,98
14 140mm µ = 14 122,5mm σ = 7,53mm µ = 396,26 σ = 2,06
14 618mm µ = 14 602,4mm σ = 7,80mm µ = 391,24 σ = 2,16
15 129mm µ = 15 115,5mm σ = 5,69mm µ = 387,92 σ = 2,18
15 644mm µ = 15 628,5mm σ = 7,46mm µ = 384,30 σ = 2,13
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Tableau 4.4: Moyenne et e´cart-type de la distance et de l’intensite´ en fonction de
la distance re´elle (Suite)
Distance re´elle Distribution de la distance Distribution de l’intensite´
16 157mm µ = 16 143,6mm σ = 7,60mm µ = 380,81 σ = 1,86
16 661mm µ = 16 650,2mm σ = 8,29mm µ = 377,71 σ = 1,79
17 155mm µ = 17 150,4mm σ = 6,17mm µ = 373,13 σ = 1,67
17 661mm µ = 17 658,2mm σ = 8,86mm µ = 369,98 σ = 1,75
18 153mm µ = 18 151,8mm σ = 8,15mm µ = 366,60 σ = 1,99
18 664mm µ = 18 663,7mm σ = 7,34mm µ = 361,96 σ = 2,27
19 172mm µ = 19 172,7mm σ = 6,16mm µ = 357,01 σ = 1,90
19 699mm µ = 19 699,6mm σ = 9,00mm µ = 351,64 σ = 1,83
L’erreur croˆıt rapidement pour les plus petites distances e´tudie´es, atteint un plateau et
de´croˆıt ensuite lentement pour les distances ≥ 6 672mm. Un re´sultat similaire est obtenu
par Park et al. (2010), qui observent des variations cycliques de l’erreur en fonction de la
distance re´elle. Les mesures de distance sont conformes aux marges de pre´cision indique´es
par le fabricant. En effet, l’erreur demeure en tout temps infe´rieure a` l’erreur syste´matique
typique spe´cifie´e par le fabricant. L’e´cart-type normalise´ de la distance montre e´galement
un niveau de dispersion en dec¸a` de la limite donne´e par le fabricant (voir la section 3.1.1).
L’e´cart-type normalise´ de´croˆıt avec la distance re´elle, ce qui implique que la re´pe´tabilite´ du
te´le´me`tre laser augmente avec la distance. En ce qui a trait a` l’intensite´, la forme des re´sultats
illutre´s a` la figure 4.12b est similaire a` celle pre´sente´e par Kaasalainen et al. (2011) pour un
lidar SICK LMS151.
Une particularite´ observe´e lors des expe´riences portant sur l’effet des distances est la perte
de la distribution normale standard au niveau des mesures de distance et d’intensite´, pour
certaines plages de distances e´tudie´es. Ce phe´nome`ne, illustre´ a` la figure 4.13, fut note´ pour
les distributions de distance lorsque les plages de distances re´elles e´taient ≤ 2 143mm, tandis
qu’il fut observe´ pour les distributions d’intensite´ surtout lorsque les distances re´elles e´taient
entre 1 374mm et 1 662mm. Toutefois, en ce qui a trait a` l’intensite´, de telles distributions
non standards furent aussi constate´es pour d’autres distances, notamment lors des expe´riences
sur les tons de gris (voir la section 4.1.5, en particulier la figure 4.8b). Ces distributions non
standards furent par ailleurs reproduites a` plusieurs reprises avec succe`s afin de confirmer










































(b) Distribution des mesures d’intensite´
Figure 4.13 Distributions particulie`res des mesures pour certaines plages de distances
4.1.7 Effet de l’angle d’incidence
Cette expe´rience vise a` e´tudier l’effet de l’angle d’incidence, forme´ par le rayon e´mis par
le te´le´me`tre laser sur la surface-cible, sur les mesures de distance et d’intensite´. Pour ce faire,
la cible fut tout d’abord positionne´e a` une distance fixe de 5,615m par rapport a` l’appareil
de mesure. Le moteur intelligent permit ensuite d’effectuer la rotation de la cible de manie`re
tre`s pre´cise. L’angle d’incidence pu varier ainsi sur une plage de 0◦ a` 70◦ 6 par incre´ments
de 1◦. A` chacun des angles, le programme informatique de´veloppe´ se chargeait de soutirer
10 000 mesures de distance et 10 000 mesures d’intensite´. Les re´sultats de cette expe´rience
sont illustre´s a` la figure 4.14.
A` la lumie`re de ces re´sultats, l’angle d’incidence cre´e un effet non-ne´gligeable au niveau des
mesures de distance. Ce dernier se traduit par un e´cart maximal de 13,15mm sur l’ensemble
de la plage d’angles e´tudie´e. D’ailleurs, cette variation est semblable au re´sultat obtenu par
Ye et Borenstein (2002), qui ont observe´ un e´cart maximal de 16,3mm sur une plage d’angles
d’incidence de 0◦ a` 60◦ pour un lidar SICK LMS200. E´galement, Park et al. (2010) obtiennent
une variation maximale de l’ordre de 20mm sur une plage de 0◦ a` 60◦ en utilisant un lidar
Hokuyo UBG-04LX-F01, sauf que, dans ce dernier cas, les distances mesure´es sont plus petites
lorsque l’angle d’incidence est grand. Bien entendu, l’intensite´ diminue aussi en fonction de
l’angle d’incidence. Son taux de variation semble eˆtre de plus en plus important au fur et a`
mesure que l’angle d’incidence augmente. Ceci est aussi observe´ par Kaasalainen et al. (2011).
6. Au dela` de 70◦, l’aire transversale du rayon laser e´mis par le te´le´me`tre n’e´tait pas entie`rement contenu
































(a) Moyenne des mesures de distance en fonc-



























(b) Moyenne des mesures d’intensite´ en fonc-































(c) E´cart-type normalise´ de la distance en




























(d) E´cart-type normalise´ de l’intensite´ en fonc-
tion de l’angle d’incidence
Figure 4.14 Moyenne et e´cart-type des mesures pour diffe´rents angles d’incidence
4.1.8 Effet des conditions d’e´clairage
Cette expe´rience consiste a` e´clairer la sce`ne de l’expe´rience de diffe´rentes fac¸ons afin
d’observer l’impact des conditions d’e´clairage sur les mesures du lidar. L’expe´rience s’est
de´roule´e dans un local obscur ne posse´dant a priori aucune source de lumie`re directe. Des
DELs de diffe´rentes couleurs dispose´es sur un support en « U » furent oriente´es vers le lidar
et servirent pour tester diffe´rents types d’e´clairage. Le lidar et la cible furent positionne´s
de sorte que le rayon laser passe par le centre ge´ome´trique du « U ». Une distance fixe de
1,374m e´tait utilise´e tout au long de l’expe´rience. Comme lors des expe´riences pre´ce´dentes,
10 000 mesures de distance et autant de mesures d’intensite´ furent acquises pour chacune des
conditions d’e´clairage e´tudie´e. La figure 4.15 illustre le montage expe´rimental.
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(a) Montage expe´rimental (b) De´roulement d’une expe´rience
Figure 4.15 Configuration de l’expe´rience sur les conditions d’e´clairage
Plus de 16 couleurs diffe´rentes d’e´clairage ambiant furent teste´es, en plus de divers types
d’e´clairage stroboscopique et de multiples niveaux d’intensite´ lumineuse. Malgre´ tout, aucune
variation significative des distributions des mesures de distance ou d’intensite´ ne fut note´e.
Au niveau de la distance, la valeur moyenne mesure´e est de 1 361,8mm et la diffe´rence
maximale rapporte´e est seulement 1,40mm (entre le vert(+) et le blanc(-)). En ce qui concerne
l’intensite´, la valeur moyenne mesure´e est de 669,5 et la diffe´rence maximale est de 0,4.
Cette dernie`re survient entre le bleu(+) et le rouge(-), ce qui ne constitue pas une variation
significative. Dans le cas de la distance tout comme dans le cas de l’intensite´, l’e´cart-type est
sensiblement le meˆme d’une distribution a` une autre. Par conse´quent, il apparaˆıt clairement
que ces condiditions d’e´clairage artificiel n’influencent pas de manie`re importante les lectures
de distance et d’intensite´. Il reste toutefois possible qu’un e´clairage constitue´e de lumie`re
ayant un spectre diffe´rent (e.g. la lumie`re du Soleil) soit plus influent.
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4.2 E´talonnage de CORIAS
Cette section pre´sente les deux e´tapes de l’e´talonnage du syste`me de vision. La premie`re,
l’e´talonnage intrinse`que, consiste a` de´finir pre´cise´ment la pose du capteur lidar exprime´e dans
le repe`re de re´fe´rence de CORIAS. Par la suite, l’e´talonnage extrinse`que vise a` retrouver
minutieusement la pose de ce dernier par rapport au repe`re de navigation d’un robot mobile.
4.2.1 E´talonnage intrinse`que
Mode`le mathe´matique du syste`me
Le de´veloppement du mode`le mathe´matique de CORIAS repose sur les repe`res illustre´s
a` la figure 4.17. C est le repe`re fixe de CORIAS. Ce dernier est immobile par rapport a` la
base du syste`me de vision puisque son axe ZC est coline´aire avec l’axe de rotation de la table
tournante. La surface infe´rieure de la base est contenue dans le plan XC-YC . Pour sa part,
l’origine du repe`re L est superpose´e avec le centre optique du lidar. L tourne autour de l’axe
ZC lors d’un balayage. Lorsque le syste`me est a` 0
◦ en azimut, l’orientation du repe`re L est la
meˆme que celle du repe`re C. Dx, Dy et Dz sont les translations en XC , YC et ZC pour amener
l’origine du repe`re C a` l’origine du repe`re L. Leurs valeurs the´oriques sont respectivement
-31,19mm, 143,92mm et 141,55mm 7. Lors d’un balayage, le lidar mesure les distances dans







Figure 4.16 Repre´sentation d’un point dans le repe`re du lidar
φ est l’angle d’e´le´vation, r est la distance mesure´e par le lidar et P est le point intercepte´ par




r cos(φ) 0 r sin(φ) 1
]T
(4.1)




















(b) Vue du dessus
Figure 4.17 Repe`re fixe de CORIAS (C) et repe`re du lidar (L)
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Sachant que le repe`re L tourne autour de l’axe ZC , il est possible d’obtenir les coordonne´es




CTL est la matrice de transformation homoge`ne du repe`re-lidar par rapport au repe`re de
CORIAS. Donc, le mode`le nominal du syste`me de vision, sans conside´rer d’incertitudes, est
donne´ par :
CP = ROTz(θ) Transx,y,z(Dx, Dy, Dz)
LP (4.3)
θ est l’azimut du capteur. L’e´quation 4.3 suppose cependant que tous les parame`tres de la
transformation entre le repe`re C et L sont connus parfaitement. Or, en pratique, plusieurs
sources d’erreur rendent ces parame`tres inexacts et ge´ne`rent de l’incertitude sur les six degre´s
de liberte´ de la pose. Par conse´quent, un mode`le plus ge´ne´ral et davantage exact est donne´
par :
CP = ROTz(θ + δθ)ROTy(δψ)ROTx(δγ)Transx,y,z(Dx + δx, Dy + δy, Dz + δz)
LP (4.4)
δθ, δψ, δγ, δx, δy et δz sont des parame`tres inconnus qui influencent la pose du repe`re L par
rapport au repe`re C.
Re´alisation de l’e´talonnage intrinse`que
L’e´talonnage intrinse`que consiste a` identifier les six parame`tres inconnus de l’e´quation
4.4 en re´alisant une expe´rience approprie´e. L’approche consiste a` analyser les mesures du
syste`me lorsque ce dernier est place´ a` l’inte´rieur d’une boˆıte en bois de forme pre´-de´termine´e,
tel qu’illustre´ a` la figure 4.18. La profondeur de cette boˆıte (P ) est de 1,295m tandis que sa
largeur (L) vaut 1,698m. Un objet d’e´talonnage tre`s semblable est utilise´ dans les travaux
d’Atanacio-Jimenez et al. (2011), qui pre´sentent cependant une me´thode diffe´rente de celle
propose´e ici.
L’e´talonnage intrinse`que fut re´alise´ en tenant compte des re´sultats de la caracte´risation.
Ainsi, le syste`me de vision fut mis sous tension plus de 6 heures avant le de´but des ope´rations
afin de limiter les effets du temps d’ope´ration et le lidar fut configure´ a` une fre´quence d’ac-
quisition de 25Hz. Les expe´riences furent re´alise´es dans le meˆme laboratoire que celui utilise´
pour la caracte´risation.
Les dimensions internes de la boˆıte furent d’abord mesure´es a` plusieurs points et a` maintes
reprises a` l’aide d’un te´le´me`tre laser posse´dant une pre´cision de ±1,5mm. Ceci permit de
connaˆıtre pre´cise´ment les dimensions et d’assurer que les coˆte´s soient bien planaires 8. La
8. Les le´gers de´fauts de plane´ite´ de certains coˆte´s furent corrige´s en ajustant certaines des vis de la
charpente.
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(b) Principe du positionnement (vue du dessus)
Figure 4.18 Calibration intrinse`que de CORIAS
perpendicularite´ des plans fut ve´rifie´e a` l’aide d’une simple e´querre. L’origine du repe`re C fut
positionne´e en plein centre de la boˆıte a` l’aide du te´le´me`tre laser et oriente´e ade´quatement
au moyen d’une embase universelle a` vis calantes (figure 4.1) afin que l’axe XC soit normal
au plan avant et l’axe YC soit normal au plan gauche. Un balayage se´quentiel
9 de 360◦ avec
9. Un balayage non-continu, avec un arreˆt complet a` chaque angle d’azimut.
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une re´solution fine de 0,1◦ en azimut fut alors exe´cute´ par CORIAS. La figure 4.19 illustre
les points CP , c’est-a`-dire la boˆıte, constitue´e de plus d’un million de points mesure´s, telle
que perc¸ue par le syste`me avant la calibration.
Figure 4.19 Repre´sentation de la boˆıte par CORIAS avant la calibration intrinse`que





CPPL, respectivement les points du plan gauche,
droit, avant, arrie`re et du plancher. En connaissant la repre´sentation des plans faite par le
syste`me et la forme pre´-de´termine´e de la boˆıte, il est ici possible d’identifier les parame`tres
inconnus en minimisant une fonction objectif approprie´e. C’est aussi l’approche utilise´e par
James Underwood (2007); James P. Underwood et Scheding (2010); Muhammad et Lacroix










































Chaque terme de l’e´quation 4.5 quantifie la dispersion des points d’un ensemble autour d’une
valeur de re´fe´rence. Pour les ensembles PGA, PDR, PAV et PAR, cette valeur est la distance
re´elle entre l’origine du repe`re C et un plan de re´fe´rence. Toutefois, le terme associe´ a` l’en-
semble PPL est simplement la variance des points selon l’axe ZC , e´tant donne´ que la distance
verticale entre l’origine du repe`re C et le plancher ne put eˆtre mesure´e pre´cise´ment lors de
l’expe´rimentation. Tel que discute´ a` la section 1.3, la fonction objectif doit re´pondre a` certains
crite`res afin que l’optimisation se de´roule ade´quatement. Pour la fonction 4.5, l’analyse et la
validation de ces crite`res est faite a` l’annexe C. Pour minimiser cette fonction a` l’aide des
parame`tres inconnus, fmincon (MATLAB, 2010) fut utilise´. Les re´sultats de l’optimisation
sont pre´sente´s au tableau 4.5.
Tableau 4.5 Valeurs des parame`tres avant et apre`s le processus d’optimisation










f 3,6968× 10−4 2,7196× 10−4
Afin de ve´rifier les re´sultats du tableau 4.5, une sce`ne non utilise´e pour l’e´talonnage,
compose´e de deux murs et d’un plancher planaires et perpendiculaires entre eux, fut balaye´e
par le syste`me. Les variances 10 obtenues en utilisant le mode`le nominal (σ2nominal) et le mode`le
e´talonne´ (σ2e´talonne´) sont compare´es au tableau 4.6. Ces re´sultats illustrent bien la valeur
ajoute´e de l’e´talonnage intrinse`que.
Tableau 4.6 Dispersion des donne´es pour certaines re´gions planaires
Re´gion Nombre de points σ2nominal σ
2
e´talonne´
Mur #1 91 965 5,8727× 10−5 4,8961× 10−5
Mur #2 53 846 5,3091× 10−5 4,7966× 10−5
Plancher 155 031 3,2544× 10−5 2,7981× 10−5
Il est aussi possible de constater visuellement la porte´e de l’e´talonnage intrinse`que. Par
exemple, la figure 4.20 compare la repre´sentation de poutres droites (en bleu) situe´es au
10. Les variances sont mesure´es selon l’axe normal au plan conside´re´.
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plafond 11 d’un laboratoire, en se servant d’abord du mode`le nominal, puis e´talonne´. Dans le
cas du mode`le nominal, les poutres semblent un peu de´forme´es pre`s de XC = 0 et de YC = 0.
Le mode`le e´talonne´ offre une repre´sentation plus fide`le, les poutres e´tant plus line´aires.
(a) Repre´sentation du plafond avec le mode`le nominal
(b) Repre´sentation du plafond avec le mode`le e´talonne´
Figure 4.20 Comparaison entre le mode`le nominal et le mode`le e´talonne´
11. Le plafond est paralle`le au plan XC-YC .
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4.2.2 E´talonnage extrinse`que
L’e´talonnage extrinse`que est mis en oeuvre apre`s l’e´talonnage intrinse`que et consiste a`
de´terminer pre´cise´ment la matrice d’installation de CORIAS, c’est-a`-dire la matrice de trans-
formation homoge`ne exprimant la pose du repe`re C par rapport au repe`re de navigation (N)
du robot mobile.
Il est ne´cessaire de proce´der a` l’e´talonnage extrinse`que chaque fois que la pose du syste`me
de vision est alte´re´e. Une fois le syste`me fixe´ au robot mobile, la pose du repe`re C est immobile
par rapport au repe`re N . Il est alors important de bien connaˆıtre la matrice de transformation
liant ces deux repe`res, puisqu’elle permet de situer le robot dans les repre´sentations 3D
ge´ne´re´es par CORIAS. Il est possible de de´terminer la matrice d’installation a` l’aide d’outils
usuels 12. Cependant, cela reste difficile et peu pre´cis e´tant donne´ l’absence de points de
mesure fiables permettant de quantifier les six degre´s de liberte´ de la matrice. Pour reme´dier
a` cette situation, la proce´dure propose´e utilise plutoˆt les mesures du syste`me de vision.
Figure 4.21 CORIAS installe´ sur le robot Juno
12. Par exemple, a` l’aide d’un inclinome`tre et d’un ruban a` mesurer.
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De´finition de la proce´dure d’e´talonnage extrinse`que
Le syste`me de vision installe´ sur le robot Juno de l’ASC est illustre´ a` la figure 4.21. E´tant
donne´ l’emplacement du syste`me, le robot mobile est toujours pre´sent dans les images 3D pro-
duites par un balayage a` couverture totale. La me´thode propose´e utilise cette caracte´ristique.
Elle consiste a` re´aliser un balayage qui repe`re suffisament de particularite´s ge´ome´triques du
robot dans le nuage de points. Dans le cas de Juno, une particularite´ facile a` identifier est le
plateau horizontal situe´ a` l’avant du robot. Ainsi, en de´terminant l’e´quation du plan moyen
repre´sentant ce plateau, de meˆme que l’e´quation des droites repre´sentant certaines des areˆtes,
il est possible de de´terminer la matrice d’installation. La figure 4.22 montre les repe`res sur











Figure 4.22 Repre´sentation de CORIAS installe´ sur le robot Juno
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Le re´fe´rentiel C est le repe`re de CORIAS et N est le repe`re de navigation situe´ en plein
centre du robot mobile. Dans le cas de Juno, XN et YN sont contenus dans le plan des axes de
rotation des roues et XN pointe vers l’avant. Quant a` lui, R est un repe`re de re´fe´rence appose´
arbitrairement a` un endroit pratique pour la suite des de´marches. Sur la figure 4.22, l’origine
du re´fe´rentiel R co¨ıncide avec le coin avant gauche du plateau de re´fe´rence et son orientation
est la meˆme que celle du repe`re N . De cette fac¸on, l’areˆte gauche du plateau est coline´aire avec
l’axe -XR et l’areˆte avant est coline´aire avec l’axe YR. Le principe de l’e´talonnage extrinse`que




NTC est la matrice d’installation recherche´e. Une hypothe`se qu’implique cette me´thode est
qu’initialement, la matrice NTR est connue. C’est une hypothe`se plausible puisque, norma-
lement, c’est une information qui peut eˆtre de´termine´e a` l’aide des dimensions du robot,
ge´ne´ralement connues avec une pre´cision satisfaisante. La matrice RTC de´crit quant a` elle
les transformations permettant de faire co¨ıncider le repe`re C avec le repe`re R. Celle-ci peut







nx ox ax dx
ny oy ay dy
nz oz az dz





n o a d
0 0 0 1
]−1
(4.7)
Les vecteurs colonnes n , o et a sont respectivement les vecteurs unitaires XR, YR et ZR
exprime´s dans le repe`re C. Le vecteur colonne d repre´sente les translations ne´cessaires en
XC , YC et ZC pour de´placer l’origine du repe`re C jusqu’a` l’origine du repe`re R. Ces quatre
vecteurs colonnes peuvent eˆtres identifie´s directement a` l’aide de la repre´sentation que fait
CORIAS du plateau de re´fe´rence (figure 4.23). L’e´quation du plan minimisant l’erreur au
carre´ doit d’abord eˆtre obtenue en utilisant, par exemple, sftool (MATLAB, 2010). Celle-ci
est de la forme suivante :
f(x, y) =p1x+ p2y + p3 (4.8)
Le plan de´fini par l’e´quation 4.8 est exprime´ par rapport au repe`re C. Le vecteur a est donc

















Par la suite, l’origine du repe`re R est localise´e manuellement sur le plan 4.8, a` l’aide d’une





Figure 4.23 Repre´sentation du panneau de re´fe´rence et du plan moyen (vue du dessus)
Ainsi, les coordonne´es de l’origine R sont les composants du vecteur d . Le vecteur unitaire
o, coline´aire avec l’axe YR, est aussi de´duit manuellement. Pour ce faire, il suffit de de´terminer
l’e´quation d’une droite du plan 4.8 qui passe par l’origine et qui semble eˆtre aligne´e avec l’areˆte
avant du plateau de re´fe´rence. Finalement, le vecteur unitaire n est calcule´ automatiquement
de manie`re a` obtenir un re´fe´rentiel « main droite » :
n = o× a (4.10)
En re´sume´, lorsque CORIAS est installe´ sur le robot Juno, la proce´dure d’e´talonnage extrin-
se`que consiste a` :
• De´terminer la valeur de NTR en utilisant les dimensions du robot ;
• Effectuer un balayage a` couverture totale avec une re´solution assez fine ;
• Segmenter, dans le nuage de points re´sultants, le panneau horizontal de re´fe´rence situe´
a` l’avant du robot ;
• Utiliser la repre´sentation du panneau re´alise´e par CORIAS afin de de´terminer (CTR)−1 ;




Afin de de´finir localement la trajectoire que doit suivre le robot mobile, la surface du
terrain doit d’abord eˆtre reconstruite a` partir du nuage de points. Ce chapitre aborde donc
le traitement des donne´es ge´ne´re´es par le syste`me de vision dans le contexte de la naviga-
tion autonome. Dans cette optique, un bref survol des principaux algorithmes utilise´s pour
traiter les donne´es te´le´me´triques de CORIAS est d’abord pre´sente´. Par la suite, une atten-
tion particulie`re est accorde´e au traitement de l’intensite´, notamment en ce qui a trait a`
sa normalisation en fonction de la distance et de l’angle d’incidence. Des conclusions sont
finalement tire´es sur l’utilisation de l’intensite´ pour l’identification d’obstacles et de re´gions
particulie`res.
5.1 Traitement des mesures de distance
Un nuage de points brut posse`de plusieurs caracte´ristiques ne le rendant pas directement
adapte´ a` la reconstruction d’une surface navigable. Les algorithmes qui suivent visent a`
corriger certaines particularite´s proble´matiques du nuage de points. Ces algorithmes furent
de´veloppe´s par l’ASC avant la re´alisation du projet de recherche et la plupart d’entre eux
sont utilise´s tel quel pour traiter les donne´es te´le´me´triques de CORIAS. Ces donne´es sont
exprime´es en coordonne´es sphe´riques, c’est-a`-dire par l’angle d’azimut, l’angle d’e´le´vation
et la distance (θ, φ, r) de chaque point mesure´. La de´marche comple`te et la description plus
de´taille´e de la majorite´ des algorithmes pre´sente´s sont disponibles notamment dans les travaux
de Lamarche (2009); Gingras et al. (2010); Gingras (2010).
5.1.1 Suppression de l’empreinte du robot
Tel que discute´ a` la section 4.2.2, le robot est toujours pre´sent dans les repre´sentations
3D ge´ne´re´es par le syste`me de vision et ce, a` chaque balayage a` couverture totale. Les points
lie´s au robot nuisent par contre aux algorithmes de reconstruction de surface. Il est donc
ne´cessaire de les supprimer en utilisant une de´marche approprie´e. Par le passe´, la me´thode
mise de l’avant e´tait celle pre´sente´e par Lamarche (2009, section 4.2.1) et consistait a` utiliser
un tableau charge´ en me´moire contenant les coordonne´es en azimut et en e´le´vation a` partir
desquelles les points devaient eˆtres rejete´s.
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Cette fac¸on de faire fut remplace´e par une nouvelle approche a` l’e´te´ 2012. La nouvelle
proce´dure consiste a` de´terminer, a` partir des dimensions du robot, un ensemble de points
de´finissant les sommets d’un volume l’englobant totalement. Les points mesure´s par CORIAS
se trouvant a` l’inte´rieur de l’enveloppe convexe 1 de ces sommets sont ensuite supprime´s.
5.1.2 Cre´ation du maillage en triangles irre´guliers
La re´alisation de la navigation autonome ne´cessite la mode´lisation de la surface du terrain
a` partir du nuage de points. Pour ce faire, la de´marche consiste a` repre´senter la surface a`
l’aide d’un maillage de triangles irre´guliers. Ce type de repre´sentation supporte la re´solution
variable inhe´rente aux nuages de points produits par CORIAS, en plus de permettre la
reproduction des surfaces concaves (Dupuis et al., 2005; Gingras et al., 2010).
Figure 5.1 Principe de l’algorithme de Delaunay 2D
L’algorithme utilise´ pour ge´ne´rer le maillage est la triangulation de Delaunay 2D, applique´
sur la projection des points dans un plan de maillage (Lamarche, 2009; Gingras et al., 2010).
Il fonctionne sous le principe illustre´ a` la figure 5.1 : trois points du plan sont relie´s par un
triangle si et seulement si ils peuvent eˆtre inscris sur un meˆme cercle ne contenant aucun
autre point. Afin de bien e´tabir les relations de voisinage 2 entre les points, la triangulation
1. L’enveloppe convexe (convex hull) d’un ensemble de points est le plus petit polye`dre convexe contenant
tous les points.
2. Des points sont dit voisins lorsqu’ils appartiennent a` un meˆme triangle.
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de Delaunay 2D requiert que les points soient projete´s dans un plan de maillage de manie`re
cohe´rente. Par exemple, il serait possible d’appliquer l’algorithme sur les points projete´s dans
le plan x-y, mais certains points risqueraient d’eˆtre relie´s ensemble de manie`re incohe´rente. Un
exemple typique de cas proble´matique est une grotte. Pour ce type de ge´ome´trie, l’algorithme
attribuerait des liens de voisinage entre des points de la paroi supe´rieure et des points de la
paroi infe´rieure, de´finissant par le fait meˆme des surfaces inexistantes en re´alite´.
En fait, pour que l’algorithme soit en mesure de bien de´terminer les relations de voisinage,
il est ne´cessaire que les points soient exprime´s dans un syste`me de coordonne´es 21
2
D. Dans
un tel syste`me, deux coordonne´es sont inde´pendantes, tandis que la troisie`me est de´pendante
des deux premie`res. Ceci permet donc de projeter les points dans un plan de fac¸on cohe´rente.
Il se trouve qu’en coordonne´es sphe´riques (θ, φ, r), les donne´es te´le´me´triques produites par
le syste`me de vision sont bel et bien exprime´es dans un syste`me 21
2
D. En effet, pour chaque
combinaison (θ, φ), il n’existe qu’une seule valeur possible de distance r. Par conse´quent, la
strate´gie adopte´e pour ge´ne´rer le maillage est d’abord d’appliquer l’algorithme de triangula-
tion de Delaunay 2D sur les coordonne´es (θ, φ) des points, en ignorant dans un premier temps
les distances r. Une fois les relations de voisinage e´tablies dans ce syste`me de coordonne´es,
les points peuvent alors eˆtre transforme´s en coordonne´es carte´siennes, tout en pre´servant les
liens de voisinage qui les unissent.
5.1.3 Suppression des triangles inde´sirables
Suite a` la triangulation de Delaunay 2D, deux types de triangles inde´sirables peuvent se
retrouver dans le maillage : les triangles d’ombre et les triangles de frontie`re.
Les triangles d’ombres sont duˆs a` des discontinuite´s de l’environnement observe´ a` partir du
point de vue du capteur. Lors du maillage, ces discontinuite´s sont couvertes par des triangles
qui ne repre´sentent pas ne´cessairement une surface re´elle. Un exemple typique est illutre´ a` la
figure 5.2, ou` les triangles d’ombre couvrent la re´gion situe´e a` l’arrie`re d’une roche.
Pour leur part, les triangles de frontie`re surviennent lorsque le plan de maillage (θ, φ)
pre´sente des re´gions concaves. E´tant donne´ que l’algorithme de Delaunay 2D produit un
maillage convexe, les re´gions concaves sont remplies par des triangles ne repre´sentant pas de
surfaces re´elles. La figure 5.3 illustre l’apparition des triangles de frontie`re (en rouge) dans
de tels cas. En convertissant le maillage en coordonne´es carte´siennes, il arrive souvent que
les triangles de frontie`re prennent de grandes dimensions.
Il importe de supprimer ces deux types de triangles inde´sirables afin que les algorithmes
de navigation subse´quents ne de´finissent pas de trajectoires sur des surfaces qui n’existent
pas en re´alite´. Pour rejeter ces cellules particulie`res, les trois filtres propose´s par Lamarche




(a) Nuage de points repre´sentant une
roche vue de face
1
(b) Apparition des triangles d’ombre
suite au maillage










Figure 5.3 Principe de cre´ation des triangles de frontie`re
Le premier filtre rejette les triangles pour lesquels le rapport entre la distance du sommet le
plus pre`s et la distance du sommet le plus loin du capteur est en dec¸a` d’un certain seuil. Ainsi,
ce filtre vise surtout les triangles d’ombre, qui sont typiquement de forme allonge´e (figure
5.2b). Le deuxie`me filtre agit sur les coordonne´es carte´siennes et rejette tous les triangles
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qui posse`dent un pe´rime`tre supe´rieur a` un certain seuil. Cela permet de cibler les triangles
de frontie`re. Finalement, le dernier filtre e´limine les triangles dont la composante du vecteur
normal pointant vers le capteur est infe´rieur a` un certain seuil. Il s’attarde aux triangles
d’ombre n’ayant pas e´te´ retire´s par le premier filtre. En effet, il rejette les e´le´ments de surface
de tre`s faible angle d’incidence par rapport au rayon e´mis par le capteur, caracte´ristique
souvent associe´e aux triangles d’ombre.
5.1.4 Transformation en coordonne´es carte´siennes
Pour transformer les coordonne´es sphe´riques produites par le syste`me de vision en coor-
donne´es carte´siennes, le mode`le e´talonne´ repre´sente´ par l’e´quation 4.4 est utilise´. Toutefois,
si les re´sultats de l’e´talonnage intrinse`que ne sont pas disponibles, il est possible de se re´fe´rer
au mode`le nominal (moins pre´cis), exprime´ par l’e´quation 4.3.
5.1.5 Autres traitements
Une fois la ge´ne´ration du maillage comple´te´e, celui-ci est alors soumis aux algorithmes
permettant d’extraire la surface navigable 3 du robot et ultimement, la trajectoire a` suivre.
La de´marche concernant l’extraction de la surface navigable et la de´finition de la trajectoire
provient de Gingras (2010).
Celle-ci consiste d’abord a` retirer les triangles repre´sentant une surface de pente trop
abrupte, de´pendamment des limites physiques du robot mobile. Cette e´tape permet donc non
seulement de retirer les pentes trop difficiles pour le robot, mais aussi les surfaces repre´sentant
les parois supe´rieures de re´gions concaves 4, s’il y a lieu. Par la suite, les groupes de triangles
non relie´s a` la surface principale qui supporte le robot sont retire´s, e´tant donne´ que ces
endroits ne pourront eˆtre parcourus. Les trous et les frontie`res du maillage re´sultant sont
ensuite e´largis d’une grandeur e´quivalente au rayon de braquage du robot. Cette dernie`re
ope´ration simplifie la de´finition de la trajectoire en permettant de repre´senter le robot mobile
par un simple point. Finalement, la dernie`re e´tape consiste a` de´finir la trajectoire a` suivre sur
la surface navigable extraite. Pour ce faire, la me´thode mise de l’avant s’inspire des e´quations
issues de la dynamique des fluides et vise a` minimiser l’e´nergie requise par le de´placement
du robot jusqu’a` sa destination. Elle e´tudie ainsi les lignes de courant qu’un fluide cre´erait
en s’e´coulant de la position initiale a` la destination. La figure 5.4b est une reproduction de
l’environnement de la figure 5.4a et montre la surface navigable superpose´e sur le nuage de
points dont elle est extraite.
3. La surface navigable est celle qui permet au robot de circuler sans danger pour se rendre a` destination.
4. Par exemple, la paroi supe´rieure d’une grotte.
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(a) Le robot Juno sur une colline
(b) Points repre´sentant l’environnement accompagne´s de la surface navigable
Figure 5.4 Extraction de la surface navigable
5.2 Traitement de l’intensite´
Diffe´rencier de fac¸on automatique les objets d’un nuage de points repre´sentant un envi-
ronnement non structure´ n’est pas simple. Il s’agit d’un sujet d’inte´reˆt, entre autres dans le
contexte de l’exploration plane´taire. Il serait par exemple inte´ressant de pouvoir distinguer
des roches et des portions de terrains posse´dant des caracte´ristiques spe´ciales, ou de classifier
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des obstacles autrement qu’en se basant uniquement sur la ge´ome´trie. Dans cette optique,
cette section e´tudie le potentiel offert par les mesures d’intensite´ pour identifier les e´le´ments
particuliers d’un nuage de points.
Pour ce faire, les donne´es sont d’abord traite´es afin de normaliser l’intensite´ en fonction de
la distance et de l’angle d’incidence. Pour accomplir cette taˆche, les re´sultats des expe´riences
de caracte´risation 4.1.6 et 4.1.7 sont mis a` profit puisqu’ils permettent de de´finir un mo-
de`le mathe´matique liant la distance et l’angle d’incidence a` l’intensite´. Ce mode`le permettra
ensuite la normalisation des valeurs brutes.
Toutefois, la cible utilise´e lors des expe´riences 4.1.6 et 4.1.7 e´tait une feuille de carton
blanc posse´dant des caracte´ristiques de re´flexion qui lui sont propres. Par exemple, il est
e´vident que le carton ne re´fle´chit pas la lumie`re de la meˆme fac¸on que le fait le sable. A` son
tour, le sable re´fle´chit la lumie`re diffe´remment d’une roche ou d’un autre type de mate´riau. En
pratique, il est rare qu’une cible soit parfaitement lambertienne. Ainsi, la re´flexion peut eˆtre
diffuse ou spe´culaire et l’angle solide du coˆne de la re´flexion varie d’un e´le´ment a` l’autre. Les
caracte´ristiques de la re´flexion sont de´finies non seulement par la matie`re constituant l’objet,
mais aussi par ses proprie´te´s de surface. Par conse´quent, puisque l’environnement dans lequel
le robot mobile e´volue est surtout constitue´ de sable, il est fort propable qu’une normalisation
plus pre´cise puisse eˆtre obtenue en utilisant des re´sultats d’expe´riences effectue´es en se servant
de ce mate´riau 5.
5.2.1 Normalisation en fonction de la distance
En regard des donne´es expe´rimentales de la section 4.1.6 reproduites a` la figure 5.5, il est
clair que la relation entre la distance et l’intensite´ ne correspond pas au mode`le de l’e´quation-
lidar 1.8. L’analyse de´montre que cette dernie`re peut au mieux repre´senter l’intensite´ pour
les distances supe´rieures a` environ 14m. Par ailleurs, la forme des donne´es expe´rimentales de
meˆme que les conclusions tire´es sur l’inefficacite´ de l’e´quation-lidar sont quasi identiques a`
celles pre´sente´es par Kaasalainen et al. (2011) qui e´tudient plusieurs mode`les de lidar, dont
un SICK LMS151.
L’inefficacite´ de ce mode`le est fort probablement due a` l’effet prononce´e de l’instrument
de mesure sur la relation distance-intensite´. En effet, il est possible que l’instrument influence
les valeurs nominales de l’intensite´ en raison de caracte´ristiques me´caniques, e´lectriques et
logicielles. Par exemple, Kaasalainen et al. (2008) discutent de la pre´sence d’un amplificateur
5. Les expe´riences utilisant le sable a` titre de cible sont ge´ne´ralement plus complexes a` mettre en oeuvre
du point de vue logistique, e´tant donne´ le manque de consistance associe´e a` ce type de mate´riau. Par exemple,
Kaasalainen et al. (2011) e´tudient l’effet de l’angle d’incidence sur l’intensite´ alors que la cible est un re´cipient
rempli de sable place´ sur un goniome`tre et obtiennent des re´sultats valables seulement que pour des angles
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Figure 5.5 Interpolation des donne´es expe´rimentales de l’expe´rience 4.1.6
logarithmique visant a` accroˆıtre les faibles mesures d’intensite´ 6. Dans la meˆme veine, Kaasa-
lainen et al. (2011) corrigent des donne´es obtenues par un LMS151, afin d’enrayer l’influence
de l’amplification, en re´alisant une expe´rience mettant a` contribution des e´talons de re´flecti-
vite´ connue. Un amplificateur logarithmique transforme les donne´es brutes selon la relation
5.1 :
IT = a log10 (IB) + b (5.1)
IB est l’intensite´ brute, IT est l’intensite´ transmise par le capteur et {a, b} sont des parame`tres
propres a` l’amplificateur. En admettant la pre´sence d’un tel e´le´ment, il est possible d’utiliser
une approche par donne´es 7 et de baˆtir un mode`le plus flexible pour repre´senter les donne´es
expe´rimentales. Celui-ci tient compte de la pre´sence d’un amplificateur logarithmique et de
l’e´quation-lidar lorsque seul la distance varie :






6. Ceci permet ge´ne´ralement d’obtenir une image d’une intensite´ permettant une meilleure visualisation.
7. Tel que discute´ a` la section 1.4.1.
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Pour identifier les parame`tres inconnus {a, b,K} qui repre´sentent le mieux les donne´es expe´-
rimentales, cftool (MATLAB, 2010) permet de trouver les valeurs qui minimisent la somme
de l’erreur au carre´. Le meilleur re´sultat est obtenu lorsque lorsque a = 157,3, b = 1 320,0
et K = 270,2, tel qu’illustre´ a` la figure 5.5. Il est a` noter que les parame`tres {a, b,K} com-
pensent fort probablement d’autres effets de l’instrument. Bien que l’interpolation semble
eˆtre d’une bonne qualite´, la courbe ge´ne´re´e permet seulement de reproduire partiellement les
donne´es expe´rimentales, soit environ de 3m a` 20m.
Face a` des donne´es expe´rimentales similaires, Kaasalainen et al. (2011) concluent qu’il est
pre´fe´rable de normaliser l’intensite´ en fonction de la distance en se servant d’une table de
re´fe´rence. La me´thode adopte´e ici s’inspire de cette ide´e et consiste a` interpoler les donne´es




P1(d) , d1 ≤ d < d2
P2(d) , d2 ≤ d < d3
...
Pn−1(d) , dn−1 ≤ d ≤ dn
(5.3)
n est le nombre de donne´es expe´rimentales, d est la distance et chaque fonction Pi est un
polynoˆme d’ordre trois. Ceci permet d’interpoler parfaitement chacun des points et d’assurer
une continuite´ de la de´rive´e premie`re et seconde. Enfin, c’est graˆce a` cette spline que l’intensite´





5.2.2 Normalisation en fonction de l’angle d’incidence
Pour normaliser l’intensite´ en fonction de l’angle d’incidence, il s’agit premie`rement de
trouver un mode`le ade´quat permettant d’interpoler les donne´es expe´rimentales de l’expe´rience
4.1.7. Tel que discute´ a` la section 1.4.1, pour une cible parfaitement Lambertienne, la loi de
Lambert s’applique lorsque l’angle d’incidence varie (e´quations 1.17 et 1.18). Elle permet
de de´crire, de manie`re simpliste, la re´flexion observe´e lorsque la cible posse´de un albe´do 8
important (Hapke, 2005). Cette dernie`re stipule que l’intensite´ perc¸ue par le capteur varie
selon le cosinus de l’angle d’incidence. Or, d’apre`s la figure 5.6, il apparaˆıt clairement que ce
mode`le ne permet pas de bien repre´senter les donne´es. Ceci peut impliquer, entre autres, que
les hypothe`ses simplificatrices soutenues par la loi de Lambert ne sont pas respecte´es.











Loi combinée de Lambert








Figure 5.6 Interpolation des donne´es expe´rimentales de l’expe´rience 4.1.7
Ainsi, une piste de solution consiste a` se tourner vers un mode`le d’intensite´ mieux adapte´,
qui ne conside`re pas que la cible est parfaitement Lambertienne. La loi de Schoenberg-Lommel-
Seeliger (voir Pearse, 1963, Annexe A.4) est un mode`le de re´flectivite´ plus complexe qui tient
compte non seulement de l’angle d’incidence, mais e´galement de l’angle d’e´mergence, c’est-
a`-dire l’angle a` partir duquel l’observation se produit :
ISLS (θi, θe, α) = f(α)
cos θi
cos θi + cos θe
(5.5)
θi est l’angle d’incidence, θe est l’angle d’e´mergence et α est l’angle de phase, c’est-a`-dire
le plus petit angle entre le vecteur associe´ au rayon incident et le vecteur associe´ au rayon
e´mergent. La figure 5.7 illustre chacun de ces angles. Lorsque la fonction f(α) de l’e´qua-
tion 5.5 est constante, la loi se nomme alors simplement la loi de Lommel-Seeliger (Wo¨hler,
2013). Contrairement a` la loi de Lambert, cette dernie`re est plus approprie´e pour de´crire des









Figure 5.7 Repre´sentation de l’angle incident θi, e´mergent θe et de phase α
binaison des deux lois, la loi de Lambert-Lommel-Seeliger (Wo¨hler, 2013), est fre´quemment
utilise´e :




cos θi + cos θe
+ (1− f(α)) cos θi
)
(5.6)
K est une constante de proportionnalite´ dont la valeur de´pend entre autres de la re´flectivite´
de la cible. Dans le cas du LMS111, les angles d’incidence et d’e´mergence seront toujours
e´gaux, soit θi = θe, α = 0 et f(α) = cte. En effet, pour une meˆme impulsion laser, l’e´mission
et la re´ception se font toujours selon un seul axe passant par le centre optique du lidar.
L’e´quation 5.6 peut alors se simplifier :
ILLS (θi) = Kf +K(1− f) cos(θi) (5.7)
Cette e´quation, lorsque K = 520,5 et f = 0,7154, permet de bien repre´senter les donne´es
expe´rimentales (figure 5.6). L’intensite´ normalise´e en fonction de l’angle d’incidence d’un





Toutefois, l’intensite´ est normalise´e seulement pour les points dont l’angle d’incidence peut
eˆtre de´termine´, c’est-a`-dire les points appartenant localement a` un plan. Afin de ve´rifier ce
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crite`re, un test de plane´ite´ est effectue´ sur l’ensemble des points situe´s a` l’inte´rieur d’une
sphe`re centre´e sur le point a` tester. La matrice de covariance est d’abord calcule´e :
C =
 m˜200 m˜110 m˜101m˜110 m˜020 m˜011
m˜101 m˜011 m˜002
 (5.9)




(xl − x¯)i (yl − y¯)j (zl − z¯)k
Ri+j+kN
(5.10)
R est le rayon de la sphe`re et N est le nombre de points situe´s a` l’inte´rieur de celle-ci. Les
valeurs propres de C posse`dent des proprie´te´s particulie`res. Par exemple, elles permettent le
calcul du tenseur de structure de plane´ite´, qui mesure le niveau de plane´ite´ des points (West





λ1,2,3 sont les valeurs propres de C trie´es en ordre de´croissant. Ainsi, seule l’intensite´ des
points dont l’indice de plane´ite´ se situe au dessus d’un certain seuil est normalise´e.
5.2.3 Effet de la normalisation
La figure 5.7 illustre trois repre´sentations diffe´rentes d’un nuage de points qui fut acquis
sur le quai de re´ception exte´rieur de l’ASC. Cette sce`ne illustre bien, d’une part, la valeur
ajoute´e de l’intensite´ pour la visualisation et, d’autre part, l’effet de la normalisation en
fonction de la distance et de l’angle d’incidence.
Graˆce a` l’intensite´, des de´tails tels que le reveˆtement carrele´ des baˆtiments et les lignes
de stationnement peintes sur l’asphalte sont visibles. Quant a` la normalisation, elle permet
l’obtention d’une carte d’intensite´ nettement plus uniforme. A` l’aide de cette dernie`re, il est
notamment possible de diffe´rencier plus clairement les sapins (coin infe´rieur droit) du sol,
et le sol de l’asphalte. La figure 5.7c affiche deux re´gions d’intensite´ le´ge`rement plus e´leve´e
apparaissant sur le baˆtiment dont les parois sont pourtant constitue´es du meˆme mate´riau.
Ceci est une limitation de la de´marche utilise´e pour normaliser les donne´es. Par ailleurs, la
pre´cision de la normalisation variera toujours en fonction du milieu.
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(a) Nuage de points sans intensite´
(b) Nuage de points avec intensite´ non traite´e
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(c) Nuage de points avec intensite´ normalise´e
(d) Points respectant le crite`re de plane´ite´ (en vert)
Figure 5.7 Impact de l’intensite´ sur la visualisation d’une sce`ne
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L’image 5.7d illustre en vert les points dont l’intensite´ fut normalise´e en fonction de la
distance et de l’angle d’incidence. Ce sont les points dont l’indice de plane´ite´ (e´quation 5.11)
est supe´rieur a` un certain seuil 9. Les points noirs sont ceux dont l’intensite´ fut seulement
normalise´e en fonction de la distance.
Le nuage de points a` intensite´ normalise´e de la figure 5.8 fut obtenu suite a` un balayage
effectue´ sur le TE´M. Le niveau d’intensite´ permet a` lui seul de distinguer plusieurs e´le´ments
constituant l’environnment imme´diat et offre donc de l’information pertinente au contexte de
la navigation autonome. Toutefois, e´tant donne´ que les algorithmes de normalisation utilise´s
requie`rent de 20 a` 40 minutes environ 10 pour traiter les donne´es, il est impensable que ces






Figure 5.8 Nuage de points a` intensite´ normalise´e acquis sur le TE´M
9. Le seuil utilise´ pour ge´ne´rer ces images e´tait 0,68.




Figure 6.1 CORIAS inte´gre´ sur le robot Juno
Ce chapitre pre´sente les re´sultats du projet de recherche dans le cadre des objectifs e´non-
ce´s au chapitre 2. Les caracte´ristiques du syste`me de vision conc¸u sont d’abord pre´sente´es,
permettant ainsi l’identification des avantages et des inconve´nients qui s’y rattachent. La
de´marche adopte´e pour valider le produit final est ensuite expose´e. Une fois le syste`me valide´
rigoureusement, il est inte´gre´ sur le robot Juno de l’ASC (figure 6.1). Dans cette optique,
quelques-unes des expe´riences de navigation effectue´es a` l’aide de CORIAS sont aussi pre´-
sente´es. Finalement, les avantages et les limitations du syste`me, de meˆme que les proble`mes
rencontre´s au cours de la recherche sont analyse´s.
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6.1 Caracte´ristiques du produit final
6.1.1 Masse et niveau de protection
Lors de la conception, une partie du travail visait a` minimiser la masse du syste`me et
a` favoriser un bon niveau de protection contre les conditions environnementales hostiles.
Le syste`me conc¸u a une masse d’environ 5,6 kg, ce qui est en dec¸a` du 7,3 kg de l’ancien
syste`me de vision en service sur Red. Bien que cela constitue en soi l’atteinte d’un objectif de
recherche, il importe de noter la possibilite´ de minimiser davantage la masse en utilisant un
cabinet fabrique´ sur mesure ou fait d’un mate´riau plus le´ger tel que l’aluminium. Le tableau
6.1 expose la re´partition de la masse en fonction des composants du syste`me.
Tableau 6.1 Masse des composants du syste`me
Composant Masse (kg)
Cabinet e´lectrique EJ866 (usine´) 2,4
Lidar LMS111 1 1,0
Ensemble des pie`ces usine´es 0,8
Moteur intelligent SM1720D85D 0,55
Table tournante RTHM-190 0,35
Microcontroˆleur NGW100 0,1
Boˆıte d’engrenages BLH20-1 0,1
Autres 2 0,3
Total 5,6
En ce qui a trait au niveau de protection face a` l’environnement, le cabinet e´lectrique
permet de prote´ger de fac¸on acceptable les composants sensibles contre la pluie fine et le
niveau de poussie`re existant sur le TE´M. Il serait toutefois possible d’ame´liorer ce niveau
de protection en ajoutant des joints d’e´tanche´ite´ pour sceller les ouvertures du cabinet, ainsi
qu’un feutre pour sceller l’interstice cre´e´ entre le cabinet et le support global 3. Le syste`me
peut e´galement eˆtre ope´re´ sur une plage de tempe´rature variant de -20 a` 50◦C. Cette grande
plage de tempe´rature admissible est due a` une se´lection rigoureuse des pie`ces e´lectroniques
ainsi qu’au circuit de chauffage inte´gre´ du LMS111. Le cabinet e´lectrique contribue e´galement
a` isoler le syste`me et conserve une bonne partie la chaleur ge´ne´re´e par les composants.
1. Il s’agit du lidar sans la partie arrie`re qui n’est pas utilise´e dans l’assemblage de CORIAS.
2. Ceci comprend entre autres la carte e´lectronique, le caˆblage, la quincaillerie, etc...




Un avantage notable de CORIAS par rapport aux lidars 3D disponibles sur le marche´ est
son faible couˆt, s’e´levant a` environ 11 460$. Le tableau 6.2 en pre´sente les de´tails. Le prix
de certaines pie`ces achete´es lors de la conception, mais inutilise´es pour le produit final, n’est
pas inclus dans ce tableau. De plus, le montant total ne comprend pas les frais associe´s aux
salaires, ni la valeur des pie`ces me´caniques usine´es par l’atelier me´canique de l’ASC.
Tableau 6.2 Couˆt des composants du syste`me
Composant Couˆts ($ CAD)
Cabinet e´lectrique EJ866 80
Lidar LMS111 7 700
Moteur intelligent SM1720D85D 1 300
Table tournante RTHM-190 2 000
Microcontroˆleur NGW100 200




La puissance consomme´e par le syste`me varie en fonction des ope´rations en cours. La
puissance nominale mesure´e lorsque le syste`me est en attente de commandes est d’environ
15 Watts, i.e. 625 milliampe`res a` 24 volts DC. Si le convertisseur DC-DC re´gulant la tension
d’entre´e est aussi en fonction 5, la puissance mesure´e tourne alors autour de 18 Watts. Lors
d’un balayage, la puissance moyenne maximale est atteinte quand la fre´quence du LMS111 est
re´gle´e a` 50 Hertz. Celle-ci s’e´le`ve alors a` environ 20 Watts. Lorsque CORIAS est utilise´ par
tempe´rature froide et que le LMS111 de´tecte une tempe´rature infe´rieure a` 0◦C, son syste`me de
chauffage inte´gre´ se met alors en marche et la puissance consomme´e fait un bond important.
Bien qu’aucune mesure n’ait e´te´ effectue´ dans cette situation, SICK (2012) indique que 40
Watts supple´mentaires sont alors employe´s.
4. L’ensemble des pie`ces e´lectroniques et deux joints d’accouplement.
5. La raison d’eˆtre de ce convertisseur est explique´e a` la section 3.2.2.
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6.1.4 Temps et vitesse d’acquisition
Le syste`me de vision ge´ne`re ses donne´es a` raison d’une vitesse moyenne maximale de







= 100 CV er + fLidar (6.1)
VAq est la vitesse moyenne d’acquisition en points par seconde, fLidar est la fre´quence du
LMS111 en Hertz, RV er est la re´solution pour l’e´le´vation en degre´s et CV er est le champ de
vision vertical. Ainsi, la vitesse d’acquisition du syste`me est limite´e par la vitesse de rotation
interne du miroir pivotant du LMS111. Le lidar constitue donc le goulot d’e´tranglement pour
la vitesse ainsi que pour le temps d’acquisition. Ceci indique que le syste`me est optimise´
sur le plan de la rapidite´. L’e´quation 6.1 s’applique autant pour la premie`re configuration
d’assemblage que pour la seconde 7. Pour sa part, le temps requis par l’acquisition des donne´es
d’un balayage de´pend de plusieurs parame`tres, dont la configuration d’assemblage. Celui-ci


















TAqi est le temps d’acquisition en seconde associe´ a` la configuration d’assemblage i, CHor
et RHor sont donne´s en degre´ et correspondent respectivement au champ de vision et a` la
re´solution horizontaux. Le temps d’acquisition ne tient pas compte du de´lai requis pour faire
pivoter le syste`me jusqu’a` sa position d’amorce, ni de la dure´e lie´e a` l’acce´le´ration. Il s’agit
du temps e´coule´ entre le de´but et la fin de la transmission des donne´es. Enfin, le nombre de
points ge´ne´re´s lors d’un balayage est donne´ par :
NPoints i = VAq TAqi (6.3)
NPoints i est le nombre de points ge´ne´re´s par un balayage dans la configuration i a` raison
d’une vitesse de VAq
pts
sec
pour TAqi sec. Le tableau 6.3 illustre les caracte´ristiques associe´es a`
certaines configurations typiques de balayage.
6. Lorsque le champ de vision vertical est de 270◦ et que la fre´quence est de 50Hz.
7. Les deux configurations d’assemblage sont illustre´es a` la figure 3.14.
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Tableau 6.3 Caracte´ristiques de certaines configurations typiques de balayage
Configuration Caracte´ristiques
CHor(
◦) CV er(◦) RHor(◦) RV er(◦) VAq(
pts
sec
) TAq1(sec) TAq2(sec) NPoints1
360 270 0,25 0,25 27 025 57,64 28,84 1 557 721
360 180 0,25 0,25 18 025 57,64 28,84 1 038 961
360 180 0,25 0,50 18 050 28,82 14,42 520 201
360 180 0,50 0,25 18 025 28,84 14,44 519 841
360 180 0,50 0,50 18 050 14,42 7,22 260 281
360 100 0,50 0,50 10 050 14,42 7,22 144 921
6.1.5 Les configurations d’assemblage
Tel que discute´ a` la section 3.1.8, l’assemblage peut se faire selon deux configurations dif-
fe´rentes, chacune d’entre elles ayant ses avantages et ses inconve´nients. La figure 6.2 compare
deux nuages de points acquis par chacune des deux me´thodes.
Lorsque la premie`re configuration est utilise´e, un balayage a` couverture totale peut eˆtre
re´alise´ en re´glant le champ de vision du lidar a` 180◦ et en le faisant pivoter sur 360◦ en
azimut. De cette fac¸on, l’environnement est presque parfaitement couvert, seul un cylindre
de´fini par le rayon de rotation du lidar n’e´tant pas balaye´. En se servant de la deuxie`me
configuration, il est possible d’obtenir une excellente repre´sentation de l’environnement en
utilisant le plein champ de vision du lidar (270◦) et en faisant pivoter le syste`me sur seule-
ment 180◦. En proce´dant ainsi, le temps d’acquisition est presque re´duit de moitie´. Bien
que cette fac¸on de faire soit nettement plus rapide (voir a` cet effet le tableau 6.3), certains
de´savantages la rendent moins inte´ressante. Par exemple, l’environnement n’est que repro-
duit partiellement puisqu’aucun point ne sera acquis pour des angles supe´rieurs a` 45◦ par
rapport au plan horizontal de CORIAS 8. Ceci est souvent acceptable, quoiqu’il peut arriver
que cette caracte´ristique devienne proble´matique pour certains types de terrain ou lorsque le
robot est fortement incline´. D’ailleurs, cette limitation perdure peu importe la grandeur de la
rotation en azimut. Il est a` noter que le cylindre de´finit par le rayon de rotation du lidar n’est
pas non plus couvert graˆce a` cette configuration. La figure 6.2b montre e´galement un autre
de´savantage lie´ a` cet assemblage : une bande de points est manquante a` l’arrie`re du syste`me,
tandis qu’une autre bande est redondante a` l’avant. C’est effectivement une conse´quence de la
deuxie`me configuration lorsque le lidar pivote seulement sur un demi tour. La pre´sence de ces
bandes est attribuable a` l’e´cart existant entre le centre optique du lidar et l’axe de rotation
de la table tournante 9. Finalement, si un client souhaite obtenir un balayage seulement pour
8. Le plan horizontal est le plan XC-YC .








(a) Nuage de points obtenu par la premie`re configuration (360◦Az × 180◦E´l)
(b) Nuage de points obtenu par la deuxie`me configuration (180◦Az × 270◦E´l)
Figure 6.2 Nuage de points obtenus par les deux configurations d’assemblage
une sous-re´gion de l’environnement situe´e a` l’avant du robot, la deuxie`me configuration devra
pivoter du meˆme angle en azimut que celui demande´ par la premie`re configuration, annulant
ainsi son avantage au niveau du temps. Pour toutes ces raisons, la majorite´ des expe´riences
de navigation autonome utilise le syste`me de vision assemble´ selon la premie`re configuration.
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6.2 Validation du syste`me
Afin de valider le syste`me de vision, une campagne de tests fut re´alise´e sur trois jours.
L’objectif e´tait de confirmer le fonctionnement ade´quat de CORIAS en ge´ne´rant un mode`le
nume´rique du TE´M. Pour ce faire, le montage expe´rimental de la figure 6.3 fut mis a` profit.
Ce dernier est constitue´ du syste`me de vision installe´ sur un maˆt vertical, d’une centrale
inertielle, d’un cadre supportant quatre antennes GPS (absent sur la figure) et d’une boˆıte de
controˆle (en bois) qui fournit l’alimentation e´lectrique. Le syste`me GPS utilise la technique de
positionnement par « cine´matique temps re´el » (RTK GPS ) et chaque antenne retourne ainsi
des coordonne´es avec une pre´cision de l’ordre du centime`tre. Les quatres antennes permettent
de connaˆıtre pre´cise´ment la position du syste`me de vision par rapport au re´fe´rentiel statique
du TE´M et de´terminent e´galement l’angle d’azimut (lacet). Les angles de roulis et de tangage
sont, quant a` eux, de´termine´s a` l’aide des acce´le´rome`tres de la centrale inertielle. Connaissant
ainsi la pose du syste`me de vision par rapport au repe`re statique du TE´M lors des balayages,
les nuages de points acquis peuvent alors eˆtres assemble´s afin de former un mode`le nume´rique
de terrain. Le mode`le nume´rique du TE´M ainsi produit est pre´sente´ aux figures 6.4 et 6.5.
Au terme de ces trois jours d’acquisition de donne´es, 112 balayages a` couverture totale
furent re´alise´s. La figure 6.5 illustre l’exe´cution de neuf balayages additionnels le long du trajet
situe´ entre l’ASC et le TE´M. Ces expe´riences confirme`rent que CORIAS est fonctionnel et
apte a` eˆtre installe´ sur le robot Juno.
































































































6.3 Usage du syste`me pour la navigation autonome
De`s le printemps 2012, le syste`me de vision fut utilise´ pour re´aliser les expe´riences de
navigation autonome de l’ASC. Ainsi, le robot Juno parcourut plusieurs kilome`tres de fac¸on
autonome en se servant uniquement de CORIAS pour percevoir son environnement imme´diat.
La figure 6.6 illustre quelques trajectoires re´alise´es par le robot dans le cadre de certaines
expe´riences ayant eu lieu sur le TE´M. Celles-ci repre´sentent une distance totale d’un peu plus
de 540m.
Figure 6.6 Trajectoires parcourues lors d’expe´riences de navigation autonome
La figure 6.7 illustre un exemple de trajectoire (en rouge) ge´ne´re´e par les algorithmes
de navigation sur un maillage (en vert), lui-meˆme extrait d’un nuage de points a` intensite´
normalise´e. Dans ce cas particulier, une roche constituait un obstacle a` e´viter. La reproduction
fide`le de cet e´le´ment dans le nuage de points fourni par CORIAS permit aux algorithmes de
navigation d’identifier et de retirer les triangles situe´s a` proximite´ de cet obstable, tel que
discute´ a` la section 5.1.5. C’est ce qui explique la pre´sence d’un « trou » dans le maillage
autour de l’obstacle. La re´gion allonge´e exempte de points situe´e au centre de l’image constitue
quant a` elle l’ombre du robot. En effet, le maˆt horizontal sur lequel est installe´ CORIAS
obstrue partiellement la vue du capteur et cre´e cet effet. Une fois le chemin a` suivre de´fini,
les algorithmes de suivi de trajectoire discute´s a` la section 2.1.1 permettent au robot de
continuer sa route et d’e´viter l’obstacle.
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Figure 6.7 Manoeuvre de contournement d’obstacle
Un autre exemple plus complexe de navigation autonome est illustre´ a` la figure 6.8. Il
s’agit d’une situation ou` le robot se trouve sur une colline aux parois abruptes, et ou` la seule
voie de passage possible est parseme´e d’obstacles.
Figure 6.8 Juno sur une colline aux parois abruptes
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La figure 6.9 illustre l’environnement recre´e´ par le syste`me de vision, la surface navigable
et la trajectoire suivie par le robot. Cet exemple difficile illustre non seulement l’efficacite´
du syste`me de vision a` recre´er l’environnement, mais aussi la puissance des algorithmes de
navigation autonome qui de´terminent la trajectoire.
Figure 6.9 Descente d’une colline avec obstacles
Ces expe´riences, ainsi que toutes les autres re´alise´es depuis le printemps 2012, de´mon-
tre`rent que CORIAS satisfait l’objectif principal de la recherche. En effet, il repre´sente fide`-
lement l’environnement dans un rayon de 20m et permet bel et bien a` un robot mobile de
naviguer de fac¸on autonome.
6.4 Discussion sur les avantages et les limitations
Du point de vue de la robotique mobile, le syste`me de vision de´veloppe´ dans le cadre
de cette recherche pre´sente plusieurs avantages le rendant attrayant comme solution pour
percevoir l’environnement.
Le couˆt repre´sente certainement l’un de ses atouts les plus importants. L’appareil conc¸u est
en effet une solution e´conomique lorsque compare´ aux autres syste`mes lidars 3D commerciaux,
dont le prix atteint souvent plusieurs dizaines de milliers de dollars. La masse du syste`me
constitue un autre avantage en regard des appareils similaires disponibles sur le marche´. Par
exemple, POB (2006) effectue le recensement de 18 syste`mes de vision 3D populaires utilisant
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le laser comme me´dium de mesure. La masse de ces appareils varient de 8,1 a` 19,5 kg avec
une masse moyenne tournant autour de 12,9 kg. Afin d’actualiser ces informations, une revue
des produits offerts par les compagnies mentionne´es dans cette e´tude fut re´alise´e. Au terme
de cet exercice, il apparaˆıt que la masse moyenne demeure bien au-dessus de la masse de
CORIAS, bien que quelques rares produits affichent une masse infe´rieure. Par exemple, le
FARO Focus3D a une masse de seulement 5 kg (FARO, 2013). Le Velodyne HDL-32E, qui
n’est pas mentionne´ dans l’e´tude de POB (2006) e´tant donne´ son apparition sur le marche´
en 2010, a pour sa part une masse de 2 kg (Velodyne, 2010a). Ce dernier n’offre cependant
qu’un champ de vision vertical de 40◦. Dans des conditions de tempe´rature supe´rieure a` 0◦C,
la puissance consomme´e par l’appareil conc¸u est infe´rieure a` celle de la majorite´ des syste`mes
commerciaux qui affichent une consommation variant ge´ne´ralement de 40 a` 80 Watts.
En ce qui concerne la vitesse d’acquisition maximale, celle de CORIAS est supe´rieure a`
la majorite´ des syste`mes de vision pre´sente´s par POB (2006), et de 30 a` 45 fois supe´rieure
a` celle du syste`me de vision qui e´tait en service sur Red (Lamarche, 2009). Ne´anmoins,
plusieurs capteurs disponibles sur le marche´ montrent une vitesse nettement supe´rieure. Par
exemple, le Velodyne HDL-64E peut ge´ne´rer des donne´es a` raison de 1,3 million de points
par seconde (Velodyne, 2010b), le FARO Focus3D peut produire jusqu’a` 976 000 points par
seconde (FARO, 2013) et le Velodyne HDL-32E jusqu’a` 700 000 points par seconde (Velodyne,
2010a). Il faut toutefois noter qu’e´tant donne´ leur grande vitesse d’acquisition, les capteurs
Velodyne utilisent le protocole UDP pour communiquer. Bien que ce protocole soit plus
rapide, il reste moins robuste que le protocole TCP. Par exemple, si des donne´es sont perdues,
ou si elles arrivent dans le de´sordre, le protocole UDP ne permet pas de de´tecter et de corriger
directement ces proble`mes (Himpe, 2006). Le FARO Focus3D enregistre quant a` lui les donne´es
localement sur une carte SD dont le contenu peut ensuite eˆtre te´le´charge´ par le client. Donc,
meˆme si ces syste`mes sont ultra rapides, ils comportent aussi quelques contraintes.
Les interfaces me´caniques et e´lectriques du syste`me conc¸u facilitent grandement son ins-
tallation. Sur le plan e´lectrique, seuls une alimentation de 24 volts DC et un cable Ethernet
sont ne´cessaires. Sur le plan me´canique, le syste`me de vision se fixe simplement a` l’aide de
quatre vis M8. Ces interfaces sont conformes aux standards de´finis par l’Agence spatiale ca-
nadienne (2010). De plus, graˆce a` sa faible consommation d’e´nergie, sa le´ge`rete´ et puisque
toutes ses composantes sont rassemble´es a` l’inte´rieur d’un meˆme cabinet, CORIAS peut eˆtre
inte´gre´ aise´ment sur plusieurs types de plates-formes. Ses deux configurations d’assemblage
ont aussi l’avantage d’offrir plus de flexibilite´, en permettant d’assembler le syste`me d’apre`s le
genre de nuage de points souhaite´ et selon le type d’environnement. La flexibilite´ est aussi pre´-
sente au niveau logiciel. En effet, le syste`me d’exploitation Linux procure un environnement
facilitant l’interaction avec les composants du syste`me et offre plusieurs services permettant
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de de´verminer et de cre´er aise´ment de nouvelles applications. Un mode`le EMF code´ en Java
fut aussi de´veloppe´ pour permettre aux clients d’interagir avec CORIAS de fac¸on efficace,
tout en augmentant la portabilite´ du syste`me.
Ces avantages sont toutefois accompagne´s de certaines limitations fonctionnelles. Entre
autres, la distance maximale de 20m pouvant eˆtre mesure´e par le capteur est bien en dec¸a`
de la capacite´ de la majorite´ des syste`mes disponibles sur le marche´. De plus, il s’agit d’une
re´gression par rapport au syste`me pre´ce´dent qui permettait de repre´senter l’environnement
dans un rayon de 32m (Lamarche, 2009). Du point de vue sure´leve´ du capteur, une distance
accrue pourrait eˆtre be´ne´fique. Toutefois, les algorithmes de navigation autonome, dans leur
forme actuelle, visent a` mouvoir le robot a` l’inte´rieur d’un rayon maximal de 10m suite au
balayage a` couverture totale. Donc, pour le moment, cette limitation n’affecte pas la perfor-
mance du robot. Une autre limitation concerne la re´solution verticale qui ne peut prendre
que deux valeurs : 0,25◦ ou 0,50◦. En effet, bien qu’il soit possible d’ajuster la re´solution
horizontale de fac¸on presque arbitraire au millie`me de degre´ pre`s, la re´solution verticale offre
peu de choix. Puisque cette dernie`re de´termine en grande partie la vitesse d’acquisition et la
dure´e d’un balayage, il serait pre´fe´rable de pouvoir l’ajuster plus finement. Tout de meˆme, les
expe´riences re´alise´es sur le TE´M de´montrent que des re´solutions de 0,5◦ en azimut par 0,5◦
en e´le´vation sont amplement suffisantes pour de´tecter des obstacles d’une dimension assez
importante pour eˆtre nuisibles au robot Juno.
Le niveau de protection contre les conditions environnementales me´riterait aussi d’eˆtre
rehausse´ par l’installation de joints d’e´tanche´ite´. Bien qu’apre`s de nombreuses expe´riences
de navigation aucune trace de poussie`re n’ait e´te´ observe´e a` l’inte´rieur du cabinet, il n’en
demeure pas moins qu’il serait pre´fe´rable d’agir ainsi a` titre pre´ventif.
6.5 Proble`mes rencontre´s
Un proble`me rencontre´ lors de la phase de conception trouve son origine dans le transfert
du couple ge´ne´re´ par le moteur jusqu’a` la table tournante. Cette dernie`re posse`de une vis
d’ajustement permettant de re´gler la distance entre la vis sans fin et l’engrenage principal.
Plus cette distance est courte, plus le jeu me´canique (backlash) est petit. Ceci assure une
pre´cision accrue, mais ge´ne`re plus de friction, ce qui exige un couple d’entraˆınement plus
important. Un couple trop e´leve´ peut cre´er des dommages au niveau du joint d’accouplement
flexible reliant la table tournante a` la boˆıte d’engrenages. Ce joint d’accouplement permet
non seulement de transmettre le couple, mais aussi d’absorber certaines impre´cisions d’as-
semblage, notamment le de´salignement de l’axe de sortie de la boˆıte d’engrenages par rapport
a` l’axe d’entre´e de la table tournante. Or, il est difficile de trouver un tel type d’accouplement
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assez court pour s’inte´grer a` l’assemblage tout en supportant un couple important. Lors de la
conception du syste`me, quelques-uns de ces joints furent ainsi brise´s. Il fut donc ne´cessaire de
trouver manuellement le meilleur compromis entre la grandeur du couple et le jeu me´canique.
Un autre proble`me concerne les pixels mixtes 10 ge´ne´re´s par le LMS111 qui contaminent
la plupart des nuages de points. Ceci nuit a` la visualisation de la sce`ne et peut potentielle-
ment porter atteinte aux algorithmes de navigation. En effet, il arrive que des pixels mixtes
soient ge´ne´re´s a` des endroits proble´matiques, par exemple a` l’arrie`re d’un obstacle, et que
les algorithmes de navigation les utilisent ensuite pour la ge´ne´ration du maillage. Dans ces
cas, la trajectoire du robot risque d’eˆtre de´finie sur des surfaces inexistantes, compromettant
ainsi sa se´curite´. Heureusement, e´tant donne´ la position sure´leve´e du syste`me de vision, les
pixels mixtes repre´sentent rarement des points proble´matiques a` l’inte´rieur de la zone fran-
chissable par le robot. De plus, les filtres visant a` enrayer les triangles inde´sirables semblent
eˆtre assez efficaces pour retirer les points proble´matiques quand ils surviennent. Pour assurer
une e´limination plus rigoureuse, une approche telle que celle propose´e par Ye (2008) pourrait
ne´anmoins eˆtre mise de l’avant. Cette dernie`re consiste a` se servir des valeurs d’intensite´ pour
identifier les pixels mixtes d’un nuage de points.
Finalement, bien que ce soit tre`s rare, il arrive que des points aberrants (outliers) appa-
raissent dans certaines des trames renvoye´es par le syste`me de vision lors d’un balayage. Ces
points sont proble´matiques car ils ont une valeur de distance variant ale´atoirement entre 0
et 20m. Lors de la campagne de tests ayant servi pour la validation, de tels points aberrants
furent observe´s en moyenne pour moins d’une trame sur 20 000. Bien que la provenance exacte
de ce phe´nome`ne reste inde´termine´e, ces points demeurent ge´ne´ralement faciles a` e´liminer
graˆce aux filtres explique´s a` la section 5.1.3. En outre, il fut observe´ que les points aberrants
sont toujours accompagne´s d’une valeur d’intensite´ nulle, rendant ainsi leur identification
encore plus aise´e.
10. Le phe´nome`ne des pixels mixtes est discute´ a` la section 1.1.2 et illustre´ a` la figure 1.5.
116
CONCLUSION
Afin de naviguer de fac¸on autonome en terrain inconnu, un robot mobile doit faire appel
a` un syste`me de vision pour percevoir l’environnement. Dans le contexte de l’exploration
plane´taire, la came´ra ste´re´oscopique est a` ce jour la seule technologie utilise´e pour guider les
robots mobiles de´ploye´s sur Mars par la NASA. Bien que ce moyen de perception pre´sente
plusieurs qualite´s, il montre aussi quelques de´savantages importants, dont une forte sensibi-
lite´ aux conditions d’e´clairage. Conse´quemment, ces syste`mes sont inutiles pour la navigation
nocturne et leur efficacite´ est compromise dans des conditions d’intensite´ lumineuse e´leve´e.
A` l’oppose´, les capteurs lidars restent insensibles aux conditions de luminosite´ et posse`dent
de nombreux avantages comparatifs. C’est entre autres pour ces raisons que l’ASC pre´conise
depuis plusieurs anne´es l’utilisation de syste`mes de vision actif de type lidar pour ses activi-
te´s de recherche en exploration plane´taire. Or, les lidars 3D actuellement disponibles sur le
marche´ demeurent peu adapte´s aux activite´s de recherche mene´es par l’ASC.
C’est dans ce contexte que ce me´moire a propose´ la conception, l’inte´gration et l’e´tude de
CORIAS, un syste`me de vision 3D base´ sur la technologie lidar et conc¸u pour permettre la
navigation autonome d’un robot mobile en terrain inconnu. L’appareil de´veloppe´ a une masse
d’a` peine 5,6 kg, le couˆt de ses pie`ces ne s’e´le`ve qu’a` environ 11 460$ et il consomme peu
d’e´nergie. CORIAS permet aussi d’obtenir une repre´sentation tridimensionnelle de l’environ-
nement a` l’inte´rieur d’un rayon de 20m et il mesure jusqu’a` 27 050 points par seconde. En
utilisant des re´solutions typiques (0,5◦Az × 0,25◦E´l), il peut fournir une repre´sentation 3D
comple`te en un peu moins de 29 secondes. Tous les composants de l’appareil sont contenus
a` l’inte´rieur d’un cabinet offrant un niveau raisonnable de protection contre les conditions
environnementales hostiles. La plupart des pie`ces sont disponibles commercialement, mais
quelques unes furent tout de meˆme modifie´es ou fabrique´es sur mesure. L’appareil posse`de
une interface me´canique simple et ne ne´cessite qu’une alimentation de 24 volts DC ainsi
qu’un lien Ethernet pour eˆtre ope´re´, ce qui permet une inte´gration facile sur une multitude
de plates-formes mobiles. Sur le plan informatique, il ope`re sous Linux et communique en
utilisant le protocole TCP-IP.
Lors des travaux de recherche, la caracte´risation du capteur lidar utilise´ par CORIAS
permit de quantifier l’influence de certains parame`tres sur les mesures de distance et d’inten-
site´. Cette e´tude de´montra un effet non-ne´gligeable du temps d’ope´ration, de meˆme que de
la distance des cibles, de leur angle d’incidence et de certaines de leur proprie´te´s de surface.
D’autre part, l’effet des couleurs fut surtout note´ au niveau de l’intensite´ alors que celui de
la fre´quence d’acquisition fut davantage observe´ au niveau de la distance.
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Quant a` l’e´talonnage du syste`me de vision, la me´thode e´labore´e se divise en deux e´tapes.
L’e´talonnage intrinse`que se sert de plans de re´fe´rence pour identifier la pose du lidar par
rapport au repe`re de re´fe´rence du syste`me de vision. Il permet d’augmenter la pre´cision des
points exprime´s dans le repe`re de CORIAS. L’e´talonnage extrinse`que, quant a` lui, s’exe´cute
une fois le syste`me installe´ sur la plate-forme mobile. Il utilise une particularite´ connue du
robot afin d’identifier la pose du repe`re de re´fe´rence de CORIAS par rapport au repe`re de
navigation du robot. Il ne ne´cessite aucun montage expe´rimental et satisfait a` l’objectif d’eˆtre
simple a` exe´cuter.
Pour traiter les donne´es ge´ne´re´es par le syste`me, une grande partie des algorithmes utilise´s
furent de´veloppe´s ante´rieurement par l’ASC. Toutefois, la normalisation des valeurs d’inten-
site´ en fonction de la distance et de l’angle d’incidence fut un nouveau sujet aborde´ lors de
cette recherche. Celle-ci met a` contribution les re´sultats de certaines expe´riences issues de la
caracte´risation. La nouvelle carte d’intensite´ permet alors non seulement de diffe´rencier plus
facilement les composants de l’environnement, mais elle ame´liore e´galement la visualisation
des nuages de points. Il faut cependant noter que le robot de l’ASC e´volue dans un environ-
nement principalement constitue´ de sable. Il serait donc fort probable qu’une normalisation
plus pre´cise puisse eˆtre re´alise´e en se basant sur des re´sultats issus d’expe´riences effectue´es
sur ce type de mate´riau.
Bien que le syste`me de vision satisfasse aux objectifs vise´s par la recherche, il pre´sente
ne´anmoins quelques limitations. Par exemple, la distance maximale pouvant eˆtre mesure´e
par le syste`me n’est que de 20m, ce qui est en dec¸a` de la distance maximale de la plupart
des capteurs lidars 3D commerciaux. De plus, le niveau de protection face aux conditions
environnementales hostiles est lui aussi limite´. Il me´riterait d’eˆtre rehausse´ en ajoutant des
joints d’e´tanche´ite´ au niveau des ouvertures du cabinet. D’autre part, la fabrication d’un ca-
binet sur mesure permettrait de re´duire davantage la masse du syste`me. Une autre limitation
du syste`me, celle-ci impose´e par le LMS111, est son manque de flexibilite´ au niveau de la
re´solution verticale (e´le´vation). Il est en effet contraignant de devoir se contenter de deux
valeurs possibles, 0,25◦ ou 0,50◦, alors que la re´solution horizontale peut eˆtre re´gle´e de fac¸on
quasi arbitraire au millie`me de degre´ pre`s.
Plusieurs autres travaux relie´s au syste`me de vision pourraient eˆtre envisage´s dans le
futur afin d’ame´liorer les activite´s de navigation autonome. Il serait entre autres possible
de conside´rer le transfert d’une partie du traitement des donne´es, actuellement effectue´ en
totalite´ par l’ordinateur de bord du robot, au microcontroˆleur du syste`me de vision. Bien
que ce dernier soit conside´rablement sollicite´ lors d’un balayage a` couverture totale, il n’est
jamais utilise´ a` pleine capacite´ et pourrait donc effectuer quelques ope´rations supple´mentaires.
Ainsi, la normalisation de l’intensite´ en fonction de la distance constitue un bon exemple de
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traitement pouvant aise´ment eˆtre effectue´ par le microcontroˆleur. En effet, ce dernier obtient
directement l’information ne´cessaire a` un tel traitement graˆce aux coordonne´es sphe´riques
transmises par le lidar. Une autre possibilite´ d’ame´lioration future serait d’utiliser les re´sulats
de la caracte´risation afin de construire un mode`le de correction des donne´es. Des auteurs tels
que Reina et Gonzales (1997); Ye et Borenstein (2002); Luo et Zhang (2004); Okubo et al.
(2009); Park et al. (2010) utilisent une telle approche pour augmenter la pre´cision de leur
syste`me. En se servant des re´sultats de la caracte´risation, ils utilisent les parame`tres connus
d’une sce`ne pour corriger les mesures de distance. En adoptant cette me´thode, il serait donc
envisageable de corriger les mesures de distance du LMS111 en fonction de la distance et de
l’angle d’incidence. Enfin, une e´tude pourrait eˆtre re´alise´e quant a` l’utilisation des valeurs
d’intensite´ pour ame´liorer la pre´cision des algorithmes de localisation visuelle. Ces derniers
corrigent l’odome´trie du robot apre`s chaque balayage a` couverture totale. Ils reposent sur
l’algorithme ICP qui vise a` faire correspondre ge´ome´triquement le dernier nuage de points
acquis avec le nuage de points pre´ce´dent. Il est probable que la pre´cision de cet algorithme
soit ame´liore´e significativement en utilisant non seulement les proprie´te´s ge´ome´triques des
nuages de points, mais aussi leurs valeurs d’intensite´ normalise´es.
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Analyse de sensibilite´ et validation de la fonction objectif







CPX = (Dz + δz)(sin(δθ + θ) sin(δγ) + cos(δθ + θ) cos(δγ) sin(δψ))
− (Dy + δy)(sin(δθ + θ) cos(δγ)− cos(δθ + θ) sin(δγ) sin(δψ))
+ r sin(φ)(sin(δθ + θ) sin(δγ) + cos(δθ + θ) cos(δγ) sin(δψ))
+ cos(δθ + θ) cos(δψ)(Dx+ δx) + r cos(δθ + θ) cos(δψ) cos(φ)
CPY = (Dy + δy)(cos(δθ + θ) cos(δγ) + sin(δθ + θ) sin(δγ) sin(δψ))
− (Dz + δz)(cos(δθ + θ) sin(δγ)− sin(δθ + θ) cos(δγ) sin(δψ))
− r sin(φ)(cos(δθ + θ) sin(δγ)− sin(δθ + θ) cos(δγ) sin(δψ))
+ sin(δθ + θ) cos(δψ)(Dx+ δx) + r sin(δθ + θ) cos(δψ) cos(φ)
CPZ = cos(δψ) sin(δγ)(Dy + δy)− sin(δψ)(Dx+ δx)− r cos(φ) sin(δψ)
+ cos(δγ) cos(δψ)(Dz + δz) + r cos(δγ) cos(δψ) sin(φ) (C.1)
Pour que l’identification des parame`tres inconnus se de´roule bien, il faut que les de´rive´es
partielles de CP par rapport aux parame`tres d’inte´reˆt ne soient pas triviales ni constantes
pour tout angle θ et φ. Plus particulie`rement :
∂ CP
∂ρ
6= 0 ∃ θ, ∃ φ,∀ ρ ∈ {δx, δy, δz, δθ, δψ, δγ} (C.2)
∂2 CP
∂ρ ∂ζ
6= 0 ∃ ζ∈ {θ, φ} ,∀ ρ ∈ {δx, δy, δz, δθ, δψ, δγ} (C.3)
L’e´quation C.2 est un crite`re stipulant qu’il doit exister des angles θ et φ pour lesquels
un parame`tre influence la position des points dans l’espace. L’e´quation C.3 est un crite`re
qui vise a` assurer une bonne mesure de la dispersion des points. Ce dernier stipule qu’un
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parame`tre ne doit pas influencer tous les points de la meˆme fac¸on, car cela ne changerait en
rien la dispersion. Les de´rive´es partielles en fonction des trois premiers parame`tres (δx, δy et
δz) sont donne´es par :
∂ CPX
∂δx
= cos(δθ + θ) cos(δψ)
∂ CPY
∂δx






= cos(δθ + θ) sin(δγ) sin(δψ)− sin(δθ + θ) cos(δγ)
∂ CPY
∂δy






= cos(δθ + θ) cos(δγ) sin(δψ) + sin(δθ + θ) sin(δγ)
∂ CPY
∂δz
= sin(δθ + θ) cos(δγ) sin(δψ)− cos(δθ + θ) sin(δγ)
∂ CPZ
∂δz
= cos(δγ) cos(δψ) (C.4)
En pratique, les angles incertains δθ, δψ et δγ sont diffe´rents de ze´ro et leur valeur abolue
n’est pas supe´rieure a` quelques degre´s. Donc, les de´rive´es partielles de CPX et
CPY en fonction
du parame`tre δx respectent le crite`re C.2 seulement lorsque θ 6= 0 ± 90◦. En revanche, les
de´rive´es partielles de CPZ en fonction des parame`tres δx, δy et δz ne respectent pas le crite`re
C.3. Cela signifie qu’il est impossible d’utiliser la variance selon l’axe ZC pour identifier les
parame`tres δx, δy et δz. Les autres de´rive´es partielles respectent les crite`res C.2 et C.3. Les
de´rive´es partielles des trois derniers parame`tres (δθ, δψ et δγ) sont donne´es par :
∂ CPX
∂δθ
= (Dz + δz)(cos(δθ + θ) sin(δγ)− sin(δθ + θ) cos(δγ) sin(δψ))
− (Dy + δy)(cos(δθ + θ) cos(δγ) + sin(δθ + θ) sin(δγ) sin(δψ))
− (Dx+ δx) sin(δθ + θ) cos(δψ)− r sin(δθ + θ) cos(δψ) cos(φ)




= (Dz + δz)(sin(δθ + θ) sin(δγ) + cos(δθ + θ) cos(δγ) sin(δψ))
− (Dy + δy)(sin(δθ + θ) cos(δγ)− cos(δθ + θ) sin(δγ) sin(δψ))
+ (Dx+ δx) cos(δθ + θ) cos(δψ) + r cos(δθ + θ) cos(δψ) cos(φ)






= cos(δθ + θ) cos(δγ) cos(δψ)(Dz + δz)
− r cos(δθ + θ) cos(φ) sin(δψ)− cos(δθ + θ) sin(δψ)(Dx+ δx)
+ cos(δθ + θ) cos(δψ) sin(δγ)(Dy + δy) + r cos(δθ + θ) cos(δγ) cos(δψ) sin(φ)
∂ CPY
∂δψ
= sin(δθ + θ) cos(δγ) cos(δψ)(Dz + δz)
− r sin(δθ + θ) cos(φ) sin(δψ)− sin(δθ + θ) sin(δψ)(Dx+ δx)
+ sin(δθ + θ) cos(δψ) sin(δγ)(Dy + δy) + r sin(δθ + θ) cos(δγ) cos(δψ) sin(φ)
∂ CPZ
∂δψ
= − cos(δψ)(Dx+ dx)− cos(δγ) sin(δψ)(Dz + δz)
− sin(δγ) sin(δψ)(Dy + δy)− r cos(δψ) cos(φ)− r cos(δγ) sin(δψ) sin(φ)
∂ CPX
∂δγ
= (Dy + δy)(sin(δθ + θ) sin(δγ) + cos(δθ + θ) cos(δγ) sin(δψ))
+ (Dz + δz)(sin(δθ + θ) cos(δγ)− cos(δθ + θ) sin(δγ) sin(δψ))
+ r sin(φ)(sin(δθ + θ) cos(δγ)− cos(δθ + θ) sin(δγ) sin(δψ))
∂ CPY
∂δγ
= −(Dy + δy)(cos(δθ + θ) sin(δγ)− sin(δθ + θ) cos(δγ) sin(δψ))
− (Dz + δz)(cos(δθ + θ) cos(δγ) + sin(δθ + θ) sin(δγ) sin(δψ))
− r sin(φ)(cos(δθ + θ) cos(δγ) + sin(δθ + θ) sin(δγ) sin(δψ))
∂ CPZ
∂δγ
= cos(δγ) cos(δψ)(Dy + δy)− cos(δψ) sin(δγ)(Dz + δz)




= 0 ne respecte pas les crite`res C.2 et C.3. Ce re´sultat indique que
le parame`tre δθ n’a aucun effet sur la coordonne´e ZC des points, donc qu’il est impossible
d’utiliser cette coordonne´e pour identifier δθ. C’est un effet attendu puisque ce parame`tre
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repre´sente une rotation pure selon l’axe ZC . En ce qui a trait aux autres de´rive´es partielles,
celles-ci respectent bel et bien les crite`res C.2 et C.3.
En regard de cette analyse de sensibilite´, l’optimisation de la fonction objectif 4.5 permet
effectivement d’identifier les parame`tres inconnus lorsque θ et φ varient. Dans cette optique,
les quatres premiers termes de l’e´quation contribuent a` identifer tous les parame`tres inconnus.
Le dernier terme est la variance des points selon l’axe ZC et aide seulement a` identifier les
parame`tres δψ et δγ.
