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1. Introduction
In this paper, we study the regularity problem for suitable weak solutions (u, p) : Ω × I → R3 × R to the Navier–Stokes
equations in three dimensions{
ut − u + (u · ∇)u + ∇p = f , divu = 0 in Q T = Ω × I,
u = 0 on ∂Ω × I, (1.1)
where u is the velocity ﬁeld and p is the pressure. Here f is an external force and Ω is a bounded domain with C2
boundary. After the existence of weak solutions was proved by Leray [12] and Hopf [8], regularity problem has remained
open. It has been known that weak solutions become unique and regular in Ω ×[0, T ) if the following additional conditions
are imposed on weak solutions:
‖v‖Lp,qx,t (Ω×[0,T )) :=
∥∥∥∥v(·, t)∥∥Lpx (Ω)∥∥Lqt (0,T ) < ∞, 3p + 2q  1, 3 p ∞.
In this direction, lots of signiﬁcant contributions have been made so far (refer to e.g. [15,14,23,10,4,24,5,26,27,13,11,3,9,6,25]).
For the partial regularity theory, after Scheffer’s works in a series of papers [16–19], Caffarelli, Kohn and Nirenberg [1]
proved that the one-dimensional parabolic Hausdorff measure of possible singular set is zero for suitable weak solutions of
the Navier–Stokes equations. The estimate of size of a possible singular set was improved by a logarithmic factor in [2] and
the extension up to boundary was shown in [21] (see also [22]). In [1] the following local regularity criterion was proved
and crucially used for partial regularity: there exists  > 0 such that if suitable weak solution u satisﬁes
limsup
r→0
1
r
∫
Q z,r
∣∣∇u(y, s)∣∣2 dy ds , (1.2)
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criterion was improved in terms of scaled mixed norm regarding velocity ﬁeld in [7, Theorem 1.1]. On the other hand, in [6],
the following regularity criteria was proved near the ﬂat boundary:
limsup
r→0
1
r
∥∥‖u‖Lp(B+x,r)∥∥Lq(t−r2,t)  , 3p + 2q = 2, 2< q < ∞. (1.3)
The main objective of this paper is to establish the regularity criteria (1.3) for the domain with more general boundary,
namely near the curved boundary. To be more precise, our main result is that Hölder continuity of suitable weak solution
u is ensured near suﬃciently regular curved boundary provided that the scaled mixed Lp,q-norm of the velocity ﬁeld u is
small (see Theorem 1.1 for the details). Suitable weak solution will be deﬁned in Deﬁnition 2.1 in next section. For notational
convenience, we denote for a point x = (x′, x3) ∈ R3 with x′ ∈ R2
Bx,r =
{
y ∈ R3: |y − x| < r}, Dx′,r = {y′ ∈ R2: |y′ − x′| < r}.
For x ∈ Ω¯ , we use the notation Ωx,r = Ω ∩ Bx,r for some r > 0. If x = 0, we drop x in the above notations, for instance Ω0,r
is abbreviated to Ωr . A solution u to (1.1) is said to be regular at z = (x, t) ∈ Ω¯ × I if u ∈ L∞(Ω¯x,r × (t − r2, t)) for some
r > 0. In such case, z is called a regular point. Otherwise we say that u is singular at z and z is a singular point. Next, we
make some assumptions on the boundary of Ω .
Assumption 1.1. Suppose that Ω be a domain with C2 boundary such that the following is satisﬁed: For each point x =
(x′, x3) ∈ ∂Ω there exist absolute constant L and r0 independent of x such that we can ﬁnd a Cartesian coordinate system
{yi}3i=1 with the origin at x and a C2 function ϕ : Dr0 → R satisfying
Ωr0 = Ω ∩ Bx,r0 =
{
y = (y′, y3) ∈ Bx,r1 : y3 > ϕ(y′)
}
and
ϕ(0) = 0, ∇yϕ(0) = 0, sup
Dr0
∣∣∇2yϕ∣∣ L.
Remark 1.1. The main condition on Assumption 1.1 is the uniform estimate of the C2-norms of the function ϕ for each
x ∈ ∂Ω . More precisely, there exists a suﬃciently small r1 with r1 < r0, where r0 is the number in Assumption 1.1 such that
for any r < r1
sup
x∈∂Ω
‖ϕ‖C2(Dr)  L
(
1+ r + r2). (1.4)
We suppose that f belongs to a parabolic Morrey space M2,γ (Q T ) for some 0< γ  2 equipped with the norm
‖ f ‖M2,γ (Q T ) = sup
{(
1
r1+2γ
∫
Q z,r
| f |2 dx
) 1
2
: z = (x, t) ∈ Q¯ T , r > 0
}
,
where Q z,r = (Ωx,r × (t − r2, t)) ∩ Q T . We note that M2,γ (Q T ) contains L
5
2−γ (Q T ).
Now we are ready to state our main result.
Theorem 1.1. Let f ∈ M2,γ for some γ > 0 and (x, t) ∈ ∂Ω × I . Assume that Ω is a bounded domain with C2 boundary satisfying
Assumption 1.1. For every pair p, q satisfying
1 3
p
+ 2
q
 2, 2< q∞, (p,q) 
=
(
3
2
,∞
)
,
there exists a constant  > 0 depending on p, q, γ and ‖ f ‖M2,γ such that, if the pair (u, p) is a suitable weak solution of the Navier–
Stokes equations (1.1) satisfying Deﬁnition 2.1 and
limsup
r→0
r−(
3
p + 2q −1)∥∥‖u‖Lp(Ωx,r)∥∥Lq(t−r2,t) < ,
then u is regular at z = (x, t).
Our main arguments in principle follow those in [6] and some diﬃculties, however, arise since our boundary is curved
not ﬂat. Our modiﬁcations by ﬂatting the boundary are based on analysis on the perturbed Navier–Stokes equations done
in [22], where the regularity condition (1.2) was established near curved boundary case.
The rest of the paper is organized as follows: In Section 2 some preliminaries are prepared. In Section 3 we present the
proof of Theorem 1.1.
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In this section we introduce the notations, derive Eqs. (2.2) changed by ﬂatting the boundary, deﬁne suitable weak
solutions, and recall a regularity criterion involving scaled norms. We begin with some notations. Let Ω be a bounded
domain in R3. We denote by C = C(α,β, . . .) a constant depending on the prescribed quantities α,β, . . . , which may change
from line to line. For 1  q ∞, Wk,q(Ω) denotes the usual Sobolev space, i.e., Wk,q(Ω) = {u ∈ Lq(Ω): Dαu ∈ Lq(Ω),
0 |α| k}. We write the average of f on E as upslope∫E f , that is upslope∫E f = ∫E f /|E|.
Next we recall suitable weak solutions for the Navier–Stokes equations (1.1) in three dimensions.
Deﬁnition 2.1. Let Ω ⊂ R3 be a bounded domain satisfying Assumption 1.1 and I = [0, T ). We denote Q T = Ω × I . Suppose
that f belongs to the Morrey space M2,γ (Q T ) for some γ > 0. A pair of (u, p) is a suitable weak solution to (1.1) if the
following conditions are satisﬁed:
(a) The functions u : Q T → R3 and p : Q T → R satisfy
u ∈ L∞(I; L2(Ω))∩ L2(I;W 1,2(Ω)), p ∈ Lλ(I; Lκ∗),
∇2u ∈ Lλ(I; Lk(Ω)), ∇p ∈ Lλ(I; Lκ ),
where κ , κ∗ and λ be numbers satisfying 3κ + 2λ = 4, 1κ∗ = 1κ − 13 , 1< λ < 2.
(b) u and p solve the Navier–Stokes equations in Q T in the sense of distributions and u satisﬁes the boundary condition
u = 0 on ∂Ω × I .
(c) u and p satisfy the local energy inequality
∫
Ω
∣∣u(x, t)∣∣2φ(x, t)dx+ 2
t∫
t0
∫
Ω
∣∣∇u(x, t′)∣∣2φ(x, t′)dxdt′

t∫
t0
∫
Ω
(|u|2(∂tφ + φ) + (|u|2 + 2p)u · ∇φ + 2 f · uφ)dxdt′,
for all t ∈ I = (0, T ) and for all non-negative functions φ ∈ C∞0 (R3 × R), vanishing in a neighborhood of the set
Ω × {t = 0}.
Let x0 ∈ ∂Ω . Under Assumption 1.1, we can represent Ωx0,r0 = Ω ∩ Bx0,r0 = {y = (y′, y3) ∈ Bx0,r0 : y3 > ϕ(y′)}, where ϕ
is the graph of C2 in Assumption 1.1. Flatting the boundary near x0, we introduce new coordinates x = ψ(y) by formulas
x = ψ(y) ≡ (y1, y2, y3 − ϕ(y1, y2)). (2.1)
We note that the mapping y → x = ψ(y) straightens out ∂Ω near x0 such that Ωx0,ρ is transformed onto a subdomain
ψ(Ωx0,ρ) of R
3+ ≡ {x ∈ R3: x3 > 0}. We deﬁne v = u ◦ ψ−1, π = p ◦ ψ−1 and g = f ◦ ψ−1 in ψ(Ωx0,ρ). Then using the
change of variables (2.1), Eqs. (1.1) result in the following equations for v and π :{
vt − ˆv + (v · ∇ˆ)v + ∇ˆπ = g, ∇ˆ · v = 0 in ψ(Ωx0,ρ),
v = 0 on ∂ψ(Ωx0,ρ) ∩ {x3 = 0},
(2.2)
where ∇ˆ and ˆ are differential operators with variable coeﬃcients deﬁned by
∇ˆ = (∂x1 − ϕx1∂x3 , ∂x2 − ϕx2∂x3 , ∂x3),
ˆ = aij(x)∂2xi ,x j + bi(x)∂xi , (2.3)
where aij and bi are given as
aij(x) = δi j, ai3(x) = a3i(x) = −ϕxi , bi(x) = 0, i = 1,2,
and
a33(x) = 1+
2∑
i=1
(ϕxi )
2, b3(x) = −
2∑
i=1
ϕxi xi .
As mentioned in Remark 1.1, if we take a suﬃciently small r1 with r1 < r0, then (1.4) holds for any r < r1. In addition, the
followings are satisﬁed:
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2
∣∣∇v(x, t)∣∣ ∣∣∇ˆv(x, t)∣∣ 2∣∣∇v(x, t)∣∣ for all x ∈ ψ(Ω(x0),2r), (2.4)
B+
ψ(x0),
r
2
⊂ ψ(Ωx0,r) ⊂ B+ψ(x0),2r, ψ−1
(
B+
ψ(x0),
r
2
)⊂ Ωx0,r ⊂ ψ−1(B+ψ(x0),2r). (2.5)
From now on, we ﬁx x0 = 0 without loss of generality. We suppose that, as above, ψ is a coordinate transformation so
that v , π satisﬁes (2.2) in ψ(Ωr0 ).
Remark 2.1. Due to the suitability of u, p (see Deﬁnition 2.1), (v,π) solve (2.2) in a weak sense and satisﬁes the following
local energy inequality: There exists r2 with r2 < r0 where r0 is the number in Assumption 1.1 such that
∫
ψ(Ωr0 )
∣∣v(x, t)∣∣2ξ(x, t)dx+ 2
t∫
t0
∫
ψ(Ωr0 )
∣∣∇ˆv(x, t′)∣∣2ξ(x, t′)dxdt′

t∫
t0
∫
ψ(Ωr0 )
(|v|2(∂tξ + ˆξ) + (|v|2 + 2π)u · ∇ˆξ + 2 f · vξ)dxdt′, (2.6)
where ξ ∈ C∞0 (Br) with r < r2 and ξ  0, and ∇ˆ and ˆ are differential operators in (2.3).
Next we deﬁne some scaling invariant functionals, which are useful for our purpose. Let B+r = Br ∩ {x ∈ R3: x3 > 0} and
Q +r = B+r × (−r2,0). As deﬁned earlier, we also denote Ωr = Ω ∩ Br and Qr = Ωr × (−r2,0). Let r0 and r1 be the numbers
in Assumption 1.1 and Remark 1.1, respectively. For any r < r1 and for a suitable weak solution (u, p) of (1.1) we introduce
A(r) := 1
r2
∫
Ωr
∣∣u(y, s)∣∣3 dy ds,
D(r) := sup
−r2s0
1
r
∫
Ωr
∣∣u(y, s)∣∣2 dy, E(r) := 1
r
∫
Qr
∣∣∇u(y, s)∣∣2 dy ds,
K (r) := 1
r
( t∫
t−r2
( ∫
Ωr
∣∣u(y, s)∣∣p)
q
p
ds
) 1
q
,
S(r) := 1
r
( t∫
t−r2
( ∫
Ωr
∣∣p(y, s)∣∣κ∗ dy)
λ
κ∗
ds
) 1
λ
,
where p, q, κ , κ∗ and λ be numbers satisfying
3
κ
+ 2
λ
= 4, 1
κ∗
= 1
κ
− 1
3
,
1
p
+ 1
κ∗
= 1, 1
q
+ 1
λ
= 1, 1< λ < 2. (2.7)
For (v,π) and B+r ⊂ ψ(Ωr1 ), we introduce
Aˆ(r) := 1
r2
∫
Q +r
∣∣v(y, s)∣∣3 dy ds,
Dˆ(r) := sup
−r2s0
1
r
∫
B+r
∣∣v(y, s)∣∣2 dy, Eˆ(r) := 1
r
∫
Q +r
∣∣∇ˆv(y, s)∣∣2 dy ds,
Kˆ (r) := 1
r
( t∫
t−r2
( ∫
B+r
∣∣v(y, s)∣∣p dy)
q
p
ds
) 1
q
,
Sˆ(r) := 1
r
( t∫
t−r2
( ∫
+
∣∣π(y, s)∣∣κ∗ dy)
λ
κ∗
ds
) 1
λ
,Br
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r
( t∫
t−r2
( ∫
B+r
∣∣∇π(y, s)∣∣κ dy)
λ
κ
ds
) 1
λ
,
Sˆa(r) := 1
r
( t∫
t−r2
( ∫
B+r
∣∣π(y, s) − (π)B+r (s)∣∣κ∗ dy
) λ
κ∗
ds
) 1
λ
,
where (π)B+r =upslope
∫
B+r π(y, s)dy. Next lemma shows relations between scaling invariant quantities above.
Lemma 2.1. Let Ω be a bounded domain satisfying Assumption 1.1 and x0 ∈ ∂Ω . Suppose that (u, p) and (v,π) are suitable weak
solutions of (1.1) in Ω × I and (2.2) in ψ(Ωx0 ) × I , respectively, where ψ is the mapping ﬂatting the boundary in Assumption 1.1. Let
x = ψ(x0). Then there exist suﬃciently small r1 and an absolute constant C such that for any 4r < r1 the followings are satisﬁed:
1
C
E(r) Eˆ(2r) C E(4r), 1
C
A(r) Aˆ(2r) C A(4r),
1
C
K (r) Kˆ (2r) CK (4r), 1
C
S(r) Sˆ(2r) C S(4r),
1
C
D(r) Dˆ(2r) CD(4r).
Proof. We just show one of above estimates, since others follows similar arguments. For convenience, we denote Πr =
ψ(Ωr) × (−r2,0) and Π−1r = ψ−1(Ωr) × (−r2,0). As indicated earlier, we take a suﬃciently small r1 such that (1.4), (2.4)
and (2.5) hold. Then
E(r) C
r
∫
Πr
|∇v|2  C
r
∫
Πr
|∇ˆv|2  C
2r
∫
Q +2r
|∇ˆv|2 = C Eˆ(2r).
On the other hand,
Eˆ(2r) 1
2r
∫
Q +2r
|∇v|2  C
2r
∫
Π−12r
|∇u|2  C
4r
∫
Q 4r
|∇u|2 = C E(4r).
This completes the proof. 
Remark 2.2. We note that f and g have relations as in Lemma 2.1. To be more precise,∫
Qr
| f |2  C
∫
Πr
|g|2  C
∫
Q +2r
|g|2  C
∫
Π−12r
| f |2  C
∫
Q 4r
| f |2.
Therefore, it is direct that ‖g‖M2,γ (Πr )  C‖ f ‖M2,γ (Qr) .
In the sequel, for simplicity, we denote ‖ f ‖M2,γ =mγ .
3. Local regularity near boundary
In this section, we present the proof of Theorem 1.1. We ﬁrst show a local regularity criterion for v near the boundary.
Lemma 3.1. Let Ω be a bounded domain satisfying Assumption 1.1 and x0 ∈ ∂Ω . Suppose that (v,π) is a suitable weak solution
of (2.2) in ψ(Ωx0,r) ⊂ R3+ , where ψ is the mapping ﬂatting the boundary in Assumption 1.1. Let z = (x, t) with x = ψ(x0). Assume
further that g ∈ M2,γ for some γ ∈ (0,2]. Then there exist  > 0 and r∗ depending on γ , ‖g‖M2,γ such that if Aˆ
1
3 (r) + Sˆa(r) <  for
some r < r∗ , then z is a regular point.
The proof of Lemma 3.1 is based on the following, which shows a decay property of v in a Lebesgue spaces. From now
on, we denote ‖g‖M2,γ =mγ , unless any confusion is expected.
Lemma 3.2. Let 0< θ < 12 and β ∈ (0, γ ). Under the same assumption as in Lemma 3.1, there exist 1 > 0 and r∗ depending on θ , γ ,
β and mγ such that if Aˆ
1
3 (r) + Sˆa(r) +mγ rβ+1 < 1 for some r ∈ (0, r∗), then
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1
3 (θr) + Sˆa(θr) < Cθ1+α
(
Aˆ
1
3 (r) + Sˆa(r) +mγ rβ+1
)
,
where 0< α < 1 and C is a constant.
Proof. The proof is in principle the same as in [6, Lemma 8] and we, however, present its details for clarity. For convenience
we denote φ(r) := Aˆ 13 (r)+ Sˆa(r)+mγ rβ+1. Suppose the statement is not true. Then for any α ∈ (0,1) and C > 0, there exist
zn = (xn, tn), rn ↘ 0 and n ↘ 0 such that
φ(rn) = n, Aˆ 13 (θrn) + Sˆa(θrn) > Cθ1+αφ(rn) = Cθ1+αn.
Let w = (y, s) where y = 1rn (x − xn), s = 1r2n (t − tn) and we deﬁne vˆn , πˆn and gˆn by vˆn(w) =
1
n
rnvn(z), πˆn(w) = 1n r2nπn(z)
and gˆn(w) = 1n r3n gn(z), respectively. We also introduce scaling invariant functionals Aˆ(vˆn, θ), Sˆ1(πˆn, θ), and Sˆa(πˆn, θ) as
follows:
Aˆ(vˆn, θ) := 1
θ2
∫
Q +θ
|vˆn|3 dw, Sˆ1(πˆn, θ) := 1
θ
( 0∫
−θ2
( ∫
B+θ
|∇ˆπˆn|κ dy
) λ
κ
ds
) 1
λ
,
Sˆa(πˆn, θ) := 1
θ
( 0∫
−θ2
( ∫
B+θ
∣∣πˆn − (πˆn)B+θ ∣∣κ∗ dy
) λ
κ∗
ds
) 1
λ
,
where κ∗ , κ and λ are numbers in (2.7). Let τn(θ) = Aˆ 13 (vˆn, θ)+ Sˆ
1
3
a (πˆn, θ)+mnγ rβ+1n , where mnγ = ‖gn‖M2,γ . The change of
variables lead to
τn(1) = ‖vˆn‖L3(Q +1 ) + ‖πˆn‖Lκ∗,λ(Q +1 ) +m
n
γ r
β+1
n = 1,
Aˆ
1
3 (vˆn, θ) + Sˆa(πˆn, θ) Cθ1+α. (3.1)
On the other hand, vˆn , πˆn solve the following system in a weak sense.{
∂s vˆn − ˆvˆn + n(vˆn · ∇ˆ)vˆn + ∇ˆπˆn = gˆn, div vˆn = 0 in Q +1 ,
vˆn = 0 on B1 ∩ {x3 = 0} × (−1,0).
Since τn(1) = 1, we have following weak convergence
vˆn ⇀ vˆ in L
3(Q +1 ), πˆn ⇀ πˆ in Lκ∗,λ(Q +1 ), (πˆ )B+1 (s) = 0.
In addition, we note that ∂s vˆn is uniformly bounded in Lλ((−1,0); (w2,2(B+1 ))′) and we also have
∂s vˆn ⇀ ∂s vˆ in L
λ
(
(−1,0); (w2,2(B+1 ))′).
From the local energy inequality (2.6), one can see that ∇ˆ vˆn is bounded in L2(Q +3/4), which implies the following weak
convergence;
∇ˆ vˆn ⇀ ∇ˆ vˆ in L2
(
Q +3/4
)
, vˆn ⇀ vˆ in W
1,2(Q +3/4). (3.2)
Indeed, from the local energy inequality (2.6), we obtain for every σ ∈ (−1,0)
∫
Q +1
∣∣vˆn(·,σ )∣∣2ξ2(y,σ )dy +
σ∫
−1
∫
B+1
∣∣∇ˆ vˆn(y, s)∣∣2ξ2 dy ds C
( σ∫
−1
∫
B+1
|vˆn|2
(|∂sξ | + |ˆξ | + |∇ˆξ |)dy ds
+ n
σ∫
−1
∫
B+1
|vˆn|3|∇ˆξ |dy ds +
σ∫
−1
∫
B+1
|πˆn vˆn · ∇ˆξξ |dy ds
+
σ∫
−1
∫
B+1
|gˆn vˆnξ |dy ds
)
.
Consider the last two terms in the above inequality. Using Hölder inequality, we have
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∫
B+1
|πˆn vˆn · ∇ˆξξ |dy ds ‖πˆn∇ˆξ‖Lκ∗,λx,t (Q +1 )‖vˆnξ‖Lp,qx,t (Q +1 ),
σ∫
−1
∫
B+1
|gˆn vˆnξ |dy ds ‖gˆn‖Lκ∗,λx,t (Q +1 )‖vˆnξ‖Lp,qx,t (Q +1 ),
where κ∗ , λ, p and q are numbers in (2.7). In case q  3, since p,q  3, we have ‖vˆnξ‖Lp,q(Q +1 )  C‖vˆnξ‖L3(Q +1 ) , which
implies that ∇ˆ vˆn is uniformly bounded in L2(Q +3/4) because of τn(1) = 1.
It remains to consider the case 3 < q < ∞ (equivalently 3/2 < p < 9/4). Suppose 2 < p < 9/4. In this case, by interpola-
tion, we have
‖vˆnξ‖Lp,q(Q +1 )  C sup−1<s<σ
∥∥vˆnξ(·, s)∥∥ 2(3−p)pL2(B+1 )‖vˆnξ‖
3(p−2)
p
L3(Q +1 )
,
where we used that (p − 2)q/p < 1. Since σ is arbitrary on (−1,0), we obtain
sup
−1<σ<0
∥∥vˆnξ(·,σ )∥∥L2(B+1 ) + ‖∇ˆ vˆnξ‖L2(Q +1 )
 C
(‖vˆn‖L2(Q +1 ) + n‖vˆn‖L3(Q +1 ) + sup−1<s<0
∥∥vˆnξ(·, s)∥∥ 2(3−p)pL2(B+1 )‖vˆnξ‖
3(p−2)
p
L3(Q +1 )
(‖πˆn‖Lκ∗,λ(Q +1 ) + ‖gˆn‖Lκ∗,λ(Q +1 ))).
Due to Young’s inequality, we get
sup
−1<σ<0
∥∥vˆnξ(·,σ )∥∥L2(B+1 ) + ‖∇ˆ vˆnξ‖L2(Q +1 )
 C
(‖vˆn‖L2(Q +1 ) + n‖vˆn‖L3(Q +1 ) + ‖vˆnξ‖L3(Q +1 )(‖πˆn‖
p
3(p−2)
Lκ∗,λ(Q +1 )
+ ‖gˆn‖
p
3(p−2)
Lκ∗,λ(Q +1 )
))
.
This also implies that ∇ˆ vˆn is also uniformly bounded in L2(Q +3/4). And
‖gˆn‖Lκ,λ(Q +3/4)  r
γ− 32
n
r
7
2
n
n
mnγ =
mnγ r
β+1
n
n
rγ−β+1n  r
γ−β+1
n → 0 as n → +∞. (3.3)
For the case 3/2 < p  2 we note that ‖vˆnξ‖Lp,q(Q +1 )  C sup−1<s<σ ‖vˆnξ(·, s)‖L2(B+1 ) . By following similar procedures as in
the previous case, we obtain the uniform bound of ∇ˆ vˆn in L2(Q +3/4). This completes the assertion (3.2).
Next we observe that vˆ and πˆ solve the following perturbed Stokes system
∂s vˆ − ˆvˆ + ∇ˆπˆ = 0, div vˆ = 0 in Q +3
4
with
vˆ = 0 on (B 3
4
∩ {x3 = 0}
)×(−3
4
,0
)
.
We show that
∂s vˆn, ˆvˆn, ∇ˆπˆn ⇀ ∂s vˆ, ˆvˆ, ∇ˆπˆ in Lκ,λ
(
Q +5/8
)
. (3.4)
Indeed, after direct calculations, we have∥∥(vˆn · ∇ˆ)vˆn∥∥Lκ,λ(Q +3/4)  C‖∇ˆ vˆn‖
2
λ
L2(Q +3/4)
‖vˆn‖
3−2κ
κ
L2,∞(Q +3/4)
. (3.5)
Due to the local boundary estimate for the perturbed Stokes system in [22, Lemma 3.2] (compare [21]), we have the
following estimate for vˆn and πˆn;
‖∂s vˆn‖Lκ,λ(Q +5/8) +
∥∥∇ˆ2 vˆn∥∥Lκ,λ(Q +5/8) + ‖∇ˆπˆn‖Lκ,λ(Q +5/8)  C(‖vˆn‖Lκ,λ(Q +3/4) + ‖∇ˆ vˆn‖Lκ,λ(Q +3/4) + ‖πˆn‖Lκ,λ(Q +3/4)
+ n
∥∥(vˆn · ∇ˆ)vˆn∥∥Lκ,λ(Q +3/4) + ‖gˆn‖Lκ,λ(Q +3/4))
 C(1+ n),
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continuous in Q +1/2 with the exponent α with 0 < α < 2(1 − 1/λ). Here we ﬁx α0 = 1 − 1/λ. Then, by Hölder continuity
of vˆ and strong convergence of the L3-norm of vˆn , we obtain
Aˆ(vˆn, θ) → Aˆ(vˆ, θ), Aˆ 13 (vˆ, θ) C1θ1+α0 , (3.6)
where C1 is an arbitrary constant. Let B˜+ be a domain with smooth boundary such that B+11/16 ⊂ B˜+ ⊂ B+3/4, and Q˜ + :=
B˜+ × (−(3/4)2,0). Now we consider the following initial and boundary problem of v¯n , π¯n
∂s v¯n − ˆv¯n + ∇ˆπ¯n = −n(v¯n · ∇ˆ)v¯n + gˆn in Q˜ +,
div v¯n = 0 in Q˜ +,
(π¯n)B˜+(s) = 0, s ∈
(
−
(
3
4
)2
,0
)
,
v¯n = 0 on ∂ B˜+ ×
[
−
(
3
4
)2
,0
]
, v¯n = 0 on B˜+ ×
{
s = −
(
3
4
)2}
.
Using the global estimate of perturbed Stokes system (see [22, Lemma 3.1]), we get
‖∂s v¯n‖Lκ,λ(Q˜ +) + ‖v¯n‖Lκ ((−(3/4)2,0);W 2,λ0 (B˜+)) + ‖π¯n‖Lκ ((−(3/4)2,0);W 1,λ(B˜+))
 n
∥∥(v¯n · ∇ˆ)v¯n∥∥Lκ,λ(Q +) + ‖gˆn‖Lκ,λ(Q +3/4)  Cn. (3.7)
Next, we deﬁne v˜n = vˆn − v¯n , π˜n = πˆn − π¯n . Then it is straightforward that v˜n and π˜n solve
∂s v˜n − ˆv˜n + ∇ˆπ˜n = 0, div v˜n = 0 in Q˜ +,
v˜n = 0 on
(
B˜+ ∩ {x3 = 0}
)× [−(3
4
)2
,0
]
and v˜n and π˜n satisfy∥∥∇ˆ2 v˜n∥∥Lκ,λ(Q +5/8) + ‖∇ˆπ˜n‖Lκ,λ(Q +5/8)  C(1+ n),
and furthermore, for 3/κ˜ + 2/λ = 1, we obtain∥∥∇ˆ2 v˜n∥∥Lκ˜,λ(Q +16/9) + ‖∇ˆπ˜n‖Lκ˜,λ(Q +9/16)  C(1+ n).
Next, by the Poincaré inequality, we have
Sˆa(πˆn, θ) C2
(
Sˆ1(π¯n, θ) + Sˆ1(π˜n, θ)
)
.
We note that Sˆ1(π¯n, θ) goes to zero as n → ∞ because of (3.7). On the other hand, using the Hölder inequality, we have
Sˆ1(π˜n, θ) = 1
θ
( 0∫
−θ2
( ∫
B+θ
|∇ˆπ˜ |κ dy
) λ
κ
ds
) 1
λ
 θ2
( 0∫
−θ2
( ∫
B+θ
|∇ˆπ˜ |κ˜ dy
) λ
κ˜
ds
) 1
λ
 Cθ2(1+ n).
So summing up, we obtain
lim inf
n→∞ Sˆa(πˆn, θ) limn→∞C2θ
2(1+ n) C2θ1+α0 . (3.8)
Consequently, if we take a constant C in (3.1) bigger than 2(C1 + C2) in (3.6) and (3.8), this leads to a contradiction, since
2(C1 + C2)θ1+α0  Cθ1+α0  lim inf
n→∞ τn(θ) (C1 + C2)θ
1+α0 .
This deduces the lemma. 
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Lemma 3.1.
The sketch of the proof of Lemma 3.1. We note that due to Lemma 3.2 there exists a positive constant α1 < 1 such that
Aˆ
1
3 (r) + Sˆa(r) < Cθ1+α1
(
Aˆ
1
3 (ρ) + Sˆa(ρ) +mγ rβ+1
)
, r < ρ < r∗,
where r∗ is the number in Lemma 3.1. We consider for any x ∈ B+r∗/2 and for any r < r∗/4
Aˆa(r) = 1
r2
∫
Q +x,r
∣∣v(y) − (v)a∣∣3 dz, (v)a = upslope
∫
B+x,r
v(y)dy.
We can then show that Aˆ
1
3
a (r) Cr1+α1 , where C is an absolute constant independent of v . This can be proved by straight-
forward computations and thus omit the details. Hölder continuity of v is a direct consequence of this estimate, which
immediately implies that u is also Hölder continuous locally near boundary. This completes the proof. 
We estimate the scaled L3-norm of suitable weak solutions.
Lemma 3.3. Under the same assumption as in Lemma 3.1. Let p, q be numbers in (2.7), there exists r∗ such that for any r < r∗
Aˆ(r) C Dˆ
1
q (r)Eˆ1−
1
q (r)Kˆ (r). (3.9)
Proof. Using the Hölder inequality, we obtain
‖v‖3
L3(B+r )
 ‖v‖
2
q
L2(B+r )
‖v‖2(1−
1
q )
L6(B+r )
‖v‖Lp(B+r )  C‖v‖
2
q
L2(B+r )
‖∇ˆv‖2(1−
1
q )
L2(B+r )
‖v‖Lp(B+r ),
where Sobolev embedding is used. Integrating in time, we get
∫
Q +r
|v|3 dy ds C
0∫
−r2
‖v‖
2
q
L2(B+r )
‖∇ˆv‖2(1−
1
q )
L2(B+r )
‖v‖Lp(B+r ) ds
 C
(
sup
−r2s0
‖v‖L2(B+r )
) 2
q ‖∇ˆv‖2(1−
1
q )
L2(Q +r )
‖v‖Lp,qx,t (Q +r ),
where Hölder inequality is used. Dividing both sides by r2, we deduce the lemma. 
Remark 3.1. The estimate (3.9) is also true in the case 1 < q ∞ and 1 < p < ∞, although we restrict to numbers p, q
satisfying (2.7). An immediate consequence of the local energy inequality is
Dˆ
(
r
2
)
+ Eˆ
(
r
2
)
 C
(
Aˆ
2
3 (r) + Aˆ(r) + Kˆ (r) Sˆa(r) + r
∫
S+r
|g|2 dw
)
 C
(
Aˆ
2
3 (r) + Aˆ(r) + Kˆ (r) Sˆa(r) + r2γ+2m2γ
)
. (3.10)
For those exponents κ and λ in (2.7), we note that∥∥(v · ∇ˆ)v∥∥Lκ,λ(Q +ρ )  Cρ Eˆ 1λ (ρ)Dˆ 3−2κ2κ (ρ). (3.11)
Next lemma is prepared for an estimate of the pressure.
Lemma 3.4. Suppose w = (y, s), y ∈ Γ , t − ρ2 > 0, and t < T . Then for 0 r  ρ/4,
Sˆ1(r) C
((
ρ
r
)(
Eˆ
1
λ (ρ)Dˆ
3−2κ
2κ (ρ) + ργ+1mγ
)+( r
ρ
)(
Eˆ
1
2 (ρ) + Sˆ1(ρ)
))
, (3.12)
where κ and λ are numbers in (2.7).
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B˜+ ⊂ B+ρ , and we denote Q˜ + := B˜+ × (s − ρ2, s). We note ﬁrst that, by the deﬁnition of mγ and the Hölder inequality, we
have
‖g‖Lκ,λ(Q +ρ )  Cργ+2mγ , ‖∇ˆv‖Lκ,λ(Q +ρ )  Cρ2 Eˆ
1
2 (ρ). (3.13)
Let v1 and π1 be the unique solution to the following initial boundary value problem for the perturbed Stokes system
∂t v1 − ˆv1 + ∇ˆπ1 = (v · ∇ˆ)v + g, div v1 = 0 in Q˜ +,
(π1)B˜+(s) = upslope
∫
B˜+
π1(y, s)dy = 0, s ∈
(
s − ρ2, s),
v1 = 0 on ∂ B˜+ ×
[
s − ρ2, s], v1 = 0 on B˜+ × {s − ρ2}.
Then v1 and π1 satisfy the following estimate
1
ρ2
‖v1‖Lκ,λ(Q˜ +) +
1
ρ
‖∇ˆv1‖Lκ,λ(Q˜ +) + ‖∂t v1‖Lκ,λ(Q˜ +) +
∥∥∇ˆ2v1∥∥Lκ,λ(Q˜ +) + 1ρ ‖π1‖Lκ,λ(Q˜ +) + ‖∇ˆπ1‖Lκ,λ(Q˜ +)
 C
(‖v∇ˆv‖Lκ,λ(Q˜ +) + ‖g‖Lκ,λ(Q˜ +)) C(‖v∇ˆv‖Lκ,λ(Q +) + ‖g‖Lκ,λ(Q +))
 C
(
ρ Eˆ
1
λ (ρ)Dˆ
3−2κ
2κ (ρ) + ργ+2mγ
)
,
where we used (3.11) and (3.13). Let v2 = v − v1 and π2 = π − (π)B+ρ/2 − π1. Then v2, π2 solve the following boundary
value problem:
∂t v2 − ˆv2 + ∇ˆπ2 = 0, div v2 = 0 in Q˜ +, v2 = 0 on
(
∂ B˜+ ∩ {x3 = 0}
)× [s − ρ2, s].
Now we take κ ′ such that 3/κ ′ +2/λ = 2. Then from the local estimate near the boundary for the perturbed Stokes systems,
we obtain∥∥∇ˆ2v2∥∥Lκ ′,λ(Q +ρ/4) + ‖∇ˆπ2‖Lκ ′,λ(Q +ρ/4)
 C
ρ2
(
1
ρ2
‖v2‖Lκ,λ(Q +ρ/2) +
1
ρ
‖∇ˆv2‖Lκ,λ(Q +ρ/2) +
1
ρ
‖π2‖Lκ,λ(Q +ρ/2)
)
 C
ρ2
(
1
ρ
‖∇ˆv‖Lκ,λ(Q +ρ/2) + ‖∇ˆπ‖Lκ,λ(Q +ρ/2) +
1
ρ
‖∇ˆv‖Lκ,λ(Q +ρ/2) +
1
ρ
‖π1‖Lκ,λ(Q +ρ/2)
)
,
where we used Sobolev imbedding. Due to the second inequality in (3.13), we have
‖∇ˆπ2‖Lκ ′,λ(Q +ρ/4) 
C
ρ2
(
ρ Eˆ
1
2 (ρ) + ρ Qˆ 1(ρ) + ρ Eˆ 1λ (ρ)Dˆ 3−2κ2κ (ρ) + ργ+2mγ
)
= C
ρ
(
Eˆ
1
2 (ρ) + Qˆ 1(ρ) + Eˆ 1λ (ρ)Dˆ 3−2κ2κ (ρ) + ργ+1mγ
)
.
Let 0 r  ρ/4. Noting that ‖∇ˆπ2‖Lκ,λ(Q +r )  Cr2‖∇ˆπ2‖Lκ ′,λ(Q +r ) , we have
Sˆ1(r) = 1
r
‖∇ˆπ‖Lκ,λ(Q +r ) 
1
r
(‖∇ˆπ1‖Lκ,λ(Q +r ) + ‖∇ˆπ2‖Lκ,λ(Q +r ))
 1
r
(‖∇ˆπ1‖Lκ,λ(Q +ρ ) + r2‖∇ˆπ2‖Lκ ′,λ(Q +r ))
 C
(
ρ
r
)(
Eˆ
1
λ (ρ)Dˆ
3−2κ
2κ (ρ) + ργ+1mγ
)+ C( r
ρ
)(
Eˆ
1
2 (ρ) + Sˆ1(ρ) + Eˆ 1λ (ρ)Dˆ 3−2κ2κ (ρ) + ργ+1mγ
)
 C
(
ρ
r
)(
Eˆ
1
λ (ρ)Dˆ
3−2κ
2κ (ρ) + ργ+1mγ
)+ C( r
ρ
)(
Eˆ
1
2 (ρ) + Sˆ1(ρ)
)
.
This completes the proof. 
Now we are ready to present the proof of Theorem 1.1.
Proof of Theorem 1.1. First, due to Sobolev imbedding, we have
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Let 4r < ρ . We consider Aˆ(r) + Sˆ1(r). Due to (3.9) and (3.12), we obtain
Aˆ(r) + Sˆ1(r) C Dˆ
1
q (r)Eˆ1−
1
q (r)Kˆ (r) + C
(
ρ
r
)(
Eˆ
1
λ (ρ)Dˆ
3−2κ
2κ (ρ) + ργ+1mγ
)
+ C
(
r
ρ
)(
Eˆ
1
2 (ρ) + Sˆ1(ρ)
)≡ I+ II+ III.
By using the local energy inequality (3.10), I is estimated as follows:
I C
(
Aˆ
2
3 (2r) + Aˆ(2r) + Kˆ (2r) Sˆa(2r) + r2γ+2m2γ
)
Kˆ (r)
 C
((
ρ
r
) 7
3
Aˆ
2
3 (ρ)Kˆ (ρ) +
(
ρ
r
)3
Aˆ(ρ)Kˆ (ρ) +
(
ρ
r
)3
Kˆ 2(ρ) Sˆ1(ρ) +
(
ρ
r
)
r2γ+2m2γ Kˆ (ρ)
)
 C
((
ρ
r
)3
Aˆ(ρ)Kˆ (ρ) +
(
ρ
r
)3
Kˆ (ρ) Sˆ1(ρ) +
(
ρ
r
)
Kˆ (ρ) +
(
ρ
r
)
r2γ+2m2γ Kˆ (ρ)
)
, (3.15)
where we used Young’s inequality.
Next, consider II. Since 1/λ + (3− 2κ)/2κ = 1, by (3.10)
II C
(
ρ
r
)(
Aˆ
2
3
(
ρ
2
)
+ Aˆ
(
ρ
2
)
+ Kˆ
(
ρ
r
)
Sˆ1
(
ρ
r
)
+ ρ2γ+2m2γ +mγ ργ+1
)
.
Using (3.9) and Young’s inequality, we obtain
Aˆ
2
3
(
ρ
2
)
 C
(
Aˆ
4
9 (ρ) + Aˆ 23 (ρ) + Kˆ 23 (ρ) Sˆ
2
3
1 (ρ) +m
4
3
γ ρ
4
3 (γ+1))Kˆ 23 (ρ)
 C
((
Kˆ (ρ) + Kˆ 11 (ρ)) Aˆ(ρ) + Kˆ (ρ) Sˆ1(ρ) + Kˆ 2(ρ) + Kˆ 45 (ρ) +m 43γ ρ 43 (γ+1) Kˆ 23 (ρ)),
and
Aˆ
(
ρ
2
)
 C
(
Aˆ
2
3 (ρ) + Aˆ(ρ) + Kˆ (ρ) Sˆ1(ρ) +m2γ ρ2(γ+1)
)
Kˆ (ρ)
 C
(
Aˆ(ρ)Kˆ (ρ) + Kˆ 2(ρ) Sˆ1(ρ) + Kˆ (ρ) +m2γ ρ2(γ+1) Kˆ (ρ)
)
.
Thus, we have
II
(
ρ
r
)((
Kˆ (ρ) + Kˆ 12 (ρ)) Aˆ(ρ) + (Kˆ (ρ) + Kˆ 2(ρ)) Sˆ1(ρ) + Kˆ 43 (ρ) + Kˆ 2(ρ)
+m
4
3
γ ρ
4
3 (γ+1) Kˆ
2
3 (ρ) + ρ2(γ+1)m2γ +mγ ργ+1
)
.
For the last term III, using (3.10)and Young’s inequality, we have
III C
(
r
ρ
)((
Aˆ
1
3
(
ρ
2
)
+ Aˆ 12
(
ρ
2
)
+ Kˆ 12
(
ρ
2
)
Sˆ
1
2
1
(
ρ
2
)
+mγ ργ+1
)
+ Sˆ1
(
ρ
2
))
 C
(
r
ρ
)(
Kˆ
(
ρ
2
)
+ Aˆ 13
(
ρ
2
)
+ Aˆ
(
ρ
2
)
+ Sˆ1
(
ρ
2
)
+mγ ργ+1
)
.
By (3.15), note that
Aˆ
1
3
(
ρ
2
)
 C Dˆ
1
3q
(
ρ
2
)
Eˆ1−
1
q
(
ρ
2
)
Kˆ
1
3
(
ρ
2
)
 C
(
Aˆ
2
3 (ρ) + Aˆ(ρ) + Kˆ (ρ) Sˆ1(ρ) +m2γ ρ2(γ+1)
) 1
3 Kˆ
1
3 (ρ)
 C
(
Aˆ
2
9 (ρ) + Aˆ 13 (ρ) + Kˆ 13 (ρ) Sˆ
1
3
1 (ρ) +m
2
3
γ ρ
2
3 (γ+1)) 13 Kˆ 13 (ρ)
 C
(
Aˆ(ρ) + Sˆ1(ρ) + Kˆ 37 (ρ) + Kˆ (ρ) +m
2
3
γ ρ
2
3 (γ+1) Kˆ
1
3 (ρ)
)
,
where we used Young’s inequality at the last term. Summing up, we obtain
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(
ρ
r
)(
Aˆ(ρ) + Sˆ1(ρ) + Kˆ 37 (ρ) + Kˆ (ρ) +mγ ργ+1 +m
2
3
γ ρ
2
3 (γ+1) Kˆ
1
3 (ρ)
)
.
Consequently, we have
Aˆ(r) + Sˆ1(r) C
((
ρ
r
)3
Kˆ (ρ) +
(
ρ
r
)(
Kˆ (ρ) + Kˆ 12 (ρ))+( r
ρ
))
Aˆ(ρ)
+ C
((
ρ
r
)3
Kˆ (ρ) +
(
ρ
r
)(
Kˆ (ρ) + Kˆ 2(ρ))+( r
ρ
))
Sˆ1(ρ)
+
(
ρ
r
)(
Kˆ
3
7 (ρ) + Kˆ 2(ρ))+(ρ
r
)
mγ ρ
γ+1 +
(
ρ
r
)
m2γ ρ
2(γ+1) Kˆ (r)
+
(
ρ
r
)
m2γ ρ
2(γ+1) +m
2
3
γ ρ
2
3 (γ+1) Kˆ
1
3 (ρ) +m
4
3
γ ρ
4
3 (γ+1) Kˆ
2
3 (ρ).
We choose θ ∈ [0,1/2] such that Cθ < 1/4 where C is an absolute constant in the above inequality. By replacing r, ρ by
θr and r, we obtain
Aˆ(θr) + Sˆ1(θr) C
((
1
θ3
Kˆ (r) + 1
θ
Kˆ
1
2 (r) + θ
)
Aˆ(r) +
(
1
θ3
Kˆ (r) + 1
θ
Kˆ 2(r) + θ
)
Sˆ1(r) + μ(r)
)
, (3.16)
where
μ(r) = 1
θ
(
Kˆ
3
7 (r) + Kˆ 2(r))+ 1
θ
mγ r
γ+1 + 1
θ
m2γ r
2(γ+1) Kˆ (r)
+ 1
θ
m2γ r
2(γ+1) +m
2
3
γ r
2
3 (γ+1) Kˆ
1
3 (r) +m
4
3
γ r
4
3 (γ+1) Kˆ
2
3 (r).
Now we ﬁx r0 <min{1, θ3/(1+mγ )} such that for all r  r0
Kˆ (r) <min
{
θ3
210C
,
θ2
210C
,
3θ
210C(Cd + 1)m2γ
,
(
3θ
210C(Cd + 1)
) 7
3
,
9
210C(Cd + 1)3m2γ
}
,
where C , Cd are an absolute constants in (3.16) and (3.14), and  is the ﬁxed positive number in Lemma 3.1. Then one can
check that μ(r) < 3/64C(Cd + 1) and moreover, we can show that for any r < r0
Aˆ(θr) + Sˆ1(θr) 1
2
(
Aˆ(r) + Sˆ1(r)
)+ Cμ(r).
By iterating, we have
Aˆ
(
θkr
)+ Sˆ1(θkr)
(
1
2
)k(
Aˆ(r) + Sˆ1(r)
)+ k−1∑
i=0
C
2k−1−i
μ
(
θ ir
)

(
1
2
)k(
Aˆ(r) + Sˆ1(r)
)+ 3
64(Cd + 1) .
If z is a singular point, then there exists r1 > 0 such that Aˆ
1
3 (r) + Sˆa(r)   for every r  r1 by Lemma 3.1. However, this
leads to a contradiction since for a suﬃciently small r2 < r1
Aˆ(r2) + Sˆa(r2) Aˆ(r2) + Cd Sˆ1(r2) 
3
64
,
which implies that Aˆ
1
3 (r) + Sˆa(r) /2. This completes the proof. 
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