Summary. This article is devoted to a review of some recent results on existence, symmetry and symmetry breaking of optimal functions for Caffarelli-KohnNirenberg (CKN) and weighted logarithmic Hardy (WLH) inequalities. These results have been obtained in a series of papers [7, 6, 4, 5, 8] in collaboration with M. del Pino, S. Filippas, M. Loss, G. Tarantello and A. Tertikas. Here we put the highlights on a symmetry breaking result: extremals of some inequalities are not radially symmetric in regions where the symmetric extremals are linearly stable. Special attention is paid to the study of the critical cases for (CKN) and (WLH).
Two families of interpolation inequalities
.
We shall also set 2 * := 
(WLH) Weighted logarithmic Hardy inequalities -Let γ ≥ d/4 and γ > 1/2 if d = 2. There exists a positive constant C WLH (γ, a) such that, for any u ∈ D, normalized by |x|
(WLH) appears as a limiting case of (CKN) in the limit θ = γ (p − 2), p → 2 + . See [4, 5] for details. By a standard completion argument, these inequalities can be extended to the set
In the sequel, we shall assume that all constants in the inequalities are taken with their optimal values. For brevity, we shall call extremals the functions which realize equality in (CKN) or in (WLH). Let C * CKN (θ, p, a) and C * WLH (γ, a) denote the optimal constants when admissible functions are restricted to the set of radially symmetric functions. Radial extremals, that is, the extremals of the above inequalities when restricted to the set of radially symmetric functions, are explicit and the values of the constants, C * CKN (θ, p, a) and C * WLH (γ, a), are known. According to [4] , we have:
, and if θ > ϑ(p, 1), the best constant is achieved by an optimal radial function u such that u(r) = r a−ac w(− log r), where w is unique up to multiplication by constants and translations in s, and given by w(s) = cosh(λ s)
(WLH * ) Radial weighted logarithmic Hardy inequalities: , equality in the weighted logarithmic Hardy inequality is achieved by an optimal radial function u such that u(r) = r a−ac w(− log r), where
Moreover we have
where in both cases, the inequalities follow from the definitions. Radial symmetry for the extremals of (CKN) and (WLH) implies that C CKN (θ, p, a) = C * CKN (θ, p, a) and C WLH (γ, a) = C * WLH (γ, a), while symmetry breaking means that inequalities in (1) are strict. As we shall see later, there are cases where C CKN (θ, p, a) = C * CKN (θ, p, a) and for which radial and non radial extremal functions coexist. This may happen only for the limiting value of a beyond which the equality does not hold anymore. On the contrary, when C CKN (θ, p, a) > C * CKN (θ, p, a), none of the extremals of (CKN) is radially symmetric.
Section 2 is devoted to the attainability of the best constants in the above inequalities. In Section 3 we describe we describe the best available symmetry breaking results. In Section 4 we give some plots and also prove some new asymptotic results in the limit p → 2 + .
Existence of extremals
In this section, we describe the set of parameters for which the inequalities are achieved. The following result is taken from [5] .
Theorem 1 (Existence based on a priori estimates). Equality in (CKN) is attained for any p ∈ (2, 2 * ) and θ ∈ (ϑ(p, d), 1) or for θ = ϑ(p, d) and a ∈ (a ⋆ , a c ), for some a ⋆ < a c . It is not attained if p = 2, or a < 0, p = 2 * , θ A complete proof of these results is given in [5] . In the sequel, we shall only give some indications on how they are established.
First of all, it is very convenient to reformulate (CKN) and (WLH) inequalities in cylindrical variables. By means of the Emden-Fowler transformation
inequality (CKN) for u is equivalent to a Gagliardo-Nirenberg-Sobolev inequality on the cylinder C :
with Λ = Λ(a). Similarly, with w(y) = |x| ac−a u(x), inequality (WLH) is equivalent to
Notice that radial symmetry for u means that v and w depend only on s. For brevity, we shall call them ssymmetric functions.
On H 1 (C), consider the functional
where S d = C CKN (1, 2 * , 0) is the optimal Sobolev constant, while we know from (1) 
, an estimate similar to (2) asymptotically holds for (v n ) n , thus providing bounds on
Then, standard tools of the concentration-compactness method allow to conclude that (v n ) n is relatively compact and converges up to translations and the extraction of a subsequence towards a minimizer of E p θ,Λ . The only specific idea concerning the use of concentration-compactness in this context relies on the use of the following inequality: for any x, y > 0 and any η ∈ (0, 1),
A similar approach holds for (CKN) if d = 2.
In the case of (WLH), for γ > d/4 , the method of proof is similar to that of (CKN). The energy functional to be considered is now
If w is a minimizer of F γ [w] under the constraint w L 2 (C) = 1, then we have
for an arbitrary α < a c . The concentration-compactness method applies using the following inequality: for any x, y > 0 and η ∈ (0, 1),
with strict inequality unless x = y and η = 1/2.
Let us now consider the critical case θ = ϑ(p, d) for (CKN). Estimate (2) still provides a priori bounds for minimizing sequences whenever a ∈ (a 1 , a c ) where a 1 can be obtained as follows. When θ = ϑ(p, d), we can rewrite (2) as
Hence we can deduce that 0
c . These two inequalities define the constant
so that t is bounded if a ∈ (a 1 , a c ) with
Such an estimate is not anymore available in the critical case for (WLH), that is, if γ = d/4, d ≥ 3. We may indeed notice that p ≤ 2
A more detailed analysis of the possible losses of compactness is therefore necessary. This can actually be done in the two critical cases,
Also consider Gross' logarithmic Sobolev inequality in Weissler's form (see [11] )
2 /4 is an extremal for (4). By taking u n (x) := u(x + n e) for some e ∈ S d−1 and any n ∈ N as test functions for (WLH), and letting n → +∞, we find that
If equality holds, this is a mechanism of loss of compactness for minimizing sequences. On the opposite, if C LS < C WLH (d/4, a), we can establish a compactness result (see Theorem 2 below) which proves that, for some a ⋆⋆ < a c , equality is attained in (WLH) in the critical case γ = d/4 for any a ∈ (a ⋆⋆ , a c ). Indeed, we know that lim
A similar analysis for (CKN) shows that
in the critical case θ = ϑ(p, d). Exactly as for (WLH), we also have an existence result, which has been established in [5] 
Theorem 2 (Existence in the critical cases). With the above notations, 
The values of C GN (p) and C CKN (ϑ(p, d), p, a) are not explicitly known if d ≥ 2, so we cannot get an explicit interval of existence in terms of a for (CKN). The strict inequality of Theorem 2 (i) holds if C GN (p) < C We may observe from the expression of (CKN) and (WLH) when they are written on the cylinder (after the Emden-Fowler transformation) that C CKN and C WLH are monotone non-decreasing functions of a in (−∞, a c ), and actually increasing if there is an extremal. As long as it is finite, the optimal function a ⋆ in
Next, note that if C CKN = C * CKN is known, then there are radially symmetric extremals, whose existence has been established in [4] . Anticipating on the results of the next section, we can state the following result which arises as a consequence of the Schwarz symmetrization method (see Theorem 4, below, and [8] ).
Proposition 1 (Existence of radial extremals
A similar estimate also holds if θ > ϑ(p, d), with less explicit computations. See [8] for details.
The proof of this symmetry result follows from a not straightforward use of the Schwarz symmetrization. If u(x) = |x| a v(x), (CKN) is equivalent to Thus we have the following result, which has been established in [4, 8] . Because of the homogeneity in (CKN), if v is a s-symmetric extremal, then λ v is also a s-symmetric extremal for any λ ∈ R and v is therefore in the kernel of L ∈ (a(θ, p) , a c ), we shall say that v is linearly stable, without further precision. In such a case, the operator L p θ,Λ has the property of spectral gap.
By Hardy's inequality (d ≥ 3), we know that
Results in [4] for (WLH), a <ã(γ), are based on the same method.
For any a < a CKN ⋆ , we have
which proves symmetry breaking. Using well-chosen test functions, it has been proved [8] that a(ϑ(p, d), p) < a CKN ⋆ for p − 2 > 0, small enough, thus also proving symmetry breaking for a−a(ϑ(p, d), p) > 0, small, and θ − ϑ(p, d) > 0, small. This shows that in some cases, symmetry can be broken even in regions where the radial extremals are linearly stable. In Section 4, we give a more quantitative result about this (see Corollary 1).
Next we will describe how the set of parameters involved in our inequalities is cut into two subsets, both of them simply connected. They are separated by a continuous surface which isolates the symmetry region from the region of symmetry breaking. See [6, 8] for detailed statements and proofs. a c ) , there is a radially symmetric extremal for (WLH), while for a < a * * (γ) no extremal is radially symmetric.
We sketch below the main steps of the proof. First note that as previously explained (see [8] for details), the Schwarz symmetrization allows to characterize a nonempty subdomain of (0, a c ) × (0, 1) ∋ (a, θ) in which symmetry holds for extremals of (CKN), when d ≥ 3. If θ = ϑ(p, d) and p > 2, there are radially symmetric extremals if a ∈ [a 0 , a c ) where a 0 is given in Proposition 1.
Symmetry also holds if a c − a is small enough, for (CKN) as well as for (WLH), or when p → 2 + in (CKN), for any d ≥ 2, as a consequence of the existence of the spectral gap of L p θ,Λ when a > a(θ, p). According to [6, 8] , for given θ and p, there is a unique a * ∈ (−∞, a c ) for which there is symmetry breaking in (−∞, a * ) and for which all extremals are radially symmetric when a ∈ (a * , a c ). This follows from the observation that, if v σ (s, ω) := v(σ s, ω) for σ > 0, then the quantity
is equal to 0 if v depends only on s, while it has the sign of σ − 1 otherwise. The method also applies to (WLH) and gives a similar result for a * * .
From Theorem 3, we can infer that radial and non-radial extremals for (CKN) with θ > ϑ(p, d) coexist on the threshold, in some cases.
Numerical computations and asymptotic results for (CKN)
In the critical case for (CKN), that is for θ = ϑ(p, d), numerical results illustrating our results on existence and on symmetry versus symmetry breaking have been collected in Figs. 1 and 2 below. 
Existence for (CKN)
In Fig. 1 , the zones in which existence is known are:
(1) a ≥ a 0 : extremals are achieved among radial functions, by the Schwarz symmetrization method (Proposition 1), (1)+(2) a > a 1 : this follows from the explicit a priori estimates (Theorem 1);
see (3) for the definition of
: this follows by comparison of the optimal constant for (CKN) with the optimal constant in the corresponding GagliardoNirenberg-Sobolev inequality (Theorem 2).
Symmetry and symmetry breaking for (CKN)
In Fig. 2 , the zone of symmetry breaking contains:
(1) a < a(θ, p): by linearization around radial extremals (Theorem 3), (1)+(2) a < a CKN ⋆ : by comparison with the Gagliardo-Nirenberg-Sobolev inequality (Theorem 3).
In (3) it is not known whether symmetry holds or if there is symmetry breaking, while in (4) , that is, for a 0 ≤ a < a c , according to Proposition 1, symmetry holds by the Schwarz symmetrization.
When (CKN) approaches (WLH)
In the critical case θ = ϑ(p, d) = d (p − 2)/(2 p), when p approaches 2 + , it is possible to obtain detailed results for (CKN) and to compare (CKN) and (WLH), or at least get explicit results for the various curves of Figs. 1and 2. 1) Cases covered by the Schwarz symmetrization method. With Λ 0 defined by Λ 
it follows that a 0 defined in Proposition 1 by a 0 = a c − √ Λ 0 converges to a c as p → 2 + . 2) Existence range obtained by a priori estimates. The expression of a 1 = a c − √ Λ 1 is explicit for any p and p → Λ 1 (p) has a limit Λ 1 (2) as p → 2 + , which is given by
A careful investigation shows that Λ 1 (2) is given by the first term in the above min. As a function of d, a c − Λ 1 (2) is monotone decreasing in (3, ∞) and converges to 0
⋆⋆ , since both estimates are done among radial functions and the latter is optimal among those.
3) Symmetry breaking range obtained by linearization around radial extremals. Computations are explicit and it has already been observed in [4] that a(θ, p) (see Theorem 3) is such that lim p→2+ a(ϑ(p, d), p) = −1/2. 4) Existence range obtained by comparison with Gagliardo-Nirenberg-Sobolev inequalities. Although the value of C GN (p) is not known explicitly, we can get an estimate by using a Gaussian as a test function. This estimate turns out to be sharp as p approaches 2 + . More precisely, we get a lower bound for C GN (p) by computing
This estimate is not only a lower bound for the limit, but gives its exact value, as shown by the following new result.
Proposition 2.
With the above notations, we have
Hence, in the regime p → 2 + , the condition which defines a = a
(for the second line in the inequality, see [4, Lemma 4] ), which asymptotically amounts to solve
As a consequence, we have the following symmetry breaking result, which allows to refine an earlier result of [8] in the subcritical case and is new in the critical case. Notice that the case d = 2 is not covered, for instance in Theorem 2 (ii), but the computations can be justified after noticing that among radial functions, (WLH) also makes sense with γ = d/2 if d = 2 (see [4] ). By symmetry breaking, we mean C * 
where a and b are two positive coefficients which can be chosen arbitrarily because of the invariance of the inequality under a multiplication by a positive constant and the invariance under scalings. As a special choice, we can impose
and denote by u p the (unique) corresponding solution so that, by passing to the limit as p → 2 + , we get the equation −∆u = 2 u log u + d 2 (2 + log π) u .
Note that the function u 2 (x) is a positive radial solution of this equation in
According to [2] , it is an extremal function for the logarithmic Sobolev inequality: for any u ∈ H 1 (R d ),
which, after optimization under scalings, is equivalent to (4) . Moreover, it is unique as can be shown by considering for instance the remainder integral term arising from the Bakry-Emery method (see for instance [10] , and [2] for an earlier proof by a different method). A standard analysis shows that the solution u p converges to u 2 and lim p→2+ u p L p (R d ) = 1. Multiplying (5) by u and by x · ∇u, one gets after a few integrations by parts that
so that
with g(p) := 
It is then straightforward to understand why the limit as p → 2 + in the above inequality gives the logarithmic Sobolev inequality (with optimal constant).
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