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In this paper we prove Poincare´ and Sobolev inequalities for differ-
ential forms in the Rumin’s contact complex on Heisenberg groups. In
particular, we deal with endpoint values of the exponents, obtaining fi-
nally estimates akin to exponential Trudinger inequalities for scalar func-
tion. These results complete previous results obtained by the authors away
from the exponential case. From the geometric point of view, Poincare´
and Sobolev inequalities for differential forms provide a quantitative for-
mulation of the vanishing of the cohomology. They have also applications
to regularity issues for partial differential equations.
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1. Introduction
Sobolev and Poincare´ inequalities for differential forms on Riemannian and sub-
Riemannian manifolds appear naturally in the study of cohomology applications
(Lq,p-cohomology) and geometric group theory (see, e.g. [29] [30], [17] [3]).
At the same time, as for scalar equations, Sobolev and Poincare´ inequalities
play a crucial role in the study of partial differential equations for differential
forms in de Rham complex mainly when regularity issues are concerned. Differ-
ential equations for forms have been the object of an increasing interest and of
a wide literature in the last few years in connection with A-harmonic equation,
calculus of variations, nonlinear elasticity theory, quasiconformal mappings and
gas dynamics. Choosing somehow arbitrarily, we mention [27], [21], [36], [20],
[34], [12], [19].
A milestone in the theory of Poincare´ inequality for differential forms is
provided by Corollary 4.2 of [20] that reads as follows: let ω be a `-form in Rn
with distributional coefficients such that dω has Lp coefficients with 1< p< n.
Let D be (say) a ball in Rn. Then there exists a closed `-form ωD such that
‖ω−ωD‖Lpn/(n−p)(D) ≤C‖dω‖Lp(D). (1)
A straightforward computation shows that this statement can be formulated as
follows:
let α be a closed form in D with Lp coefficients. Then α admits a potential
φ in Lpn/(n−p)(D) (i.e the L(pn/(n−p),p,`)-cohomology of D vanishes), and
‖φ‖Lpn/(n−p)(D) ≤C‖α‖Lp(D).
In addition, in [26] the authors prove that φ is compactly supported in D when
α is (we shall refer to this property as to Sobolev inequality) .
In fact, for several applications to regularity issues as well as to the cohomol-
ogy theory, a weaker form of Poincare´ inequality (1) suffices, the so-called in-
terior Poincare´ inequality or Poincare´ inequality with loss of domain (see [30])
that reads as follows:
let D,D′ be two balls in Rn, D b D′ and let α be a closed form in D′ with
Lp coefficients. Then α admits a potential φ in Lpn/(n−p)(D) and
‖φ‖Lpn/(n−p)(D) ≤C‖α‖Lp(D′).
Analogously, we say that the interior Sobolev inequality holds if for any com-
pactly supported closed `-form α in D there exists a potential
We stress that the interior Poincare´ inequality, though apparently weaker
than the Poincare´ inequality without loss of domain, is, under other respects,
more general since it is not affected by the geometry of the boundary of D (the
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word “interior” refers precisely to this feature). Moreover, the interior Sobolev
and Poincare´ inequalities that we derive from [20], [26] can be extended to the
endpoint case p = 1 (see [5]) and to the case p = n (this is basically a special
instance of the present paper, being a straightforward consequence of [20] and
[10]).
The aim of this paper is to establish analogous interior Sobolev-Poincare´
inequalities for differential forms in the non-Riemannian setting of Heisenberg
groups. Precise definition will be given in Section 2. Here we restrict to say
that the n-th Heisenberg group Hn is a connected, simply connected stratified
nilpotent group. Through exponential coordinates, Hn can be identified with
R2n+1 as a differentiable manifold, and the Haar measure of the group is then
the Lebesgue measure in R2n+1. In exponential coordinates the identity e of Hn
will coincide with 0. We stress also that Hn can be endowed with an homoge-
neous left-invariant metric d that is not bi-Lipschitz equivalent to the Euclidean
distance (even locally), since the group is noncommutative (see [33]). In par-
ticular, (Hn,d) is not Riemannian at any scale, and its Hausdorff dimension is
2n+ 2 =: Q. Throughout this paper we shall denote by B(x,r) the d-ball of
radius r > 0 centred at x ∈Hn.
We refer to the first layer h1 of the stratification of the Lie algebra h ofHn as
to the horizontal layer. Since the Lie algebra h is stratified nilpotent, h1 gener-
ates by commutation all the algebra. In addition, the stratification of h induces
a family of anisotropic dilations δλ , λ > 0 in Hn. Unfortunately, when dealing
with differential forms inHn, the de Rham complex lacks scale invariance under
anisotropic dilations. Thus, a substitute for de Rham’s complex, that recovers
scale invariance under δλ has been defined by M. Rumin, [31]. We refer to Sec-
tion 5 for a list of the main properties of Rumin’s complex, as well as to [31]
and [6] for details of the construction. Here we restrict ourselves to the crucial
points we need to state the results proved in this paper:
• For h = 0, . . . ,2n+ 1, the space of Rumin h-forms, Eh0 is the space of
smooth sections of a left-invariant subbundle of
∧h T ∗Hn (that we still
denote by Eh0 ). Hence it inherits inner products and norms of function
spaces. Moreover, let Ξh be a basis of Eh0 (see e.g. [2]) then, starting
from any vector space F of real-valued functions, we can define a space
of Rumin’s forms F(Eh0 ) in the natural way. Obviously, this notion is
invariant under changes of the basis.
• A differential operator dc : Eh0 → Eh+10 is defined. It is left-invariant and
homogeneous with respect to group dilations. It is a first order homoge-
neous operator in the horizontal derivatives in degree 6= n, whereas it is a
second order homogeneous horizontal operator in degree n.
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• Altogether, E•0 and the operators dc form a complex since dc ◦dc = 0.
• This complex (E•0 ,dc) is homotopic to de Rham’s complex (Ω•,d). The
homotopy is achieved by differential operators ΠE : E•0 → Ω• and ΠE0 :
Ω•→ E•0 (ΠE has horizontal order ≤ 1 and ΠE0 is an algebraic operator).
We can state now the interior Sobolev-Poincare´ inequalities for (E•0 ,dc).
Theorem 1.1 (Poincare´ inequality). Let B= B(e,1) and B′ = B(e,λ ), λ > 1, be
concentric balls of Hn, and take 1≤ h≤ 2n+1. We have:
Ia) if h 6= n+ 1, and 1 ≤ p < Q, for any dc-exact form α ∈ Lp(B′,Eh0 ) there
exists a form φ ∈ LpQ/(Q−p)(B,Eh−10 ) such that dcφ = α and
‖φ‖LQp/(Q−p)(B,Eh−10 ) ≤C‖α‖Lp(B′,Eh0 ),
where C > 0 is independent of α .
Ib) denote by Y = Y (s) the Young function (see Section 3 below) Y (s) :=
exp
(
sQ/(Q−1)
)
. If h 6= n+ 1, for any dc-exact form α ∈ LQ(B′,Eh0 ) there
exists a form φ ∈ LY (B,Eh−10 ) such that dcφ = α and
‖φ‖LY (B,Eh−10 ) ≤C‖α‖LQ(B′,Eh0 ),
where C> 0 is independent of α . The Orlicz space LY is defined in Section
3 below.
IIa) if h = n+ 1, and 1 ≤ p < Q/2, for any dc-exact form α ∈ Lp(B′,En+10 )
there exists a form φ ∈ LpQ/(Q−2p)(B,En0 ) such that dcφ = α and
‖φ‖LQp/(Q−2p)(B,En0 ) ≤C‖α‖Lp(B′,En+10 ),
where C > 0 is independent of α .
IIb) denote by Y = Y (s) the Young function Y (s) := exp
(
sQ/(Q−2)
)
. If h =
n+ 1, for any dc-exact form α ∈ LQ/2(B′,En+10 ) there exists a form φ ∈
LY (B,En0 ) such that dcφ = α and
‖φ‖LY (B,En0 ) ≤C‖α‖LQ/2(B′,En+10 ),
where C > 0 is independent of α .
Theorem 1.2 (Sobolev inequality). Let B = B(e,1) and B′ = B(e,λ ), λ > 1, be
concentric balls of Hn, and take 1≤ h≤ 2n+1. We have:
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Ia) if h 6= n+ 1, and 1 ≤ p < Q, for any compactly supported dc-exact form
α ∈ Lp(B,Eh0 ) there exists a compactly supported form
φ ∈ LpQ/(Q−p)(B′,Eh−10 )
such that dcφ = α and
‖φ‖LQp/(Q−p)(B′,Eh−10 ) ≤C‖α‖Lp(B,Eh0 ),
where C > 0 is independent of α .
Ib) denote by Y =Y (s) the Young function Y (s) := exp
(
sQ/(Q−1)
)
If h 6= n+1,
for any compactly supported dc-exact form α ∈ LQ(B,Eh0 ) there exists a
compactly supported form φ ∈ LY (B′,Eh−10 ) such that dcφ = α and
‖φ‖LY (B′,Eh−10 ) ≤C‖α‖LQ(B,Eh0 ),
where C > 0 is independent of α .
IIa) if h = n+ 1, and 1 ≤ p < Q/2, for any compactly supported dc-exact
form α ∈ Lp(B,Eh0 ) = Lp(B,En+10 ) there exists a compactly supported
form φ ∈ LpQ/(Q−2p)(B′,En0 ) such that dcφ = α and
‖φ‖LQp/(Q−2p)(B′,En0 ) ≤C‖α‖Lp(B,En+10 ),
where C > 0 is independent of α .
IIb) denote by Y = Y (s) the Young function Y (s) := exp
(
sQ/(Q−2)
)
. If h =
n+ 1, for any compactly supported dc-exact form α ∈ LQ/2(B,Eh0 ) =
LQ/2(B′En+10 ) there exists a compactly supported form φ ∈ LY (B′,En0 )
such that dcφ = α and
‖φ‖LY (B′,En0 ) ≤C‖α‖LQ/2(B,En+10 ),
where C > 0 is independent of α .
Statements Ia) and IIa) of Theorems 1.1 and 1.2 are proved in [4] when
p> 1 and in [3] when p = 1. The proof of statements Ib) and IIb) of Theorems
1.1 and 1.2 will be carried out in the present paper (see Theorem 8.8).
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2. Heisenberg groups
We denote by Hn the n-dimensional Heisenberg group, identified with R2n+1
through exponential coordinates. A point p ∈ Hn is denoted by p = (x,y, t),
with both x,y ∈ Rn and t ∈ R. If p and p′ ∈ Hn, the group operation is defined
by
p · p′ = (x+ x′,y+ y′, t+ t ′+ 1
2
n
∑
j=1
(x jy′j− y jx′j)).
The unit element of Hn is the origin, that will be denote by e. We stress that the
(2n+ 1)-dimensional Lebesgue measure in R2n+1 is the Haar measure of Hn.
For any q ∈Hn, the (left) translation τq :Hn→Hn is defined as
p 7→ τq p := q · p.
For a general review on Heisenberg groups and their properties, we refer to
[8], [35], [18] and to [37]. We limit ourselves to fix some notations.
The Heisenberg group Hn can be endowed with the homogeneous norm
(Kora´nyi norm)
ρ(p) =
(|p′|4+ p22n+1)1/4,
and we define the gauge distance (a true distance, see [35], p. 638, that is left
invariant i.e. d(τq p,τq p¯) = d(p, p¯) for all p, p¯ ∈Hn) as
d(p, p¯) := ρ(p−1 · p¯).
Finally, the balls for the metric d are the so-called Kora´nyi balls
B(p,r) := {q ∈Hn; d(p,q)< r}.
Notice that Kora´nyi balls are convex smooth sets.
For r > 0 small, straightforward computation shows that, if we denote by
BEuc(e,r) the Euclidean ball centred at e of radius r then,
BEuc(e,r2)⊂ B(e,r)⊂ BEuc(e,c20r).
It is well known that the topological dimension of Hn is 2n+ 1, since as a
smooth manifold it coincides with R2n+1, whereas the Hausdorff dimension of
(Hn,d) is Q := 2n+2 (the so called homogeneous dimension of Hn).
We denote by h the Lie algebra of the left invariant vector fields of Hn. The
standard basis of h is given, for i = 1, . . . ,n, by
Xi := ∂xi−
1
2
yi∂t , Yi := ∂yi +
1
2
xi∂t , T := ∂t .
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The only non-trivial commutation relations are [X j,Yj] = T , for j= 1, . . . ,n. The
horizontal subspace h1 is the subspace of h spanned by X1, . . . ,Xn and Y1, . . . ,Yn:
h1 := span {X1, . . . ,Xn,Y1, . . . ,Yn} .
Coherently, from now on, we refer to X1, . . . ,Xn,Y1, . . . ,Yn (identified with first
order differential operators) as the horizontal derivatives. Denoting by h2 the
linear span of T , the 2-step stratification of h is expressed by
h= h1⊕h2.
The stratification of the Lie algebra h induces a family of non-isotropic di-
lations δλ :Hn→Hn, λ > 0 as follows: if p = (x,y, t) ∈Hn, then
δλ (x,y, t) = (λx,λy,λ 2t).
Finally, the vector space h can be endowed with an inner product, indicated
by 〈·, ·〉, making X1, . . . ,Xn, Y1, . . . ,Yn and T orthonormal.
Throughout this paper, we write also
Wi := Xi, Wi+n := Yi and W2n+1 := T, for i = 1, . . . ,n. (2)
Following a classical notation ([32]), if U ⊂ Hn is an open set, we denote
by D(U) the space of smooth functions in U with compact support, by D′(U)
the space of distributions in U , and by E ′(U) the space of compactly supported
distributions in U .
If f is a real function defined in Hn, we denote by v f the function defined
by v f (p) := f (p−1), and, if T ∈ D′(Hn), then vT is the distribution defined by
〈vT |φ〉 := 〈T |vφ〉 for any test function φ .
Following e.g. [14], p. 15, we can define a group convolution in Hn: if, for
instance, f ∈ D(Hn) and g ∈ L1loc(Hn), we set
f ∗g(p) :=
∫
f (q)g(q−1 · p)dq for q ∈Hn. (3)
We remind that, if (say) g is a smooth function and P is a left invariant differen-
tial operator, then
P( f ∗g) = f ∗Pg.
As in [14], we also adopt the following multi-index notation for higher-order
derivatives. If I = (i1, . . . , i2n+1) is a multi–index, we set
W I =W i11 · · ·W i2n2n T i2n+1 . (4)
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By Poincare´–Birkhoff–Witt theorem, the differential operators W I form a basis
for the algebra of left invariant differential operators in Hn. Furthermore, we
set |I| := i1 + · · ·+ i2n + i2n+1 the order of the differential operator W I , and
d(I) := i1 + · · ·+ i2n + 2i2n+1 its degree of homogeneity with respect to group
dilations.
Definition 2.1. Letω ∈D(Hn) be supported in the unit ball B(e,1), and assume∫
ω(x)dx = 1. If ε > 0, we denote by ωε the Friedrichs mollifier ωε(x) :=
ε−Qω(δ1/εx).
By [14], if u ∈ L1loc(Hn), the convolution uε := u ∗ωε enjoys the same
properties of the usual regularizing convolutions in Euclidean spaces.
3. Orlicz spaces
A Young function A is a function from [0,∞) into [0,∞] of the form
A(s) =
∫ s
0
a(σ)dσ for s≥ 0,
where a : [0,∞)→ [0,∞) is a non-decreasing, left-continuous function which is
neither identically zero nor identically infinite. If, in particular,
0 = a(0)< a(t)< ∞ for t > 0,
as in [1] we shall refer to A as to a N-function.
Let (X ,ν) be a non-atomic and σ -finite positive measure space and let A be
a Young function. The Orlicz space LA(X ,ν) is the Banach space of all (equiv-
alence classes of) ν-measurable functions f on X whose Luxemburg norm, de-
fined by
‖ f‖LA(X ,ν) := inf
{
λ > 0 :
∫
X
A
(
λ−1| f (x)|)dν(x)≤ 1}
is finite. We recover the usual Lp-spaces by taking A(s) = sp when 1 ≤ p < ∞
and A(s)≡ 0 on [0,1] and A(s)≡ ∞ if s> 1 when p = ∞ (see e.g. [10], p. 188).
Remark 3.1. We point out that, if ν(X) < ∞, we can replace A by another
Young function A1 provided
0< c1 ≤ A(s)A1(s) < c2 < ∞ for s near ∞.
The corresponding Luxemburg norms ‖ · ‖LA(X ,ν) and ‖ · ‖LA1 (X ,ν) will be equiva-
lent (see [1], Theorem 8.12).
ENDPOINT INEQUALITIES FOR DIFFERENTIAL FORMS 175
When X = D⊂Hn and ν is the Haar measure dx on Hn, we write ‖ f‖LA(D)
for ‖ f‖LA(D,dx).
If A is a Young function, in the sequel we shall denote by A˜ the Young
conjugate of A, namely the Young function defined by
A˜(s) := sup{rs−A(r) ; r ≥ 0} for s≥ 0.
Lemma 3.2. Suppose A is a N-function. If we set a˜(s) := supa(t)≤s t, then
A˜(s) =
∫ s
0
a˜(τ)dτ.
In addition, If a is strictly increasing then a˜ = a−1.
For a general presentation of Orlicz spaces, we refer e.g. to [1].
Definition 3.3. Let A, B be Young functions. The function B is said to dominate
the function A globally (respectively near infinity) if a positive constant c exists
such that A(s) ≤ B(cs) for s ≥ 0 (respectively for s greater than some positive
number)
Following [10], if p ∈ (0,∞] and (A,B) is a couple of Young functions, then
we denote by Bp the Young function whose conjugate Young function is given
by
B˜p(s) :=
∫ s
0
rp
′−1(Ψ−1p (r
p′))p
′
dr,
where 1/p+1/p′ = 1 and
Ψp(s) :=
∫ s
0
B(t)
t1+p′
dt,
and (with abuse of notation)
Ap(s) :=
∫ s
0
rp
′−1(Φ−1p (r
p′))p
′
dr,
where 1/p+1/p′ = 1 and
Φp(s) :=
∫ s
0
A˜(t)
t1+p′
dt.
We stress explicitly that, by Remark 3.1, we can always choose A, B in such a
way Ap and Bp are well defined.
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4. Folland-Stein kernels in Heisenberg groups
Following [13], we remind now the notion of kernel of type µ .
Definition 4.1. A kernel of type µ is a homogeneous distribution of degree
µ−Q (with respect to group dilations δr), that is smooth outside of the origin.
The convolution operator with a kernel of type µ is called an operator of
type µ .
Proposition 4.2. Let K ∈ D′(Hn) be a kernel of type µ .
i) vK is again a kernel of type µ;
ii) WK and KW are associated with kernels of type µ−1 for any horizontal
derivative W;
iii) If µ > 0, then K ∈ L1loc(Hn);
Lemma 4.3 (see [13], Lemma 4.12). There exist kernels ρ1, . . . ,ρ2n of type 1
such that for all u ∈ E ′(Hn)
u =∑
j
ρ j ∗ (Wju).
If f : Hn → R is a measurable function, as customary f ∗ denotes the de-
creasing rearrangement of f defined by
f ∗(s) := sup{t ≥ 0, |{| f |> t}| ≥ s}
for s≥ 0, where |{| f |> t}| denotes the Lebesgue measure of the set {| f |> t}.
Notice that | f | ≤ g implies f ∗ ≤ g∗. We put also
f ∗∗(s) :=
1
s
∫ s
0
f ∗(t)dt ≥ f ∗(s).
Notice that, if K is a kernel of type α < Q, then K∗(s)≤ cs−(Q−α)/Q.
Theorem 4.4 (see [13], Proposition 1.9). If K is a kernel of type 0 and 1< p<
∞, then there exists C =C(p)> 0 such that
‖u∗K‖Lp(Hn) ≤C‖u‖Lp(Hn).
The following theorem together with the subsequent corollaries deals with
the continuity of convolution operators between Orlicz spaces in Heisenberg
groups and is the counterpart of the analogous statement in the Euclidean set-
ting proved in [10]. We stress that these result still hold in the more general
setting of Carnot groups (connected and simply connected, stratified nilpotent
Lie groups).
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Theorem 4.5. Suppose 0 < α < Q, and let K be a kernel of type α in Hn. Let
(A,B) be a couple of Young functions such that A dominates BQ/α and AQ/α
dominates B near infinity.
If B1,B2 ⊂Hn are fixed balls and u is compactly supported in B2, then
‖u∗K‖LB(B1) ≤C‖u‖LA(B2),
where C =C(A,B,B1,B2).
If in addition∫
0
B(t)
t1+Q/(Q−α)
dt < ∞ and
∫
0
A˜(t)
t1+Q/(Q−α)
dt < ∞.
then we can drop the assumption on the support of u and we have
‖u∗K‖LB(Hn) ≤C‖u‖LA(Hn),
where C =C(A,B).
Proof. The assertion follows from Theorem 4 and Remark 6 in [10], once we
prove that the map u→ u ∗K is of joint-weak type (1,Q/(Q−α);Q/α,∞) in
the sense of [10], formula (3.7), i.e. for any u ∈ L1+LQ/α,∞
(u∗K)∗(s)≤ k1
(
s−(Q−α)/Q
∫ s
0
u∗(r)dr+
∫ ∞
s
u∗(r)r−(Q−α)/Q dr
)
(5)
for s ≥ 0. To prove (5), we notice first that, by Proposition 1.18 of [14], the
convolution operator (3) is a convolution operator in the sense of [28]. Thus, by
[28], Lemma 1.5
(u∗K)∗(s)≤ (u∗K)∗∗(s)≤ su∗∗K∗∗(s)+
∫ ∞
s
u∗(t)K∗(t)dt
≤ k1
(
s−(Q−α)/Q
∫ s
0
u∗(t)dt+
∫ ∞
s
u∗(t)t−(Q−α)/Q dt
)
.
This proves (5).
In particular, if we choose A(t) = t p with 1 < p < Q and B(t) = tq with
1/q := 1/p−α/Q, we obtain the classical Hardy-Littlewood-Sobolev inequal-
ity in Hn (see [14], Proposition 6.2). More precisely we have
Corollary 4.6. Suppose 0< α <Q, and let K be a kernel of type α . If 1< p<
Q/α , and 1/q := 1/p−α/Q, then there exists C =C(p,α)> 0 such that
‖u∗K‖Lq(Hn) ≤C‖u‖Lp(Hn)
for all u ∈ Lp(Hn).
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Corollary 4.7 (Compare with Trudinger’s Theorem: see [1], Theorem 8.27).
Suppose 0 < α < Q, and let K be a kernel of type α . Let B1,B2 ⊂ Hn be fixed
balls, and take
B(s) = exp(sQ/(Q−α)),
then there exists C =C(p,α)> 0 such that
‖u∗K‖LB(B1) ≤C‖u‖LQ/α (B2)
for all u ∈ LQ(Hn), with u compactly supported in B2.
Proof. Take A(s) ≈ sQ/α ≈ ∫ s0 t(Q−α)/α dt at ∞. As pointed out, ‖u‖LQ/α (Hn) ≈
‖u‖LA(Hn) when u is supported in B2
By Lemma 3.2
A˜(s)≈ sQ/(Q−α) at ∞
and thus, provide we take A near zero such that∫ 1
0
A˜(t)
t1+Q/(Q−α)
dt < ∞
we have
ΦQ/α(s)≈
∫ s
0
A˜(t)
t1+Q/(Q−α)
dt ≈ lns at ∞.
Therefore
AQ/α(s)≈
∫ s
0
rα/(Q−α) exp
( Q
Q−α r
Q/(Q−α)
)
dr
≈ exp
(
csQ/(Q−α)
)
at ∞.
This shows that AQ/α dominates B(s) := exp
(
sQ/(Q−α)
)
at infinity. With simu-
lar arguments we can prove that BQ/α dominates A at infinity, and the assertion
follows.
Remark 4.8. In fact, much more precise exponential estimates (the so-called
Moser-Trudinger estimates) can be proved: see, e.g., [38], Theorem 14.40, and,
in the most recent literature, [11], [25], as well as the careful historical account
in [9]. As for the Heisenberg group, we restrict ourselves to quote, within a
wide literature, the papers [23], [24] and the references therein.
Corollary 4.9. Suppose 0< α < Q. If K is a kernel of type α and ψ ∈ D(Hn),
ψ ≡ 1 in a neighborhood of the origin, then the continuity result Theorem 4.5
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as well as its Corollaries 4.6 and 4.7 still hold if we replace K by (1−ψ)K or
by K.
Analogously, if K is a kernel of type 0 and ψ ∈ D(Hn), then Theorem 4.4
still holds if we replace K by (ψ−1)K.
Proof. We merely need notice that |(1−ψ)K(x)| ≤Cψ |x|α−Q, so that (1−ψ)K
is of joint-weak type (1,Q/(Q−α);Q/α,∞) (recall (5)).
Suppose now α = 0. Notice that (ψ − 1)K ∈ L1,∞(Hn), and therefore also
u→ ((ψ−1)K)∗u is Lp−Lp continuous by Hausdorff-Young Theorem. This
proves that iii) holds true.
5. Multilinear calculus and Rumin’s complex in Heisenberg groups
The dual space of h is denoted by
∧1 h. The basis of ∧1 h, dual to the basis
{X1, . . . ,Yn,T}, is the family of covectors {dx1, . . . ,dxn,dy1, . . . ,dyn,θ} where
θ := dt− 1
2
n
∑
j=1
(x jdy j− y jdx j)
is called the contact form in Hn. A diffeomorphism φ between open subsets of
Hn is called a contactomorphism if φ #θ is pointwise proportional to θ . In other
words, contactomorphisms preserve the contact structure ker(θ).
We denote by 〈·, ·〉 the inner product in ∧1 h that makes (dx1, . . . ,dyn,θ) an
orthonormal basis.
Coherently with the previous notation (2), we set
ωi := dxi, ωi+n := dyi and ω2n+1 := θ , for i = 1, . . . ,n.
We put
∧
0 h :=
∧0 h= R and, for 1≤ h≤ 2n+1,∧h
h := span{ωi1 ∧·· ·∧ωih : 1≤ i1 < · · ·< ih ≤ 2n+1}.
In the sequel we shall denote by Θh the basis of
∧h h defined by
Θh := {ωi1 ∧·· ·∧ωih : 1≤ i1 < · · ·< ih ≤ 2n+1}.
To avoid cumbersome notations, if I := (i1, . . . , ih), we write
ωI := ωi1 ∧·· ·∧ωih .
The inner product 〈·, ·〉 on ∧1 h yields naturally a inner product 〈·, ·〉 on ∧h h
making Θh an orthonormal basis.
The volume (2n+1)-form θ1∧·· ·∧θ2n+1 will be also written as dV .
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Throughout this paper, the elements of
∧h h are identified with left invariant
differential forms of degree h on Hn.
The same construction can be performed starting from the vector subspace
h1 ⊂ h, obtaining the horizontal h-covectors
∧h
h1 := span{ωi1 ∧·· ·∧ωih : 1≤ i1 < · · ·< ih ≤ 2n}.
It is easy to see that
Θh0 :=Θ
h∩
∧h
h1
provides an orthonormal basis of
∧h h1.
Keeping in mind that the Lie algebra h can be identified with the tangent
space toHn at x= e (see, e.g. [16], Proposition 1.72), starting from
∧h h we can
define by left translation a fiber bundle over Hn that we can still denote by
∧h h.
We can think of h-forms as sections of
∧h h. We denote by Ωh the vector space
of all smooth h-forms.
The stratification of the Lie algebra h induces a family of anisotropic dila-
tions δλ , λ > 0 in Hn. The homogeneous dimension of Hn with respect to δλ ,
λ > 0 equals Q := 2n+2. Unfortunately, when dealing with differential forms
in Hn, the de Rham complex lacks scale invariance under anisotropic dilations.
Thus, a substitute for de Rham’s complex, that recovers scale invariance under
δλ has been defined by M. Rumin, [31]. We refer to [31] and [6] for details of
the construction. In the present paper, we shall merely need the following list of
formal properties.
• For h = 0, . . . ,2n+ 1, the space of Rumin h-forms, Eh0 is the space of
smooth sections of a left-invariant subbundle of
∧h T ∗Hn (that we still
denote by Eh0 ). Hence it inherits inner products and norms.
• A differential operator dc : Eh0 → Eh+10 is defined. It is left-invariant, ho-
mogeneous with respect to group dilations. It is a first order homogeneous
operator in the horizontal derivatives in degree 6= n, whereas it is a second
order homogeneous horizontal operator in degree n.
• The L2 (formal) adjoint of dc is a differential operator d∗c of the same order
as dc.
• Hypoelliptic “Laplacians” can be formed from dc and d∗c (see Definition
6.1 below).
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• Altogether, operators dc form a complex: dc ◦dc = 0.
• This complex is homotopic to de Rham’s complex (Ω•,d). The homotopy
is achieved by differential operators ΠE : E•0 → Ω• and ΠE0 : Ω• → E•0
(ΠE has horizontal order ≤ 1 and ΠE0 is an algebraic operator).
In other words, ΠE : E•0 →Ω• andΠE0 :Ω•→ E•0 intertwine differentials dc and
d,
· · · dc−−−−→ Eh0
dc−−−−→ Eh+10
dc−−−−→ ·· ·
ΠE
y ΠEy
· · · d−−−−→ Ωh d−−−−→ Ωh+1 d−−−−→ ·· ·
· · · dc−−−−→ Eh0
dc−−−−→ Eh+10
dc−−−−→ ·· ·xΠE0 xΠE0
· · · d−−−−→ Ωh d−−−−→ Ωh+1 d−−−−→ ·· ·
and there exists an algebraic operator A : Ω•→Ω•−1 such that
1−ΠE0ΠEΠEΠE0 = 0
on E•0 and
1−ΠEΠE0ΠE0ΠE = dA+Ad
on Ω•.
6. Rumin’s Laplacian and its fundamental solution
Definition 6.1. In Hn, following [31], we define the operators ∆H,h on Eh0 by
setting
∆H,h =

dcd∗c +d∗c dc if h 6= n,n+1;
(dcd∗c )2+d∗c dc if h = n;
dcd∗c +(d∗c dc)2 if h = n+1.
Notice that −∆H,0 = ∑2nj=1(W 2j ) is the usual sub-Laplacian of Hn.
For sake of simplicity, once a basis of Eh0 is fixed, the operator ∆H,h can be
identified with a matrix-valued map, still denoted by ∆H,h
∆H,h = (∆
i j
H,h)i, j=1,...,Nh :D′(Hn,RNh)→D′(Hn,RNh),
where D′(Hn,RNh) is the space of vector-valued distributions on Hn, and Nh is
the dimension of Eh0 (see [2]).
This identification makes possible to avoid the notion of currents: we refer
to [6] for a more elegant presentation.
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Definition 6.2. If a basis of E•0 is fixed, and 1≤ p≤∞, we denote by Lp(Hn,E•0 )
the space of all sections of E•0 such that their components with respect to the
given basis belong to Lp(Hn), endowed with its natural norm. Clearly, this
definition is independent of the choice of the basis itself.
The notations LA(Hn) (A being a Young function), D(Hn,E•0 ), S(Hn,E•0 ),
as well as W m,p(Hn,E•0 ) have the same meaning.
Combining [31], Section 3, and [7], Theorems 3.1 and 4.1, we obtain the
following result.
Theorem 6.3 (see [7], Theorem 3.1). If 0 ≤ h ≤ 2n+ 1, then the differential
operator ∆H,h is homogeneous of degree a with respect to group dilations, where
a = 2 if h 6= n,n+1 and a = 4 if h = n,n+1. It follows that
i) for j = 1, . . . ,Nh there exists
K j =
(
K1 j, . . . ,KNh j
)
, j = 1, . . .Nh
with Ki j ∈ D′(Hn)∩E(Hn \{0}), i, j = 1, . . . ,N;
ii) if a< Q, then the Ki j’s are kernels of type a for i, j = 1, . . . ,Nh
If a = Q, then the Ki j’s satisfy the logarithmic estimate |Ki j(p)| ≤C(1+
| lnρ(p)|) and hence belong to L1loc(Hn). Moreover, their horizontal deri-
vatives W`Ki j, `= 1, . . . ,2n, are kernels of type Q−1;
iii) when α ∈ D(Hn,RNh), if we set
∆−1H,hα :=
(
∑
j
α j ∗K1 j, . . . ,∑
j
α j ∗KNh j
)
,
then ∆h∆−1H,hα = α. Moreover, if a< Q, also ∆
−1
H,h∆hα = α .
iv) if a = Q, then for any α ∈ D(Hn,RNh) there exists βα := (β1, . . . ,βNh) ∈
RNh , such that
∆−1H,h∆hα−α = βα .
Remark 6.4. If a<Q, ∆H,h(∆−1H,h− v∆−1H,h) = 0 and hence ∆−1H,h = v∆−1H,h, by the
Liouville-type theorem of [7], Proposition 3.2.
Remark 6.5. From now on, if there are no possible misunderstandings, we
identify ∆−1H,h with its kernel.
Typically, the operator used to invert dc is d∗c∆
−1
H . It inverts dc because dc
commutes with ∆−1H . Since dc and d
∗
c commute with ∆H, it is natural that they
commute with their inverse. One first shows this for test forms, and then (in a
slightly weaker form) for L1 forms by duality.
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Lemma 6.6 (see [4], Lemma 4.11). If α ∈ D(Hn,Eh0 ) and n≥ 1, then
i) dc∆−1H,hα = ∆
−1
H,h+1dcα , h = 0,1, . . . ,2n, h 6= n−1,n+1.
ii) dc∆−1H,n−1α = dcd
∗
c∆
−1
H,ndcα (h = n−1).
iii) dcd∗c dc∆
−1
H,n+1α = ∆
−1
H,n+2dcα , (h = n+1).
iv) d∗c∆
−1
H,hα = ∆
−1
H,h−1d
∗
cα h = 1, . . . ,2n+1, h 6= n,n+2.
v) d∗c∆
−1
H,n+2α = d
∗
c dc∆
−1
H,n+1d
∗
cα (h = n+2).
vi) d∗c dcd∗c∆
−1
H,nα = ∆
−1
H,n−1d
∗
cα , (h = n).
Lemma 6.7. Let h ≥ 1. Let ω ∈ L1(Hn,Eh0 ) be a dc-closed form. Then ∆−1H,hω
is well defined and belongs to L1loc(Hn,Eh0 ). Furthermore, d∗c dc∆
−1
H,hω = 0 in
distributional sense.
7. Sobolev spaces in Heisenberg groups
Let U ⊂Hn be an open set and let 1≤ p≤ ∞ and m ∈ N, W m,pEuc (U) denotes the
usual Sobolev space. We want now to introduce intrinsic (horizontal) Sobolev
spaces (the so-called Folland-Stein spaces).
Since here we are dealing only with integer order Folland-Stein function
spaces, we can give this simpler definition (for a general presentation, see e.g.
[13]).
Definition 7.1. If U ⊂Hn is an open set, 1≤ p≤ ∞ and m ∈ N, then the space
W m,p(U) is the space of all u ∈ Lp(U) such that, with the notation of (4),
W Iu ∈ Lp(U) for all multi-indices I with d(I)≤ m,
endowed with its natural norm
‖u‖W k,p(U) := ∑
d(I)≤m
‖W Iu‖Lp(U).
Folland-Stein Sobolev spaces enjoy the following properties akin to those
of the usual Euclidean Sobolev spaces (see [13], and, e.g. [15]).
Theorem 7.2. If U ⊂Hn, 1≤ p< ∞, and k ∈ N, then
i) W k,p(U) is a Banach space;
ii) W k,p(U)∩C∞(U) is dense in W k,p(U);
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iii) if U =Hn, then D(Hn) is dense in W k,p(U).
Definition 7.3. If U ⊂Hn is open and if 1≤ p< ∞, we denote by ◦W k,p(U) the
completion of D(U) in W k,p(U).
Remark 7.4. If U ⊂ Hn is bounded, by (iterated) Poincare´ inequality (see e.g.
[22]), it follows that the norms
‖u‖W k,p(U) and ∑
d(I)=k
‖W Iu‖Lp(U)
are equivalent on
◦
W k,p(U) when 1≤ p< ∞.
If U ⊂ Hn is an open set and 1 < p < ∞, W−k,p(U) is the dual space of
◦
W k,p
′
(U), where 1/p+1/p′ = 1.
Remark 7.5. It is well known that
W−k,p(U) = { f0+ ∑
d(I)=k
W I fI : f0, fI ∈ Lp(U)
for any multi-index I such that d(I) = k},
and
‖u‖W−k,p(U) ≈ inf{‖ f0‖Lp(U)+∑
I
‖ fI‖Lp(U) : d(I) = k, f0+ ∑
d(I)=k
W I fI = u}.
If U is bounded, then we can take f0 = 0.
Finally, we stress that
{ f0+ ∑
d(I)=k
W I fI, f0, fI ∈ D(U) for any I multi-index such that d(I) = k}
is dense in W−k,p(U).
The spaces W−m,p(U,Eh0 ) can be viewed as spaces of currents on (E
•
0 ,dc)
as in [6], Proposition 3.14. More precisely we have:
Remark 7.6. As in [6], Proposition 3.14, an element of W−m,p(U,Eh0 ) can be
identified (with respect to our basis) with a Nh-tuple
(T1, . . . ,TNh) ∈
(
W−m,p(U,Eh0 )
)Nh
.
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This is nothing but the intuitive notion of “currents as differential forms with
distributional coefficients”. The action of u ∈W−m,p(U,Eh0 ) associated with
(T1, . . . ,TNh) on the form ∑ jα jξ hj ∈
◦
W m,p
′
(U,Eh0 ) is given by
〈u|α〉 :=∑
j
〈Tj|α j〉.
On the other hand, suppose for the sake of simplicity that U is bounded, then by
Remark 7.5 there exist f jI ∈ Lp(U), j = 1, . . . ,Nh, i = 1, . . . ,2n+1 such that
〈u|α〉=∑
j
∑
d(I)=m
∫
U
f jI (x)W
Iα j(x)dx.
Alternatively, one can express duality in spaces of differential forms using
the pairing between h-forms and (2n+1−h)-forms defined by
(α,β ) 7→
∫
U
α ∧β .
Note that this makes sense for Rumin forms and is a nondegenerate pairing.
In this manner, the dual of Lp(U,Eh0 ) is L
p′(U,E2n+1−h0 ). Hence W
−m,p(U,Eh0 )
consists of differential forms of degree 2n+1−h whose coefficients are distri-
butions belonging to W−m,p(U).
8. Homotopy formulae and Orlicz-Poincare´ and Orlicz-Sobolev inequali-
ties
In [20], starting from Cartan’s homotopy formula, the authors proved that, if
D ⊂ RN is a convex set, 1 < p < ∞, 1 < h < N, then there exists a bounded
linear map:
KEuc,h : Lp(D,
∧
h)→W 1,p(D,
∧
h−1)
that is a homotopy operator, i.e.
ω = dKEuc,hω+KEuc,h+1dω for all ω ∈C∞(D,∧h)
(see Proposition 4.1 and Lemma 4.2 in [20]). More precisely, KEuc has the form
KEuc,hω(x) =
∫
D
ψ(y)Kyω(x)dy,
where ψ ∈ D(D), ∫Dψ(y)dy = 1, and
〈Kyω(x)|ξ1∧·· ·∧ξh−1)〉 :=∫ 1
0
th−1〈ω(tx+(1− t)y)|(x− y)∧ξ1∧·· ·∧ξh−1〉.
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Starting from [20], in [26], Theorem 4.1, the authors define a compact ho-
motopy operator JEuc,h in Lipschitz star-shaped domains in the Euclidean space
RN , providing an explicit representation formula for JEuc,h, together with con-
tinuity properties among Sobolev spaces. More precisely, if D ⊂ RN is a star-
shaped Lipschitz domain and 1< h< N, then there exists
JEuc,h : Lp(D,
∧
h)→W 1,p0 (D,
∧
h−1)
such that
ω = dJEuc,hω+ JEuc,h+1dω for all ω ∈ D(D,∧h).
Furthermore, JEuc,h maps smooth compactly supported forms to smooth com-
pactly supported forms.
Following now [4] we want to define preliminarily a kind of “rough” homo-
topy operator in (E•0 ,dc). We argue as follows:
Take D = B(e,1) =: B and N = 2n+1. If ω ∈C∞(B,Eh0 ), then we set
K =ΠE0 ◦ΠE ◦KEuc ◦ΠE (6)
(for the sake of simplicity, from now on we drop the index k - the degree of the
form - writing, e.g., KEuc instead of KEuc,hk).
Analogously, we can define
J =ΠE0 ◦ΠE ◦ JEuc ◦ΠE . (7)
Then K and J invert Rumin’s differential dc on closed forms of the same
degree. More precisely, we have:
Lemma 8.1 (see [4], Lemma 5.7). If ω is a smooth dc-exact differential form,
then
ω = dcKω if 1≤ h≤ 2n+1 and ω = dcJω if 1≤ h≤ 2n+1.
(8)
In addition, if ω is compactly supported in B, then Jω is still compactly sup-
ported in B.
Lemma 8.2. Put B = B(e,1). Then:
i) if 1 < p < ∞ and h = 1, . . . ,2n+ 1, then K : W 1,p(B,Eh0 )→ Lp(B,Eh−10 )
is bounded;
ii) if 1 < p < ∞ and n+ 1 < h ≤ 2n+ 1, then K : Lp(B,Eh0 )→ Lp(B,Eh−10 )
is compact;
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iii) if 1< p<∞ and h= n+1, then K : Lp(B,En+10 )→ Lp(B,En0 ) is bounded.
Analogous assertions hold for 1 ≤ h ≤ 2n+ 1 when we replace K by J. In
addition, suppJω ⊂ B.
The operators K and J provide a local homotopy in Rumin’s complex, but
fail to yield the Sobolev and Poincare´ inequalities we are looking for, since,
because of the presence of the projection operator ΠE (that on forms of low
degree is a first order differential operator) they loose regularity as is stated
in Lemma 8.2, ii) above. In order to build “good” local homotopy operators
with the desired gain of regularity, we have to combine them with homotopy
operators which, though not local, in fact provide the “good” gain of regularity.
Proposition 8.3. If α ∈D(Hn,Eh0 ) for p> 1 and h= 1, . . . ,2n, then the follow-
ing homotopy formulas hold: there exist operators K1, K˜1 and K2, K˜1 acting on
D(Hn,E•0 ) such that
• if h 6= n,n+1, then α = dcK1α+ K˜1dcα , where K1 and K˜1 are associated
with kernels k1, k˜1 of type 1;
• if h = n, then α = dcK1α+ K˜2dcα , where K1 and K˜2 are associated with
kernels k1, k˜2 of type 1 and 2, respectively;
• if h = n+ 1, then α = dcK2α + K˜1dcα , where K2 and K˜1 are associated
with kernels k2, k˜1 of type 2 and 1, respectively.
The next step consists in proving a local Orlicz-Sobolev inequality by means
of an approximate homotopy formula, relying Theorems 5.11 and 5.13 of [4].
Suppose first h 6= n,n+ 1. We consider a cut-off function ψR supported in
a R-neighborhood of the origin, such that ψR ≡ 1 near the origin. With the
notations of Proposition 8.3, we can write
k1 = k1ψR+(1−ψR)k1 and k˜1 = k˜1ψR+(1−ψR)k˜1,
where
k1 =: (k1)`,λ and k˜1 =: (k˜1)`,λ (9)
are the matrix-valued kernels associated with the operators δc∆H,h and δc∆H,h+1,
respectively, as shown in the proof of Proposition 8.3.
Let us denote by K1,R, K˜1,R the convolution operators associated with ψRk1,
ψRk˜1, respectively. Let us fix two balls B0, B1 with
Bb B0 b B1 b B′, (10)
and a cut-off function χ ∈ D(B1), χ ≡ 1 on B0. If α ∈ C∞(B′,E•0 ), we set
α0 = χα , continued by zero outside B1.
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We have:
α0 = dcK1,Rα0+ K˜1,Rdcα0+S0α0, (11)
where S0 is
S0α0 := dc(α0 ∗ (1−ψR)k1)+dcα0 ∗ (1−ψR)k˜1.
We set
Tα := K1,Rα0, T˜ dcα := K˜1,Rdcα0, Sα := S0α0. (12)
We notice that, provided R > 0 is small enough, the definition of T and T˜
does not depend on the continuation of α outside B0. By (11) we have
α = dcTα+ T˜ dcα+Sα in B.
If h = n we can carry out the same construction, replacing k˜1 by k˜2 (keep in
mind that k˜2 is a kernel of type 2, again by Proposition 8.3). Analogously, if
h = n+ 1 we can carry out the same construction, replacing k1 by k2 (again a
kernel of type 2).
Later on, we need the following remark:
Remark 8.4. By construction, if suppα ⊂ B then suppTα is contained in a
R-neighborhood of B and then is contained in B0 provided R< d(B,∂B0).
The homotopies T and T˜ provide a the desired “gain of regularity” as stated
in following theorem.
Theorem 8.5. Let B = B(e,1) and B′ = B(e,λ ), λ > 1, be concentric balls of
Hn. If 1≤ h≤ 2n+1, then the operators T , T˜ from C∞(B′,Eh0 ) to C∞(B,Eh−10 )
and S from C∞(B′,Eh0 ) to C
∞(B,Eh0 ) satisfy
dcT + T˜ dc+S = I on B. (13)
Let us denote denote by A = A(s) the Young function defined as follows:
• if h 6= n+1 then A(s) := exp(sQ/(Q−1));
• if h = n+1 then A(s) := exp(sQ/(Q−2)).
then, if 1< p< ∞,
i) T˜ : W−1,p(B′,Eh+10 ) → Lp(B,Eh0 ) if h 6= n, and T˜ : W−2,p(B,En+10 ) →
Lp(B,En0 );
ii) T : Lp(B′,Eh0 )→W 1,p(B,Eh−10 ), h 6= n+ 1, whereas T : Lp(B′,En+10 )→
W 2,p(B,En0 ),
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so that (13) still holds in Lp(B,E•0 ).
In addition,
iii) T : LQ(B′,Eh0 )→ LA(B,Eh−10 ) if h 6= n+1;
iv) T : LQ/2(B′,Eh0 )→ LA(B,Eh−10 ) if h = n+1;
v) the operator S is a smoothing operator, since S0 maps E ′(B,Eh0 ) into
C∞(B,Eh0 ). In particular, for any m,s ∈ Z, m < s, S is bounded from
W m,p(B′,Eh0 ) to W
s,q(B,Eh0 ) for any p,q ∈ (1,∞) and maps W m,p(B′,Eh0 )
into C∞(B,Eh0 ).
Proof. Statements i) and ii) are proved in [4], Theorem 5.13. To prove iii)
and iv), we notice that T is a convolution operator acting on forms compactly
supported in B′ and taking value in B. Since T can be viewed as a matrix-valued
convolution operator whose entries are truncated kernels, iii) and iv) follow from
Corollary 4.9. Finally, statement v) is proved in [4], Theorem 5.14.
Remark 8.6. As stressed in [4], Remark 7.7, though apparently, in the previ-
ous theorem, two different homotopy operators T and T˜ appear. In fact, they
coincide when acting on form of the same degree.
The following commutation lemma will be helpful in the sequel.
Lemma 8.7 (see [4], Lemma 5.17). As above, take B := B(e,1), B′ := B(e,λ )
with λ > 1, and, as in formula (10), let us fix two balls B0, B1 with
Bb B0 b B1 b B′,
and a cut-off function χ ∈ D(B1), χ ≡ 1 on B0.
We have:
Sdcα = dcSα for all α ∈ Lp(Hn,Eh0 ),
1≤ h≤ 2n+1.
The following theorem contains the main results of the paper: it yields in-
terior Poincare´ inequality and Sobolev inequality for Rumin forms in the limit
cases p = Q if h 6= n+1 and p = Q/2 if q = n+1.
Theorem 8.8. Let B = B(e,1) and B′ = B(e,λ ), λ > 1, be concentric balls of
Hn. Take 1≤ h≤ 2n+1, and denote by Y =Y (s) the Young function defined as
follows:
• if h 6= n+1 then Y (s) := exp(sQ/(Q−1));
• if h = n+1 then Y (s) := exp(sQ/(Q−2)).
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Then the following Orlicz-Sobolev inequality holds: for any exact form α ∈
LQ(B′,Eh0 ) if h 6= n+ 1 and for any exact form α ∈ LQ/2(B′,En+10 ) there exists
φ ∈ LY (B,Eh−10 ) such that dcφ = α and
‖φ‖LY (B,Eh−10 ) ≤C‖α‖LQ(B′,Eh0 ) if h 6= n+1;
and
‖φ‖LY (B,En0 ) ≤C‖α‖LQ/2(B′,En+10 ).
In addition, if α is supported in B, then the following Orlicz-Sobolev in-
equality holds: there exists a compactly supported form φ ∈ LY (B′,Eh−10 ) such
that dcφ = α and
‖φ‖LY (B′,Eh−10 ) ≤C‖α‖LQ(B,Eh0 ) if h 6= n+1;
and
‖φ‖LY (B′,En0 ) ≤C‖α‖LQ/2(B,En+10 ).
Proof. Let ω ∈ Lp(B′,Eh0 ) be dc-closed, where p = Q or p = Q/2 according to
the degree of ω . By (13) we can write
ω = dcTω+Sω in B. (14)
By Theorem 8.5, v), we have Sω ∈ C∞(B,Eh0 ). Furthermore, dcSω = 0 since
dcω = d2c Tω+dcSω in B and dcω = 0 (by assumption).
Thus we can apply (8) to Sω and we get Sω = dcKSω , where K is defined
in (6). In B, put now
φ := (KS+T )ω.
Trivially dcφ = dcKSω+dcTω = Sω+dcTω = ω , by (14). By Theorems 8.5,
if p = Q or p = Q/2 according to the degree of ω , we have
‖φ‖LY (B,Eh−10 ) ≤ ‖KSω‖LY (B,Eh−10 )+‖Tω‖LY (B,Eh−10 )
≤ ‖KSω‖LY (B,Eh−10 )+C‖ω‖Lp(B′,Eh0 ).
(15)
Consider now the term ‖KSω‖LY (B,Eh−10 ). With the notations of (9), we can write
KSω as a sum of terms of the form κ ∗ (Sω)`, where κ is a kernel of type 1 or 2
according to the degree of Sω .
Keeping in mind Lemma (4.3),
κ ∗ (Sω)` =∑
j
κ ∗ (ρ j ∗Wj(Sω)`)
=∑
j
(κ ∗ρ j)∗Wj(Sω)`,
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where, by [13], Proposition 1.13, (κ ∗ρ j) is a kernel of type 2 or 3 according to
the degree of Sω .
Thus, combining Corollary 4.7 and Theorem 13, v), we obtain from (15)
‖φ‖LY (B,Eh−10 ) ≤C‖ω‖Lp(B′,Eh0 ).
This proves the first statement of the theorem.
ii) Interior H-Sobolevp,q(h) inequality: as in formula (10), let us fix two balls
B0, B1 with
Bb B0 b B1 b B′,
and a cut-off function χ ∈ D(B1), χ ≡ 1 on B0.
Let ω ∈ Lp(B,Eh0 ) be a compactly supported form such that dcω = 0. Since
ω vanishes in a neighborhood of ∂B, without loss of generality we can assume
that it is continued by zero on B′. In addition, ω = χω , since χ ≡ 1 on suppω .
By (13) we have ω = dcTω + Sω . On the other hand, since ω vanishes
outside B, by its very definition (see (12)) Tω is supported in B0 by Remark
8.4, so that also Sω is supported in B0.
Again as above Sω ∈C∞(B,Eh0 ), and dcSω = 0. Thus we can apply (8) to Sω
and we get Sω = dcJSω , where J is defined in (7) (that preserves the support).
By Lemma 8.1, JSω is supported in B0 ⊂ B′. Thus, if we set φ := (JS+T )ω ,
then φ is supported in B′. Moreover dcφ = dcKSω+dcTω = Sω+ω−Sω =ω .
At this point, we can repeat the estimates (15) and we get eventually
‖φ‖LY (B′,Eh−10 ) ≤C‖ω‖Lp(B,Eh0 ).
This completes the proof of the theorem.
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