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Abstract
In this paper, we describe different methods of computing the eigenvalues associated with the prolate spheroidal wave functions
(PSWFs). These eigenvalues play an important role in computing the values of PSWFs as well as in the different numerical
applications based on these later. The methods given in this work are accurate, fast and valid for small as well as for large values
of the bandwidth c of the PSWFs. Moreover, we provide the reader with a method for computing the exact values of PSWFs at
the Shannon sampling points. A Shannon sampling theorem with a better decaying sampling basis functions is used to provide a
standard representation of the PSWFs. Moreover, we provide the reader with a new fast and accurate method for computing the
PSFWFs which is valid over the real line. Based on this method, we develop asymptotic expansions of the PSWFs. Some numerical
examples are given to illustrate the results of this paper.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Recently, there has been a growing interest in the theory and the numerical applications of prolate spheroidal wave
functions PSWFs [4–6,13–15,19]. For any positive real numbers τ, c > 0, the PSWFs ψn,c,τ , n 0, associated with
the parameters τ, c > 0, form the countable and infinite set of the eigenfunctions of the following Sturm–Liouville
problem
(
τ 2 − t2)d2Y
dt2
− 2t dY
dt
+ (χ − c2t2)Y = 0. (1)
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0 < χ0(c) < χ1(c) < · · · < χn(c) < · · · . Moreover, the eigenfunctions ψn,c,τ form an orthogonal and complete system
of L2[−τ, τ ] and ψn,c,τ has the same parity as n. In the special case where τ = 1 and c = 0, Eq. (1) becomes
(
1 − t2)d2Y
dt2
− 2t dY
dt
+ χY = 0. (2)
The above equation is the Legendre equation that has χk = k(k + 1), k  0, as eigenvalues and the Legendre polyno-
mial Pk of degree k as the corresponding eigenfunctions. Note that the set of Legendre polynomials {Pk, k  1} has
been widely used as an efficient orthogonal expansion tool for the space L2[−1,1].
In a series of papers [11,12,17,18], the authors have shown that the solutions of the maximum concentration energy
problem on the interval [−τ, τ ], are the solution of the following integral eigenvalue problem given by
τ∫
−τ
eicxyf (y)dy = μf (x), ∀x ∈ R. (3)
The above problem is equivalent to the following eigenvalue integral operator with the sinc kernel given by
τ∫
−τ
sin c(x − y)
π(x − y) f (y)dy = λf (x), ∀x ∈ R. (4)
It is easy to see that the integral operators given in (3) and (4) are compact. Consequently they have an infinite count-
able set of eigenvalues μn(c), λn(c), n 0, respectively. Moreover, it is well known that these different eigenvalues
are related by the following relation:
λn(c) = c2π
∣∣μn(c)∣∣2. (5)
Slepian and Pollak [17] have made a breakthrough in the theory of PSWFs by discovering that the integral operator
of (4) commutes with the differential operator of (1) and consequently, they have the same eigenfunctions. Many
important properties as well as computational issues of PSWFs are made possible by this discovery. Nevertheless,
PSWFs have been and still regarded as mysterious functions, see [16]. This is due to the facts that they are difficult to
compute and they do not have a standard representation in terms of elementary functions.
In this work, we focus on the interesting special case τ = 1. In this case, the different PSWFs are simply denoted
by ψn,c. The classical methods for approximating the eigenvalues λn(c) and the values of ψn,c(x) are based on the
Legendre–Bessel expansion of the PSWFs. Recently, an intensive work has been done in deriving new powerful or ef-
ficient methods for computing the eigenvalues and the values of PSWFs, see [3,10,16,19–21]. The methods of [10,16]
use the sinc basis functions of c-band limited functions to discretisize the operator (4) and provides approximations
of the eigenvalues λn(c) and the values of PSWFs at the sampling points xN = Nπ/c, N ∈ Z. A first standard and
simple representation of PSWFs based on the Shannon sampling theorem has been given in [16]. We should mention
that the coefficients of the matrix corresponding to the discretization of (4) with the Sinc functions, decay very slowly.
Consequently, this last method is no longer practical if high accuracy approximations of PSWFs are needed, see [10].
The methods of [3,19] are fast and accurate. They are based on Gaussian quadrature versions on the unit circle and
provide approximations of the eigenvalues μn(c) and the values of PSWFs at the quadrature nodes inside the interval
[−1,1].
Moreover, some special, fast and highly accurate methods for the approximation of the PSWFs and their cor-
responding eigenvalues have been given in [20,21]. More precisely, in [20], the authors have provided an original
Hermite functions expansion based method for the approximation of the PSWFs ψn,c and their corresponding eigen-
values. This method is very well adapted and highly accurate in the case where the band-limit c is large compared
to the order n. Moreover, this method has the advantage to provide accurate approximation of the ψn,c along the
real line, when c is large enough. Also, we should mention that in [20], the authors have also provided asymptotic
expansions of the eigenvalues χn(c) of the differential operator (1). In [21], the authors have provided asymptotic
formulae for computing the PSWFs and their corresponding eigenvalues. This approximate method is based on high
order expansions of the ψn,c into powers of c/n. Hence, this method is fast and highly accurate in the case where the
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the use of these special methods is highly recommended whenever they could be applied.
In this paper, we describe three different methods for computing the eigenvalues associated with PSWFs. The first
method uses a discretization by the normalized Legendre polynomials of the operator in (3) with τ = 1. The two other
methods are based on the use of the different moments of the Legendre polynomials and the finite Fourier transform of
these later. By using some properties of the Legendre polynomials, we show that the different Fourier coefficients of
these polynomials are easily and exactly computed by the use of simple iterative methods. These Fourier coefficients
are then used to provide us with the exact values of ψn,c(Nπ/c) for any N ∈ Z.
This work is organized as follows. In Section 2, we use the moments of the normalized Legendre polynomials to
discretisize the integral operator of (3) and compute accurate approximations of the eigenvalues μn(c) and λn(c). In
Section 3, we describe two fast, simple and accurate methods for computing the different eigenvalues μn(c), where c
is any positive integer. In Section 4, we provide the reader with an iterative method for the exact computation of the
Fourier coefficients of the normalized Legendre polynomials. These coefficients are then used to compute fastly and
accurately the values ψn,c(Nπ/c) for any N ∈ Z. The Shannon sampling theorem with a better decaying sampling
basis functions is then used to give a standard representation of the PSWFs. Also, we provide the reader with a new
fast and accurate method for computing the PSFWFs which is valid over the real line. Based on this method, we
develop asymptotic expansions of the PSWFs. Section 5 is devoted to some numerical examples that illustrate the
results of this paper.
2. Legendre expansion and eigenvalues of PSWFs
In this section, we describe a new method for an accurate computation of the eigenvalues μn(c), n  0, of the
following integral equation:
1∫
−1
eicxyf (y)dy = μf (x), ∀x ∈ R. (6)
Once the different μn(c) have been computed, formula (5) is then used to find the values of the eigenvalues λn(c) of
the following equivalent integral equation:
1∫
−1
sin c(x − y)
π(x − y) f (y)dy = λf (x), ∀x ∈ R. (7)
Our method uses a discretization of the operator of (6) by the use of the orthonormal basis of L2[−1,1] given by a set
of the normalized Legendre polynomials {P k, k  0}. Note that if Pk denotes the Legendre polynomial of degree k,
then P k =
√
2k+1
2 Pk , k  0. Based on some properties of the polynomials {P k, k  0} and the PSWFs ψn,c, we show
that the coefficients of the discretization matrix decay fastly to zero. Hence, a submatrix with a low order N suffices
to get an accurate approximation of N eigenvalues of (6). The following proposition shows that the eigenvalues of (6)
coincide with the eigenvalues of an infinite matrix B .
Proposition 1. For any integers l, k  0, let Ml,k =
∫ 1
−1 x
lP k(x)dx denotes the lth moment of P k . Let B =
[bkk′(c)]k,k′0 be the infinite matrix with coefficients
bkk′(c) =
∑
l0
(ic)l
l! MlkMlk′ . (8)
Then the eigenvalues of (6) coincide with the eigenvalues of B .
Proof. We first note that for any integer n 0, the PSWF ψn,c satisfies
‖ψn,c‖∞ 
√
c
. (9)π
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∣∣ψn,c(x)∣∣ 1|μn(c)|
[ 1∫
−1
∣∣eicxy∣∣2 dy
]1/2
· ‖ψn,c‖2  1|μn(c)|
√
2‖ψn,c‖2 = 1|μn(c)|
√
2
√
λn =
√
c
π
.
By using (9), one concludes that the series ∑l0 (icxy)ll! ψn,c(y) converges uniformly to eicxyψn,c(y) over [−1,1].
Consequently, ∀x ∈ R, we have
μn(c)ψn,c(x) =
1∫
−1
eicxyψn,c(y)dy =
∑
l0
(icx)l
l!
1∫
−1
ylψn,c(y)dy. (10)
It is well known, see [19], that ∀y ∈ [−1,1],
ψn,c(y) =
∞∑
k=0
βnk P k(y), with
∣∣βnk ∣∣ 12k−1 1|μn(c)| , ∀k  2
([ec] + 1)= k0,
where [x] denotes the greatest integer less or equal than x. Hence
sup
kk0
sup
|y|1
(
√
2 )k
∣∣βnk P k(y)∣∣ 1|μn(c)|
√
4k + 2
2k
 1|μn|
√
2.5.
Consequently, the Legendre expansion of ψn,c converges uniformly over [−1,1]. Hence (10) can be written as
follows
μn(c)ψn,c(x) = μn(c)
∞∑
k=0
βnk P k(x) =
∑
l,k0
βnk
(ic)l
l! x
lMlk, ∀|x| 1. (11)
By multiplying both sides of the previous equality by P k′(x) and then integrating it over [−1,1], one concludes
that μn(c) is an eigenvalue of (6) if and only if it is an eigenvalue of the infinite matrix B = [bkk′(c)]k,k′0 with
bkk′(c) =∑l0 (ic)ll! MlkMlk′ . 
Although the expression of the coefficients bkk′(c) looks complicated, this is not he case in practice. In fact, we
show that these coefficients decay fastly to zero. Moreover, since the Legendre polynomials are given by
Pk+1(x) = 2k + 1
k + 1 xPk(x)−
k
k + 1Pk−1(x), P0(x) = 1, P1(x) = x,
then the different moments of the normalized Legendre polynomials are simply given by the following iterative
process:
Ml,0 = 1√
2(l + 1)
(
1 + (−1)l), Ml,1 =
√
3
2
1
(l + 2)
(
1 + (−1)l+1),
Ml,k+1 =
√
(2k + 1)(2k + 3)
(k + 1)2 Ml+1,k −
k
k + 1
√
2k + 3
2k − 1Ml,k−1, ∀k  1. (12)
The following lemma gives us the decay of the coefficients bkk′(c).
Lemma 1. For any c > 0 and any positive integers k, k′ with α = max(k, k′) c − 1,∣∣bkk′(c)∣∣ cα
α!
1
2α + 1 . (13)
Proof. We first note that if l + k is odd or l < k, then Ml,k = 0, otherwise, we have
|Ml,k|min
( √
2√ ,
√
4k + 2)
. (14)2l + 1 l + 1
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degP k(x) = k, then Span{P 0, . . . ,P l} = Span{1,X, . . . ,Xl}. Hence, by using the orthonormality of the normalized
Legendre polynomials, one concludes that Ml,k = 0 if l < k. If l  k, then by using Hölder’s inequality, one gets
|Ml,k| =
∣∣∣∣∣
1∫
−1
xlP k(x)dx
∣∣∣∣∣
(
2
2l + 1
)1/2( 1∫
−1
P 2k(x)dx
)1/2
=
√
2√
2l + 1 . (15)
On the other hand, since ∀|x| 1, |P k(x)|
√
2k+1
2 , then |Ml,k|
√
2k+1
2
2
l+1 .
Since for any integer l  0, we have MlkMlk′ = 0 if k + k′ is odd, then bkk′(c) = 0 if k, k′ have different parities.
Finally, if k + k′ is an even integer, then by using the above properties of the Ml,k and by setting α = max(k, k′), one
concludes that
bkk′(c) =
∑
lα
(ic)l
l! Ml,kMl,k′ = (i)
α
∑
l0
(−1)l (c)
α+2l
(α + 2l)!Mα+2l,kMα+2l,k′ .
Since α = max(k, k′) c−1, then (−i)αbkk′(c) is an alternating series with a decreasing general term (c)α+2l(α+2l)!Mα+2l,k ×
Mα+2l,k′ . Consequently, we conclude that∣∣bkk′(c)∣∣ cα
α! |MαkMαk′ |
cα
α!
2
2α + 1 . 
Notation. In the sequel, we let BN denotes the submatrix of B , given by BN = [bkk′(c)]0k,k′N . Also, we let Qc
denotes the integral operator given by (6).
The analysis of the approximation error of N + 1 eigenvalues of our discretization matrix B by the eigenvalues of
BN is based on the following Bauer and Fike’s eigenvalues perturbation theorem [1].
Theorem 1. If μ is an eigenvalue of A +E ∈ Cn×n and X−1AX = diag(λ1, . . . , λn), then
min
λ∈λ(A) |λ− μ|Kp(X)‖E‖p,
where ‖ · ‖p denotes any p-matrix norm and Kp(X) denotes the p-condition number of the matrix X.
The approximation error of N + 1 eigenvalues of Qc by the eigenvalues of BN is given by the following theorem.
Theorem 2. Let XN be the square matrix defined by X−1N BNXN = diag(η1, . . . , ηN). Assume that the sequence
(K1(XN)CNN ! )N converges to zero. For any real 
 > 0, there exists an integer N > [c + 1], such that for any integer
0 k N , there exist μk ∈ μ(Qc) and ηk ∈ η(BN) satisfying∣∣μk(c) − ηk∣∣< 
, ∀0 k N. (16)
Proof. We first prove that if M > N is an integer and 0  k  N , then for the eigenvalue ηk of BN , there exists an
eigenvalue μk of BM such that∣∣μk(c) − ηk∣∣K1(XN)
(
M −N − 1
2M + 1
cN
N ! +
cN+1ec
(2N + 3)(N + 1)!
)
, (17)
where XN satisfies X−1N BNXN = diag(λ1, . . . , λN ,0, . . . ,0) ∈ CM×M . To this end, we first prove that
‖BM − B˜N‖1 
(
M −N − 1
2M + 1
cN
N ! +
cN+1ec
(2N + 3)(N + 1)!
)
,
where
B˜N =
[
b˜kk′(c)
]
0k,k′M with b˜kk′(c) =
{
bnk(c) if 0 n, k N,
0 otherwise.
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that
‖EMN‖1 = max
0jM
M∑
i=0
|eij | = max
N+1jM
M∑
i=N+1
|eij |
 max
N+1jM
M∑
i=N+1
(
cmax(i,j)
max(i, j)!
1
2 max(i, j) + 1
)
 max
N+1jM
(
j∑
i=N+1
cj
j !
1
2j + 1 +
M∑
i=j+1
ci
i!
1
2i + 1
)
= max
N+1jM
(
(j −N − 1)
2j + 1
cj
j ! +
M∑
i=j+1
ci
i!
1
2i + 1
)

(
M −N − 1
2M + 1
cN
N ! +
cN+1ec
(2N + 3)(N + 1)!
)
.
Moreover, by using Theorem 1 with A = BM and E = B˜N − BM , one concludes that for any eigenvalue ηk of B˜N ,
we have
min
μ∈μ(BM)
|μ − ηk|K1(XN)‖E‖1 K1(XN)
(
M −N − 1
2M + 1
cN
N ! +
cN+1ec
(2N + 3)(N + 1)!
)
.
By using the previous inequality together with the fact that η(B˜N) = {η(BN),0, . . . ,0}, one obtains (17).
As M → +∞, the set of the eigenvalues of BM coincides with the set of the eigenvalues of the operator Qc given
by (6). By (17), one concludes that for any ηk ∈ η(BN), there exists μ ∈ μ(Qc) such that
|μk − ηk|K1(XN)
(
1
2
cN
N ! +
cN+1ec
(2N + 3)(N + 1)!
)
. (18)
By using the previous inequality together with the assumption of the theorem, one concludes that for any precision

 > 0, there exists N ∈ N such that N + 1 eigenvalues of Qc are approximated to the precision 
 by the eigenvalues
of BN . 
In practice, only an approximation b˜kk′(c) of the coefficient bkk′(c) is computed. More precisely, for a pos-
itive integer N˜ , let b˜kk′(c) = ∑N˜l=max(k,k′) (ic)ll! MlkMlk′ , 0  k, k′  N . If B˜N = [b˜kk′(c)]0k,k′N and BN =[bkk′(c)]0k,k′N , then
‖BN − B˜N‖1 = max
0nN
N∑
k=0
∣∣bnk(c) − b˜nk(c)∣∣ max
0nN
N∑
k=0
∑
lN˜+1
cl
l! MlkMln
 max
0nN
N∑
k=0
∑
lN˜+1
cl
l!
1
2l + 1  max0nN
N∑
k=0
1
2N˜ + 1
cN˜+1ec
(N˜ + 1)! 
N˜ + 1
2N˜ + 1
cN˜+1ec
(N˜ + 1)! .
By using the result of Theorem 2 and the previous inequality, one concludes that an error bound of the approximation
of N + 1 exact eigenvalues μk of the operator Qc by their corresponding eigenvalues μ˜k(c) of B˜N is given by
sup
0kN
|μk − μ˜k|K1(XN)
(
1
2
cN
N ! +
cN+1ec
(2N + 3)(N + 1)! +
N˜ + 1
2N˜ + 1
cN˜+1ec
(N˜ + 1)!
)
, (19)
where the matrix XN is as defined previously.
Note that Theorem 2 shows that given an integer N ∈ N, the N + 1 eigenvalues of BN are the approximate values
of N + 1 eigenvalues of the operator Qc . Note that the eigenvalues of Qc are simple. Also, we assume that the
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(μ(k))k0 and (η(k))0kN denote the rearranged eigenvalues of Qc and BN , according to the decreasing order of
their magnitude, that is∣∣μ(0)∣∣> ∣∣μ(1)∣∣> · · · > ∣∣μ(n)∣∣> · · · , ∣∣η(0)∣∣> ∣∣η(1)∣∣> · · · > ∣∣η(N)∣∣,
then for a given 0 k N , η(k) is the approximate value of μ(k). This is the subject of the next theorem.
Theorem 3. Under the above notation, for any 
 > 0 and for any integer K > 0, there exists an integer N
 K , such
that ∣∣η(k)−μ(k)∣∣< 
, ∀0 k K, (20)
where (η(k))0kN
 is the decreasing sequence of the eigenvalues of BN
 .
Proof. Let Kc(x, y) = eicxy denotes the kernel of the operator Qc . Since Kc ∈ L2([−1,1]2), then Qc is a Hilbert–
Schmidt operator. The reader can easily check that the different coefficients bkk′ of the infinite matrix B are simply
given by
bkk′ =
〈
Qc(P k),P k′
〉
,
where 〈·,·〉 denotes the usual inner product of L2([−1,1]). Hence, the infinite matrix B = [bkk′ ]k,k′0 of Proposition 1,
is nothing but the matrix representation of the operator Qc with respect to the orthonormal basis of L2([−1,1]), given
by B = {P k, k  0}. If ‖Qc‖H denotes the Hilbert–Schmidt norm of Qc, then it is well known that
‖Qc‖2H = ‖Kc‖2[−1,1]2 = 4. (21)
Moreover, it is well known, see [9], that the Hilbert–Schmidt norm of an operator does not depend on a specific matrix
representation of this later and consequently,
‖Qc‖2H =
∑
k,k′∈N
|bkk′ |2. (22)
Combining (21) and (22), one concludes that ∑k,k′0 |bkk′ |2 = 4. Consequently, for any integer N ∈ N,∑
0k,k′N |bkk′ |2 < 4 and BN is a matrix representation of a finite rank, Hilbert–Schmidt operator QNc . Moreover,
we have∥∥Qc −QNc ∥∥2  ∥∥Qc −QNc ∥∥2H = ∑
k,k′N+1
|bkk′ |2 → 0 as N → +∞. (23)
Next, it is known, see [9], that if T is a continuous operator on a Banach space E and if σ(T ) denotes the spectrum
of T , then ∀
 > 0, there exists δ > 0 such that for any continuous operator S on E with ‖T − s‖ < δ, we have
σ(S) ⊂ {λ ∈ C; d(λ,σ (T ))= inf{|λ− μ|, μ ∈ σ(T )}< 
}. (24)
Since Qc and QNc are bounded and compact operators, then σ(Qc) and σ(QNc ) are compact sets of C and σ(Qc) =
ev(Qc)∪{0}, σ(QNc ) = ev(QNc )∪{0}. Here ev(T ) denotes the set of the eigenvalues of the operator T . By using these
last properties together with (23) and (24), one concludes that ∀
 > 0, there exists N
 K such that
ev(Qc) ⊂
{
λ ∈ C; d(λ, ev(QN
c ))< 
}, (25)
and
ev
(
QN
c
)⊂ {λ ∈ C; d(λ, ev(Qc))< 
}. (26)
Next, to prove (20), we have to consider the following two cases.
First case: we assume that ∀0  k K − 1, we have |η(k)| − |η(k + 1)|  2
 and we prove (20). We first show
that there exists an integer 0 l N
 such that∣∣μ(0)− η(l)∣∣< 
, (27)
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proceed by contradiction. Assume that l > 0, by using (26) and the fact that ev(Qc) is compact, one concludes that
there exists an integer l′  0 such that∣∣η(0)−μ(l′)∣∣< 
. (28)
From (27) and (28), one concludes that∣∣η(0)∣∣< 
 + ∣∣μ(l′)∣∣ 
 + ∣∣μ(0)∣∣< 2
 + ∣∣η(l)∣∣.
This last inequality is impossible since by assumption, we should have |η(0)| − |η(l)|  2l
. Hence, l = 0. By a
successive application of the above technique with the different values of k = 1, . . . ,K one can easily obtain (20).
Second case: in this case, we assume that |η(k)| − |η(k + 1)| < 2
 for some 0  k  K . Let 
1 be the strictly
positive real number given by
min
0kK−1
(∣∣η(k)∣∣− ∣∣η(k + 1)∣∣)= 2
1.
Such an 
1 exists since by assumption, the η(k) are simple and arranged in the decreasing order of their magnitude.
Also, the above equality implies that 
1 < 
. By substituting 
 and N
 by 
1 and N
1 , respectively and by applying
the same technique as in the first case, one concludes that∣∣η(k)−μ(k)∣∣< 
1 < 
, ∀0 k K. 
Remark 1. By using the bound of the coefficient bkk′ given by (13) as well as (23), one can easily check that for small
values of the bandwidth c, the sequence of finite rank operators QNc converges fastly to Qc . Hence, for small values
of c and for reasonable small values of 
, the matrix order N
 given by the above theorem is not very large. As an
example, for c = π , 
 = 10−20, K = 39, then numerical computations show that the matrix order N
 that ensures the
computation of the first 40 eigenvalues of Qπ with 10−20 precision is given by N
 = 49.
Remark 2. We should mention that this first method for computing the μn(c) is well adapted for small values of the
bandwidth c. For the values of c > 20, the discretization matrix B˜N requires heavy computations. In this case, the
methods of the next section are more appropriate to use.
3. Other methods for computing the eigenvalues λn(c)
The methods of this section for computing the eigenvalues of ψn,c are fast, accurate and valid for small as well as
large values of c. They use the eigenvalues χk of the differential operator given in (1). Moreover they are based on the
different moments Ml,k =
∫ 1
−1 x
lPk(x)dx of the normalized Legendre polynomials as well as the moments
Fl,k =
1∫
−1
xl
1∫
−1
eicxyPk(y)dy dx, l, k  0, (29)
of the finite Fourier transforms of these later. The computation of the Ml,k is done by (12) and the exact computation
of the Fl,k is simply done as follows. Since Pk(y) =∑km=0 αm,kym, then
Fl,k =
k∑
m=0
αm,k
1∫
−1
xl
1∫
−1
eicxyym dy dx =
k∑
m=0
αm,kIl,m. (30)
Moreover, since Il,m = Im,l , then to compute the finite Fourier transform Fl,k , it suffices to compute the different Il,m
with l m k. To this end, we first note that
1∫
eicxyym dy = 1
(ic)m
Dmx
( 1∫
eicxy dy
)
= 2
(ic)m
Dmx
(
sin(cx)
cx
)
(x).−1 −1
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Il,m = 2
(ic)m
1∫
−1
xl Dmx
(
sin(cx)
cx
)
(x)dx = 2
(ic)m
I 1l,m.
It is clear that I 1l,m = 0 if l +m is odd and
I 10,0 =
1∫
−1
sin(cx)
cx
dx, I 10,n =
(
1 + (−1)n)Dn−1x
(
sin(cx)
cx
)
(1), n 1.
Moreover, if l +m is even, then an integration by parts gives us the following iterative scheme for computing the I 1l,m,
I 1l,m = 2Dm−1x
(
sin(cx)
cx
)
(1) − lI 1l−1,m−1, m l  1. (31)
The exact values of the Il,m are then given by
Il,m =
⎧⎨
⎩
(2/(ic)m)I 1l,m if l +m is even, l m,
0 if l +m is odd,
Im,l if l +m is even, l > m,
and the Flk are given by (30).
3.1. Description of method 2 for computing the eigenvalues associated with PSWFs
Since ∀n ∈ N, ψn,c ∈ C∞(R), then ∀m ∈ N and ∀x ∈ R, we have
Dmx
( 1∫
−1
eicxyψn,c(y)dy
)
= μn(c)Dmx
(
ψn,c(x)
)
(x).
In particular, for the special case where x = 0 and m a positive integer with the same parity as n, the previous equality
becomes
∑
k0
(ic)mβnk
1∫
−1
ymPk(y)dy =
∑
k0
(ic)mβnkMm,k = μn(c)
∑
k0
βnkD
m(Pk)(0). (32)
Here, the βnk denote the Legendre expansion coefficients of ψn,c. Note that the different eigenvalues χn(c), n  0,
of (1) as well as the corresponding eigenvectors (Vn)n = (βnk , k  0)n are given as eigenvalues and eigenvectors of
the infinite matrix corresponding the following iterative system:
(k + 1)(k + 2)
(2k + 3)√(2k + 5)(2k + 1)c
2βnk+2 +
(
k(k + 1)+ 2k(k + 1)− 1
(2k + 3)(2k − 1)c
2
)
βnk
+ k(k − 1)
(2k − 1)√(2k + 1)(2k − 3)c
2βnk−2 = χnβnk , k  0. (33)
For more details, see [19]. Since Mm,k = 0 if k >m, then from (32), one concludes that the eigenvalue μn(c) is exactly
given by the following formula:
μn(c) = (ic)m
∑m
k=0 βnkMm,k∑
k0 β
n
kD
m(P k)(0)
, (34)
where m is any positive integer with the same parity as n. In practice, an accurate approximation μ˜Nn (c) of μn(c) is
given by the following formula:
μ˜Nn (c) = (ic)m
∑m
k=0 BnkMm,k∑N
BnDm(P )(0)
, 0 nN. (35)
k=0 k k
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Bn0 =
1 + (−1)n
2
, Bn1 =
1 − (−1)n
2
.
For the practical values of 0 < c 200, the truncation order N(c) is given by
N(c) =
{
max([2c], [30 + c]) if 0 < c 40,
max([c + 40], [1.2c]) if c 40,
gives satisfactory numerical results. Also, note that the exact Legendre expansion coefficients (βnk )k of ψn,c are simply
given by
βnk = Kn,cBnk , Kn,c =
|μn(c)|
‖(Bk)k‖2
√
c
2π
. (36)
The following proposition provides us with an error bound of the approximation given by (35).
Proposition 2 (Error analysis of method 2). Under the above notation, let 0m 2([ec] + 1) be a fixed integer with
the same parity as the integer n and let Km = 12m
∑m
l=0 |βnl |. For any 0 < r < 1, define a constant Cr by
Cr =
( ∑
k2([ec]+1), m+k even
1
1 − 2−2(1−r)
(
(m + k)!
2k(1+r)k!m!
(
k
k−m
2
)√
2k + 1
2
)2)1/2
=
( ∑
k2([ec]+1), m+k even
(am,k)
2
)1/2
.
Let
N1 = inf
{
n ∈ N, 2−n(1−r) Cr|μn(c)| <
∣∣Dm(ψn,c)(0)∣∣
}
,
then ∀N max(2([ec] + 1),N1) we have∣∣μ˜Nn (c) − μn(c)∣∣ cm 2−N(1−r)KmCr|μn(c)|
1
|Dm(ψn,c)(0)|(|Dm(ψn,c)(0)| − 2−N(1−r)Cr|μn(c)| )
. (37)
Proof. Since ∀k ∈ N
Pk(x) =
√
2k + 1
2
1
2kk!
dk[(x2 − 1)k]
dxk
,
then Pk(x) =∑kl=0 αlkxl where
αlk =
√
2k + 1
2
(−1) k−l2
2kk!
(l + k)!
l!
(
k
k−l
2
)
.
Hence, ∀k m we have
∣∣Dm(Pk)(0)∣∣=
√
2k + 1
2
1
2kk!
(m + k)!
m!
(
k
k−m
2
)
.
Moreover, from [19], ∀k  2([ec] + 1) we have∣∣βnk ∣∣ 22k 1|μn(c)| =
2
|μn(c)|
1
2k(1−r)
1
2kr
.
Consequently,
∑ ∣∣βnk ∣∣∣∣Dm(Pk)(0)∣∣ 2|μn(c)|
( ∑
2−2k(1−r)
)1/2
Cr. (38)kN+1 kN+1
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to l1(N) and consequently to l2(N). Moreover, note that
∑
k0 β
n
kD
m(Pk)(0) = Dm(ψn,c)(0).
Since for any integer 0 j m with m − j even, we have from [21]
|Mm,j | =
∣∣∣∣∣
1∫
−1
xmPj (x)dx
∣∣∣∣∣=
√
πm!
√
j + 12
2m(m−j2 )!(m+j2 + 32 )
,
then it can be easily checked that
|Mm,j | 12m , ∀0 j m, m ∈ N. (39)
By using (34), (35), (38) and (39) one obtains
∣∣μ˜Nn (c) −μn(c)∣∣ cmKm
∑∞
k=N+1 |βnk ||Dm(Pk)(0)|
|Dm(ψn,c)(0)||∑∞k=N+1 βnkDm(Pk)(0)|
 cmKm
∑∞
k=N+1 |βnk ||Dm(Pk)(0)|
|Dm(ψn,c)(0)||Dm(ψn,c)(0) −∑∞k=N+1 βnkDm(Pk)(0)|
 cm 2
−N(1−r)KmCr
|μn(c)|
1
|Dm(ψn,c)(0)|(|Dm(ψn,c)(0)| − 2−N(1−r)Cr|μn(c)| )
. 
Remark 3. Numerical evidences show that for any integers m,n 0 such that m−n is even, the quantity Dm(ψn,c)(0)
given in (37) is different from zero. Moreover, this last quantity can be computed by the use of the following iterative
formula given in [19]:
ψ(k+2)n,c (0) +
(
χn(c) − k(k + 1)
)
ψ(k)n,c(0)− c2k(k − 1)ψ(k−2)n,c (0) = 0. (40)
For any integers k  2, n 0, with the initial conditions
ψ ′′n,c(0) = −χn(c)ψn(0) for even n, ψ(3)n,c(0) =
(
2 − χn(c)
)
ψ ′n(0) for odd n.
Some numerical results that illustrate the high performance of this second simple and fast method for computing
the eigenvalues μn(c) and λn(c) are given in Section 5.
3.2. Description of method 3 for computing the eigenvalues associated with PSWFs
We consider a positive integer l  0. Multiplying the equation
∑
k0
βnk
1∫
−1
eicxyP k(y)dy = μn(c)
∑
k0
βnk P k(x), (41)
by xl , and then integrating both sides over [−1,1], one obtains
∑
k0
βnk Fl,k =
∑
k0
βnk
1∫
−1
xl
1∫
−1
eicxyP k(y)dy = μn(c)
l∑
k=0
βnk
1∫
−1
xlP k(x)dx = μn(c)
l∑
k=0
βnkMl,k.
Hence, for any positive integer l with the same parity as n 0, the eigenvalue μn(c) is exactly given by the following
formula:
μn(c) =
∑
k0 β
n
k Fl,k∑l
βnM
, n 0. (42)k=0 k l,k
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μ˜Nn (c) =
∑N
k=0 Bnk Fl,k∑l
k=0 BnkMl,k
, 0 nN/2. (43)
Here, N and the Bnk are as given by method 2. The positive integer l has to be no larger than N . Numerical evidences
show that for the values of l close to N , this last method is slightly more accurate than the second method with m = 2.
Nonetheless, method 2 remains the fastest and the most practical among the three previous methods. The following
proposition provides us with an error bound of formula (43).
Proposition 3 (Error analysis of method 3). Under the above notation, ∀n, l ∈ N with l+n even and ∀N  2([ec]+1),
an error bound of formula (43) is given as follows:
|
N | =
∣∣μ˜Nn (c) −μn(c)∣∣ 2−N
[
8π
√
2cl−1
(l + 1)λn(c)|Dl(ψn,c)(0)|
]
.
Proof. Since ∀n ∈ N we have∣∣∣∣∣
1∫
−1
eicxyPk(y)dy
∣∣∣∣∣
( 1∫
−1
1 dy
)1/2( 1∫
−1
(
P k(y)
)2 dy
)1/2
= √2,
then for any positive integers l, k ∈ N we have
|Fl,k| =
∣∣∣∣∣
1∫
−1
xl
1∫
−1
eicxyPk(y)dy dx
∣∣∣∣∣ 2
√
2
l + 1 . (44)
Since ∀k  2([ec] + 1), |βnk | 2
−k+1
|μn(c)| , then∣∣∣∣∣
∑
kN+1
βnk Fl,k
∣∣∣∣∣ 2|μn(c)|
∑
kN+1
2−k 2
√
2
l + 1 =
4
√
2
(l + 1)|μn(c)|
∑
kN+1
2−k. (45)
Moreover, since for any positive integer l, we have
∑
k0
βnk
1∫
−1
(icy)lPk(y)dy = μn(c)Dl(ψn,c)(0)
and
∫ 1
−1 y
lPk(y)dy = 0, ∀l < k, then the previous equality implies
l∑
k=0
βnkMl,k =
μn(c)
(ic)l
Dl(ψn,c)(0). (46)
By combining (42), (43), (45) and (46), one can easily check that ∀N  2([ec] + 1) we have
∣∣μ˜Nn (c) − μn(c)∣∣ 4
√
2
l + 1
∑
kN+1
2−k
|μn(c)|2
cl
|Dl(ψn,c)(0)|  2
−N
[
8π
√
2cl−1
(l + 1)λn(c)|Dl(ψn,c)(0)|
]
. 
Remark 4. To get an approximation within a certain 
 > 0 to the true μn(c), it suffices to consider μ˜Nn (c) given
by (43) with
N =
[
log2
(
8π
√
2cl−1
(l + 1)λn(c)|Dl(ψn,c)(0)|
)]
+ 1.
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In this section, we present an asymptotic expansion as well as three methods for computing the PSWFs. These
methods are valid over the whole real line and provide satisfactory numerical approximations to the true values of the
PSWFs. These methods are described by the following sections.
4.1. Legendre–Shannon methods and the computation of PSWFs
4.1.1. Classical Legendre–Shannon method
In [16], the authors have used the Shannon sampling theorem and gave an interesting and standard representation
of the PSWFs in terms of their expansions by the sinc basis functions of c-band limited functions. The values of the
PSWF ψn,c at the sampling points xN = Nπc , N ∈ Z, are given as the components of the eigenvector associated with
the eigenvalue λn(c) of (7). Unfortunately, the discretization of (7) by the sinc functions leads to a matrix with low
decay coefficients. Consequently, the computation of the eigenvalues and the values of PSWFs at the sampling points
by this method is no longer friendly if high precision is required [10]. In this section, we show that by using different
values of the Fourier series coefficients of the Legendre polynomials, it is possible to compute fastly and accurately
the different values ψn,c(Nπc ), N ∈ Z. As it is done in [16], the Shannon sampling theorem is then used to provide us
with a standard representation of ψn,c(x) along the real line.
It is well known that the Legendre expansion of ψn,c inside the interval [−1,1] is given by
ψn,c(y) =
∞∑′
k=0
βnk P k(y), ∀y ∈ [−1,1]. (47)
Here, the notation
∑′ ∞
k=0 βnk means that we sum only over odd or even values of k depending on whether n is odd or
even. Taking into account the uniform convergence over [−1,1] of the Legendre expansion (47), one concludes that
∑′
k0
βnk
1∫
−1
eiNπyP k(y)dy = μn(c)ψn,c
(
Nπ
c
)
. (48)
By successive integrations by parts, it is easy to see that the different Fourier series coefficients of P 2k and P 2k+1 de-
fined respectively by IN,2k =
∫ 1
−1 cos(Nπy)P 2k(y)dy and IN,2k+1 = i
∫ 1
−1 sin(Nπy)P 2k+1(y)dy, are exactly given
by the following iterative schemes:
IN,2k = 2(−1)N
k∑
l=1
(−1)l+1
(Nπ)2l
D2l−1[P 2k](1), IN,2k+1 = 2i(−1)N
k∑
l=1
(−1)l+1
(Nπ)2l+1
D2l[P 2k+1](1). (49)
The values of D2l+1[P 2k](1), the different derivatives of P 2k at x = 1, are exactly computed by the use of the
following formulae:
Dl+1[P k](1) = k(k + 1)− l(l + 1)2(l + 1) D
l[P k](1), l  0, D0[P k](1) =
√
2k + 1
2
. (50)
To get the above formulae, it suffices to apply the differentiation operator Dl to (2) with χk = k(k + 1) and then make
the substitution t = 1. By substituting (49) into (48), one concludes that ψn,c(Nπc ) are exactly given in terms of the
N th Fourier coefficients of the P k as follows:
ψn,c
(
Nπ
c
)
= 1
μn(c)
∞∑
k=0
′
βnk IN,k, N ∈ Z∗. (51)
Note that the above series representation converges fastly to the true value of ψn,c(Nπc ). This is given by the following
proposition.
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(
Nπ
c
)
− 1
μn(c)
k0∑′
k=0
βnk In,k
∣∣∣∣∣ 2
−k0
|μn(c)|2 . (52)
Proof. By using Hölder’s inequality, one concludes that ∀k  0,
|IN,k|max
(( 1∫
−1
cos2(Nπy)dy
)1/2
,
( 1∫
−1
sin2(Nπy)dy
)1/2)
·
( 1∫
−1
P 2k(y)dy
)1/2
 1.
Moreover, since ∀k  2([ec] + 1), we have |βnk | 2
−k+1
|μn(c)| , then∣∣∣∣∣ψn,c
(
Nπ
c
)
− 1
μn(c)
k0∑′
k=0
βnk In,k
∣∣∣∣∣=
∣∣∣∣∣− 1μn(c)
∑
kk0+1
βnk IN,k
∣∣∣∣∣
 1|μn(c)|
∑
kk0+1
∣∣βnk ∣∣ · 1 1|μn(c)|2
∑
kk0+1
2−k+1 = 2
−k0
|μn(c)|2 . 
Remark 5. A desirable property of our method in computing the ψn,c(Nπc ) is that the truncation error given by the
previous proposition does not depend on N . Hence, this method maintains a good accuracy along the infinite set of
the sampling points. Also, note that the error bound given by the above proposition is not optimal. In fact, in practice,
the Legendre expansion coefficients ((βnk )k) decay faster than what has been used in our proof.
Once we have obtained accurate values of ψn,c(Nπc ), N ∈ Z∗, by the above method and the value of ψn,c(0) by the
use of the Legendre expansion, the Shannon sampling theorem gives us
ψn,c(x) =
∑
N∈Z
ψn,c
(
Nπ
c
)
sin(cx −Nπ)
cx −Nπ , ∀x ∈ R. (53)
Although, the above series converges slowly for small values of c, the simple and fast way by which we compute
accurate values of the different ψn,c(Nπc ) makes the above representation useful and practical for small values of the
band c.
4.1.2. A modified Legendre–Shannon method
In this section, we use the Shannon oversampling idea, see [2] and construct a more convenient function η(x)
whose translates generate a basis of the space of the c-band-limited functions. The function η(x) has a faster decay
than the Sinc function. An exact and convenient representation of the different PSWFs are obtained by expanding
these laters with respect to this basis. The function η(x) is constructed as follows. First, consider the function
f (x) =
⎧⎨
⎩
1 if x ∈ [0,1],
−4 + 12x − 9x2 + 2x3 if x ∈ [1,2],
0 otherwise.
It is clear that f ∈ C1[0,+∞[. For a given c > 0, define a function γc(x) by
γc(x) =
⎧⎨
⎩
1 if x ∈ [0, c],
f (x + 1 − c) if x ∈ [c, c + 1],
0 otherwise.
The function η(x) is given via its Fourier transform by
ηˆ(ω) =
{
γc(ω) if ω 0,
γ (−ω) if ω 0.c
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Support(ηˆ) = [−c − 1, c + 1] and ηˆ(ω) = 1, ∀ω ∈ [−c, c].
By applying the inverse Fourier transform to ηˆ(x), one concludes that ∀x ∈ R, we have
η(x) = 12
π
sin(cx + x/2)
x4
(
2 sin
(
x
2
)
− x cos
(
x
2
))
.
The Shannon oversampling or the modified Legendre–Shannon expansion of the PSWF ψn,c(x) is given as follows
ψn,c(x) = π
c + 1
∑
N∈Z
ψn,c
(
Nπ
c + 1
)
η
(
x − Nπ
c + 1
)
, ∀x ∈ R. (54)
For the reader convenience, we briefly provide the proof of the above formula. Let f be a band-limited function with
band-limit c > 0 and such that the Fourier series of fˆ converges uniformly over [−c − 1, c + 1]. This is the case for
the ψn,c . Since fˆ (ω) = 0, ∀ω ∈ [−c − 1[ ∪ ]c, c + 1], then fˆ ∈ L2([−c − 1, c + 1]). The Fourier series of fˆ together
with the inverse Fourier transform give us
fˆ (ω) =
∑
n∈Z
Cn(fˆ )e
inωπ/(c+1), Cn(fˆ ) = 12(c + 1)
c+1∫
−c−1
fˆ (ω)e−inωπ/(c+1) dω = π
c + 1f
(
− nπ
c + 1
)
. (55)
Since ηˆ(ω) = 1, ∀ω ∈ [−c, c] and fˆ (ω) = 0, ∀ω ∈ [−c − 1[∪ ]c, c + 1], then by using (55), one concludes that
fˆ (ω) = fˆ (ω)ηˆ(ω) = π
c + 1
∑
n∈Z
f
(
− nπ
c + 1
)
ηˆ(ω)einωπ/(c+1)
= π
c + 1
∑
n∈Z
f
(
− nπ
c + 1
)
̂
η
(
t + nπ
c + 1
)
(ω), ∀ω ∈ [−c − 1, c + 1]. (56)
Since the Fourier series of fˆ converges uniformly over [−c − 1, c + 1] and since ηˆ is bounded then the series given
in the above equality converges uniformly over [−c − 1, c + 1]. By using the continuity of the functions f and η, by
applying the inverse Fourier transform to both sides of (56) and the permutation of the integration and the summation
signs, one gets
f (t) = π
c + 1
∑
n∈Z
f
(−nπ
c + 1
)
η
(
t + nπ
c + 1
)
, ∀t ∈ R.
In practice, we consider an integer N1 ∈ N and compute approximate values of the PSWFs by the use of the
following truncated modified Legendre–Shannon method,
ψN1n,c(x) =
π
c + 1
N1∑
N=−N1
ψn,c
(
Nπ
c + 1
)
η
(
x − Nπ
c + 1
)
, ∀x ∈ R. (57)
The exact values ψn,c( Nπc+1 ) are computed as follows. Let α = cNπ/(c + 1), since
∑′
k0
βnk
1∫
−1
eiαxP k(x) =
1∫
−1
eiαx
∑′
k0
βnk P k(x)dx = in
∣∣μn(c)∣∣ψn,c
(
α
c
)
,
then to compute the different coefficients ψn,c( Nπc+1 ), it suffices to compute the different finite Fourier transform of the
normalized Legendre polynomials at α, given by IN,k =
∫ 1
−1 e
iαxP k(x)dx. Since Pk has the same parity as k, then
IN,2k =
1∫
cos(αx)P 2k(x)dx, IN,2k+1 = i
1∫
sin(αx)P 2k+1(x)dx.
−1 −1
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IN,2k = 2 sin(α)
k∑
m=0
(−1)m
α2m+1
D2m[P 2k](1) + 2 cos(α)
k∑
m=1
(−1)m+1
α2m
D2m−1[P 2k](1)
and
−iIN,2k+1 = 2 sin(α)
k∑
m=0
(−1)m+1
α2m
D2m−1[P 2k+1](1) + 2 cos(α)
k+1∑
m=1
(−1)m+1
α2m+1
D2m[P 2k+1](1).
Finally, ∀N ∈ Z, we have
ψn,c
(
Nπ
c + 1
)
= 1
μn(c)
∞∑
k=0
′
βnk IN,k.
4.1.3. Asymptotic expansion of the PSWFs
We begin this section by providing a third method for computing the PSWFs. This method is described as follows.
Since ∀m ∈ N and c > 0, we have
Lm,c(x) =
1∫
−1
eicxyym dy = 2
(ic)m
Dmx
(
sin(cx)
cx
)
(x), ∀x ∈ R,
and since the Legendre expansion of ψn,c(x) converges uniformly on [−1,1], then
∑′
k0
βnk ·
(
k∑
m=0
αm,kLm,c(x)
)
= μn(c)ψn,c(x), ∀x ∈ R.
Here, αm,k is the coefficient of xm in Pk(x). Hence, ∀x ∈ R, we have
ψn,c(x) = 1|μn(c)|
∑′
k0
βnk
(
k∑
m=0,m+k even
2
im+n
αm,k
cm
Dmx
(
sin(cx)
cx
)
(x)
)
= 2|μn(c)|
∑′
k0
βnk
(
k∑
m=0,m+n even
αm,k(−1)(m+n)/2Dmy
(
sin(y)
y
)
(cx)
)
= 2|μn(c)|
∑′
k0
βnk · Gck(x). (58)
Note that
∣∣Gck(x)∣∣=
∣∣∣∣∣
k∑
m=0,m+n even
αm,k(−1)(m+n)/2Dmy
(
sin(y)
y
)
(cx)
∣∣∣∣∣=
∣∣∣∣∣
1∫
−1
eicxyPk(y)dy
∣∣∣∣∣
√
2.
Moreover, since |βnk |
√
2
|μn(c)|2
−k
, ∀k  2([ec]+1), then the expansion (58) converges fastly to ψn,c(x) for all x ∈ R.
We should note that if x = 0, then (58) is applied with D2my ( sin(y)y )(0) = (−1)
m
2m+1 and D
2m+1
y (
sin(y)
y
)(0) = 0. In practice,
for an integer N  1, we approximate the values of the different ψn,c(x), x ∈ R, by truncating (58) to the first N + 1
non-vanishing terms. More precisely, the following formulae are used in practice for the approximation of the ψn,c(x),
x ∈ R,
ψN2n,c(x) =
2
|μ2n(c)|
N∑
β2n2k G
c
2k(x), ψ
N
2n+1,c(x) =
2
|μ2n+1(c)|
N∑
β2n+12k+1G
c
2k+1(x), ∀n,N ∈ N. (59)k=0 k=0
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∫
R
∣∣ψn,c(x)∣∣2 dx = 1,
1∫
−1
∣∣ψn,c(x)∣∣2 dx = λn(c) = c2π
∣∣μn(c)∣∣2.
In [20], the authors have normalized the PSWFs over the interval [−1,1] by considering a version of the PSWFs given
by
Ψn,c(x) =
√
2π
c
1
|μn(c)|ψn,c(x). (60)
Hence, by using (59), our method for approximating these normalized PSWFs is simply given as follows:
ΨN2n,c(x) =
√
2π
c
N∑
k=0
β2n2k G
c
2k(x), Ψ
N
2n+1,c(x) =
√
2π
c
N∑
k=0
β2n+12k+1 G
c
2k+1(x), ∀n,N ∈ N. (61)
To compute the different coefficients βnk given in the previous equations, we use the following practical method. We
first consider the square matrix A2N of order 2N , associated with the linear system (33). Then, consider the vector
B = (Bn0 , . . . ,Bn2N−1)T ∈ R2N , where Bn0 = 1+(−1)
n
2 , B
n
1 = 1−(−1)
n
2 and the remaining 2N − 2 coefficients are given
by solving the trivial system of linear equations given by A2NB = χn(c)B. Here, χn(c) denotes the n + 1 eigenvalue
of the differential operator given by (1). Finally, the different coefficients βnk appearing in (61) are simply given by
βnk = B
n
k‖B‖2 .
Moreover, to get an asymptotic expansion of ψn,c(x), we have only to compute the first two terms of each Gk(x).
By doing so, we found that
Gk(x) =
{√
k + 1/2 sinx
x
+O(1/(x2)) if k is even,√
k + 1/2 cosx
x
+ O(1/(x2)) if k is odd.
Hence, by using (58), one obtains the following asymptotic expansion of the ψn,c(x):
ψn,c(x) = Cn cos(cx + ((n + 1)/2)π)
cx
+ O(1/(cx)2), Cn = 2|μn(c)|
∑′
k0
βnk
√
k + 1/2.
If instead computing the first two terms of the Gk(x), we compute the first three terms, we obtain the following second
asymptotic expansion of ψn,c(x) for even n:
ψn,c(x) = 2
μn(c)
(∑′
k0
βnk
√
k + 1/2(−1)n/2
(
sin cx
cx
+ ncos cx
(cx)2
))
+O(1/(cx)3).
Similarly, one can easily find an asymptotic formula for odd n.
Remark 6. The asymptotic expansion of the ψn,c(x) show that these later do not belong to L1(R) and their decay at
infinity is similar to the decay of the sinc function.
Remark 7. By using the above notations together with (58) and the well-known Bessel expansion of the ψn,c(x), one
obtains the following formula for the modified Bessel function of the first kind:
Jk+1/2(x) =
√
2x
π
(−1)k
(
k∑
m=0,m+k even
|αm,k|√
k + 1/2D
m
(
sinx
x
))
.
Some numerical examples that illustrate the results of this paper are given in the following section.
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Eigenvalues λn(c) obtained by method 1
n c = 2 c = 4 c = 6 c = 8 c = 10
0 8.805599223E−01 9.958854904E−01 9.999018826E−01 9.999978750E−01 9.999999559E−01
5 1.935852202E−07 3.812917217E−04 2.738716624E−02 3.202766349E−01 8.251463487E−01
10 2.168011897E−19 4.525228469E−13 2.218980545E−09 8.930427204E−07 8.821342986E−05
15 1.656361501E−33 3.551907960E−24 2.084312139E−16 7.490502050E−15 7.363490256E−12
20 4.710545823E−49 6.855062366E−33 3.959197379E−21 2.258888037E−24 2.100171933E−20
25 7.803343478E−62 2.350328546E−39 1.327962059E−27 5.741204139E−35 4.998700530E−30
30 1.006035376E−69 1.598555068E−47 4.075217838E−34 6.884349346E−41 1.642412445E−40
35 1.586144059E−79 1.236722554E−55 2.975186389E−41 3.045049050E−47 9.779411781E−52
Table 2
Eigenvalues λn(c) obtained by method 2
c = 10 c = 40 c = 100
n λn(c) n λn(c) n λn(c)
0 9.9999995591191937E−01 0 1.0000000000000000E−00 0 1.0000000000000000E−00
5 8.2514634869422268E−01 8 1.0000000000000000E−00 15 1.0000000000000000E−00
10 8.8213429858273279E−05 16 9.9999998123127784E−01 30 1.0000000000000000E−00
15 7.3634902558485979E−12 24 7.9834218602774709E−01 45 9.9999999999999905E−01
20 2.1001719327404616E−20 32 2.4946459922237900E−06 60 9.8654836359765620E−01
25 4.9987005300791122E−30 40 4.9862021371460375E−15 75 2.1536936496856907E−09
30 1.6424169980285198E−40 48 2.8204215324106339E−25 90 3.2930315155903270E−24
35 1.0367971943272221E−51 56 9.8379244655081185E−37 105 1.2634762210973909E−41
5. Numerical results
To illustrate the results of Section 2, we have considered different values of the bandwidth c and used the method
of Section 2 to construct for each value of c, the corresponding square matrix B˜N of order N = 60. The integer N˜
used to truncate the series representing the different coefficients bkk′(c) is set to 80. As we have shown in Section 2,
the eigenvalues of B˜60 are the approximate values of the first largest eigenvalues μn(c) of the PSWF ψn,c , 0 n 59.
Table 1 shows the eigenvalues |λn(c)| = c2π |μn(c)|2, 0 n 35, where the μn(c) are eigenvalues of B˜24. Reference
values of these eigenvalues can be obtained by using a classical method based on computing with high accuracy the
radial solution of the wave equation of the first kind, see [8,17]. We should note that the values given in Table 1
coincide with their corresponding reference values. Moreover, the results of Table 1 coincides to 7 digits after the
decimal point with the results obtained by the use of a 24 point generalized Gaussian quadrature given in [3].
Also, we have considered the three values of the bandwidth c = 10, c = 40, c = 100 and applied method 2 for
the computation of the corresponding eigenvalues. We have applied formula (35) with m = 1 if n is odd and m = 2
for even n. Table 2 shows the eigenvalues λn(c) obtained by this method. Moreover, we have applied method 3 with
l = 10 and the different bandwidth c = 25, c = 50 and c = 75. The obtained approximate eigenvalues λn(c) for
different values of n are given by Table 3. Note that the values of Tables 2 and 3 coincide with the values obtained by
the classical method of [8] with high accuracy and heavy computations.
To illustrate the accuracy of the modified Legendre–Shannon method for computing the PSWFs, we have applied
formula (57) with n = 0, N1 = 38, x = 0.5, x = 1, x = 10 and different values of the bandwidth c. The approxi-
mate values ψN10,c(x) are then normalized over [−1,1] by the use of formula (60). The values of the corresponding
normalized ΨN10,c (x) as well as the corresponding approximation errors are given by Tables 4 and 5, respectively. We
should mention that this method has the advantage of providing a simple representation of the PSWFs along the real
line. If approximate values of the PSWFs with high precision are needed, then the relatively slow convergence of the
modified Legendre–Shannon method is the main drawback of this later.
To illustrate the accuracy of the fast method given by (58) for computing the PSWFs, we have applied a truncated
version of (58) by only keeping the first 8 non-vanishing coefficients β0k . The obtained approximations ψ80,π (i), i =
0, . . . ,1000, are then compared with their corresponding reference values ψ0,π (i), obtained by the use of Legendre–
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Eigenvalues λn(c) obtained by method 3
c = 25 c = 50 c = 75
n λn(c) n λn(c) n λn(c)
0 1.0000000000000000E+00 0 1.0000000000000000E+00 0 1.0000000000000000E+00
5 9.9999999998920074E−01 10 1.0000000000000000E+00 15 1.0000000000000000E+00
10 9.9997681797390432E−01 20 9.9999999983821227E−01 30 9.9999999999999889E−01
15 6.5129574314638284E−01 30 8.6552379249397340E−01 45 9.5574864508500609E−01
20 2.0082883894546289E−04 40 1.3273300725609483E−07 60 8.5875391562086589E−11
25 6.7594640809020601E−10 50 1.8812075963307425E−18 75 5.1741794840756868E−27
30 2.4882076612116600E−16 60 3.0562449631046072E−31 90 3.7415964662891387E−46
Table 4
Approximate values Ψ˜ 380,c(x), x = 0.5,1.0,10, obtained by (57), (60)
c Ψ˜ 380,c(0.5) Ψ˜
38
0,c(1) Ψ˜
38
0,c(10)
π 7.061895917188E−01 2.258132100580E−01 −1.1236490516802E−03
2π 5.633841656710E−01 1.851376042294E−02 −1.5811714077347E−04
4π 2.905632053539E−01 6.019057571947E−05 −7.4446141815383E−07
6π 1.388391453126E−01 1.539197192600E−07 −2.0285027988549E−09
8π 6.435261100103E−02 3.584096821844E−10 −1.4300090354842E−12
10π 2.933919091413E−02 7.935010274450E−13 −1.1313445578694E−14
Table 5
Approximation errors E(x) = |Ψ0,c(x)− Ψ˜ 380,c(x)|, x = 0.5,1.0,10
c E(0.5) E(1) E(10)
π 2.521593730125E−03 3.207308532754E−03 1.2331324375922E−05
2π 1.847592709430E−05 1.707480931290E−06 1.5681030301324E−07
4π 1.253376299511E−09 1.360997970015E−09 3.2196135374869E−09
6π 8.688511291237E−12 9.527829992964E−12 1.8730537483342E−10
8π 2.026989791745E−14 2.026342657755E−14 3.9230870570684E−12
10π 3.855777212680E−13 4.753368253371E−13 4.7889524283100E−14
Bessel method with high accuracy and extensive computing load. The maximum error at these points is then given
by
max
0i1000
∣∣ψ80,π (i) −ψ0,π (i)∣∣= 1.035E−12.
Also, we have considered some numerical examples given in [20], together with some other values of the band-
width c. Then, we have applied formula (59) and obtained the approximate values of ΨN0,c(1) for different values of c
and N . These approximate values together with their corresponding errors are given by Table 6. Moreover, we have
computed the L2-approximation error over [−1,1] of method (61) applied with different values of c and N . The
obtained numerical results are given by Table 6. From the results of the previous section as well as the numerical
results of Tables 5 and 7, one concludes that our asymptotic expansion (61) is fast, simple to use and well adapted
for providing accurate approximations of the PSWFs under the condition that the bandwidth c is not very large. To
maintain a good accuracy, it seems that the truncation factor N given in (61) has to increase proportionally with the
bandwidth c. For very large bandwidth c, the methods given in [20,21] are better adapted in this case.
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Approximate values ΨN0,c(1) of Ψ0,c(1) obtained by the use of (61) and approximation errors
c N ψN0,c(1) ψ0,c(1) − ψN0,c(1)
10 11 6.54777965925E−04 1.44349527780E−11
20 16 5.09833693336E−08 2.61100175181E−15
30 21 3.15629211171E−12 2.73093241200E−16
40 26 1.68001379226E−16 1.03502953764E−17
50 31 −2.36804361172E−19 2.46392685559E−19
60 36 −4.53812161410E−21 4.53862135096E−21
80 46 −1.00943316147E−24 1.00943316276E−24
100 51 −1.15865548725E−22 1.15865556023E−22
120 61 −1.05151152490E−26 1.05088323191E−26
140 71 0.38553117741E−27 −3.83191344877E−26
160 80 5.91694201843E−24 −3.95578802180E−22
Table 7
Values of the L2-error ‖ΨNn,c −Ψn,c‖[−1,1], where ψNn,c is given by (61)
n c = 15π , N = 30 c = 20π , N = 34 c = 25π , N = 35
0 4.619873411363E−16 1.542466594637E−13 4.688547028280E−14
1 6.359802559358E−15 1.474072441868E−13 1.149906367209E−12
2 4.734345019244E−14 9.866399490759E−12 3.406564754516E−12
3 2.213747759235E−13 5.088194890676E−12 2.960616418387E−11
4 6.579158488323E−13 2.603472849469E−10 8.023831415669E−11
5 4.258462394599E−12 1.080164381347E−10 8.195758771378E−10
6 4.114174943197E−12 4.219363921935E−09 1.430665781780E−09
7 5.355308882128E−11 1.336593047760E−09 7.570926376223E−09
8 1.019106248663E−10 4.925918354699E−08 1.495023039468E−08
9 5.165814966929E−10 1.438079624315E−08 1.052499036883E−07
10 3.901761415052E−10 4.581107007175E−07 1.469313656972E−07
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