Abstract. When studying the causal effect of x on y, researchers may conduct regression and report a confidence interval for the slope coefficient βx. This common confidence interval provides an assessment of uncertainty from sampling error, but it does not assess uncertainty from confounding. An intervention on x may produce a response in y that is unexpected, and our misinterpretation of the slope happens when there are confounding factors w. When w are measured we may conduct multiple regression, but when w are unmeasured it is common practice to include a precautionary statement when reporting the confidence interval, warning against unwarranted causal interpretation. If the goal is robust causal interpretation then we can do something more informative. Uncertainty in the specification of three confounding parameters can be propagated through an equation to produce a confounding interval. Here we develop supporting mathematical theory and describe an example application. Our proposed methodology applies well to studies of a continuous response or rare outcome. It is a general method for quantifying error from model uncertainty. Whereas confidence intervals are used to assess uncertainty from unmeasured individuals, confounding intervals can be used to assess uncertainty from unmeasured attributes.
Introduction
Causal inference from observational data is challenging and controversial (Ding and Miratrix, 2015) . Confounding bias can be eliminated, theoretically, using causal graphs to select an admissible set of covariates for adjustment (Pearl, 2009) , but this relies on a "web of assumptions" (Rosenbaum, 1995) . Confounding bias can be assessed with sensitivity analysis and propensity scores (Rosenbaum, 2010) , assuming estimates of propensity for each individual. In this paper, we show that when an admissible set of covariates is unmeasured and individual estimates for propensity are unavailable, it is still possible to conduct causal inference. Our introduced methodology allows us to bound an adjusted estimate without requiring individual observations on the confounders.
For simplicity and concreteness we focus on the model
(1) y = β 0|w + β x|w x + β 1 w 1 + · · · + β p w p + ε.
We have n observations on (x, y), where x has recorded treatment or exposure values and y has measured the resulting response or outcome. The unmeasured confounding set w = {w 1 , · · · , w p } may contain indicator variables for homogeneous groups or higher order interaction terms. The joint error distribution is assumed to be consistent with the principle of leastsquares. We can not fit the model since w is unmeasured, and we should not fit the reduced model
because the unadjusted slope-coefficient β x may differ greatly from the adjusted slope-coefficient β x|w (Knaeble and Dutter, 2017) . We can, however, obtain β x|w from the parameters R 2 wx R 2 wy , and ρxŷ.
The coefficient of determination R 2 wx = |x−x| 2 |x−x| 2 is the proportion of variation in x explained by w using the model x = α 0 + α 1 w 1 + · · · + α p w p fit with least-squares. Here,x = 1 n n i=1 x i is the mean andx = α 0 + α 1 w 1 + · · · + α p w p are the fitted values. Similarly, the coefficient of determination R 2 wy = |ŷ−ȳ| 2 |y−ȳ| 2 is the proportion of variation in y explained by w using the model y = γ 0 + γ 1 w 1 + · · · + γ p w p fit with least-squares. Here,ȳ = Proposition 1.1. Let ρ xy ∈ [−1, 1] be the measured correlation coefficient for x and y, and let σ y /σ x > 0 be the measured ratio of standard deviations for y and x. With R 2 wx , R 2 wy , and ρxŷ as described above, the adjusted slope-coefficient β x|w satisfies (2) β x|w = σ y σ x ρ xy − R wx R wy ρxŷ 1 − R 2 wx . Proposition 1.1 can be derived from a proof found in the appendix of Knaeble and Dutter (2017) . We provide an alternative proof using projection matrices in Appendix A. Within (2) the terms R wx R wy ρxŷ and R 2 wx can be rewritten as ρx x ρx y and ρ 2 xx respectively (c.f. Frank (2000) ), but there are advantages to our factorized formulation. R wx and R wy are square roots of coefficients of determination and therefore monotonic in p, the number of predictors of w. Also, the factors R wy = ρŷ y and ρxŷ are more intuitive 2 than their product ρx y . We develop intuition for ρxŷ within the context of our case study in Section 3. The 3-tuple (R 2 wx , R 2 wy , ρxŷ) provides insight into unmeasured confounding in a way similar to how epidemiologists use association parameters during categorical sensitivity analysis or bias analysis. They often make use of information on the prevalence of an unmeasured confounder, its association with treatment or exposure, and its effect on the outcome (MacLehose et al., 2005, p. 548) . Ding and VanderWeele (2016) have used risk ratios in a condition supporting the E-value (Ding and VanderWeele, 2017) . Lee (2011) has a condition utilizing risk differences and odds ratios. The performance of conditions has been assessed with simulations (Knaeble and Chan, 2018) , and conditions originally derived in the continuous setting have performed well.
For continuous sensitivity analysis Frank (2000) has developed an index to bound the impact of confounders, and Hosman et al. (2010) have established reference points for speculation about omitted confounders. Knaeble and Dutter (2017) have shown how to determine the sign of β x|w when R wx R wy < |ρ xy |. Here we improve their result by showing how to capture β x|w within an interval. This confounding interval is computed using an algorithm described in Section 2. Supporting proofs are provided in the appendix. In Section 3 we describe an example case study emphasizing uncertainty from unmeasured attributes over uncertainty from unmeasured individuals (c.f. Knaeble (2015) ). In Section 4 we discuss extensions and limitations of our methodology while emphasizing connections with topics of interest in causality, the Bayesian paradigm, categorical sensitivity analysis, propensity scores, and high-dimensional data analysis.
Methods
We specify six interval endpoints {l 2 x , u 2 x , l 2 y , u 2 y , lxŷ, uxŷ} determining the constraints
Not all tuples (R 2 wx , R 2 wy , ρxŷ) that satisfy the constraints are realistic. To characterize realistic tuples we need a fourth constraint. The following proposition is proven in Appendix B.
Proposition 2.1. The tuple of statistics (ρ xy , R 2 wx , R 2 wy , ρxŷ) can arise from actual data only if
Conversely, if n > p + 2 and the coefficients satisfy
wy ∈ [0, 1), and ρxŷ ∈ [α − , α + ], then we can construct data for these coefficients which realize the tuple (ρ xy , R 2 wx , R 2 wy , ρxŷ).
The intersection Ω of the four constraints given in (3) and (4) is assumed to be nonempty. An example of Ω for one choice of parameters is given in Figure 1 ; the parameters are specified in the caption. We refer to Ω as the feasible set. A point (R 2 wx , R 2 wy , ρxŷ) is said to be feasible if it is an element of Ω.
Given (ρ xy , σ y /σ x ), the function
is continuous on Ω. Since the function is continuous and Ω is connected, by the intermediate value theorem, β x|w (Ω) is an interval. By the Weierstrass extreme value theorem, the interval is closed and we write
where l = min
We refer to [l, u] as a confounding interval. Computation of a confounding interval requires solutions to the nonconvex, constrained optimization problem in (6), i.e., minimizing and maximizing β x|w , over the feasible set Ω. We have developed an algorithm for computing any confounding interval from input parameters
The algorithm computes exact solutions in negligible run time. It is based on the following proposition.
Proposition 2.2. Let q 2 ± (a, b, c) denote the square of the two solutions to the quadratic equation
Let S ⊂ R 3 be the discrete set of points (R 2 wx , R 2 wy ,ρ xy ) that are feasible and of one of the following forms:
where b 2 x ∈ {l 2 x , u 2 x }, b 2 y ∈ {l 2 y , u 2 y }, and bxŷ ∈ {lxŷ, uxŷ}. Then min
A proof of Proposition 2.2 is given in Appendix C. The set S is finite with cardinality |S| ≤ 88 for all sets of parameter values. Given input parameters the computational algorithm first determines S and then computes min S (β x|w ) and max S (β x|w ), which are the endpoints of the desired confounding interval according to Proposition 2.2. Python and R implementations of this algorithm are provided at the first author's github page (Knaeble, 2019) . et al. (2013) studied n = 248 children and found an association between in utero PBDE exposure (log transformed) and follow-up IQ at 7 years of age. Regression of y = IQ on x = PBDE exposure produces a slope estimateβ xy = −4.48 with a standard error se(β xy ) = 2.71. While there is some uncertainty about whether this finding is statistically significant, there is also uncertainty about whether causal interpretation is warranted. For reference we record the standard deviations σ x = 0.34 and σ y = 14.60 (σ y /σ x = 42.94) and the correlation ρ xy = −0.11. 5
Application

Eskenazi
We can use potential outcomes y x to define non-confounding or ignorable treatment or exposure assignment (Rosenbaum and Rubin, 1983 ). Causal inference is warranted when conditional on some covariate set the potential outcomes are independent of treatment: (y x ⊥ ⊥ x)|w. The assumption of ignorable treatment assignment can be made more believable by conditioning on as many pretreatment covariates as possible (Rubin, 2009; Rosenbaum, 2002, p. 76) . Eskenazi et al. adjusted for {sex, mothers score on a vocabulary test, spoken language, maternal years spent living in the US, parity, and exposure to environmental tobacco smoke}. Their adjusted estimate wasβ xy|adj. = −5.60.
It is possible for an adjusted estimate to have amplified bias (Ding and Miratrix, 2015) . There are (non statistical, causal) methods for selecting an admissible set of covariates for adjustment (Pearl, 2009) . If the admissible set is unmeasured some insight can be gained by using our algorithm (see Section 2). We can construct a confounding interval to assess uncertainty from unmeasured confounding by any set of confounders. To demonstrate our proposed methodology we consider unmeasured confounding by diet, simplified as w: {fat consumption, protein consumption}.
VanderWeele and Shpitser (2011) recommend adjustment for any covariate that causes exposure or the outcome. There are reasons to suspect diet as a cause of PBDE exposure (Schecter et al., 2010; CDC, 2017) . Suppose for illustrative purposes that we bound diet's coefficient of determination for PBDE exposure as follows: 10% ≤ R 2 wx ≤ 50%. Diet may also be a causal factor for IQ (Kuratko et al., 2013; Liu et al., 2003) . Suppose again for illustrative purposes that we bound diet's coefficient of determination for IQ as follows: 0% ≤ R 2 wy ≤ 20%. Based on this information alone we may apply our optimization algorithm (see Section 2) and conclude β x|w ∈ [−36.60, 17.71] . Since the upper and lower bounds for ρxŷ were left unspecified we have set lxŷ = −1 and uxŷ = 1 by default.
Tighter bounds on β x|w are possible through careful specification of lxŷ and uxŷ to bound ρxŷ. We describe two hypothetical situations to improve reader intuition for ρxŷ. In each scenario we have within w anx largely determined by the first variable, fat consumption (Schecter et al., 2010) . On a population that consumes fish we may have within w aŷ also largely determined by the first variable, (beneficial) fat consumption (Kuratko et al., 2013) , resulting in ρxŷ near 1. On a population that does not consume fish we may have within w aŷ now largely determined by the second variable, protein consumption (Liu et al., 2003) , resulting in ρxŷ near 0.
Negative confounding (Choi et al., 2008 ) occurs when ρxŷ < 0. If for illustrative purposes we rule out negative confounding and specify 0 ≤ ρxŷ ≤ 1 in addition to our previously specified 0.1 ≤ R 2 wx ≤ 0.5 and 0 ≤ R 2 wy ≤ 0.2 then another application of the optimization algorithm produces the tighter bound β x|w ∈ [−36.60, −5.25] . This interval can be seen in black on the lower left portion of the plot in Figure 2 . The plot shows a rough dependence of β x|w on ρxŷ. Open source software for making similar plots is provided at the first author's github page (Knaeble, 2019) .ρ xŷ β x|wu(l xŷ = ρ xŷ = u xŷ ) l(l xŷ = ρ xŷ = u xŷ ) Figure 2 . A plot showing the dependence of the confounding interval [l, u] on user specified (lxŷ, uxŷ) given ρ xy = −0.11, σ y /σ x = 42.94, l 2 x = 10%, u 2 x = 50%, l 2 y = 0%, and u 2 y = 50%, e.g. β x|w ∈ [−36.60, −5.25] if ρxŷ ∈ [0, 1].
Discussion
We have gained insight into unmeasured confounding using coefficients of determination and correlation between fitted values. Uncertainty of these coefficients can be propagated through Equation 2 to produce a confounding interval. The details of this methodology have been described in Section 2, and an example case study application has been described in Section 3. In this section, we elaborate by describing various extensions and some limitations while emphasizing connections to related topics of interest.
4.1. Necessary conditions. To avoid assumptions (Ding and VanderWeele, 2016, p. 369 ) a researcher may seek conditions on (R 2 wx , R 2 wy , ρxŷ) that are necessary for any interpretation to explain away the observed association ρ xy (Cornfield et al., 1959; Ding and VanderWeele, 2014) . We could use (4) 7 Figure 3 . We have used (4) and (5) to plot the subset of (R 2 wx , R 2 wy , ρxŷ)-values that satisfy ρxŷ ∈ [α − , α + ] as in (4) and β x|w ∈ [.2, ∞] given ρ xy = 0.5 and σ y /σ x = 1. and (5) to determine the subset of (R 2 wx , R 2 wy , ρxŷ)-values that are realizable from an actual w and necessary for β x|w to be practically insignificant. This approach is illustrated in Figure 3 . If the resulting subset is unreasonably extreme (i.e. inconsistent with subject matter knowledge) then we may infer from the (x, y)-data and supporting analysis that β x|w is practically significant for all w. To avoid retrospective confirmation bias we recommend prospective definition of practical significance and reasonable (R 2 wx , R 2 wy , ρxŷ)-values.
Bayesian paradigm.
We have seen how ρxŷ is important during assessment of uncertainty from unmeasured confounding. Researchers may also bound ρx y = R wy ρxŷ or even ρ xŷ = R wx ρxŷ, and bounds on these quantities manifest as additional constraints on (R 2 wx , R 2 wy , ρxŷ). More generally, researchers may specify an arbitrary subset of possible (R 2 wx , R 2 wy , ρxŷ)-values. On the basis of previously published literature a prior distribution on (R 2 wx , R 2 wy , ρxŷ) may be specified and transformed through Proposition 1.1 to produce a distribution on β x|w . Our methodology can thus be used to support reuse of externally valid experiments to facilitate causal inference from observational studies. Supplementary to classic use of confidence intervals 8 in meta analyses, confounding intervals can be used to check for consistency between observational studies and controlled trials in a systematic review.
4.3. Causal inference. An admissible w is required for causal interpretation of a confounding interval, and toward this ideal analysts should consider all causes of variation in x for inclusion within w (VanderWeele and Shpitser, 2011). For instance, in the application study of Section 3, we could have included household use of electronics (Horton et al., 2013; Ramani et al., 2017) in addition to diet. Researchers can also adjust for covariates that cause y (VanderWeele and Shpitser, 2011), and if a covariate causes y but not x then it can be used to transform y (Knaeble, 2017) before applying our method. Some precaution is warranted when adjusting for confounders that are themselves not randomly assigned (Ding and Miratrix, 2015 , Section 2, Butterfly Bias). Fisher (1935, Chapter 2) has written of randomization as the "reasoned basis" for causal inference (Rosenbaum, 2010, p. 33) . When there has been random assignment to w we may then reason causally to bound ρxŷ.
Extensions and limitations.
We can repeatedly apply our methodology across the levels of a moderator variable to study effect modification or interaction effects (Corraini et al., 2017; VanderWeele, 2009 ). If subgroup sample sizes are small we may incorporate sampling distributions for ρ xy and σ y /σ x . We do not recommend use of our methodology to assess uncertainty from unmeasured confounding of already-adjusted slope-coefficients, unless coefficients of determination and correlations between residual vectors remain intuitive. Measurements on a subset s ⊂ w of an admissible set of covariates can be used to estimate lower bounds R 2 sx ≤ R 2 wx and R 2 sy ≤ R 2 wy . We describe a technique for estimating upper bounds in Section 4.8. We can not conduct thorough regression diagnostics when part of w is unmeasured. Also, we require a model that is linear in its parameters which precludes straightforward application during logistic regression (Rothman and Greenland, 1998, Chapter 20) . Some modification is required before application during interrupted time series analysis (Kontopantelis et al., 2015) . 4.5. Categorical predictors. We do not require linearity of observed (x, y) data. Our main assumption is a causal effect β x|w that for some w is linear, perhaps only locally, and perhaps only on some suitable subpopulation. We automatically have a linear β x|w when x is dichotomous categorical, e.g. when it is an indicator for a treatment or an exposure. Then we can bound the magnitude of (the linear quantity) R 2 wx using a (nonlinear) model of propensity (Rosenbaum and Rubin, 1983 ) and a generalized R 2 . This framework is flexible enough to provide some support during causal interpretation of a comparison between two means. For improved modeling we recommend use of indicator variables within w, c.f. Hastie et al. (2008, Section 5.1) . When w contains categorical variables they can be replaced with indicator variables in the standard way. 9 4.6. Categorical outcomes. When y is dichotomous-categorical and the categories can be determined from a continuous latent model (as possible with say a Probit model) then we can estimate the latent ρ xy and σ y /σ x values from the fitted parameters of the categorical model and proceed with the continuous analysis, or we can use least-squares estimates directly to estimate proportions. If y is rare and x acts on (and only on) a fixed proportion of individuals then conditional rate differences may be roughly constant across the levels of a categorical w and the adjusted (for w) rate difference can be approximated with β xy|w . If y is common then inequalities (Knaeble and Chan, 2018, Lemma 5.3) and approximations (VanderWeele, 2017) provide some support for using regression coefficients to analyze unmeasured confounding of a contingency table (Knaeble and Chan, 2018) .
4.7. Propensity scores. Rosenbaum and Rubin (1983, p. 43) write that the propensity score is the coarsest balancing score. Hypothetically or ideally under their assumptions fine covariate data is no longer needed; coarse propensity is sufficient. Here we go a step further, toward more coarseness, essentially collapsing rows (of individuals) in addition to columns (of attributes). Under our assumptions propensity is no longer needed; the three statistics R 2 wx , R 2 wy , and ρxŷ are sufficient, wherex estimates propensity for treatment. It is the correlation between propensity (x) and treatment (x) that matters most (see the role of R wx = ρx x in (2)). This correlation is related to the distribution of propensities. This correlation is close to zero when the propensities are nearly constant, and it is close to one when the propensities are near zero and one. This correlation is determined by the distribution of propensities, given a sufficiently large sample. 4.8. High-dimensional data. It can be difficult to interpret an observational study of high-dimensional data when there is model uncertainty (Chatfield, 1995) , and it may not be computationally feasible to fit every possible candidate model (Patel, Burford, and Ioannidis, 2015) . Once a parsimonious model (McNamee, 2005) has been selected confounding intervals can be used to quickly assess the sensitivity of interpretations to any model extension within some space of regular extensions. Since R 2 is monotonic in the number of predictors we can objectively set the constraints u x and u y by considering the largest set of predictors omitted from the parsimonious model and analyzing their coefficients of determination for x and y conditional on the set of covariates in the parsimonious model (Knaeble and Dutter, 2017) . 4.9. Natural experiments. We have an objective approach to assess uncertainty of residual confounding during causal analysis of high-dimensional observational data. We also have a way to assess potential for unmeasured confounding using the parameters R 2 wx , R 2 wy , and ρxŷ. The parameter R 2 wx gives the proportion of variation in x that is due to w, and here it can be understood as a measure of departure from a randomized experiment 10 (where R 2 wx = 0) to a study with fully deterministic treatment assignment (where R 2 wx = 1). Some studies are quasi-experiments, and when variation in x is mostly haphazard researchers may refer to the study as a natural experiment (Rosenbaum, 2010, p. 5 ). This language for classifying studies can be made more precise with specification of bounds for R 2 wx , R 2 wy , and ρxŷ. These bounds can then be transformed into confounding intervals for improved causal inference.
and
Using the above expressions, we compute nσ x σ y ρ xy = (I − E)x, (I − E)y = (I − E)P x, (I − E)P y + (I − P )x, (I − P )y = nσxσŷρxŷ + nσ x σ y 1 − R 2 wx 1 − R 2 wy ρ (x−x)(y−ŷ) . Dividing both sides by nσ x σ y , we obtain (8) ρ xy = R wx R wy ρxŷ + 1 − R 2 wx 1 − R 2 wy ρ (x−x)(y−ŷ) . Solving for ρ (x−x)(y−ŷ) , we obtain an expression for the partial correlation,
We now consider our model from (1) rewritten as
Note that Q is a projection matrix, and since range(W ) ⊂ range(X), we have that P Q = QP = P and (I − P )(I − Q) = (I − Q)(I − P ) = (I − Q). In this notation, the fitted values are given by
We now add and subtract terms as follows:
Q(y − P y + P y) = β x|w (x − P x + P x) + W β and rearrange to obtain:
We now apply I − P to both sides, take the inner product with x on both sides, use Qx = x, and rearrange to obtain
Combining (9) and (10), we obtain the desired result. on parameters {ρ xy , σ y /σ x ; l x , u x , l y , u y , lxŷ, uxŷ} as described in Section 2. 
wy . Finally, if that one constraint is (4), then
which is strictly monotonic in both R 2 wx and R 2 wy on both surfaces
We have thus far shown that two or more constraints must be active in order for a point to be optimal. Suppose exactly two constraints are active. If those two constraints are (3a) and (3b) We now consider exactly two active constraints and require one of them to be (4). If those two constraints are (3a) and (4) then as in (12) we have β x|w strictly monotonic in R 2 wy . If those two constraints are (3b) and (4) then as in (12) we have β x|w strictly monotonic in R 2 wx . If those two constraints are (3c) and (4) (14) g(R wx , R wy ) := bxŷR wx R wy ± 1 − R 2 wx 1 − R 2 wy = ρ xy . 16 Along a curve g(R wx , R wy ) = ρ xy , via (12), h(R wx , R wy ) := β x|w = ± σ y σ x 1 − R 2 wy / 1 − R 2 wx .
At an optimal point, for some real λ, we must have ∇h = λ∇g (Nocedal and Wright, 2006, p. 31) , implying equality between ∂g ∂R wx / ∂g ∂R wy = bxŷR wy ± 2R wx (1 + R 2 wy ) 1/2 (1 − R 2 wx ) −1/2 bxŷR wx ± 2R wy (1 + R 2 wx ) 1/2 (1 − R 2 wy ) −1/2 and ∂h ∂R wx / ∂h ∂R wy = R wx (1 − R 2 wy ) 1/2 (1 − R 2 wx ) −3/2 −R wy (1 − R 2 wx ) −1/2 (1 − R wy ) −1/2 = R wx (1 − R 2 wy ) −R wy (1 − R 2 wx )
, which in turn implies R wx = R wy . Solving for R 2 = R 2 wx = R 2 wy within (14) produces R 2 = 
