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11. Introduction
The concept of cointegration was introduced by Granger (1981) and elaborated further
by Engle and Granger (1987), Engle (1987), Engle and Yoo (1987), Stock and Watson
(1988), Phillips and Ouliaris (1990), Park (1990), Phillips (1991), Boswijk (1993,1994),
Perron and Campbell (1993), Johansen (1988, 1991, 1994), and Harris (1995), among others.
The basic idea behind cointegration is that if all the components of a vector time series
process zt have a unit root there may exist linear combinations x
Tzt without a unit root. These
linear combinations may then be interpreted as long term relations between the components of
zt.
In a recent series of influential papers, Johansen (1988, 1991, 1994) and Johansen and
Juselius (1990) propose an ingenious and practical full maximum likelihood estimation and
testing approach, based on a Gaussian Error Correction Model (ECM). This ECM is based on
the Engle-Granger (1987) error correction representation theorem for cointegrated systems,
and the asymptotic inference involved is related to the work of Sims, Stock and Watson
(1990). By stepwise concentrating all the parameter matrices in the likelihood function out,
except the matrix of cointegrating vectors, Johansen shows that the ML estimators of the
cointegrating vectors can be derived from the eigenvectors of a generalized eigenvalue
problem, and LR tests of the number of cointegrating vectors from the eigenvalues. This
approach has become the standard tool in macroeconometrics for analyzing long term
economic relations.
All cointegration approaches in the literature require consistent estimation of nuisance
and/or structural parameters. In this paper we propose consistent cointegration tests that do
not need specification of the data-generating process, apart from some mild regularity
conditions, or estimation of (nuisance) parameters. Thus these tests are completely
nonparametric. Our tests are conducted analogously to Johansen’s tests, inclusive the test for
parametric restrictions on the cointegrating vectors, namely on the basis of the ordered
solutions of a generalized eigenvalue problem. Moreover, similarly to Johansen’s approach we
can consistently estimate a basis of the space of cointegrating vectors, using the eigenvectors
of the generalized eigenvalue problem involved. However, in our case the two matrices
involved are constructed independently of the data-generating process, and we can use the
2same set of tables of critical values for all the cointegration cases considered in Stock and
Watson (1988) and Johansen (1988, 1991, 1994).
The plan of the paper is as follows: First, in section 2, we formulate our maintained
hypotheses. In section 3 we propose a class of pairs of random matrices for which the
generalized eigenvalues have similar properties as in the Johansen approach, based on
weighted means of the level variables zt and the first differences Dzt. On the basis of these
eigenvalues, we propose in section 4 similar tests for the number of cointegrating vectors as
Johansen’s (1988, 1991) lambda-max test. In section 5 we discuss the choice of the weight
functions. In section 6 we propose tests for linear restrictions on cointegrating vectors, and a
procedure for consistently estimating a basis of the space of cointegrating vectors. Up to this
point we have maintained the assumption that the data-generating process is an integrated
vector time series process with drift, where the vector of drift parameters is orthogonal to the
cointegrating vectors. In section 7 we show how to make our approach invariant to
unconstrained drift, including seasonal drift. Finally, in section 8 we compare our approach
with Johansen’s ML approach, empirically using the logs of wages and GNP from the
extended Nelson-Plosser (1982) data set, as well as by a limited Monte Carlo simulation.
Proofs of all the lemmas are given in a separate appendix to this paper. Also,
additional Monte Carlo results regarding the limiting null distributions of the tests, unit root
test results for the extended Nelson-Plosser data, and further details of the cointegration test
results for ln(wages) and ln(GNP), can be found in this separate appendix, which is available
from the author on request. The empirical applications have been conducted using a computer
program package developed by the author.
2
2 This package, called SIMPLREG, conducts our nonparametric cointegration analysis
together with Johansen’s tests, various unit root tests, VAR innovation response analysis, OLS,
IV, Probit and Logit, and much more. It runs "stand-alone" under DOS. This package is available
from the author on request, as long as it is not (yet) commercially available. Please include a
formatted 3.5" (1.44 MB) diskette with your request.
32. The data-generating process
Consider the q-variate unit root process with drift zt =µ+z t −1 + ut, where ut is a zero
mean stationary process, and µ is a vector of drift parameters. We assume that zt is
observable for t = 0,1,2,..,n. Due to the Wold decomposition theorem, we can write (under





where vt is a q-variate stationary white noise process, and C(L)i saq×q matrix of lag
polynomials in the lag operator L. For convenience we assume that C(L) is a rational lag
polynomial, and that the vt ’s are Gaussian white noise, so that ut is a Gaussian VARMA
process:
Assumption 1. The process ut can be written as (1), with vt i.i.d. Nq(0,Iq) and C(L) =
C1(L)
−1C2(L), where C1(L) and C2(L) are finite-order lag polynomials, with all the roots of
det(C1(L)) lying outside the complex unit circle.
This assumption is more restrictive than necessary, but it will keep the argument below
transparent, and focussed on the main issues. See Phillips and Solo (1992) for weaker
conditions in the case of linear processes. Also, we could assume instead of Assumption 1
that ut is stationary and ergodic, so that we can write ut = t + wt − wt−1, where t is a
martingale difference process with variance matrix comparable with C(1)C(1)
T. Cf. Hall and
Heyde (1980, p.136), and equation (2) below. Note that we do not restrict the lag polynomial
C2(L), except for the implicit restrictions imposed by Assumption 2 below.
Since by construction the lag polynomial C(L)−C (1) is zero at L = 1, we can write
(2)
ut C(L)vt C(1)vt (C(L) C(1))vt C(1)vt (1 L)D(L)vt
C(1)vt wt wt 1,








The process zt is cointegrated with r linear independent cointegrating vectors xj,j= 1,..,r,
say, if rank(C(1)) = q − r < q. Then xj
TC( 1 )=0
Tfor j = 1,..,r, hence it follows from (3) that
xj
Tzt is trend stationary, with trend function xj
T(z0 − w0)+x j
T µ t .
Note that Assumption 1 guarantees that C(L)vt and D(L)vt are well-defined stationary
processes and that åCk, åCkCk
T, åDk and åDkDk
T converge. Cf. Engle (1987). For later








Assumption 1 will be our maintained hypothesis, together with the following
assumption:
Assumption 2. Let Rr be the matrix of the eigenvectors of C(1)C(1)
T corresponding to the r
zero eigenvalues. Then the matrix Rr
TD(1)D(1)
TRr is nonsingular.
Moreover, for the time being we shall assume that the cointegration relations Rr
Tzt are
stationary about a possible intercept but not about a trend. Thus:
Assumption 3. Rr
Tµ=0 .
This assumption will be dropped in due course, but is maintained temporary in order to stay
focused on the main issues.
53. Convergence in distribution of a class of random matrices and their
generalized eigenvalues













































where {Fk} is a class of differentiable real functions on the unit interval [0,1]. As will be








































where the Xk ’s and Yk’s are independent q-variate standard normal random vectors, and ®
D
indicates convergence in distribution. In order to apply the result of Andersen, Brons and
Jensen (1983), saying:
if for a pair of square random matrices Pn , Qn ,( P n,Qn ) converges in distribution to
(P,Q), where Q is a.s. nonsingular, then the ordered solutions of the generalized
eigenvalue problem det(Pn −lQn )=0converge in distribution to the ordered solutions of
6the generalized eigenvalue problem det(P−lQ)=0 ,
we need to transform one of our matrices such that its limiting matrix becomes a.s.
nonsingular. As will be shown below, choosing Pn = A ˆ





suitable pair (Pn , Qn ), such that if rank(C(1)C(1)
T)=q−r then the q−r largest solutions of
det(P−lQ) = 0 are a.s. positive and free of nuisance parameters, whereas the r smallest
solutions are zero.



























Note that the integrals involved are taken over the unit interval [0,1] if not otherwise
indicated, as will be in the sequel. It is a standard exercise in Wiener measure calculus to


























































7The absence of the drift parameter vector µ in the right-hand side of (11) is due to conditions
(6) and (7). Since the matrix Sk in (12) is diagonal, due to condition (6), and the two
components on the right-hand side of (11) are linear functionals of a Wiener process and thus
normally distributed, they are independent. They are also independent over k, due to the
conditions (8), (9) and (10). Thus we have:









































jointly for k = 1,...,m, with m a fixed natural number, where the Xk’s and Yk’s are
















This result holds regardless the possible existence of cointegration. Thus Lemma 1 proves (5),
with C(1)Xk replaced by [C(1)C(1)
T]
1/2Xk, and similarly for Yk.
Next, assume that there are r linear independent cointegrating vectors. As is well-
known, we can write
C(1)C(1)
T RLR




























where Lq−r is the diagonal matrix of the q−r positive eigenvalues, Rq−r is the corresponding
matrix of orthonormal eigenvectors, and Rr is the matrix of orthonormal eigenvectors
8corresponding to the r zero eigenvalues. Then:












































jointly in k = 1,...,m, where the Yk ’s and Z are independent q-variate standard normally
distributed, with Yk defined by (13). Moreover, Z does not depend on Fk .
Such weight functions Fk do exist. In particular,
Lemma 3. If Fk(x) = cos(2kpx), then the conditions (6) through (10) hold. Moreover, we then











There are many ways to choose these functions Fk, but as will be shown in section 5, the
















it follows now easily from Lemmas 1-2:




































q r ˆ A m R q r nR
T
q r ˆ AmRr
nR
T


































































































q rˆ B mR q r nR
T
q rˆ B mR r
nR
T





























































































































































and using the result of Andersen, Brons and Jensen (1983), it follows straightforwardly from
Lemma 4:
Theorem 1. Let l ˆ
1,m ³ .. ³l ˆ
q , mbe the ordered solutions of the generalized eigenvalue problem


























*’s are i.i.d. Nq−r(0,Iq−r). If zt is cointegrated with r linear independent
cointegrating vectors then under Assumptions 1-3, (l ˆ
1,m,..,l ˆ
q,m ) converges in distribution to
(l1,m,...,lq−r,m,0,..,0).
In order to show how fast (l ˆ
q−r+1,m ,..,l ˆ































































2 µ Iq 0
11are just the reciprocals of n
2l ˆ
j,m. Thus again referring to Andersen, Brons and Jensen (1983) it
follows that n
2(l ˆ
q−r+1,m ,. .,l ˆ
q , m) converges in distribution to the ordered eigenvalues of the
matrix Vr,m
2. Finally, observe that, with Xk








r D(1)Yk (~ Nr[0,Ir]),






































































Theorem 2. Under the conditions of Theorem 1, n
2(l ˆ
q−r+1,m,. .,l ˆ









,m ³ ... ³l r
*
, mare the ordered solutions of the generalized eigenvalue
problem






where the matrix Vr,
*
m is defined in (23) with the Xi
*’s and Yj
**’s independent q−r-variate and
r-variate, respectively, standard normally distributed random vectors.
4. Testing the number of cointegrating vectors
124.1. The lambda-min test, and a comparison with Johansen’s tests
The results in Theorems 1-2 suggest to use the test statistic l ˆ
q−r,m for testing the null
hypothesis Hr that there are r cointegrating vectors against the alternative Hr+1. We shall call
this test the lambda-min test, which (as will be shown below) is in the same spirit as
Johansen’s lambda-max test.
Johansen’s (1988) original approach is based on the following ECM of the q-variate





Tz t p e t,
where the Pj, j >0 ,a r eq×q and b and g are q×r parameter matrices with r the number of
cointegrating vectors (the columns of b), and the et’s are i.i.d. Nq(0,S) errors. By stepwise
concentrating all the parameter matrices in the likelihood function out, except the matrix b,
Johansen shows that the ML estimator of b can be derived from the eigenvectors of the
generalized eigenvalue problem det(SpoSo
−
o
1Sop−lSpp) = 0 = 0, where Sij = (1/n)St
n
=1Ri,tRj,t
T , i,j =
o,p, with Ro,t the residual vector of the regression of Dzt on Dzt−1,...,Dzt−p+1, and Rp,t the
residual vector of the regression of zt−p on Dzt−1,...,Dzt−p+1. Moreover, the ordered eigenvalues
l ˆ
1 ³ .... ³l ˆ
qinvolved can be used for testing hypotheses about the number of cointegrating
vectors. In particular, Johansen proposes two LR tests for the number of cointegrating vectors,
the trace test and the lambda-max test. The test statistic of the latter test, for testing Hr
against Hr+1,i sn l ˆ
r +1. The trace test tests Hr against Hq , which is equivalent to the alternative
that zt is stationary. Johansen proves that (l ˆ
1,...,l ˆ
q ) converges in distribution to (c1,...,cr
,0,...,0), where the cj’s are positive constants, and n(l ˆ
r+1 ,....,l ˆ
q) converges in distribution to ( 1
,..., q−r ), where the j’s are positive random variables. Comparing Johansen’s generalized
eigenvalue results with Theorems 1-2 we see that we can mimic Johansen’s tests by
transforming our generalized eigenvalues l ˆ
j,m by µ ˆj,m = 1/(nÖl ˆ
q+1−j,m) and replacing Johansen’s
eigenvalues in his lambda-max and trace tests by these µ ˆj,m ’s. Then Johansen’s lambda(mu)-
max test becomes our lambda-min test. In this paper we shall focus on the lambda-min test
only, because for this test it is possible to optimize the power of the test to m, and the order
13in which it is applied is more natural than for a trace test.
4.2. The choice of "m"
The limiting distribution of the lambda-min test under the null as well as under the
alternative depends on the test parameter m, and so does the a×100% critical values Ka,q−r,m,
say, as well as the power function. These critical values, which are presented in the separate
appendix to this paper for q−r = 1,..,5 and m = q−r,...,20, with the weight functions Fk
chosen as in Lemma 3, are calculated on the basis of 10,000 replications of the generalized
eigenvalue problem (20). These critical values increase with m. Now the power of the test
against the alternative Hr+1 is
P(ˆ lq r,m £ Ka,q r,m) » P l1,m £ n Ka,q r,m ,
where, by Chebishev’s inequality, the latter probability is bounded from below as follows:
Lemma 5.
(25)






















This result suggests to choose m such that the right hand side of (25) is maximal, subject to
the condition m ³ q. The values of m involved are presented in Table 1, for the case where
the weight function Fk are chosen as in Lemma 3 (for which gk =2 p k), and the
corresponding critical values are presented in Table 2.
<Insert Tables 1-2 about here>
144.4. Estimating the number of cointegrating vectors
Rather than testing for the number of cointegrating vectors, we can also estimate it






































k q r 1





ˆ lk,m if r q.
where m is chosen from Table 1 for one of the three significance levels and the test result for
r, provided r < q, and m = q, say, if the test result is r = q . Then g ˆm(r) converges in
probability to infinity if the true number of cointegrating vectors is unequal to r, and g ˆm(r)=
O p (1) if the true number of cointegrating vectors is indeed r. Thus, taking r ˆm =
argmin0£r£1{g ˆm(r)} we have limn®¥P(r ˆm = r) = 1. This approach may be useful as a double-
check on the test results for r.
5. The choice of the weight functions Fk
The best choice of the weight functions Fk is such that the power of the lambda-min
test is maximal, but again this is not feasible because the power depends on nuisance
parameters. However, Lemma 5 suggests that the second best choice is to choose the Fk’s as
to minimize the squared gk’s, subject to the conditions (6) through (10). In doing so, it will








respectively, and to verify afterwards that the optimal weight functions Fk satisfy the stronger
conditions (6) and (7).









Then by some tedious but straightforward calculations it can be shown that:












































































bj,kbm,k 0 if k ¹ m.






























which we are going to minimize subject to the conditions in Lemma 6, as follows: First,
choose for some large natural number N and all j,k > N, aj,k = bj,k = 0. Denote qk =
(a1,k,b1,k,a2,k,b2,k,...,aN,k,bN,k)










hence the unconstrained minimum of gk
2 corresponds to the minimum solution of the
generalized eigenvalue problem det(I − lJ
−2) = 0. Taking k = 1, this minimum eigenvalue is 1
(twice), with corresponding normalized eigenvectors (1,0,0,...,0)
T and (0,1,0,...,0)
T. Thus, the
unconstrained optimal solution satisfies aj,1 = bj,1 = 0 for j > 1, and then the conditions in
Lemma 6 imply that also b1,1 = 0, whereas without loss of generality we may take a1,1 =1 .
Next, for k = 2 the conditions in Lemma 6, except condition (31), imply that the optimal
solution corresponds to the minimum eigenvalue for which the corresponding eigenvector is
orthogonal to (1,0,0,...,)
T and (0,1,0,...,0)
T. Clearly, this minimum eigenvalue is k
2 = 4, and the
corresponding normalized eigenvectors are (0,0,1,0,...,0)
T and (0,0,0,1,...,0)
T. Thus, aj,2 = bj,2 =
0 for j ¹ 2, and condition (31) implies that also b2,2 = 0, whereas again we may choose a2,2 =
1. Continuing this argument shows that the optimal solution for Fk is the one in Lemma 3,
provided that the stronger conditions (6) and (7) also hold. The latter has already been
established in Lemma 3. Since N was chosen arbitrary, it follows by induction that:
Theorem 3. The choice Fk(x) = cos(2kpx) for the weight functions is optimal in the sense that
then for any fixed positive integer m the lower bound (25) of the power of the lambda-min
test is maximal.
176. Testing linear restrictions
6.1. Design of the generalized eigenvalue problem, and asymptotic distribution theory
Following Johansen (1988,1991), we now focus on the problem of how to test whether
a cointegrating vector x satisfies a linear relation of the form
(29) H0: x Hf , where rank(H) s £ r, fÎ
s .
Thus, the matrix H is of full column rank s. At first sight we may think of mimicking
Johansen’s test for these linear restrictions, on the basis of the matrices A ˆ





However, that leads to a case-dependent asymptotic null distribution. Therefore we propose
the following alternative approach, on the basis of the matrix A ˆ
m only.
First, note that the null hypothesis (29) implies
(30) H RrG,










































T V r , m G .










r D(1)Yk (~ Ns[0,Is]),
we have that
Theorem 4. If there are r cointegrating vectors then under the null hypothesis (29) the
ordered solutions of the eigenvalues problem
18(31) det H
T ˆ AmH lH







2, converge jointly in distribution to the ordered solutions of the generalized































































[cf. (23)], and the Yk
** and Xk
* involved are independent s-variate and q−r-variate, respectively,
standard normal random vectors.
Note that the matrix Vs,
*
q−r,m in (32) differs from the matrix Vs,
*
m defined by (23) with r
replaced by s in that in the latter case the vectors Xk
* are (q−s) × 1 rather than (q−r)×1 .
If the null hypothesis (29) is false, then the matrix H can be written as












Then again it follows straightforwardly from (15), (17) and (30) that
H










































































where the latter limit matrix is of full rank s. Therefore,
Theorem 5. If the null hypothesis (29) is false, then the s1 ordered largest solutions of the



























































whereas the remainings−s 1solutions of (31) converge in probability to zero, where G1, G2
and s1 are defined in (33).
6.2. The lambda-max and trace tests for linear restrictions
Theorems 4 and 5 suggest to use the maximum solution, or the sum T ˆ
m(H), say, of all
solutions, of eigenvalue problem (31) as a basis for a test of the null hypothesis (29). We
only discuss the trace test in detail, as the asymptotic properties of the lambda-max tests can
be derived along similar lines as for the trace test.








whereas if this null hypothesis is false, T ˆ
m(H) converges in distribution to the sum, T1,m(H),
say, of the s1 solutions of (34), hence plimn®¥n
2T ˆ
m(H)=¥ . Thus, denoting the critical value




6.3. The choice of "m"
A Monte Carlo simulation of the limiting distribution (35), based on 10,000
replications of the random vectors Yk
** and Xk
* for k = 1,...,m, with m = max(s,q−r),...,20,
reveals that Ma,s,q−r,m is decreasing in m for m ³ q−r+s, and infinite for m < q−r+s, due to
(near−) singularity of the matrix (32). See the separate appendix to this paper. Using the
approximation
P(n




P T1,m(H) ³ n
































where the right-hand side probability is an increasing function of m, and lmin(.) stands for the
minimum eigenvalue of the matrix involved,
it follows that in order to boost the power of the test we should choose m "large". On the
other hand, m should not be too large, as otherwise m acts as being dependent on the sample
size n, which may distort the size of the test. Since the critical values Ma,s,q−r,m hardly change
anymore for m >2 ( q−r+s), and since we have to choose m ³ q as otherwise the matrix A ˆ
m
21becomes singular, we recommend the rule-of-thumb m =2 q . The corresponding critical values
are presented in Table 3. As is easy to see, the same rule-of-thumb applies to the lambda-max
test. The critical values of the lambda-max test, for m =2 q , and the weight functions Fk
chosen as in Lemma 3, are given in Table 4.
<Insert Tables 3-4 about here>
6.4. Estimation of the cointegrating vectors
The results in section 6.1 can also be used to derive consistent estimators of the
cointegrating vectors, as follows. Choose again m =2 q , and let H ˆ be the matrix of the r
eigenvectors corresponding to the r smallest eigenvalues of the generalized eigenvalue
problem






where H ˆ is standardized such that Then similarly to (33) we can ˆ H






















1 and G ˆ
2 stochastically bounded matrices. It follows now similarly to Theorem 3 that
n
2H ˆ TA ˆ
mH ˆ = Op(1). Moreover, using (37) we can write
ˆ H




q r ˆ AmRq rˆ G1 ˆ G
T




r ˆ AmRrˆ G2 ˆ G
T
2Rr ˆ AmRq rˆ G1.
Therefore, it follows easily from part (15) of Lemma 4 that G ˆ
1 = Op(1/n). Since by (37), G ˆ
1 =
Rq−r
TH ˆ, we now have Rq−r
TH ˆ =O p (1/n). Thus:
Theorem 6. If there are r linear independent cointegrating vectors then the matrix H ˆ of
standardized eigenvectors corresponding to the r smallest eigenvalues of the generalized
eigenvalue problem (36) (with m chosen from Table 1) satisfies Rq−r
TH ˆ =O p (1/n), where Rq−r
is the matrix of eigenvectors of C(1)C(1)
T corresponding to the positive eigenvalues.
227. Cointegrating systems with unconstrained drift
7.1. Non-seasonal drift
Until so far all our derivations were based on the assumption that the drift parameter
vector µ is orthogonal to the cointegrating vectors. Cf. Assumption 3. The problem is that
without Assumption 3 the result of Lemma 2 no longer holds, due to the fact that
St
n
=1tcos(2kpt/n)=n /2, although St
n
=1cos(2kpt/n) = 0, so that, with Fk(x) = cos(2kpx), the result
















































and consequently, part (15) of Lemma 4 becomes:
R













































Clearly, this will render all our test results invalid. However, a minor change of the functions
Fk will cure the problem:













Fn,k(x) Fk(x) kp .
23The proof of this lemma is straightforward. Note that the functions cos(2kp(t−.5)/n) are
known as Chebishev time polynomials, of even order. See, e.g., Hamming(1973).
It follows now easily from Lemma 8 that:
Theorem 7. With the weight functions Fk replaced by Fn,k , the results of Theorems 1 through
6 carry over to cointegrated systems with drift, without the need for Assumption 3.
Note that, due to (39), the optimality of the modified weight functions Fn,k is preserved.
Moreover, note that without Assumption 3 we allow the cointegration relations to be trend
stationary. This case is considered only very recently by Johansen (1994) and, in a slightly
different way, by Perron and Campbell (1993). Toda (1994) compares the two approaches
involved by Monte Carlo simulation.
7.2. Seasonal drift
Next, consider the case where zt is a seasonal vector time series process with s





where the dt,t’s are seasonal dummy variables, i.e., dt,t =1i ft=js + t for some integer j
and dt,t = 0 if not, and the ct’s are q-vectors of coefficients. However, the modified weight
function Fn,k do not sufficiently filter out the seasonal drift:




















dt,j cos[2kp (t 0.5)/n] 4t s 1
s
2 .
Thus, the problem is now similar to the previous problem of unconstrained drift, but
the cure is much simpler:
Theorem 8. If we conduct our tests on the basis of moving averages of s adjacent zt’s, where
s is the number of seasons, using the weight functions Fn,k , then the results of Theorems 1
through 7 carry over to cointegrated systems with seasonal drift.







Since Cs(1) = C(1), all our results go through.
8. Empirical and Monte Carlo comparison with Johansen’s approach
8.1. The data
In this section we compare our nonparametric approach with Johansen’s tests, using
the Nelson-Plosser (1982) data, extended by Schotman and Van Dijk (1991) to 1988. This
data set consists of fourteen annual macroeconomic U.S. time series, where the longest series
starts at the year 1860. The series involved are: CPI, GNP deflator, employment,
unemployment, GNP, real GNP, GNP per capita, wage, real wage, index of industrial
production, money, stockprices, velocity of money, and the interest rate. All variables are in
logs, except the interest rate. In order to select candidates among these series for our
cointegration analysis, we have first applied the Phillips-Perron (1988), Bierens-Guo (1993)
and Bierens (1993) unit root and trend stationarity tests to these fourteen series, augmented
25with (the log of) real money, the real interest rate and the inflation rate. It seems that only
three out of seventeen tested series are likely (close to) genuine unit root processes, namely
the logs of GNP, wages and velocity of money. For the other series the test results were
either in favor of the trend stationarity hypothesis or inconclusive, in the sense that not all the
tests favored the same hypotheses. The latter results may be due to the presence of trend
breaks, but we did not test for that. Next, inspection of the plots of the remaining three series
(see Schotman and Van Dijk, 1991) revealed possible cointegration of the logs of GNP and
wages. Therefore, we selected these two series for our cointegration analysis. The two-
dimensional vector time series involved has length n = 80 (from 1909 to 1988). Finally, as a
double check we applied our nonparametric cointegration test to each of the two series: the
unit root hypothesis could not be rejected at the 10% significance level.
8.2. Nonparametric cointegration analysis
The result of our nonparametric cointegration analysis is that the null hypothesis of no
cointegration (r = 0) is rejected at the 5% significance level, whereas the null hypothesis r =
1 is accepted at the 10% significance level. Thus we conclude that ln(wages) and ln(GNP) are
cointegrated: r = 1. This result is confirmed by the estimation approach in section 4.4: the
function g ˆm(r) defined by (26), with m = 2, takes the values g ˆm(0) = 1382.966, g ˆm(1) = 3.087,
g ˆm(2) = 28164.158, hence the estimated number of cointegrated vectors is 1. The estimate of
the standardized cointegrating vector is (1, −.70)
T, i.e., ln(wages) − .7ln(GNP) is (trend)
stationary.
In order to see how "significant" the estimated cointegrating vector is, we have
conducted a series of trace tests (which in this case coincide with the lambda-max tests), for 2
× 1 matrices H = (1,a)
T with
a Î {−.4,−.5,−.6.−.65,−.7,−.75,−.8,−.9,−1}.
The null hypothesis is accepted at the 10% significance level for a ranging from −.6 to −.8,
and at the 5% level for a ranging from −.5 to −.9.
8.3. Johansen’s approach
26Next, we have applied Johansen’s ML approach. The reason for taking this approach
as the benchmark for the comparison with our nonparametric cointegration analysis is
threefold. First, the hypotheses to be tested are about the same. Second, Johansen’s method
seems to be the most popular one in applied macroeconomic cointegration research, due to its
own merits as well as the fact that Johansen has made his approach available in the form of a
RATS program. Third, to the best of our knowledge the only other methods available in the
(published) literature that can test for the number of cointegrating vectors are the Stock-
Watson (1988) and Phillips (1991) methods. The Stock-Watson method, however is closely
related to the Johansen method [see Johansen (1991, p.1566)], and Phillips’ efficient ECM
method has a case-dependent null distribution.
In first instance we have specified the ECM (24) with an intercept, and we have
conducted Johansen’s lambda-max and trace tests for the number of cointegrating vectors, r,
for the cases where: (i) the intercept vector p0, say, is not proportional to g, (ii) p0 is
proportional to g, but this restriction is not imposed, and (iii) the restriction that p0 is
proportional to g is imposed. This restriction implies that the cointegration relation has an
intercept rather than the ECM itself. These three cases lead to different null distributions of
the trace and lambda-max tests. We conducted Johansen’s tests for p = 2, 4, 6. The results (at
the 5% and 10% significance level) indicate that there is one cointegrating vector (r = 1),
provided the order p of the VAR model is chosen equal to 6. For the lower values of p the
test results were inconclusive, in the sense that the results of the tests were either
contradictory or different for the 5% and 10% significance levels. Moreover, the restriction
that p0 is proportional to g is then rejected at the 5% significance level.
The corresponding estimated standardized cointegrating vector is now (1,−0.75)
T.
Again we have conducted a series of LR tests of the null hypothesis that the space of
cointegrating vectors is spanned by the column ofa2×1matrix H = (1,a)
T, with the same
range of a as before. The result is that all values of a except the value −.75 are rejected at the
5% significance level. Thus even the nonparametric estimate of a, −.7, is rejected!
In order to analyze the difference between the nonparametric and the parametric
estimates of the cointegrating vector, we have run three cointegration regressions, without and
27with intercept, and with intercept and time trend. The nonparametric estimate of a
corresponds to the OLS coefficient of ln[GNP] in the regression with intercept and time trend,
whereas Johansen’s estimate of a corresponds to the regression with intercept only. Therefore
we now include an intercept plus linear time trend in the ECM (24), say p00 + p01t. However,
it seems reasonable to impose cointegration restrictions on p01, i.e., we assume that p01 is
proportional to g, as otherwise there would be a quadratic trend in zt, which seems unlikely.
In view of the previous result we first specified p = 6, but for that case the test results for r
were inconclusive. Therefore we next specified p = 8, which yields conclusive test results: r =
1. In both cases the LR test of the restriction that p01 is proportional to g, given r =1 ,i s
accepted.
The estimation of the cointegrating vector, and the tests of linear restrictions on the
cointegrating vector has been based on the ECM with p = 8 without imposing the restriction
that p01 is proportional to g, because otherwise we have to test these linear restrictions jointly
with linear restriction on p01. Cf. Johansen (1994). The estimate involved of the standardized
cointegrating vector is now (1,−.7)
T, which is in tune with our nonparametric estimate (the
difference is only from the third decimal digit onwards). Again we have conducted the same
series of LR tests as before. Now only the value a = −.7 is accepted at the 10% significance
level and the values −.7 and −.75 are accepted at the 5% level. Thus the previous estimate of
a, −.75, is now rejected at the 10% significance level! This demonstrates the sensitivity of
this LR test w.r.t. to the specification of the ECM. However, once the correct specification of
the ECM has been found Johansen’s test of linear restriction on the cointegrating vector
seems more powerful than the corresponding nonparametric test.
The above empirical comparison of our nonparametric cointegration analysis with
Johansen’s approach demonstrates that our approach is capable of giving the same answers
regarding the number of cointegrating vectors and the cointegrating vectors themselves as
Johansen’s ML method, but with much less effort. Our approach gives clear answers, using
only one set of tables, regardless whether or not the cointegrated system has drift and/or the
cointegration relations contain a linear trend, and there is no ambiguity in interpreting the test
results.
28The details of the test results involved are presented in the separate appendix to this
paper.
8.4. Monte Carlo comparison
In order to check whether the above results are typical for this data set or not, and
which test performs better, we have conducted our nonparametric tests and Johansen’s tests
on 500 replications of ln(wages) and ln(GNP) with sample size n = 80, on the basis of the
estimated ECM (24) with p = 8, and an intercept plus linear trend p00 + p01t, where p01 is
proportional to g. The first eight observations were taken from the actual data set, and the
errors et were drawn independently from the bi-variate normal distribution with zero mean
vector and variance matrix equal to the estimated variance matrix. All tests are conducted at
the 10% significance level. Johansen’s tests are conducted for p = 6, 8 and 10, in order to
check the sensitivity of these tests for the VAR order p, with an intercept and a linear trend
included in the ECM, and cointegration restrictions on the trend parameters imposed.
The Monte Carlo results, presented in Table 5, indicate that for this data-generating
process our nonparametric test for testing the number of cointegrating vectors performs better
than Johansen’s lambda-max test, even for the correct VAR order p = 8. The nonparametric
test gives in about 79% of all cases the correct answer r = 1, whereas the corresponding
percentages for Johansen’s lambda-max test are only 58% if p = 6, 70% if p = 8 and 56% if
p = 10. This illustrates once more the importance of finding the correct order p of the ECM:
under as well as over-specification of p seem to have quite a damaging effect on the test
results for r. Moreover, Johansen’s test of linear restrictions on the cointegrating vectors
suffers more from size distortions than the nonparametric test, although if we would correct
for size Johansen’s test seems more powerful. At first sight these results seem odd, because
Johansen’s approach is a full ML approach. However, as admitted by Johansen, the optimality
properties of ML may not apply to the nonstandard case involved. The results in Table 5
confirm this conjecture.
<Insert Table 5 about here>
The above Monte Carlo analysis, of course, does not provide sufficient evidence that
29the nonparametric approach always works better than Johansen’s approach. Some preliminary
Monte Carlo simulations by Van Giersbergen (1994) and the author for a class of bivariate
cointegrated systems indicate that the small sample power of the nonparametric lambda-min
test may be quite poor compared with Johansen’s lambda-max test if the fit of the
cointegrating regression is low. In that case a full parametric approach may do a better job
than the nonparametric approach.
8.5. Concluding remarks
The above comparison of our nonparametric cointegration analysis with Johansen’s
approach shows that our nonparametric approach may be a useful addition to the menu of
cointegration tests. However, it should be stressed that our approach cannot completely
replace Johansen’s approach, because the latter provides additional information, in particular
regarding possible cointegration restrictions on the drift parameters, and the presence of linear
trends in the cointegration relations. Moreover, if one wishes to forecast a cointegrated
process or wants to do policy analysis (cf. Lutkepohl and Saikkonen, 1995), then Johansen’s
approach seems the only way to go. Thus, rather than being substitutes, the two approaches
are complements.
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32Table 1: Optimal values of m if Fk(x) cos(2kpx)



















33Table 2: Critical values of the lambda min test for
Fk(x) cos(2kpx) and m as in Table 1
20% significance level
r:\q: 12345
0 0.10927 0.01680 0.00647 0.00318 0.00202
1 0.24145 0.07695 0.03702 0.02337





0 0.02490 0.00451 0.01696 0.01107 0.00722
1 0.11106 0.03429 0.01696 0.01107





0 0.00598 0.01691 0.00842 0.00543 0.00357
1 0.05416 0.01691 0.00842 0.00543
2 0.11052 0.04622 0.02562
3 0.15818 0.07456
4 0.19710
34Table 3: Critical values of the trace test m 2q, Fk(x) cos(2kpx):
s 1 s 2 s 3 s 4
qr20% 10% 5% 20% 10% 5% 20% 10% 5% 20% 10% 5%
2 1 1.91 2.89 4.70
3 1 2.24 3.14 4.44
2 1.45 1.82 2.35 3.23 4.11 5.36
4 1 2.32 3.14 4.14
2 1.71 2.17 2.76 3.77 4.77 5.96
3 1.29 1.53 1.83 2.71 3.16 3.70 4.37 5.20 6.26
5 1 2.37 3.12 4.03
2 1.87 2.32 2.86 4.12 5.06 6.16
3 1.51 1.80 2.14 3.14 3.68 4.32 5.05 5.97 6.96
4 1.22 1.39 1.58 2.50 2.79 3.16 3.87 4.32 4.89 5.38 6.08 6.96
Table 4: Critical values of the lambda max test m 2q, Fk(x) cos(2kpx):
s 1 s 2 s 3 s 4
qr20% 10% 5% 20% 10% 5% 20% 10% 5% 20% 10% 5%
2 1 1.91 2.89 4.70
3 1 2.24 3.14 4.44
2 1.45 1.82 2.35 2.23 3.11 4.36
4 1 2.31 3.11 4.16
2 1.71 2.15 2.72 2.68 3.58 4.87
3 1.29 1.52 1.79 1.74 2.18 2.78 2.33 3.14 4.27
5 1 2.41 3.13 4.08
2 1.85 2.31 2.85 2.85 3.71 4.78
3 1.50 1.79 2.13 2.08 2.60 3.22 2.83 3.73 4.84
4 1.22 1.38 1.58 1.50 1.78 2.13 1.86 2.31 2.85 2.41 3.12 4.02
35Table 5: Acceptance frequencies (%)
(500 simulations, 10% significance level)
Nonpara Johansen
metric p 6 p 8 p 10
r 0 9.6 21.2 14.6 32.2
r 1 79.2 58.0 70.4 56.2
r 2 11.2 20.8 15.0 11.6
Test of H
T ( )
(1, 0.40) 20.960 10.345 5.398 4.626
(1, 0.50) 40.152 17.241 11.648 8.897
(1, 0.60) 63.384 40.000 25.568 21.352
(1, 0.65) 75.758 67.586 51.705 37.722
(1, 0.70) 85.859 80.690 68.466 55.872
(1, 0.75) 90.404 42.414 43.182 39.858
(1, 0.80) 90.909 15.517 15.625 18.149
(1, 0.90) 82.071 1.379 1.705 4.626
(1, 1.00) 66.414 0.690 1.420 3.203




Following Phillips (1987), we use throughout this appendix the symbol "Þ" to indicate weak
convergence (cf. Billingsley 1968), convergence in distribution, or convergence in probability.
From the context it will be clear which mode of convergence applies.
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where W is a q-variate standard Wiener process. Next, denote the partial sums associated with
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1,1],
















































































































































































































ófi(x)fj(y)min(x,y)dxdy Fi(1)Fj(1) × Iq
õ
óFi(x)Fj(x)dx × Iq O for i ¹ j.
Q.E.D.
Proof of Lemma 2: Let F be a typical function Fk, with derivative f, and let x be a cointegrating




























































































































































Finally, (A.2) implies that
(A.23) sn(F) Þ D(1) F(1)W(1) õ
óf(x)W(x)dx ,
whereas
(A.24) wn ~ Nq(0,D D
T)
cf. (4). Lemma 2 now easily follows from these results. Q.E.D.
Proof of Lemma 3: Let z = exp(2ikp/n) = cos(2kp/n)+i .sin(2kp/n), and observe that z








































which proves the conditions (6) and (7). The other condition follow from the proof of Lemma
6 below. Q.E.D.
Proof of Lemma 4: We only prove (17); the other parts of Lemma 4 follow straightforwardly
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where the latter result follows from (15). Q.E.D.
Proof of Lemma 5: By Chebishev inequality:





































































































where the second equality follows from fact that the Xk
*’s are i.i.d., hence it follows from (22)
that

























Proof of Lemma 6: It follows from Fourier analysis that we can write without loss of generality:
(A.34) Fk(x)
¥<j<¥
cj,kexp(2ip jx), where cj,k õ
óexp(2ip jx)Fk(x)dx.




aj,kcos(2p jx) bj,ksin(2p jx),
where

























































































































































































































































































































Proof of Lemma 7: Note that the set of solutions of eigenvalue problem (34) is a subset of the








































































OV r , m
0,
because the matrix in (34) is singular only if the matrix in (A.48) is singular. Moreover, the non-









































Therefore, the non-zero solutions of eigenvalue problem (34) are bounded from below by the
minimum solution of eigenvalue problem (A.49), and so is T1,m(H). Using the notation (18), it


























































































































and Ma,s,q−r,m is decreasing in m, it follows now that the right-hand side lower bound involved
increases with m. Q.E.D.



































































cos(0.5x)(1 cos(nx) (2n 1)sin(0.5x)sin(nx)
4sin
2(0.5x)









Since cos(2kp) = 1 and sin(2kp) = 0, the second equality in (38) follows. The proof of the first
equality goes similarly, and (39) is trivial. Q.E.D.




exp i(xt y) exp i(y 0.5x) 1 exp(iKx)
exp( 0.5ix) exp(0.5ix)
cos(y 0.5x) isin(y 0.5x) 1 cos(Kx) isin(Kx)
2isin(0.5x)
i cos(y 0.5x) 1 cos(Kx) sin(y 0.5x)sin(Kx)
2sin(0.5x)







cos(xt y) cos(y 0.5x)sin(Kx) sin(y 0.5x) 1 cos(Kx)
4sin(0.5x)
.
Substituting K =[ ( n − t )/s], x =2 k p s / n ,y=2 k p ( t −0.5)/n it follows that
(A.58) K ~ n
s
,






(A.60) sin(Kx) ~ 2kpt
n
,
(A.61) sin(0.5x) ~ kp s
n
, cos(0.5x) ~ 1,
(A.62) sin(y 0.5x) ~ 2kp (t 0.5s 0.5)
n





cos 2kp (js t 0.5)/n











































j cos(2kp s/n)j 2kp (t 0.5)/n
1
2h[(n t)/s](2kp s/n,2kp(t 0.5)/n)
1









with gK defined by (A.54). Thus
(A.67)
hK(x,y) hK( x, y)
cos(y 0.5x) cos(0.5x)(1 cos(Kx) (2K 1)sin(0.5x)sin(Kx)
2sin
2(0.5x)




Again substituting K =[ ( n − t )/s], x =2 k p s / n ,y=2 k p ( t −0.5)/n it follows that
(A.68)












2kp( t 0.5s 0.5)
n























dj cos2kp (t 0.5)/n 4t s 1
s
2 .
This completes the proof of the second part of Lemma 9. The proof of the first part goes
similarly. Q.E.D.
51TABLES
Table A.1: Fractiles of the lambda-min test statistic:
q-r m 20 % 10 % 5 % m 20 % 10 % 5 %
1 1 .10927 .02490 .00598 2 .24145 .11106 .05416
3 .34138 .18732 .11052 4 .40009 .24428 .15818
5 .44898 .29513 .19710 6 .47848 .32682 .23884
7 .52024 .36133 .25962 8 .54094 .38633 .28506
9 .55668 .41246 .31644 10 .57481 .42687 .33316
11 .60317 .45547 .35829 12 .60966 .46685 .37801
13 .62288 .48238 .39139 14 .63239 .49416 .40401
15 .64366 .51156 .42575 16 .65304 .51782 .42674
17 .65581 .52710 .43630 18 .67318 .54237 .44917
19 .66888 .54293 .46049 20 .68914 .56646 .47641
2 2 .01680 .00451 .00115
3 .07695 .03429 .01691 4 .13448 .07598 .04622
5 .18198 .11266 .07456 6 .22009 .14202 .10115
7 .25860 .18104 .12877 8 .28385 .20510 .15549
9 .30867 .22996 .17613 10 .33487 .25390 .19884
11 .35873 .27751 .22201 12 .37111 .29057 .23197
13 .39327 .31205 .24751 14 .40791 .32389 .26502
15 .41789 .33326 .27669 16 .42895 .34733 .29278
17 .44201 .36213 .30543 18 .45990 .37446 .31541
19 .46495 .38068 .32593 20 .47274 .39531 .34064
3 3 .00647 .00148 .00035 4 .03702 .01696 .00842
5 .07389 .04309 .02562 6 .10887 .06916 .04553
7 .13921 .09427 .06512 8 .17107 .12133 .09162
9 .19590 .14465 .10972 10 .21724 .16459 .12784
11 .23632 .18167 .14391 12 .25775 .19926 .16162
13 .27382 .21732 .17629 14 .29270 .23328 .19104
15 .30309 .24746 .20532 16 .31875 .26103 .21643
17 .33175 .27222 .23120 18 .34300 .28312 .24172
19 .35170 .29115 .24852 20 .36621 .30316 .25803
4 4 .00318 .00077 .00018
5 .02337 .01107 .00543 6 .04804 .02784 .01696
7 .07363 .04634 .03141 8 .10015 .06783 .04832
9 .12201 .08748 .06562 10 .14265 .10626 .08136
11 .16247 .12395 .09599 12 .18079 .13703 .11037
13 .19592 .15346 .12478 14 .21619 .17281 .13926
15 .22979 .18428 .15159 16 .24584 .19860 .16613
17 .25364 .20715 .17483 18 .27008 .22414 .18747
19 .28262 .23834 .20272 20 .29298 .24514 .21046
5 5 .00202 .00050 .00012 6 .01506 .00722 .00357
7 .03318 .01952 .01192 8 .05301 .03377 .02289
9 .07287 .05087 .03662 10 .09383 .06725 .04988
11 .11163 .08272 .06363 12 .12721 .09663 .07651
13 .14343 .11074 .08839 14 .15954 .12627 .10145
15 .17604 .14098 .11458 16 .18660 .15171 .12562
17 .20273 .16348 .13633 18 .21158 .17482 .14828
19 .22441 .18684 .15770 20 .23545 .19856 .17235
52Table A.2: Fractiles of the trace test statistic:
q-r s m 20% 10% 5%
111 »¥ »¥ »¥
1 1 2 10.27089 40.45604 185.15271
1 1 3 2.79425 5.15514 10.01774
1 1 4 1.89590 2.81468 4.42990
1 1 5 1.57446 2.12710 2.98437
1 1 6 1.43377 1.79242 2.30820
1 1 7 1.33653 1.60759 1.94689
1 1 8 1.28459 1.50687 1.77884
1 1 9 1.24592 1.43055 1.66712
1 1 10 1.21811 1.38056 1.56992
1 1 11 1.19692 1.33283 1.50327
1 1 12 1.16973 1.29442 1.44038
1 1 13 1.15015 1.25579 1.38437
1 1 14 1.13847 1.23552 1.35100
1 1 15 1.12841 1.22230 1.33338
1 1 16 1.12008 1.20687 1.30285
1 1 17 1.11127 1.19487 1.28560
1 1 18 1.10456 1.17804 1.25982
1 1 19 1.09660 1.16585 1.24079
1 1 20 1.09114 1.15560 1.22561
122 »¥ »¥ »¥
1 2 3 26.53175 109.22668 423.04843
1 2 4 5.98635 11.15879 22.49172
1 2 5 3.93237 5.62639 8.26385
1 2 6 3.27373 4.20552 5.52463
1 2 7 2.90537 3.53926 4.29752
1 2 8 2.70794 3.12661 3.64454
1 2 9 2.59083 2.95510 3.38588
1 2 10 2.49265 2.79090 3.14160
1 2 11 2.42987 2.66328 2.92706
1 2 12 2.38458 2.59271 2.83659
1 2 13 2.33520 2.50875 2.70296
1 2 14 2.31191 2.47380 2.64671
1 2 15 2.28288 2.42507 2.58518
1 2 16 2.26040 2.39302 2.52879
1 2 17 2.23829 2.35403 2.49195
1 2 18 2.22214 2.33179 2.45291
1 2 19 2.20783 2.31083 2.42204
1 2 20 2.19858 2.29481 2.40497
133 »¥ »¥ »¥
1 3 4 44.17178 172.78804 653.78790
1 3 5 9.27488 16.16469 31.74145
1 3 6 6.09519 8.50167 12.45088
1 3 7 4.90693 6.18520 8.08074
1 3 8 4.34888 5.17899 6.32292
1 3 9 4.04032 4.66316 5.41461
1 3 10 3.86540 4.31744 4.85558
53Table A.2: Fractiles of the trace test statistic (continued):
q-r s m 20% 10% 5%
1 3 11 3.73838 4.11202 4.56015
1 3 12 3.64370 3.94585 4.29261
1 3 13 3.56688 3.82893 4.14216
1 3 14 3.50144 3.73125 3.96340
1 3 15 3.45025 3.64729 3.85352
1 3 16 3.41261 3.58986 3.80299
1 3 17 3.37611 3.53963 3.62190
1 3 18 3.35126 3.50311 3.66461
1 3 19 3.32970 3.46050 3.60918
1 3 20 3.30271 3.42830 3.55566
144 »¥ »¥ »¥
1 4 5 59.58699 228.30013 850.87280
1 4 6 12.24434 22.28531 40.43592
1 4 7 7.93184 10.98499 15.53134
1 4 8 6.43190 8.11059 10.35581
1 4 9 5.79224 6.82991 8.23696
1 4 10 5.38720 6.07237 6.92696
1 4 11 5.14141 5.69175 6.33817
1 4 12 4.94268 5.39732 5.91662
1 4 13 4.83353 5.21590 5.64867
1 4 14 4.73080 5.05050 5.42302
1 4 15 4.66360 4.93383 5.24837
1 4 16 4.59474 4.83169 5.08249
1 4 17 4.53581 4.75111 4.97513
1 4 18 4.48886 4.68240 4.88423
1 4 19 4.45383 4.61883 4.81243
1 4 20 4.42914 4.58026 4.74957
212 »¥ »¥ »¥
2 1 3 24.50277 91.44987 362.12466
2 1 4 5.13644 10.08217 20.34912
2 1 5 2.87585 4.55994 7.61196
2 1 6 2.22376 3.09964 4.40473
2 1 7 1.91091 2.50828 3.22750
2 1 8 1.72206 2.15846 2.75744
2 1 9 1.59818 1.96306 2.41139
2 1 10 1.49204 1.75951 2.09143
2 1 11 1.43400 1.67211 1.94222
2 1 12 1.37626 1.57523 1.80628
2 1 13 1.33670 1.51398 1.70210
2 1 14 1.31538 1.47124 1.66277
2 1 15 1.27958 1.42164 1.58065
2 1 16 1.25560 1.39149 1.54149
2 1 17 1.24056 1.36140 1.49320
2 1 18 1.22119 1.33515 1.45630
2 1 19 1.21052 1.31243 1.42101
2 1 20 1.20187 1.30334 1.40523
54Table A.2: Fractiles of the trace test statistic (continued):
q-r s m 20% 10% 5%
222 »¥ »¥ »¥
223 »¥ »¥ »¥
2 2 4 61.91753 258.81168 1150.01965
2 2 5 10.59734 20.28767 38.36969
2 2 6 6.05734 9.04116 13.70440
2 2 7 4.52866 6.07478 8.24005
2 2 8 3.82651 4.77489 5.90008
2 2 9 3.40032 4.06216 4.96908
2 2 10 3.15162 3.64828 4.26856
2 2 11 2.97918 3.40804 3.84954
2 2 12 2.84370 3.21368 3.65350
2 2 13 2.73075 3.04280 3.38203
2 2 14 2.65728 2.91700 3.21621
2 2 15 2.59119 2.83387 3.07198
2 2 16 2.53118 2.72154 2.94469
2 2 17 2.48894 2.68427 2.88348
2 2 18 2.45685 2.62200 2.80744
2 2 19 2.43068 2.58588 2.74454
2 2 20 2.39975 2.53892 2.68444
233 »¥ »¥ »¥
234 »¥ »¥ »¥
2 3 5 103.36205 413.47913 1705.09412
2 3 6 16.34617 31.27909 60.42951
2 3 7 9.20393 13.75572 19.36834
2 3 8 6.73397 8.87307 11.72758
2 3 9 5.71744 7.18353 9.01382
2 3 10 5.05852 5.97450 7.11445
2 3 11 4.69140 5.35596 6.18987
2 3 12 4.42334 4.96870 5.61262
2 3 13 4.21246 4.64371 5.19294
2 3 14 4.07089 4.46895 4.86464
2 3 15 3.95648 4.28268 4.62844
2 3 16 3.85624 4.15692 4.47847
2 3 17 3.77542 4.02964 4.30385
2 3 18 3.70934 3.93142 4.17179
2 3 19 3.65618 3.86633 4.09166
2 3 20 3.60936 3.81094 4.01248
244 »¥ »¥ »¥
245 »¥ »¥ »¥
2 4 6 148.74661 624.72162 2301.92505
2 4 7 22.37093 42.32471 79.57790
2 4 8 12.08182 18.03877 27.56934
2 4 9 9.00571 11.59995 15.18499
2 4 10 7.47450 9.09957 11.14851
2 4 11 6.73648 7.84779 9.17053
2 4 12 6.20259 7.05255 8.09714
2 4 13 5.84929 6.53957 7.32500
2 4 14 5.61266 6.16357 6.76585
55Table A.2: Fractiles of the trace test statistic (continued):
q-r s m 20% 10% 5%
2 4 15 5.40286 5.86386 6.38816
2 4 16 5.25239 5.62673 6.07742
2 4 17 5.10956 5.44657 5.84971
2 4 18 5.02389 5.32631 5.63055
2 4 19 4.94531 5.21366 5.47029
2 4 20 4.86233 5.09956 5.35324
313 »¥ »¥ »¥
3 1 4 38.47602 147.90552 628.65021
3 1 5 7.26398 14.48385 29.58936
3 1 6 3.87222 6.12236 10.13583
3 1 7 2.84031 4.07944 5.79377
3 1 8 2.39632 3.20831 4.24671
3 1 9 2.06276 2.66343 3.38151
3 1 10 1.86216 2.31567 2.87495
3 1 11 1.71717 2.06395 2.51029
3 1 12 1.62446 1.92934 2.25253
3 1 13 1.56046 1.82195 2.12588
3 1 14 1.49405 1.72750 1.97979
3 1 15 1.44824 1.64387 1.85722
3 1 16 1.41740 1.61066 1.81048
3 1 17 1.37483 1.54018 1.71611
3 1 18 1.34887 1.49986 1.64932
3 1 19 1.32023 1.45358 1.58759
3 1 20 1.30487 1.43662 1.58724
323 »¥ »¥ »¥
324 »¥ »¥ »¥
3 2 5 93.00429 361.06729 1479.62976
3 2 6 16.13880 31.22144 61.88641
3 2 7 7.91967 12.53577 19.37587
3 2 8 5.80985 8.07796 11.15446
3 2 9 4.71049 5.98588 7.66056
3 2 10 4.08611 4.98691 6.11596
3 2 11 3.66900 4.36060 5.17738
3 2 12 3.42223 3.95770 4.58891
3 2 13 3.22444 3.67791 4.15968
3 2 14 3.06499 3.44421 3.88629
3 2 15 2.96360 3.28493 3.63179
3 2 16 2.86478 3.15767 3.44659
3 2 17 2.77741 3.02203 3.27700
3 2 18 2.71687 2.96573 3.20931
3 2 19 2.66058 2.86360 3.08757
3 2 20 2.62449 2.81048 2.99621
333 »¥ »¥ »¥
334 »¥ »¥ »¥
335 »¥ »¥ »¥
3 3 6 166.69800 687.85577 2673.08301
3 3 7 24.12948 47.16924 88.97661
56Table A.2: Fractiles of the trace test statistic (continued):
q-r s m 20% 10% 5%
3 3 8 12.41689 18.96752 30.17323
3 3 9 8.64259 11.73291 15.78372
3 3 10 7.04850 8.94094 11.10475
3 3 11 6.04714 7.21111 8.70557
3 3 12 5.44534 6.36663 7.50848
3 3 13 5.05691 5.77774 6.58924
3 3 14 4.75932 5.34315 5.99465
3 3 15 4.53830 5.03726 5.55357
3 3 16 4.38823 4.78769 5.22870
3 3 17 4.23783 4.61019 4.98024
3 3 18 4.13387 4.46193 4.80153
3 3 19 4.03362 4.32947 4.61589
3 3 20 3.96285 4.21554 4.48116
344 »¥ »¥ »¥
345 »¥ »¥ »¥
346 »¥ »¥ »¥
3 4 7 244.25818 957.57916 4024.66016
3 4 8 32.70491 62.47633 125.55256
3 4 9 16.49575 24.41030 36.64227
3 4 10 11.54159 15.27315 20.31912
3 4 11 9.31754 11.61103 14.59455
3 4 12 7.94072 9.40790 11.16500
3 4 13 7.24958 8.41942 9.71438
3 4 14 6.71290 7.52136 8.46355
3 4 15 6.34575 7.00670 7.78777
3 4 16 6.04001 6.62328 7.27576
3 4 17 5.79484 6.29086 6.85427
3 4 18 5.61419 6.03428 6.48686
3 4 19 5.47009 5.83943 6.24385
3 4 20 5.36221 5.71664 6.04735
414 »¥ »¥ »¥
4 1 5 56.66291 236.45728 856.82471
4 1 6 9.51424 18.69047 37.44304
4 1 7 4.85499 8.09154 12.45082
4 1 8 3.49984 5.19103 7.40119
4 1 9 2.76747 3.79929 5.06636
4 1 10 2.40223 3.11572 4.03353
4 1 11 2.13557 2.71290 3.37059
4 1 12 1.96666 2.42428 2.92038
4 1 13 1.83161 2.19769 2.57913
4 1 14 1.73539 2.05232 2.44148
4 1 15 1.65182 1.91702 2.22406
4 1 16 1.60059 1.83099 2.08077
4 1 17 1.54215 1.75600 1.97929
4 1 18 1.48518 1.67564 1.86772
4 1 19 1.45582 1.63666 1.80892
4 1 20 1.42796 1.58790 1.75401
57Table A.2: Fractiles of the trace test statistic (continued):
q-r s m 20% 10% 5%
424 »¥ »¥ »¥
425 »¥ »¥ »¥
4 2 6 129.57700 555.50806 2153.23486
4 2 7 20.84252 42.16933 82.84001
4 2 8 10.25564 16.31891 24.81494
4 2 9 6.98886 9.88485 13.56721
4 2 10 5.51381 7.06309 9.38965
4 2 11 4.70261 5.80228 7.13175
4 2 12 4.18702 5.02169 5.96311
4 2 13 3.84164 4.50865 5.25043
4 2 14 3.61155 4.14485 4.68903
4 2 15 3.40158 3.83342 4.36209
4 2 16 3.25422 3.62673 4.02613
4 2 17 3.13366 3.48036 3.88130
4 2 18 3.02209 3.32310 3.62977
4 2 19 2.92286 3.19585 3.48005
4 2 20 2.86429 3.10779 3.35501
434 »¥ »¥ »¥
435 »¥ »¥ »¥
436 »¥ »¥ »¥
4 3 7 231.10181 910.61505 3823.96753
4 3 8 32.02048 64.73278 128.13597
4 3 9 15.59013 23.91462 37.02358
4 3 10 10.45466 14.19038 19.48011
4 3 11 8.27987 10.53883 13.10155
4 3 12 7.06594 8.55731 10.34639
4 3 13 6.22437 7.36279 8.60385
4 3 14 5.73507 6.60219 7.57303
4 3 15 5.31539 5.98667 6.72832
4 3 16 5.02716 5.57712 6.20682
4 3 17 4.78402 5.29643 5.78535
4 3 18 4.65216 5.09873 5.56232
4 3 19 4.45656 4.83824 5.20532
4 3 20 4.34131 4.66775 4.99190
444 »¥ »¥ »¥
445 »¥ »¥ »¥
446 »¥ »¥ »¥
447 »¥ »¥ »¥
4 4 8 294.06204 1052.47070 4441.59863
4 4 9 43.23587 84.39127 158.66469
4 4 10 20.47857 31.14259 49.13243
4 4 11 13.99785 18.77476 24.94080
4 4 12 10.89622 13.62592 16.74797
4 4 13 9.32626 11.15563 13.26725
4 4 14 8.25198 9.58426 11.09686
4 4 15 7.53886 8.56490 9.65555
58Table A.2: Fractiles of the trace test statistic (continued):
q-r s m 20% 10% 5%
4 4 16 7.04893 7.86310 8.77622
4 4 17 6.61319 7.34334 8.07292
4 4 18 6.39867 7.00531 7.59860
4 4 19 6.12313 6.62820 7.16563



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































0Table A.4: Nonparametric tests of Hr against Hr+1
r test statistic critical regions conclusion
0 0.00060 10%: (0,.005) reject
0.00425 5%: (0,.017) reject
1 1.20899 10%: (0,.111) accept
1.20899 5%: (0,.054) accept
Table A.5: Test of the hypothesis that the space of cointegrating




(1,−0.40) 8.13 reject reject
(1,−0.50) 3.92 reject accept
(1,−0.60) 1.65 accept accept
(1,−0.65) 1.15 accept accept
(1,−0.70) 1.01 accept accept
(1,−0.75) 1.18 accept accept
(1,−0.80) 1.63 accept accept
(1,−0.90) 3.18 reject accept
(1,−1.00) 5.37 reject reject
61Table A.6: Johansen’s test results for the number (r) of cointegrating vectors (intercept
present, but linear trend absent)
test crit. val. conclusions: test table
(*)
p r stat. 10% 5% 10% 5% type
_________________________________________________________________
2 0 7.8 12.1 14.0 accept accept lambda-max A.1
1 0.9 2.8 4.0 accept accept ’’ ’’
1 0.9 2.8 4.0 accept accept trace ’’
0 8.7 13.3 15.2 accept accept ’’ ’’
0 7.8 12.8 14.6 accept accept lambda-max A.2
1 0.9 6.7 8.1 accept accept ’’ ’’
1 0.9 6.7 8.1 accept accept trace ’’
0 8.7 15.6 17.8 accept accept ’’ ’’
0 16.4 13.8 15.8 reject reject lambda-max A.3
1 6.1 7.6 9.1 accept accept ’’ ’’
1 6.1 7.6 9.1 accept accept trace ’’
0 22.5 18.0 20.2 reject reject ’’ ’’
1 8.63 2.71 3.84 reject reject interc. restr. c
2(1)
r=0 r=0
4 0 15.2 12.1 14.0 reject reject lambda-max A.1
1 2.4 2.8 4.0 accept accept ’’ ’’
1 2.4 2.8 4.0 accept accept trace ’’
0 17.6 13.3 15.2 reject reject ’’ ’’
0 15.2 12.8 14.6 reject reject lambda-max A.2
1 2.4 6.7 8.1 accept accept ’’ ’’
1 2.4 6.7 8.1 accept accept trace ’’
0 17.6 15.6 17.8 reject accept ’’ ’’
0 18.5 13.8 15.8 reject reject lambda-max A.3
1 11.9 7.6 9.1 reject reject ’’ ’’
1 11.9 7.6 9.1 reject reject trace ’’
0 30.5 18.0 20.2 reject reject ’’ ’’
1 3.36 2.71 3.84 reject accept interc. restr. c
2(1)
r=1 r=2
6 0 14.7 12.1 14.0 reject reject lambda-max A.1
1 2.2 2.8 4.0 accept accept ’’ ’’
1 2.2 2.8 4.0 accept accept trace ’’
0 16.9 13.3 15.2 reject reject ’’ ’’
0 14.7 12.8 14.6 reject reject lambda-max A.2
1 2.2 6.7 8.1 accept accept ’’ ’’
1 2.2 6.7 8.1 accept accept trace ’’
0 16.9 15.6 17.8 reject accept ’’ ’’
0 19.0 13.8 15.8 reject reject lambda-max A.3
1 6.7 7.6 9.1 accept accept ’’ ’’
1 6.7 7.6 9.1 accept accept trace ’’
0 25.7 18.0 20.2 reject reject ’’ ’’




(*) Cf. Johansen and Juselius (1990). Table A.3 applies if cointegration restrictions have been imposed on
the intercept parameters, whereas tables A.1 and A.2 apply if no cointegration restrictions are imposed. Table
A.2 applies if these cointegration restrictions actually hold, and table A.1 applies if not. The c
2(1) tests test the
null hypothesis that cointegration restrictions on the intercept parameters hold, given r = 1, i.e., that the
cointegration relation contains an intercept rather than the error correction model itself.
62Table A.7: Johansen’s LR test of the hypothesis that
the space of cointegrating vectors is spanned by the




(1,−0.40) 11.74 reject reject
(1,−0.50) 11.55 reject reject
(1,−0.60) 11.02 reject reject
(1,−0.65) 10.26 reject reject
(1,−0.70) 7.75 reject reject
(1,−0.75) 0.21 accept accept
(1,−0.80) 11.22 reject reject
(1,−0.90) 12.55 reject reject
(1,−1.00) 12.49 reject reject
Table A.8: Cointegration regressions for ln[wages].
Regressors: OLS estimates:




2: 0.97845 0.99657 0.99684
n = 80 (1909-1988)
63Table A.9: Johansen’s test results for the number (r) of cointegrating vectors: intercept and
time trend present, with cointegration restrictions on the trend parameters imposed
test crit. val. conclusions: test table(*)
p r stat. 10% 5% 10% 5% type
_________________________________________________________________
6 0 18.2 16.9 19.2 reject accept lambda-max V
1 6.7 10.6 23.5 accept accept ’’ ’’
1 6.7 10.6 12.5 accept accept trace ’’
0 24.9 23.0 25.4 reject accept ’’ ’’
1 0.00 2.71 3.84 accept accept trend restr. c2(1)
r=1 r=0
8 0 27.2 16.9 19.2 reject reject lambda-max V
1 7.9 10.6 23.5 accept accept ’’ ’’
1 7.9 10.6 12.5 accept accept trace ’’
0 35.1 23.0 25.4 reject reject ’’ ’’
1 2.06 2.71 3.84 accept accept trend restr. c2(1)
r=1 r=1
_________________________________________________________________
(*) Cf. Johansen (1994). Table V applies if cointegration restrictions have been imposed on the trend
parameters. The c
2(1) test tests for cointegration restriction on the trend parameters, i.e., the hypothesis that there
is a linear trend in the cointegration relation rather than in the error correction model itself.
Table A.10: Johansen’s LR test of the hypothesis that
the space of cointegrating vectors is spanned by the




(1,−0.40) 18.84 reject reject
(1,−0.50) 16.32 reject reject
(1,−0.60) 9.71 reject reject
(1,−0.65) 3.86 reject reject
(1,−0.70) 0.00 accept accept
(1,−0.75) 3.78 reject accept
(1,−0.80) 10.41 reject reject
(1,−0.90) 17.65 reject reject
(1,−1.00) 20.06 reject reject
Additional references:
Newey,W.K. and K.D.West (1987), "A Simple Positive Definite Heteroskedasticity and
Autocorrelation Consistent Covariance Matrix", Econometrica 55, 703-708.
64