Abstract-This paper addresses the problem of blind multipleinput multiple-output deconvolution of a communication system. Two new iterative blind source separation (BSS) algorithms are presented, based on the minimization of multi-modulus criterion. Further, we show that the design of algorithm in the complex domain is quite complicated, so a special structure of real filtering matrix is suggested and maintained throughout the design. Then, a first multi-modulus algorithm based on data whitening and Givens rotations is proposed. An improved version of the latter is introduced for small sample sizes by combining Hyperbolic (Shear) with Givens rotations to compensate for the ill whitening that occurs in this case. Proposed methods are finally compared with several BSS algorithms in terms of signal-to-interference and noise ratio, symbol error rate and convergence rate. Simulation results show that the proposed methods outperform the contemporary BSS algorithms.
I. INTRODUCTION

B
LIND source separation (BSS) is an important tool as it allows us to get rid of training sequences which might not be available or too complex to implement in many scenarios. In most communication standards, pilot symbols are utilized for obtaining channel state information, which reduces the bandwidth efficiency e.g., in IEEE 802.11n standard, 4 subcarriers are reserved for pilot symbols which occupies about 7.1% of the available bandwidth [1] . Thus, BSS is a valuable tool in order to meet the ever increasing demand for high data rates of modern wireless communication systems and it also avoids pilot contamination problem [2] . Moreover, the BSS methods have been intensively used in many systems including biomedical applications, audio source separation and industrial applications [3] .
In the context of multiple-input multiple-output (MIMO) systems, BSS algorithms aim to find a filtering matrix using only the received signals in order to estimate the source signals and the unknown channel matrix. Mainly, the BSS uses a priori information regarding the statistics or the nature of the transmitted source signals. Depending on the properties of source signals, various BSS cost functions can be found in literature [3] , [4] . Among them, the constant modulus (CM) criterion for phase modulated signals such as PSK and the multi-modulus (MM) criterion for higher QAM signals have attracted great interest.
The CM criterion restricts the squared modulus of the output to be a constant. However, the MM criterion improves the CM criterion by utilizing the dispersion of real and imaginary parts separately, so it is more suitable for higher QAM constellations. In the context of blind equalization, several algorithms are presented in [5] and [6] to minimize the CM and MM criteria, respectively. For MIMO systems, out of numerous implementations of the CM criterion, the algebraic solution named as Analytical Constant Modulus Algorithm (ACMA) [7] provides an exact solution in the noise-free case. It is capable of separating all sources in a batch mode using only few samples by solving a generalized eigenvalue problem. To overcome the drawback of numerical complexity of ACMA, two batch BSS algorithms namely Givens CMA (G-CMA) and Hyperbolic G-CMA (HG-CMA) are presented in [8] , [9] , which outperform ACMA. Similarly, for the MM criterion, a Multi-Modulus Algorithm (MMA) is presented for MIMO systems in [10] , which outperforms the Multi-User Kurtosis (MUK) algorithm [11] . Using analytical techniques, as a counterpart of ACMA, the MM criterion is minimized resulting in algorithm named Analytical MultiModulus Algorithm (AMMA) [12] . Firstly, the AMMA was derived in terms of batch BSS method, then it is implemented only in the adaptive manner.
In this paper, we propose two batch BSS algorithms to minimize the MM criterion for communication applications. A method using unitary Givens and non-unitary hyperbolic rotations [13] , [14] is utilized for the design of presented algorithms named as Givens Multi-Modulus Algorithm (G-MMA) and Hyperbolic G-MMA (HG-MMA). The received signals are passed through a pre-whitening operation so that the problem can be reduced to finding a unitary (G-MMA) or close to unitary (HG-MMA) filtering matrix. Then, the complex received filtered signals are converted into real one before applying the rotations iteratively to find the desired separation matrix.
Previously, stochastic gradient algorithm (SGA) and analytical techniques are used to find the separation matrix, such as MIMO MMA [10] and AMMA [12] . As SGA is slow in convergence, so our proposed algorithms are faster than MIMO MMA. AMMA is developed using a similar analytical technique as used for ACMA and we show later that our proposed algorithms are less expensive than ACMA, so is the case with AMMA. However, as AMMA is only implemented in adaptive manner, we cannot provide a clear comparison of our proposed batch BSS algorithms with AMMA. Moreover, the signal to interference and noise ratio (SINR), symbol error rate (SER) and convergence rate curves show that proposed algorithms perform much better than contemporary BSS algorithms such as ACMA, G-CMA and HG-CMA.
The remaining part of the paper is organized as follows: In Section II, a system model dealing with the BSS problem is presented. Section III gives a brief overview of the BSS principle, related assumptions and cost functions. It also summarizes the Givens and hyperbolic rotations used for the decomposition of separation matrices. The reason for using real transformation matrices instead of complex ones and various challenges faced during the design of these algorithms using complex rotations are detailed in Section IV. The derivation of proposed algorithms G-MMA and HG-MMA is presented in Section V and VI, respectively. Section VII includes some comments to highlight the important features of the proposed algorithms. Simulation results are presented in Section VIII and Section IX concludes the paper.
A list of all notations used in this paper along with their description are given in Table I . Real and imaginary parts of x X Matrix X with all real elements II. SYSTEM MODEL Consider M independent sources, having each a single antenna element, transmitting symbols at the same time and same frequency. These symbols are passed through a channel A and received by a single receiver having N antennas in the presence of noise. So this MIMO communication system can be modelled as
where
In order to recover the transmitted source signals s(i) from observation vector y(i), the BSS algorithm can be utilized. The main advantage of using BSS is that prior knowledge of the channel or part of the sources (pilots) is not required. However, some source statistical information as well as some inherent ambiguities to the BSS problem are to be taken into account as shown next.
III. BLIND SOURCE SEPARATION (BSS)
A. Assumptions
Our BSS approach is based on the following assumptions which are generally satisfied in many communication systems.
(i) The channel matrix A is full column rank which implies that N ≥ M . 
B. BSS Approach
The aim of BSS is to estimate the source signals s(i) blindly (i.e., relying only on the received data y(i)). This is done using a collection of (1 × N ) filtering vectors w j , one for each source, such that w j y(i) = z j (i) results in an estimate of the source signal s j (i). We collect these filtering vectors into an (M × N ) filtering or separation matrix W = w 1 · · · w M T . After the filtering operation, the receiver output can be written as
T is the (M × 1) vector of the estimated source signals, G = WA is the (M × M ) global system matrix andn(i) = Wn(i) is the filtered noise at the receiver output.
In batch BSS algorithms, K samples of the data symbols are collected before applying the filtering operation (e.g., the (M × 1) transmitted source signals s(i) for i = 1, . . . , K are collected in a matrix S of dimension (M × K)). So the collection of received signals and transmitted source signals can be written as
We can then relate Y and S by a relation similar to (1) and relate Z and Y by a relation similar to (2) as
where the noise matrix N and the receiver output Z are defined in a way similar to the definition of S in (3). In many BSS approaches, a two-step process is used starting with a pre-whitening operation and followed by a separation process. The pre-whitening operation transforms the channel matrix A to one that is close to unitary and at the same time reduces the dimension of Y from (N × K) to (M × K). Let B denote the (M × N ) pre-whitening matrix and consider for simplicity the noise free case here, so the received signal after the pre-whitening operation can be written as
The prewhitening matrix B is usually found using the covariance matrix of received signals [5] . Now, to find the unitary matrix V, many separation methods exist in the literature [15] , [16] , which are based upon the minimization of a contrast function. Once V is computed, the filtering matrix can be expressed as W = VB, resulting in output
These methods allow the recovery of the source signals up to a possible permutation and scaling factor [9] i.e.,
where P is a permutation matrix and Λ is a non-singular diagonal matrix. Various cost functions can be found in the literature [6] , [17] , [18] depending upon the properties of source signals. Next, CM-like cost functions are briefly reviewed.
C. Cost Functions
1) CM Cost Function:
Many communication systems utilize CM signals (e.g., PSK, FSK). One can estimate V by minimizing the CM cost function [17] given as
is the dispersion constant 3 . This cost function is a positive measure of the amount that the squared modulus of the output signal deviates from a constant R. As this function is phase blind, the output has a phase ambiguity and thus, a phase compensator is usually required to find the exact symbols.
2) MM Cost Function: For multi-modulus signals (e.g., QAM), one proposes to estimate matrix V by minimizing the MM criterion defined by [18] as
are dispersion constants of the real and the imaginary parts. The MM cost function has several advantages over the CM one [6] and leads to: i) faster convergence algorithms [19] , [20] , ii) carrier phase recovery [21] , iii) less undesirable minima [22] and iv) ease in hardware implementation [23] .
In this paper, the BSS method based upon the MM cost function is used as it is more suitable for QAM signals. To guarantee a fast convergence with relatively easy implementation, we propose to decompose the separation matrix V into a product of elementary rotations. For large sample sizes, one can assume that the data whitening using B is efficient and hence matrix V is searched as a unitary one. In this case, V is decomposed as a product of Givens rotations leading to the G-MMA algorithm. For moderate or small sample sizes, the whitening is inefficient and one estimates V as a product of Givens and Hyperbolic rotations. The latter allow us to deviate from the unitary condition and hence to search V in a larger space in order to improve the estimation accuracy. The next section gives a brief review of these rotation matrices.
D. Review of Givens and Hyperbolic (Shear) Rotations
1) Givens Rotations:
The unitary Givens rotation matrix G p,q (θ, α) is an identity matrix except for the two diagonal elements G pp , Gand two off-diagonal elements G pq , G qp in rows and columns 'p' and 'q' which are given by
are the Givens rotation angle parameters. For the case of real transformations, α = 0.
2) Hyperbolic Rotations:
The non-unitary Hyperbolic rotation matrix H p,q (γ, β) is an identity matrix, similar to the Givens rotation matrix, except for the four elements H pp , H, H pq and H qp given by
. Similar to Givens rotations, in the real case, β = 0.
IV. MOTIVATION FOR USING REAL GIVENS AND HYPERBOLIC TRANSFORMATIONS
Similar to Jacobi-like algorithms [15] , [24] , the matrix V can be decomposed into a product of M (M − 1) elementary Givens rotations 4 , given as
where N Sweeps denotes the number of iterations until convergence. Thus, in order to minimize the MM criterion given in (9), we only need to find optimal Givens rotation parameters (θ) and (α) to compute the desired V. Consider a unitary transformation Z = G p,q Y, which according to (10) only changes the rows 'j = p' and 'j = q' of Y so that
As a result of the above mentioned transformation, by omitting the constant terms of Z independent of (θ, α), (9) can be rewritten as:
After some manipulations, the four terms of z pi and z qi involved in the cost function (14), results in a function of seven different non linear terms involving parameters (θ, α) given in Appendix A. Therefore, further analytical simplification and thus the solution of (14) is quite complicated. Similar is the case with Hyperbolic rotations. These difficulties motivated us to come up with a different solution 5 explained below 6 .
V. GIVENS MMA (G-MMA)
To deal with previously mentioned difficulties, we consider here a version of G-MMA using real matrices. Hence, the prewhitened complex received signal matrix Y is first converted into a real matrixÝ containing real and imaginary parts as shown in (15) . Moreover, a special structure of matrix V is introduced and maintained while applying the rotations. The transformed real matrix is given asÝ =VŚ wheré
and similarlyŚ is now a (2M × K) real matrix. In order to find the required matrixV, considering Lemma 1 of [16] , the following sequence of real Givens rotations 7 are used as a counterpart of (12)
The rotations G p,q (θ) and G p+M,q+M (θ) are applied successively using the same angle parameter (θ), in order to preserve the antisymmetric structure of V given in (15) . Similarly, the rotations G p,q+M (θ) and G q,p+M (θ) are applied with another angle parameter (θ). The rotation G p,p+M (θ) is applied to deal with the phase shift introduced by the diagonal entries of channel matrix A.
We only need to find rotation angle parameters (θ) , (θ) and (θ) in order to minimize the MM criterion (9), using above explained iterative method. Later on, we will express the MM cost function in terms of the angle parameter (θ) which is computed such that J (θ) is minimized. Now, consider a unitary transformation Z = G p,qÝ , which according to (10) only changes the rows 'p' and 'q' ofÝ such as
Similarly, the rotation 8 G p+M,q+M with the same angle parameter (θ) modifies the rows 'p + M ' and 'q + M ' in a similar way as in (17) . Thus (9) can now be re-written in terms of the Givens angle parameter (θ) (omitting the terms ofŹ that are independent of (θ) and assuming for simplicity that R R = R I = R)
Let's express (18) in a more compact form. Starting from (17) and using double angle identities we can write
where v = cos(2θ) sin(2θ)
This allows to express the first two terms in (18) as
which is a sum of a quadratic form and a constant term. Similarly, the terms z 2 p+M,i and z 2 q+M,i can be obtained by replacing the indices 'p' and 'q' with 'p + M ' and 'q + M ', respectively in (19) . Thus, the last two terms in (18) can be written as (25), (24) and (10) (23), (24) and (10) for same (θ) (21) and (22), we can express J (θ) as a quadratic form (up to a constant term that is irrelevant in determining the optimum value of θ)
The solution v
T that minimizes (23) is given by the unit norm eigenvector of T corresponding to the smallest eigenvalue and using (20) we can write
Using (24), the computation of G p,q and G p+M,q+M follows directly from (10) . The remaining Givens rotations G p,q+M (θ) and G q,p+M (θ) can be found similarly and applied successively onÝ to compute the filtering matrixV according to (16) . The Givens rotation G p,p+M (θ) for 'p = q' can be found similarly by following the above explained method. By replacing 'q' with 'p + M ' in (20) and (21), the cost function (21) (with the constant terms omitted) can be written as
Hence, the solution v • is the least unit norm eigenvector of T and G p,p+M (θ) is computed using (24) and (10) . Matrix V is initialized asV = I 2M and the overall algorithm is summarized in Table II .
VI. HYPERBOLIC G-MMA (HG-MMA)
For a small number of samples K, the pre-whitening operation is not effective and thus the transformed channel matrix A may be far from a unitary matrix. In this case, the performance of G-MMA decreases and thus non-unitary real Hyperbolic rotations are applied alternatively along with the Givens rotations to overcome this limitation. This results in an algorithm named Hyperbolic Givens MMA (HG-MMA). So, now the matrixV can be decomposed into a product of elementary Hyperbolic rotations, Givens rotations, and normalization transformation as followś
Here N p,q , G p,q and H p,q refer to the normalization, Givens and Hyperbolic transformations, respectively. Similar to the Givens rotations, the Hyperbolic rotations H p,q and H p+M,q+M are applied using the same parameter (γ) while H p,q+M and H q,p+M are applied using another same but opposite parameter (γ) and (−γ), respectively 9 . We will consider dispersion parameters R R and R I be equal to 1 and use N p,q for normalization which is a diagonal matrix with diagonal elements equal to one except for the two elements N pp = λ p and N= λ q . Below we give a brief of finding the Hyperbolic and the normalization transformation parameters to minimize the MM criterion (9) .
A. Calculating the Hyperbolic and Givens rotations
Similar to the Givens rotations, let us consider one hyperbolic transformation Z = H p,qÝ , which according to (11) only changes the rows 'p' and 'q' ofÝ according to (27) Similarly, the rotation H p+M,q+M uses the same parameter (γ) and modifies the rows 'p + M ' and 'q + M ' in a similar way as in (27) . Now let's see how we can represent the MM criterion (18) for the Hyperbolic parameters. To this end, we set the dispersion parameters to 1. Moreover, as derived for the Givens rotations, we can show using the hyperbolic double angle identities that
where u = cosh(2γ) sinh(2γ) 9 Indeed it is shown in [16] that these conditions are necessary for preserving the structure of matrixV in (15) along the iterations. Similar expressions can be derived for z 2 p+M,i and z 2 q+M,i . Substituting these expressions in (18) and omitting the terms that are independent of (γ) yields
The optimization problem in (30) can be solved using either Lagrange multiplier method (exact solution) or by taking linear approximation of hyperbolic sine and cosine around zero (approximate solution). Both methods are discussed below.
1) Exact Solution:
Using the Lagrange multiplier method, the optimization problem in (30) can be written as
, such a constraint is equivalent to cosh 2 (2γ) − sinh 2 (2γ) = 1. The Lagrangian of (31) can be written as
The solution of this Lagrangian is given by
where λ is the solution of the 4-th order polynomial equation (see Appendix B). Using (33) in constraint equation results in
Of the four roots of (34), we use the real value of λ that results in the minimum value of L(u, λ). We then solve for
T from (33) and solve for the hyperbolic sine and cosine of (γ) as
which allows us to construct the Hyperbolic rotations H p,q and H p+M,q+M defined in (11) . For the remaining Hyperbolic rotations H p,q+M and H q,p+M , the optimization problem in (30) is conducted for another Hyperbolic parameter (γ) using 
The computation of the Hyperbolic rotations H p,q+M (γ) and H q,p+M (−γ) follows directly from (36) and (11) . It is to be noted that these rotations are applied using same but opposite Hyperbolic angle parameter (γ). It is equivalent to saying that the Hyperbolic rotations H p,q+M and H q,p+M has same diagonal and opposite off-diagonal elements.
2) Approximate solution:
In this approach, we will consider the linear approximation of sinh and cosh around zero given by sinh(2γ) ≈ 2 sinh(γ) and cosh(2γ) ≈ cosh(γ)
Now, let us define the elements of symmetric matrix R and vector r used in (30) as
Using (29), (38) and neglecting the terms independent of (γ), the cost function (30) can be re-written as
Setting the derivative of (39) w.r.t (γ) to zero and using (37), we obtain sinh(2γ) (r 11 + r 22 − r 1 ) − cosh(2γ) (r 2 − r 12 ) = 0 (40) and thus the solution (γ) is
In a similar way, the Hyperbolic rotation parameter (γ) can be found using appropriate R and r as explained in section VI-A1. The Hyperbolic rotations are computed using (41) and (11) and applied accordingly as explained in section VI-A1. After applying the Hyperbolic rotations, Givens rotations are applied in a similar way as explained in section V.
B. Calculating the normalization transformations
The normalization transformation is applied in order to compensate for the dispersion parameters R R and R I . Let's consider that we have transformed only one row 'p' of the pre-whitened complex received matrix Y, which corresponds to the transformation of rows 'p' and 'p+M ' for pre-whitened real received matrixÝ. In this case, the normalization transformation N p is an identity matrix except for the two diagonal elements N pp = λ p and N p+M,p+M = λ p and the MM cost function (9) (with the constant terms omitted) can be written as
Taking the derivative of (42) w.r.t (λ p ) and setting the result to zero gives optimal normalization parameter as
The normalization matrices N p,q and N p+M,q+M are computed using (43). They are identity matrices except for the diagonal elements N pp = N p+M,p+M = λ p and N= N q+M,q+M = λ q , where λ q is obtained by replacing 'p' with 'q' in (43). The remaining normalization matrices can be found similarly. (35) and (11) for (γ) (12K) c)Ý = Hp,qH p+M,q+MÝ (8K) d)V = Hp,qH p+M,q+MV e) Apply Givens rotation using (d to f) of Table II 
Construct complex matrix W similar to V using (6) and (15) 5. Estimated Sources:Ŝ = WY During simulations, we have observed that the normalization rotation is not necessary at each step and can be performed only once per sweep. In this case the normalization matrix N is a diagonal matrix of dimension 2M with diagonal elements N pp = N p+M,p+M = λ p given as in (43) where 1 ≤ p ≤ M . HG-MMA is presented in Table III .
VII. PRACTICAL CONSIDERATIONS
We provide here some comments to get more insight into the proposed algorithms.
A. Numerical Cost
Taking into account the structure of the rotation matrices, the numerical cost of the proposed algorithms are compared with other BSS algorithms in terms of the number of flops 10 per sweep in Table IV . As can be seen from Table IV, the   TABLE IV : Numerical complexity comparison of BSS algorithms
BSS Algorithm
Complexity Order
proposed algorithms are much cheaper than ACMA and of comparable cost with G-CMA and HG-CMA. Moreover, the proposed algorithms have very fast convergence (typically less than 10 sweeps) as shown next in simulation experiments. All considered BSS algorithms use a pre-whitening operation 10 A flop corresponds to a real multiplication and a real addition.
which costs O(KN 2 ) flops. The numerical cost of G-MMA and HG-MMA in Table IV has to be multiplied by the number of sweeps to obtain the overall cost.
B. Adaptive implementation
The numerical cost increases linearly with the sample size K. Furthermore, in real life environments, systems are time varying and hence the separation matrix W has to be reestimated or updated along the time axis. For slowly time varying systems, this update can be obtained by using adaptive estimation methods. Utilizing a sliding window technique presented in [9] , one can achieve such source separation in an adaptive manner with a numerical cost proportional to O(ḰM 2 ) whereḰ is the window size (instead of total sample size K).
C. Complex implementation
As shown in section IV, the real matrix representation has been introduced to overcome the difficulties encountered for the optimization of parameters of complex Givens and Hyperbolic rotations. However, we can observe that the obtained results can be cast into complex matrix forms using the following straightforward relations 11 :
where all the matrices on left side of (44) are real and the right ones are complex.
D. Performance
The main advantage of the proposed algorithms resides in their fast convergence in terms of the number of sweeps (typically less than 10 sweeps are needed for convergence) and also in terms of sample size (typically K = O(10M ) is sufficient for the algorithm's convergence). Comparatively, the ACMA method requires K = O(10M 2 ) samples for its convergence and standard CMA-like methods need even more samples to converge to their steady state.
VIII. SIMULATION RESULTS
In order to evaluate the performance of the proposed algorithms, simulation results are presented in this section. Due to lack of any batch BSS algorithm dealing with the MM criterion, we have shown a comparison with contemporary batch BSS algorithms such as ACMA, G-CMA and HG-CMA. As a performance measure, SER and SINR are used where SINR is defined as 
where SINR j is the signal to interference and noise ratio at the jth output with g ij = w i a j , where w i and a j are the ith row vector and jth column vector of filtering matrix W and channel matrix A, respectively. R n is the noise covariance matrix and s j is the (1 × K) source signal vector at jth input. We consider a MIMO system having 5 transmitters and 7 receivers (M = 5, N = 7) with the data model given in Section II. Every uncoded data symbol transmitted by each source are drawn from 16-QAM and 64-QAM constellations. The resulting signals are then passed through a channel matrix A, generated randomly at each iteration with controlled conditioning and with i.i.d complex Gaussian variable entries of zero mean and unity variance. The noise variance is adjusted according to specified signal to noise ratio (SNR). Further, sources, noise and channel have the same properties as specified in section III. The results are averaged over 1000 Monte Carlo runs.
In Figure 1 , we compare the exact and approximate solution of HG-MMA in terms of SINR vs. SNR for 16-QAM and 64-QAM constellations. The number of sweeps and samples K are set equal to 10 and 100, respectively. We notice that both the exact and approximate solutions have the same performance for the considered constellations. Therefore, in the following simulations for the HG-MMA, we will use the approximate solution, as it is cheaper and easier to implement.
In Figure 2 , we examine the effect of the number of sweeps on the performance of the G-MMA and HG-MMA. The figure compares the SINR vs. SNR for different number of sweeps. In this simulation, 150 symbols are drawn from 16-QAM constellation. We notice that the performance of proposed algorithms increases with the number of sweeps and remains almost unchanged after 5 sweeps. So, in the following simulations we will fix the number of sweeps to 10. Moreover, it can be seen that for a small number of sweeps, the G-MMA performs better than the HG-MMA but after 5 sweeps HG-MMA takes the lead.
In Figure 3 , we have compared the convergence rate of the proposed and benchmarked algorithms. The SNR is fixed at 20 dB and K is selected as 200 and 700 for 16-QAM and 64-QAM, respectively. It can be seen that all the algorithms converge in 5 sweeps, however the performance of HG-MMA and G-MMA is better than the HG-CMA and G-CMA. Figure 4a and 4b, show the SINR performance of our proposed algorithms with the aforementioned algorithms vs. the number of samples K for 16-QAM and 64-QAM constellations, respectively. The SNR is fixed at 30dB for both figures. It can be noticed that, as expected, the larger the number of samples the better the performance of proposed as well as other algorithms. The HG-MMA takes the lead among all other algorithms, which is more significant for the higher QAM constellation (i.e., 64-QAM). number of samples is not suitable for the QAM constellation.
In Figure 5b , we consider the case of 64-QAM constellation with two different number of samples (K = 150 and K = 700). It is noticed that the performance of proposed algorithms is significantly better than other algorithms even for small number of samples. For an SNR lower than 10dB and large number of samples, the performance of all algorithms is nearly the same but for 15dB and above, the proposed algorithms perform better than the others. Figure 6a and 6b depict the SER of proposed and benchmarked algorithms vs. SNR for the case of 16-QAM and 64-QAM constellations, respectively. In both figures, different number of samples are considered i.e., for 16-QAM (K = 50 and K = 200) and for 64-QAM (K = 150 and K = 700). As noticed previously, the performance of the HG-MMA is significantly better than all the other algorithms. Comparison of Figure 6a and 6b shows that in the case of lower QAM (such as 16-QAM) for small number of samples, the performance of proposed algorithms is nearly the same however, for higher constellations (such as 64-QAM), HG-MMA performs better than G-MMA. Similar to other figures, same pattern of performance is observed i.e., the HG-MMA takes the lead followed by the G-MMA, HG-CMA, then by the G-CMA and ACMA.
IX. CONCLUSION In this paper, two new iterative batch BSS algorithms named G-MMA and HG-MMA are presented. The proposed algorithms are designed using a pre-whitening operation to reduce the complexity of design problem, followed by a recursive separation method of unitary Givens and non-unitary Hyperbolic rotations to minimize the Multi-Modulus criterion. Instead of using complex matrices, a real transformation is considered where a special structure of the filtering matrix in the whitened domain is suggested and maintained throughout all transformations.
The proposed algorithms are mainly designed for the blind deconvolution of MIMO systems involving QAM signals. Simulation results demonstrate their favorable performance as compared to contemporary batch BSS algorithms. It is noticed that the G-MMA is cheaper and more suitable for large number of samples but in the case of small number of samples the HG-MMA should be used. For higher constellations, the algorithm's performance decreases, especially for small and moderate sample sizes. In such cases, we should consider in future work combined criteria using the MMA cost function together with alphabet matching ones [26] , [27] . Remaining three terms can be found similarly having different elements of g j .
APPENDIX B
In order to show that (34) given in subsection VI-A1 is a 4-th order polynomial equation, let us consider the 2×2 matrices U and ∆ = diag λ 1 λ 2 be the generalized eigenvectors and eigenvalues matrices of the matrix pair (R, J 2 ), i.e., R = J 2 UΛU −1 (49) and hence
Using (50) So, (51) can be re-written as
which is equivalent to
