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We study the delocalization dynamics of interacting disordered hard-core bosons for quasi-1D and
2D geometries, with system sizes and time scales comparable to state-of-the-art experiments. The
results are strikingly similar to the 1D case, with slow, subdiffusive dynamics featuring power-law
decay. From the freezing of this decay we infer the critical disorder Wc(L, d) as a function of length
L and width d. In the quasi-1D case Wc has a finite large-L limit at fixed d, which increases strongly
with d. In the 2D case Wc(L,L) grows with L. The results are consistent with the avalanche picture
of the many-body localization transition.
Introduction.— It was shown by Anderson [1] that ran-
dom disorder can localize non-interacting quantum par-
ticles that would classically exhibit diffusive behavior. A
na¨ıve expectation would be that, at finite temperature
(or energy density), interactions between particles break
this localization driven by quantum interference effects
and establish ergodicity, so that the system satisfies the
eigenstate thermalization hypothesis [2]. However, this is
not always true. Due to the immense difficulty of system-
atically studying disordered many-body systems, a ma-
jor breakthrough in the theoretical study of this problem
had to wait until the mid-2000s [3, 4]. These analyti-
cal results, combined with early numerical works [5–7],
predicted a many-body localized (MBL) phase [8–11] in
which the system fails to thermalize. The breakdown of
thermalization on experimental time scales was observed
[12] in a system of ultracold atoms in a quasiperiodic
potential.
In recent years, experiments have moved beyond one
spatial dimension towards two-dimensional (2D) systems
[13–16], where the evidence for an MBL transition pre-
ceded by a slowing down of dynamics was also observed
albeit at larger values of the disordered field. From a
numerical perspective, however, the 2D problem is ex-
tremely challenging. While exact diagonalization (ED)
can reach around two dozen lattice sites in the one-
dimensional (1D) case [17, 18], it is restricted to very
small two-leg systems [19–21] and 1D systems coupled
to a bath [22–24], as well as extremely small (4 × 4) 2D
lattices [21], or requires constraints to reduce the Hilbert
space [25] to access physics beyond 1D. The 2D case was
studied using projected entangled pair states (PEPS),
but this is restricted to very short times [26] or yields
mainly qualitative conclusions [27]. Signatures of MBL
transition in two dimensions were found using an analy-
sis of eigenstate entanglement properties obtained from a
quantum circuit description [28]. Two-dimensional mod-
els have also recently been studied using approximate
perturbative approaches [29–31].
Here we show that using a 2D generalization of the
time-dependent variational principle (TDVP) applied to
matrix product states (MPS) allows for the systematic
study of systems much larger than those accessible to
ED, while reaching experimentally relevant, long time
scales on the order of 100 hopping times. The method
allows us to target both the strongly localized regime
and the slow dynamics below the transition in a con-
trolled way. The decay β of the antiferromagnetic order
with time t, quantified using the imbalance I(t), shows
a power-law behavior I(t) ∝ t−β over this time window.
Using extensive numerical simulations and exploiting the
high accuracy of the TDVP compared to alternative MPS
methods, we can determine β with a statistical accuracy
better than 10−2, permitting an accurate estimate for the
critical disorder Wc inferred from the vanishing of β as a
function of disorder strength W .
In the purely 1D case, β and similar power-law expo-
nents derived from related transport quantities [33–36]
are thought to be due to rare regions with anomalously
strong disorder [34, 37] and their interplay with anoma-
lously weakly disordered regions—“thermal spots”—
driving the thermalization of the whole system through
“avalanches” [38–41]. The effect of these rare events is
very sensitive to dimensionality [37], leading to the con-
clusion that such slow power-law dynamics should be ab-
sent in the long-time limit in two dimensions. On the
other hand, the experimental data [14] as well as the nu-
merical solution of perturbative equations of motion [29]
indicate that subdiffusive behavior may survive in the 2D
case. Our approach sheds much needed numerical light
on both experimental and analytical findings.
Considering systems with dimensions L × d (length
times width), with L ≥ d, we determine the exponent β
and the critical disorder Wc as functions of L and d. We
analyze Wc(L, d) in two regimes: (i) quasi-1D systems
with L  d and (ii) 2D systems with L = d. It is cru-
cial that, even though the system gets delocalized at any
given W in the thermodynamic limit, Wc(∞,∞) = ∞,
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FIG. 1. Time evolution of the columnar imbalance I averaged over disorder realizations for several representative cases on
the ergodic side of the MBL transition for different choices of disorder strength W and system dimensions L, d. The blue
shaded region denotes a 2σ-interval, the red dashed line is a power-law fit I ∝ t−β (with the resulting β shown), and the black
dotted line is the exact result for the time evolution of a non-interacting wave packet (10000 disorder realizations). Panel (d)
shows the 2D case (note the differing y-axis range). Inset of (a): Result using maximum bond dimension [32] for a weaker
disorder and a smaller system, showing stronger decay. Inset of (b): Depiction of the model (1) and initial condition for
d = 3. Initially, particles occupy only odd-numbered columns i (blue dots), while even i are empty (white dots). During time
evolution, particles interact and hop with parameters U and J , respectively, both in the i and j directions. At each site (i, j),
a random potential with strength W is present.
one can meaningfully define the transition point Wc(L, d)
for L  1 and arbitrary d. The dependence Wc(L, d)
carries information about the mechanism of many-body
delocalization. Via the same token, for W < Wc(L, d),
we define the size-dependent power-law exponent β(L, d).
While β can in principle also depend on time scale (as
the theory [37] predicts), we do not observe any such drift
within the time range explored. Importantly, our char-
acteristic times and system sizes are of the same order as
in experiment, thus allowing a direct comparison.
Model and method.— We consider hard-core bosons
with nearest-neighbor interactions on a 2D square lattice
with length L and width d and spatial indices i = 1, . . . , L
and j = 1, . . . , d. The Hamiltonian is given by:
H =
∑
〈ij;i′j′〉
[
−J
2
(b†ijbi′j′ + h.c.) + Unˆij nˆi′j′
]
+
∑
ij
ij nˆij .
(1)
Here b†ij creates a boson on a site (i, j), nˆij ≡ b†ijbij , and
the summation over 〈ij; i′j′〉 couples neighboring sites,
with periodic boundary conditions in the j-direction and
open boundary conditions in the i-direction, see Fig. 1.
On-site potentials ij are independent random variables
taken from a uniform distribution on [−W,W ]. The oc-
cupation of each site is restricted to nij ≤ 1. We choose
J = U = 1.
For our numerical simulations, we employ the time-
dependent variational principle (TDVP) [42]. It projects
the time evolution back onto the variational manifold of
the matrix product state (MPS):
∂t|ψ〉 = −iPMPSH|ψ〉. (2)
The TDVP has been shown to be an efficient all-round
MPS-based method [43] and works especially well for dis-
ordered systems [36, 44–46]. A key advantage is that
time evolution after the projection PMPS conserves the
wave function norm and energy [42]. This is in con-
trast to alternative methods for time evolution such
as time-evolving block decimation (TEBD) [47], the
time-dependent density matrix renormalization group (t-
DMRG) [48] and the MPO W I,II method [49]. We use
both a two-site implementation and a hybrid [50] one-
site/two-site implementation of TDVP, see [32] for de-
tails.
Results.— We follow the quench dynamics for a sys-
tem prepared in an initial state with occupied odd-
numbered columns (see Fig. 1). Similar to the ex-
periment [14, 15], we track the “columnar imbalance”
I = (nodd − neven)/(nodd + neven), where nodd(even) is
the total particle density at odd (even) columns. For
an ergodic system in the thermodynamic limit, the time-
average of I(t) will approach zero as t → ∞, since in
that case the memory of the initial state is lost. We as-
sess the decay of I by fitting to a power law I(t) ∝ t−β
over the time window t ∈ [50, 100]. As we will see, the
decay closely follows a power-law behavior in this time
interval; we will discuss possible deviations (expected in
2D) below. For each (L, d), we determine the dependence
of the exponent β on disorder W . The critical disorder
Wc(L, d) is estimated as the value of W at which β van-
ishes [32].
We note that for d = 1 and L = 16, this procedure
yields a value for the critical disorder Wc(16, 1) ≈ 4 [36]
that is in good agreement with numerical results obtained
from ED [17, 35] on systems of a comparable size. At the
same time, the thermodynamic-limit d = 1 value found
by this approach in Ref. [36] (where systems up to L =
100 were studied) is substantially higher, Wc(∞, 1) ≈ 5.5.
While this demonstrates that finite-size effects are rather
pronounced already in 1D geometry (see also [51]), we
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FIG. 2. Power-law exponent β characterizing decay of the
disorder-averaged columnar imbalance I ∝ t−β in the time
window t ∈ [50, 100], as a function of the disorder strength
W . Panels (a)-(c): quasi-1D systems with d = 2, 3, and
4 respectively for various L. Panel (d): 2D systems with
L = d. Error bars are 1σ-intervals. Data labeled with “(H)”
is obtained using the hybrid algorithm, the two-site algorithm
is used otherwise. Independent disorder realizations are used
for each data point. Data for 4 × 4 uses the maximum bond
dimension [32]. Note the differing x-axis ranges.
will see that they become qualitatively more important
in quasi-1D and 2D geometries.
Several representative cases of the imbalance dynamics
I(t) are shown in Fig. 1. We find that with increasing
transverse dimension d, the disorder required to freeze
the dynamics is strongly increased compared to a 1D
chain (d = 1). At the same time, the imbalance decay
remains well approximated by a power law in the slowly
thermalizing regime on the delocalized side of the tran-
sition. We show the obtained power-law exponent β as a
function of W in Fig. 2 for quasi-1D systems with d = 2,
3, and 4, and for 2D systems with values of L = d up
to 10. In the 2D case, we show I(t) curves for different
L on one plot in order to visualize an increase of β (i.e.,
enhancement of delocalization) with the system size.
Obtained results for power-law exponents β(L, d;W )
as functions of disorder W are shown in Fig. 2. Resulting
values of the critical disorder Wc(L, d) are presented in
Fig. 3. In panel (a), we show Wc(L, d) for quasi-1D sys-
tems, where we also included data for strictly 1D systems,
d = 1, from Ref. [36]. In that paper, system sizes L = 20,
50, and 100 were studied. The results for L = 50 and 100
were nearly indistinguishable, which means that the criti-
cal disorder Wc(L, 1) saturates at such values of L. Thus,
the obtained value Wc(50, 1) ≈ Wc(100, 1) ≈ 5.5 serves
as a good estimate for the thermodynamic-limit critical
disorder Wc(∞, 1).
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FIG. 3. Estimated critical disorder Wc(L, d) as a function of
system size in the (a) quasi-1D and (b) 2D cases. Data for
d = 1 in the left panel are from Ref. [36]. For d = 1, the value
for L = 100 is the same as for L = 50. For d = 2, the value
for L = 40 is the same as for L = 20. (These additional data
points are not shown for the sake of clarity.) Lines: analytical
predictions for (a) Wc(∞, d) with d  1 and (b) Wc(L,L)
with L 1, see Eqs. (3) and (4).
For d = 2, we studied systems of length L = 8, 20, and
40. The value of Wc for L = 20 is slightly higher (by ap-
proximately 15%) than that for L = 8. At the same time,
the values for L = 20 and L = 40 are almost identical.
Thus, we conclude that Wc(L, 2) has reached saturation
at these values of L, so that our result Wc(20, 2) ≈ 13 is
at the same time a good estimate for Wc(∞, 2).
For d = 3 and 4, the L = 20 values of Wc that we have
obtained are Wc(20, 3) ≈ 24 and Wc(20, 4) ≈ 30. These
values are higher by 20−30% than L = 8 values. Since we
have not studied systems of length larger than L = 20, we
cannot verify explicitly whether Wc has reached satura-
tion at this length, which means that the L→∞ values
can be still somewhat higher. At the same time, analyt-
ical arguments (see below) indicate that for d ≤ 4 the
length L at which the thermodynamic limit is essentially
reached should not be too large. We thus argue that our
above results for Wc(20, 3) and Wc(20, 4) serves not only
as lower bounds for Wc(∞, 3) and Wc(∞, 4), respectively,
but also as reasonable estimates for them. Comparing the
obtained estimates for Wc(∞, d) with d = 1, 2, 3, and, 4,
we observe a fast increase of critical disorder with d.
Fig. 2(d) displays results for 2D systems (L = d). The
obtained values are Wc(6, 6) ≈ 25, Wc(8, 8) ≈ 40, and
Wc(10, 10) ≈ 50. We observe a clear increase of Wc(L,L)
with L. Below, we will compare our numerical findings
for quasi-1D and 2D systems with analytical expecta-
tions.
Avalanches.— Recently, a phenomenological descrip-
tion for the many-body delocalization was proposed
[38, 39], which relies on the “avalanche” instability, i.e.,
proliferation of an initial effectively thermal seed which
grows until it “swallows” the whole system for W < Wc.
Here we will summarize the implications of this idea for
our particular choice of model, with additional details
provided in Supplementary Material [32].
4The effect of avalanches on a 2D system (d = L in our
notations) was considered in Ref. [52]. For a 2D system
of size L 1, the critical disorder is given by
Wc(L,L) ∼ exp(c1 ln1/3 L2), (3)
up to subleading factors. Here c1 is a numerical factor;
an estimate presented in [32] yields c1 = 2(ln 2)
2/3 ≈
1.57. Note that, while Wc(L,L) grows without bound
with increasing L, the transition point is well defined in
a system of given (large) size L. Generalization of the
analysis of Refs. [39, 52] on a strip of width d  1 and
length L > d yields [32]
Wc(L, d) ∼
{
exp[c1 ln
1/3(Ld)], d < L < L∗(d),
2d, L > L∗(d),
(4)
where the crossover length L∗(d) reads
L∗(d) ∼ d−1 exp[(d ln 2/c1)3]. (5)
For L  L∗(d) the avalanche development is a two-step
process: first a 2D growth of the seed until its size reaches
d, then the 1D growth. The bottleneck for thermal-
ization in this case is the first (2D) stage, as schemat-
ically depicted in Fig. 4, which is why the first line of
Eq. (4) is very similar to Eq. (3). On the other hand, for
L L∗(d), a necessary rare ergodic spot of size d can be
found. In this case, the bottleneck is an effectively 1D
propagation of an avalanche with a thickness d.
As seen from Eq. (4), for any given d the critical disor-
der saturates in the limit L → ∞. At the same time, to
reach the limiting value Wc(∞, d) (which characterizes
MBL in the quasi-1D geometry in the thermodynamic
limit), one needs systems longer than L∗(d). For small
d ≤ 3, Eq. (5) yields L∗(d) of order unity, so that the con-
dition reduces to L  1; for d = 4 we find L∗(4) ≈ 60.
Indeed, as we know from numerics of Ref. [36] and of the
present work, L = 50 is sufficient to reach saturation for
d = 1, and L = 20 is sufficient for d = 2. It is expected, in
view of smallness of L∗(d), that similar values of L should
be sufficient for d = 3 and d = 4, which means that our
values Wc(20, 3) ≈ 24 and Wc(20, 4) ≈ 30 may serve as
reasonable approximations for Wc(∞, 3) and Wc(∞, 4),
respectively. At the same time, for d ≥ 5 the length
L∗(d) as given by Eq. (5) increases dramatically, imply-
ing that such systems should be in the 2D regime [first
line of Eq. (4)] for any L that is realistic for numerical
simulations or experiment.
In Fig. 3, we show by lines analytical results for
Wc(∞, d), second line of Eq. (4) and Wc(L,L), Eq. (3).
Although these formulas are actually derived in the
asymptotic limit of large d (respectively, large L), we
observe that they compare well with data already for rel-
atively small values of these parameters.
It is worth noting that our numerical estimates of
Wc(∞, d) for d = 2 and 3 are considerably higher than
FIG. 4. Avalanche instability in a quasi-1D geometry for
L  L∗(d). For W < Wc(L, d), an initial seed, a region
of unusually weak disorder (top, red dots) thermalizes its sur-
roundings and shows a 2D growth. Once the ergodic spot
thus created reaches the size d, it grows along the L direction
(bottom), eventually thermalizing the whole system.
those obtained in Refs. [19, 21] by ED of small systems
[32]. This is in full consistency with a drift of Wc(L, d)
with L; as a result, small-system data substantially un-
derestimate Wc(∞, d).
Form of the long-time dynamics.— On the delocalized
side of the transition, the Griffiths picture of delocaliza-
tion [34, 37, 53–55], which also applies in the avalanche
scenario, predicts the following form of imbalance decay
I(t) in D dimensions:
I(t) ∝ exp
(
− γ lnD t
)
, (6)
where γ is a constant. This leads to a power-law decay
with the exponent β = γ in 1D and to a somewhat faster
decay I(t) ∝ t−γ ln t in 2D. This form is almost indistin-
guishable from a pure power law for the time scale we
consider here, and both forms provide essentially equally
good fits [32]. Furthermore, the exponent γ is rather
small for all values of disorder considered here for the
2D case (see Fig. 2), so that any term of the type (6)
would in fact dominate over hydrodynamic power-law
long-time tails up to any experimentally relevant time
scale (cf. Ref. [14]). Hence, even though Griffiths effects
are sub-leading in D > 1, they describe the physics in a
rather broad range of disorder on the ergodic side of the
transition up to extremely long time scales.
Summary and outlook.— We have investigated, by
means of the TDVP, the delocalization dynamics of inter-
acting hard-core bosons in quasi-1D and 2D disordered
lattices for system sizes comparable to state-of-the-art ex-
periments. We provide numerical results for the density
imbalance dynamics for system sizes much larger than
those accessible to ED. Our results demonstrate subdif-
fusive, approximately power-law decay of imbalance on
experimentally relevant time scales on the ergodic side of
the MBL transition beyond 1D geometry. This is consis-
tent with the subdiffusive behavior obtained in Ref. [29]
for a slightly different 2D system by a perturbative ap-
proach. We have further determined with a high preci-
sion the power-law exponent β as a function of disorder
5W and the system width d and length L in the 2D (L = d)
and quasi-1D (L > d) cases. Using these data, we have
found the critical disorder Wc(L, d) at which the dynam-
ics freezes. Our findings support the expected saturation
of Wc(L, d) in the limit L → ∞ at fixed d. Further,
our results are in agreement with analytical predictions
(based on the avalanche picture of the MBL transition
[38]) for unbounded growth of Wc(∞, d) with d in the
quasi-1D case and of Wc(L,L) with L in the 2D case.
Our work opens important avenues for investigation
of slow quantum dynamics and MBL in a variety of
quasi-1D and 2D systems. One direction of interest is
the study of soft-core disordered Bose-Hubbard models
[13, 16]. Such models, which can be implemented us-
ing MPS with a certain additional computational effort,
exhibit competition between MBL and Mott-insulator
physics [56]. The Fermi-Hubbard model has substan-
tially more complicated localization properties [57], ex-
hibiting spin-charge separation in the delocalization dy-
namics (unless there is additional disorder in the spin
degree of freedom [58]). Furthermore, our approach can
be straightforwardly extended to long-range interacting
systems, which is of particular interest in context of ex-
periments on trapped ions [59].
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Supplementary Material to “Slow many-body delocalization beyond one dimension”
In this Supplementary Material, we outline in detail
the “avalanche” description of the MBL transition, the
protocol of our numerical implementation, the analysis
of data, and comparison with numerical estimates of Wc
in quasi-1D systems.
AVALANCHE INSTABILITY
Here we discuss the “avalanche” theory of the MBL
transition as applied to the quasi-1D and 2D cases of the
Hamiltonian considered in the main text. The reader is
referred to Refs. [1–4] for previous works on the avalanche
theory.
We consider the model (1) of the main text with
J = U = 1 (hopping and interaction) and W  1 (dis-
order) on a strip of length L and width d. Assume that
the system contains a rare region with anomalously weak
disorder. In the absence of couplings to the rest of the
system, this region would be ergodic. The exact many-
body states in this ergodic seed are described by random
matrix theory. The rest of the system, with the ergodic
seed excluded, is assumed to be many-body localized.
The Hamiltonian of the localized part of the system is
then described in terms of mutually commuting opera-
tors, each representing a local integral of motion (LIOM),
a.k.a. l-bit.
At the heart of the avalanche theory is the observation
that a single ergodic spot (originating from a rare region
where disorder is anomalously weak) can delocalize the
otherwise many-body localized system but successively
absorbing sites around it—the process that was termed
an “avalanche”. This happens under certain conditions
on the size of the rare spot and the typical localization
length (and thus strength of disorder) in the surrounding
MBL system. The probability to find a rare spot of a
required size depends on system dimensions. As a result,
one can determine the dependence of the critical disorder
Wc (below which an avalanche develops) on L and d.
Below we outline this analysis first for the 2D case (L =
d) and then for the quasi-1D geometry (L d).
Avalanche in 2D
For an avalanche [1] to start, the ergodic seed should
exceed the critical size which can be estimated following
Ref. [5] [see the discussion around Eq. (3.4) there]. We
begin with the 2D case (L = d), assuming a square lat-
tice. From the condition e−1/ξ ∼ 1/W , we estimate the
typical localization length
ξ ' 1/ lnW. (S1)
For a 2D lattice this result corresponds to the shortest
path (“forward approximation”) between the two points
along the links of the lattice.
Consider an ergodic seed of radius Rs (counted along
the links of the square lattice from the central point).
Such a “lattice sphere” is, in fact, a square rotated by
pi/4 with respect to the original square lattice, with the
diagonal equal to 2Rs. The volume of this “sphere” is
2R2s. The ratio of the matrix element to the relevant
(many-body) level spacing for the transition of a spin (l-
bit) located at distance r (again, counted along the links
of the lattice) from the seed scales as
γrN
−1/2
s
N−1s
& 1, (S2)
where γ ∼ e−1/ξ ∼ 1/W and Ns is the dimension of the
space of many-body states inside the 2D seed. The factor
N
−1/2
s in the matrix element accounts for the correct
scaling of the local operators in the ergodic seed. The
condition (S2) defines the size of the “buffer zone” around
the seed,
r(Rs) ∼ R2s/| ln γ| ∼ R2s/ lnW, (S3)
where the resonance condition is satisfied for all the spins.
In the limit of large Rs, when r(Rs) & Rs, the ergodic
seed grows indefinitely by absorbing the buffer spins: an
avalanche occurs. This defines the critical size of an er-
godic seed:
Rc ∼ lnW. (S4)
Once an ergodic seed is found, the whole 2D system is
thermalized by the avalanche. The number of spins in
the critical seed is
nc ∼ ln2W. (S5)
In order to fix the coefficient in Eq. (S5), we proceed
following Ref. [1]. We include all the hybridized spins
into the dimension of the space of ergodic many-body
states:
Ns = 2
2(Rs+r)
2
. (S6)
The condition for the avalanche to proceed for arbitrary
r then reads
F (r) =
ln 2
lnW
(Rs + r)
2 − r > 0. (S7)
For small enough Rs, this condition is not fulfilled at not
too large r and hence the avalanche does not develop.
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2ThenRc is found from the requirement that the minimum
of F (r) corresponds to F > 0, yielding
Rc ' lnW
4 ln 2
(S8)
and
nc ' c ln2W, (S9)
with
c =
1
8 ln2 2
. (S10)
The probability of finding a single critical seed in a 2D
system of linear size L is
P (L,L;W ) ∼ L2
(
1
W
)nc
(S11)
(each of the ns  1 spins of the seed should have an
energy within the window ∼ 1). Using Eq. (S9), we get
P (L,L;W ) ∼ L2W−c ln2W . (S12)
Equating this probability to 1/2, we estimate the critical
disorder strength for D = 2, Ref. [3]:
lnWc(L,L) ' c1 ln1/3 L2, (S13)
where c1 = c
−1/3. The width of the transition can be
estimated [3] by comparing the values of W for which
P = 1/4 and P = 3/4:
δW (L,L)
Wc(L,L)
∼ ln−2/3 L. (S14)
It is seen that with increasing L, the critical disorder
strength grows to infinity, while the transition sharpens.
Quasi-1D avalanche
Let us now turn to the quasi-one-dimensional case,
L d 1. We first consider the case when the critical
size of the 2D seed (S8) is smaller than the width of the
strip:
d lnW. (S15)
In this case, the avalanche consists of the two stages:
first the critical seed explodes as in the 2D case, but
after reaching the boundary of the strip the avalanche
continues essentially in the 1D manner (the only differ-
ence compared to the true 1D case is that the ergodic
spot now has d neighbors). The probability of finding a
single critical 2D seed in the sample of area L× d is
P (L, d,W ) ∼ LdW−c ln2W . (S16)
Thus, the necessary condition for starting an avalanche
in this sample is
W < W1(L, d) = exp[c1 ln
1/3(Ld)]. (S17)
Under this condition, the thermal spot is guaranteed to
be present in the sample and increases in size up to the
width d. After this, the avalanche dynamics is governed
by the 1D law, as long as
2−(d+2x)d/2e−x/ξ & 2−(d+2x)d, (S18)
where x is the linear size along the strip of the region
hybridized with the ergodic spot to the right and to the
left of the spot (hence 2x in the total number of ergodic
states Ns). Here, again, the factor N
−1/2
s in the matrix
element on the l.h.s. accounts for the full ergodicity. For
sufficiently weak disorder, W . 2d, the condition (S18)
is satisfied for all x. Since in the limit L → ∞ a critical
seed is always found in the sample, we conclude that
Wc(L =∞, d) ∼ 2d. (S19)
We note that the condition W  Wc(L =∞, d) is com-
patible with the condition (S15) for the 2D geometry of
the initial critical seed.
Comparing Eqs. (S19) and (S17), we see that in large
systems with
L > L∗(d) =
1
d
exp
[(
d ln 2
c1
)3]
, (S20)
the condition W < Wc(L =∞, d) simultaneously implies
that typically there is at least one seed in the system
and the avalanche takes place. This yields (see, however,
below)
Wc(L, d) ∼ 2d, L > L∗. (S21)
For shorter systems, L < L∗, the condition (S17) is
stronger than (S19) in restricting the strength of disorder
from above for an avalanche to occur. Thus, for L < L∗
the bottleneck for a full avalanche to occur is the presence
of a critical seed in the sample, so that
Wc(L, d) ∼ exp[c1 ln1/3(Ld)], d < L < L∗. (S22)
Let us return to the case L > L∗. For large systems,
one can find more than one critical seed in the whole sam-
ple for Wc(∞, d) < W < W1(L, d). Each of the critical
seeds would then grow up to the size
Xc ' d d ln 2
lnW − d ln 2 . (S23)
This result generalizes Eq. (17) of Ref. [1] to the quasi-
1D setup. If the number of critical seeds in the sample
exceeds L/Xc, the whole sample will thermalize by the
overlapping finite avalanches even for W > Wc(∞, d).
3The number of critical seeds is given by Eq. (S16) when
P > 1. The refined equation for Wc is then given by
L
d
(
lnWc
d ln 2
− 1
)
∼ Ld e−c ln3Wc . (S24)
Clearly, for d 1 the solution of Eq. (S24) for Wc yields
a negligible correction to the estimate (S21).
Thus, the result for Wc at L > d 1 reads:
Wc(L, d) ∼
{
exp[c1 ln
1/3(Ld)], d < L < L∗(d),
2d, L > L∗(d),
(S25)
where L∗(d) is given by Eq. (S20) and c1 = c−1/3 ≈ 1.57
is the numerical coefficient found from Eq. (S10).
ALGORITHM
For our numerical simulations, we numerically inte-
grate the TDVP equations using the scheme proposed
in Ref. [6]. We use the two-site implementation of the
Open Source Matrix Product States library [7, 8] as well
as a hybrid approach, implemented using the TeNPy li-
brary [9] combining early evolution using the two-site
algorithm with subsequent evolution using the one-site
algorithm. In the case of the latter, we implement the
Hamiltonian (1) from the main text, whereas in the for-
mer case we map this Hamiltonian to a representation
with a synthetic dimension, with hopping and interac-
tions represented by spin-orbit coupling as can be realized
experimentally [10–12]. In the geometric representation,
the square lattice is mapped to a one-dimensional chain,
which results in longer-range hopping terms that are im-
plemented using matrix product operators [13]. We track
the time evolution of various quantities, in particular the
particle density at each site, the von Neumann entropy of
entanglement and (for the two-site approach) the related
entanglement spectrum. For more details on the algo-
rithm and the differences between the one- and two-site
approaches, we refer the reader to Refs. [6, 14].
Two-site approach
During time evolution, we demand that the error is
bounded by requiring that the smallest value of the
Schmidt numbers min(λi) in the entanglement spectrum
[15] < 10−6 at any time step (cf. Ref. [16]), using a max-
imum bond dimension χ of at least 128 for stronger dis-
order and up to 512 for the smallest systems and weakest
disorder considered. During time evolution, we expand
the bond dimension up to its maximum in order to keep
the discarded weight < 10−10 per site. In addition, we
then check convergence with χ. In practice, this proce-
dure sets a minimum value of the disorder W that we can
consider, because the entanglement grows more strongly
for weaker disorder. We use around 400 independent re-
alizations of disorder for each choice of parameters.
Hybrid approach
The hybrid approach is similar, but instead of consid-
ering the Schmidt values, we expand the bond dimension
at each time step and switch to the one-site algorithm
when the maximum is reached. We then again check for
convergence with the maximum bond dimension χ. The
key difference between the two approaches is that the
two-site approach leads to a truncation error that results
from repeated singular value decompositions. This error
is absent in the one-site algorithm, however, the two-site
approach allows for dynamical control of the size of the
variational manifold (controlled by the maximum bond
dimension χ). In practice, we switch from the two-site to
the one-site approach at relatively short times O(1) and
use the two-site algorithm just to expand the variational
manifold from the initial product state. The hybrid ap-
proach allows for studying larger systems, up to 10× 10,
for which we use 40 realizations. We find that at strong
disorder χ = 128 is sufficient for 8 × 8-systems, while
χ = 192 is needed for 10× 10.
Comparison of the different schemes
In the main text, the different power laws obtained
from the fitting procedure are compared between the two-
site and hybrid algorithms. An explicit example of dy-
namics is shown in Fig. S1. The two curves are in good
agreement for sufficiently strong disorder.
For weaker disorder, we observe better convergence for
the hybrid approach. The truncation error of the two-site
approach therefore clearly dominates the error in this
regime. Hence, we confirm that also beyond the one-
dimensional case [16–19], one-site TDVP (used in the
latter part of the time evolution in the hybrid approach)
is the superior MPS-based time evolution method. How-
ever, it remains not fully understood why the one-site
TDVP algorithm seems to correctly capture long-time
dynamics deeper into the ergodic regime [20], where
the two-site algorithm as well as comparable other ap-
proaches such as TEBD fail to converge with reasonable
χ. In addition to better convergence, we also observe
faster computation times for the hybrid scheme. We at-
tribute this to advantages of the geometric representa-
tion of the model, which allows for truncation (and hence
computational speedup) in the transverse direction, while
the synthetic representation captures the entanglement
in the transverse dimension without approximations.
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FIG. S1. Averaged imbalance dynamics illustrating compar-
ison between the two-site and hybrid (H) implementations
with independent realizations of disorder, for L = 20,W =
8, d = 2, χ = 256, and 400 realizations of disorder. The
shaded region denotes a 2σ-interval. The obtained power-
law exponents are βtwo−site = 0.039 ± 0.006 and βhybrid =
0.037± 0.006 respectively.
Time step
One of the benefits of the TDVP method is its stability
with respect to the time step, which allows the use of a
relatively large time step. In most cases δt = 0.2 provides
converged results in step size, although we found that
reducing the time step to δt = 0.05 is necessary for the
largest systems and strongest disorder computed using
the hybrid algorithm. This is attributed to the long-
range terms that appear in this implementation, with
hopping and interaction terms up to a distance 2d.
Convergence
Convergence of the algorithm relies on increasing the
bond dimension χ until the results become independent
of χ. An illustrative example is shown in Fig. S2. For
the choice of parameters shown, it is clear that χ = 128
is sufficient for convergence. In this work, we always use
at least χ = 128 except for the 10× 10 system, for which
we use χ = 192. For χ = 128, L = 10, d = 10 and
W = 20 we find β = 0.038± 0.002, while for χ = 192 we
obtain β = 0.037 ± 0.007. The different error estimates
are due to a smaller number of disorder realizations used
for χ = 192. We increase the bond dimension up to
χ = 512 for the quasi-1D case (d ≤ 4) to reach deeper into
the ergodic regime. Moreover, using χ = 256 for small
systems, 8× 2 and 4× 4, we can compute the dynamics
exactly up to arbitrary times.
It is also useful to compare to other methods. In
the limit of strong disorder, various MPS methods per-
form similarly: they converge with relatively low bond
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FIG. S2. Convergence of the simulations with respect to bond
dimension χ for a single disorder realization, for L = 8, d =
8,W = 30.
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FIG. S3. Comparison of TDVP to time-evolved block deci-
mation (TEBD) for a single realization of disorder, for L =
8, d = 4,W = 30, χ = 128.
dimension. On the ergodic side of the transition, how-
ever, TDVP tends to outperform other MPS-based ap-
proaches [16, 19] in terms of convergence of transport-
related quantities (such as the imbalance). In Fig. S3
we compare the TDVP and TEBD results for an 8 × 4-
system, using the “synthetic dimension” (two-site) ap-
proach outlined above. The methods are in excellent
agreement.
Choice of the initial condition
The choice of initial condition should not affect the
MBL transition. If the system is ergodic, then any ini-
tial state should thermalize; likewise, on the MBL side
any initial state should remain localized. In our simula-
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FIG. S4. Imbalance dynamics for a single realization of dis-
order, for the “checkerboard” initial condition where the ini-
tially occupied site always neighbors an occupied site. For
W = 30, the same disorder realization is used as in Fig. S2.
tions so far, we have employed a striped initial condition,
where “rings” are initially either fully occupied or unoc-
cupied. In Fig. S4, we show, for a single realization of
disorder, the dynamics of a “checkerboard” initial condi-
tion, where the initially occupied sites always neighbor
only unoccupied sites. In this case, the imbalance is de-
fined as the memory of the initial checkered state.
Comparing the results between the checkerboard and
the striped initial conditions for W = 30, there is a strong
difference at short times, where the checkerboard im-
balance drops several times more strongly than for the
striped pattern. The decay at longer times weakens in
both cases, with comparable power-law exponents of the
decay. However, the amplitude of the change in the im-
balance within the studied time interval after the initial
drop is still much larger in Fig. S4 than in Fig. S2. These
results can be explained as follows. In the short-time
limit, the particles for the checkerboard initial condition
have much more room to move around than the particles
for the striped condition, which can only move in one di-
rection close to t = 0. After the initial falloff, dynamics
is controlled by disorder, whereas the information about
the initial condition shows up in the difference in the
definition of the correlators describing the imbalance in
the two cases. Despite this difference, dynamics for the
checkerboard initial condition freezes out at a compara-
ble value of disorder W between W = 30 and W = 50
(cf. Fig. 3 of the main text). Indeed, the data for W = 50
in Fig. S4 shows that the system is definitely on the lo-
calized side of the transition. We leave a quantitative
analysis to future work.
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FIG. S5. Fit error  (S27) as a function of disorder strength
W and system size L, d. The colors and symbols are identical
to the main text, with an additional transparent white symbol
for the fitting form (S26).
DEFINITION OF THE CRITICAL DISORDER
The critical disorder Wc is estimated on the basis of
saturation of the imbalance I. However, we are restricted
to the regime t ≤ 100 in this work. Since we are inter-
ested in the late-time behavior of the system, we have
to estimate the error δβ in the power-law exponent β
due to considering only finite times. Based on previous
studies [18, 19, 21], we estimate the error in the range
δβ ∈ [0.005, 0.01]. This leads to the error bars in Fig. 3
in the main text, which are obtained according to the fol-
lowing procedure. We first fit the curve f(W ) to the data
points for β(W ) close to Wc. The error is then obtained
by solving algebraically for f(W ) = δβ, with the given
data point in the middle of the range of the estimated
finite-time error.
FITTING PROCEDURE
For our determination of the power-law coefficient β,
we use a standard Levenberg-Marquart non-linear fitting
procedure, as implemented using the SciPy library’s im-
plementation of the appropriate MINPACK routine. The
reported error is a 2σ-interval determined using a statis-
tical bootstrap procedure, where we consider 50 different
samples of our data, with each realization sampled with
50% probability. We find that this procedure yields error
estimates that agree well with those obtained by includ-
ing the error in the imbalance (i.e., twice the standard
deviation of the average imbalance) in the fitting algo-
rithm.
6FITTING FORM
We have compared the power-law form I(t) ∝ t−β to
the following form that has been predicted to result from
Griffiths effects in 2D geometry [22]:
I(t) ∝ exp
(
− γ ln2 t
)
. (S26)
While in the t → ∞ limit Eq. (S26) decays faster than
any power law, this requires exponentially long times for
small γ. For realistic times, this formula provides a rather
slow decay, very much similar to t−β with a small β. We
perform a fit in the window t ∈ [50, 100] and compute
the average χ2-error :
 =
1
N
N∑
i=1
[f(ti)− F (ti)]2, (S27)
where the number of data points is N , the fitting function
is f and the values of the data points are given by F (ti).
The result is shown in Fig. S5. Clearly, for the considered
time window the two forms are practically indistinguish-
able. The error of order 10−6 is likely dominated by
disorder fluctuations.
LONG-TIME DYNAMICS IN QUASI-1D
GEOMETRY
While entanglement growth limits the available time
scales, this limitation is much less severe for smaller sys-
tems. An example is shown in Fig. S6. For a smaller
system length, L = 8, we proceed up to the time t = 300.
We observe no statistically significant deviations of the
power-law behavior over the extended time window; for
the window t ∈ [50, 300] we obtain β = 0.15±0.01, while
for the window t ∈ [200, 300] we obtain β = 0.14± 0.02.
The pure power law form performs slightly better than
the log-corrected form (S26) (expected to be applicable
to the 2D geometry), with about half of the χ2-error.
Alternatively, the quality of the fit can be assessed
through a time-dependent fit coefficient β(t) according to
the procedure discussed in Ref. [16], which weighs data
points according to a Gaussian centered around the time
t. The result is shown in the lower panel of Fig. S6.
While relatively small variations of β(t) are present, no
clear trend that would show a systematic increase or de-
crease of β(t) is visible.
We thus conclude that the imbalance decay remains
to be well described by a power law also in an extended
time interval, and the value of β obtained from the fit
over the larger time interval t ∈ [50, 300] is the same as
for t ∈ [50, 100] within a few percent.
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FIG. S6. Top: averaged imbalance dynamics for a relatively
small system with L = 8, d = 2 up to t = 300 for disorder
strength W = 4. The maximum bond dimension χ = 512
is not reached during time evolution as χ = 256 is sufficient
for exact time evolution so that TDVP is equivalent to ex-
act time evolution in this case. The power-law coefficient
β = 0.15 ± 0.01 as obtained from the window t ∈ [50, 300]
(compare to β = 0.16 ± 0.03 obtained from the two-site ap-
proach in the window t ∈ [50, 100]). Results are computed
using the hybrid TDVP method. The shaded region denotes
a 2σ-interval. Bottom: time-dependent power-law coefficient
β, obtained by weighing data points according to a Gaussian
with standard deviation 50. The shaded region denotes a 1σ-
interval obtained by a statistical bootstrap, implying that β
is constant in time within 2σ-error bars.
COMPARISON TO PREVIOUS NUMERICAL
ESTIMATES OF Wc FOR QUASI-1D GEOMETRY
Let us compare our results for Wc of quasi-1D systems
with previous numerical works. The paper [23] proposed
estimates for Wc based on level statistics obtained by ED
of small systems. For the d = 2 model, it was concluded
on the basis of ED of systems of lengths from L = 6
to L = 9 that Wc = 9.1 ± 0.9. These values of L are
much smaller than the values L = 20 and L = 40 for
which we get saturation of Wc. Furthermore, inspection
of original data in the inset of Fig. 4 of Ref. [23] shows
that the crossing point there drifts systematically from
7W ≈ 8 to W ≈ 10.5 when the system sizes increases from
L = 6 to L = 9. An analogous drift was observed earlier
for d = 1 models, as discussed above. Thus, the value
Wc = 9.1± 0.9 obtained in Ref. [23] by a fit to the data
for small systems underestimates the large-L limit of Wc,
in consistency with our result Wc(∞, 2) ≈ 13. Similarly,
for d = 3 Ref. [23] used systems of lengths from L = 3
to L = 6 and concludes that Wc = 12.1 ± 1.6. Again,
inspecting Fig. 4 of Ref. [23], we observe a strong drift
of the crossing point: from W ≈ 10 to W ≈ 14.5 in
this interval of lengths. Thus, there is no contradiction
between these values and our results obtained for consid-
erably larger systems, Wc(8, 3) ≈ 18 and Wc(20, 3) ≈ 24.
The value Wc = 12.1 ± 1.6 of Ref. [23] is thus a charac-
teristic of small-L systems and is (at least) twice smaller
than the large-L limit Wc(∞, 3). In Ref. [24], a two-leg
spin ladder was studied that is slightly different from the
model (1) but is closely related to it. This paper also used
ED of small systems, and the above discussion fully ap-
plies in this case as well: the value Wc = 8.5± 0.5 stated
in Ref. [24] substantially underestimates the L→∞ crit-
ical disorder of the two-leg ladder.
In Ref. [25], domain-wall melting was considered as a
probe of MBL (as an alternative to the imbalance de-
cay), following the experiment [26]. If one would be able
to proceed controllably to arbitrary long times, both ap-
proaches would give the same Wc. It turns out, how-
ever, that the dynamics of domain wall spreading is much
slower. Indeed, a dramatic difference can be observed al-
ready in the non-interacting case: for the domain wall
initial condition of Ref. [25], the authors report requir-
ing t > 1000 to access the asymptotic regime, whereas
for the charge-density-wave initial condition used here
we observe saturation of the imbalance to its asymptotic
value (plus oscillations which average to zero) at much
shorter times t ∼ 10 (see the black dotted line in Fig. 1 of
the main text). In the interacting case, the numerically
accessible times are limited, which makes it advantageous
to use the imbalance. While the authors of Ref. [25] esti-
mate the critical disorder as 8 .Wc . 10 for a long d = 2
system, it is seen in their Fig. 4 that the domain wall
dynamics has not really saturated either for W = 8 or for
W = 10. In this sense, results of Ref. [25] compare well
to our findings for these values of W but statistical uncer-
tainties in Ref. [25] are higher. We thus conclude that the
domain-wall dynamics of Ref. [25] is not in contradiction
with our result for the critical disorder, Wc(∞, 2) ≈ 13.
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