
































1. 序論 ............................................................................................................................... 5 
1.1. はじめに ................................................................................................................. 5 
1.2. 研究の目的 ............................................................................................................. 6 
1.3. 論文構成 ................................................................................................................. 7 
2. EC サイトにおけるレコメンドエンジンへの遺伝的アルゴリズムの適用 ..................... 8 
2.1. はじめに ................................................................................................................. 8 
2.2. レコメンド手法 ...................................................................................................... 9 
2.2.1. レコメンドの手順 ............................................................................................ 9 
2.2.2. 主に用いられている手法 ............................................................................... 10 
2.2.3. ソフトコンピューティングを用いたレコメンド ........................................... 11 
2.2.4. ニューラルネットワーク ............................................................................... 12 
2.2.5. 遺伝的アルゴリズム ...................................................................................... 13 
2.3. 実験内容 ............................................................................................................... 15 
2.3.1. 実験方法 ........................................................................................................ 15 
2.3.2. 協調フィルタリング方式 ............................................................................... 17 
2.3.3. 遺伝的アルゴリズム方式 ............................................................................... 17 
2.3.4. ニューラルネットワークと遺伝子の構成 ...................................................... 18 
2.4. 結果 ...................................................................................................................... 19 
2.4.1. 協調フィルタリング方式 ............................................................................... 19 
2.4.2. 遺伝的アルゴリズム方式 ............................................................................... 20 
2.5. 考察 ...................................................................................................................... 20 
2.6. まとめ ................................................................................................................... 21 
2.7. この章の参考文献 ................................................................................................. 22 
3. ニューラルネットワークを応用した Java 言語の難読化 ............................................ 23 
3.1. はじめに ............................................................................................................... 23 
3 
 
3.2. Java 言語と難読化 ............................................................................................... 24 
3.3. メソッド名をニューラルネットワークで符号化する方法の提案 ......................... 27 
3.4. 実行結果 ............................................................................................................... 30 
3.5. 考察 ...................................................................................................................... 30 
3.6. この章の参考文献 ................................................................................................. 31 
4. ハードウエアへの遺伝的アルゴリズムの適用 ............................................................. 33 
4.1. はじめに ............................................................................................................... 33 
4.2. 自律行動型ロボットと進化型ハードウエア ......................................................... 34 
4.2.1. 自律行動型ロボット ...................................................................................... 34 
4.2.2. 進化型ハードウエア ...................................................................................... 35 
4.2.3. Microbial Genetic Algorithms ...................................................................... 36 
4.3. 研究内容 ............................................................................................................... 37 
4.3.1. 小型移動ロボット khepera ........................................................................... 37 
4.3.2. FPGA タレット ............................................................................................. 38 
4.3.3. 実験フィールド ............................................................................................. 41 
4.3.4. 自律行動型ロボットへの適用 ........................................................................ 41 
4.3.5. FPGA 内部の構成 ......................................................................................... 43 
4.3.6. 遺伝子の構成 ................................................................................................. 43 
4.3.7. FPGA ソフトウエアパッケージの作成 ......................................................... 44 
4.4. 実験結果 ............................................................................................................... 47 
4.4.1. 基本的な評価関数による進化 ........................................................................ 47 
4.4.2. 淘汰圧を加えた評価関数による進化 ............................................................. 49 
4.4.3. 進化過程での評価関数切り替え .................................................................... 51 
4.4.4. 特定の論理演算器のみを用いた進化 ............................................................. 51 
4.4.5. Microbial GA による進化 ............................................................................. 53 
4.5. 考察 ...................................................................................................................... 56 
4.5.1. 基本的な評価関数による進化 ........................................................................ 56 
4.5.2. 淘汰圧を加えた評価関数による進化 ............................................................. 56 
4.5.3. 進化過程での評価関数の切り替え ................................................................. 56 
4 
 
4.5.4. 特定の論理演算器のみを用いた進化 ............................................................. 57 
4.5.5. Microbial GA による進化 ............................................................................. 57 
4.6. 今後の課題 ........................................................................................................... 58 
4.7. まとめ ................................................................................................................... 58 
4.8. この章の参考文献 ................................................................................................. 59 
5. 自律移動型ロボットのための集合ニューラルネットワークの進化 ............................. 61 
5.1. はじめに ............................................................................................................... 61 
5.2. 集合ニューラルネットワークの進化 .................................................................... 63 
5.2.1. 進化と協調学習の実装 .................................................................................. 63 
5.2.2. 集合ニューラルネットワークの手順 ............................................................. 65 
5.3. 実験内容 ............................................................................................................... 65 
5.3.1. 実験環境 ........................................................................................................ 65 
5.3.2. 制御ネットワークと遺伝子構成 .................................................................... 66 
5.3.3. 評価関数とタスク .......................................................................................... 68 
5.3.4. 遺伝的アルゴリズムのパラメータ ................................................................. 69 
5.3.5. 実験手順 ........................................................................................................ 69 
5.4. 実験結果 ............................................................................................................... 70 
5.4.1. 静的環境における進化と学習過程 ................................................................. 71 
5.4.2. 動的環境における進化と学習過程 ................................................................. 77 
5.5. 実験結果の分析 .................................................................................................... 80 
5.5.1. 協調学習の強度の効果 .................................................................................. 80 
5.5.2. 障害物によるコントローラーの応答 ............................................................. 82 
5.5.3. 非協調コントローラーでの評価値 ................................................................. 83 
5.5.4. 単一ニューラルネットワークと非協調コントローラとの比較 ...................... 84 
5.6. 考察 ...................................................................................................................... 90 
5.7. まとめ ................................................................................................................... 92 
5.8. この章の参考文献 ................................................................................................. 93 

















Rosenblatt によって 1960 年に提案された．しかし，1969 年に Minsky&Papert によって







ットワークを結合し，1 つ 1 つのニューラルネットを特定の問題に対応できるよう学習させ
それらを組み合わせる試みが行われている． 






















































第 1 章では，本研究に至った背景と目的を述べる．第 2 章では，近年急激な発展を遂げ
ている EC サイトにおける商品レコメンドエンジンとして，ニューラルネットワークと遺伝


















 一般的に商品販売における売上は図 2-1 のようなべき乗則にしたがうグラフを描いてお
り，その店舗における売上の 8 割を全商品のうちの 2 割が占めている場合が多い．販売数
量の少ない残り 8 割の部分のグラフが恐竜のしっぽのような形を描いていることから「ロ
ングテール」と呼ばれている．実店舗の場合，在庫の陳列する店舗や在庫を保管しておく
倉庫のコストの関係で人気のある商品（図 2-1 における売上が高い 2 割の部分）を多く在




































































































































































































図 2-4 レコメンド画面 
 
 
 ユーザが選択した商品の下部に，レコメンド結果として 10 個の商品の表示を行う．レコ
メンドを行った商品すべてに対して，欲しい商品であったかどうかと意外な商品のレコメ
ンドであったかどうかの 2 つの観点からそれぞれ評価を行ってもらい，欲しい商品であっ
たかどうかの評価を 0～7，意外性の評価 0～3 の合算を評価値とした．したがって，1 個体






相関係数は，-1 から 1 までの値をとり，0 に近いほど相関度は弱い．-1 に近いほど負の相
関があるといい，1 に近いほど正の相関があるという．相関係数を r とし，商品の閲覧履歴
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のアクセスがあると 1 世代進化するようにした．そのため，10 回分の評価値を合算して 1







持つこととした．1 つの結合加重を 5 ビットで表し，最初の 1 ビットが符号，残り 4 ビット
が絶対値とした．本研究で用いたニューラルネットワークは，入力層 10 個，隠れ層 5 個，
出力層 10 個となっているので，ひとつの遺伝子は 500 ビットで構成される． 
 












なっているため，実験結果より平均値が 47.5 となっているため，ほぼ 2 回に 1 回はユーザ
にあったレコメンドができているか，平均的にまずまずのレコメンドができているといえ







































































[1] 大杉直樹,  門田暁人,  森崎修司,  松本健一: 協調フィルタリングに基づくソフトウェア
機能推薦システム, 情報処理学会論文誌, Vol 2004, pp267-278 
[2] ICHIKAWA Yusuke, TANAKA Akimichi, KAWAMURA Toru, NAKAMURA Toshirou: The Effect 
of introduction of Recommender Engine AwarenessNet on online book store bk1, IPSJ SIG 
Notes, Vol.2005, No.30, pp. 99-104 
[3] Keisuke SAHODA, Kenji HATANO, Jun MIYAZAKI, Shunsuke UEMURA: A Web 
Page Recommendation Method with Collaborative Filtering Using User’s 
Bookmark Hierarchy, DBSJ Letters Vol. 3, No. 1 
[4] ONG Mingwei, WATANUKI Keiichi: Development of Specifications 
Recommendation System for Internet-based Customer Oriented Ordering System, 
Journal of Japan Society for Design Engineering, Vol.41, No.2, pp. 94-101 
[5] 本村 陽一, 岩崎 弘利: ベイジアンネットワーク技術, 東京電機大学出版局, 2006 



























時間やプログラム長にあまり影響が無い手法として，参照するメソッド名を無意味な 0 と 1
からなる 2 値の数列に符号化する難読化手法を提案する．解読には入力層，隠れ層，出力







渡す．リフレクション API は Java クラスからフィールドやメソッドなどの情報を取得す
る API で，メソッドを文字列で取得・実行することができる． 
 
 
3.2. Java 言語と難読化 
 Java プラットフォームは Java アプリケーションプログラミングインタフェース（Java 
API）と Java 仮想マシン（Java VM）からなっている．Java 言語のソースコードは，ハ
ードウエアやオペレーティングシステム（OS）に依存しないクラスファイルにコンパイル
























イトコードからソースコードに変換した結果を図 3-1 に示す．このように，未加工の Java
言語では比較的簡単にソースコードが明らかになってしまう． 
難読化の一般的な方法として，変数名やメソッド名などのシンボル名を意味の無い文字















マイナーバージョン (2 バイト) 
メジャーバージョン (2 バイト) 
コンスタントプール 





アクセスフラッグ (2 バイト) 
this_class (2 バイト) 
super_class (2 バイト) 
















public class RANDOM extends java.lang.Object { 
  public RANDOM(); 
  public static void main{java.lang.String[]); 
} 
Method RANDOM() 
  0 aload_0 
  1 invokespecial #1 <Method java.lang.Object()>  
  4 return 
Method void main(java.lang.String[]) 
  0 iconst_0  
  1 istore_2 
  2 goto 56 
  5 invokestatic #2 <Method double random()>  
  8 ldc2_w #3<Double10.0>  
  11 dmul  
  12 d2i  
  13 istore_1 
  14 getstatic #5 <Field java.io.PrintStream out>  
  17 iload_1  




24 ifne 38  
27 getstatic #5 <Field java.io.PrintStream out> 
30 ldc #7 <String "偶数"> 
32 invokevirtual #8 <Method void println(java.lang.String)>





42 if_icmpne 53  
45 getstatic #5 <Field java.io.PrintStream out> 
48 ldc #9 <String "奇数"> 
50 invokevirtual #8 <Method void println(java.lang.String)>
53 iinc 21 
56 iload_2 
57 bipush 10 
59 if_icmplt 5 
62 return 
public class O__ll__ { 
public static void main(String[] args) { 
int ll__l_; 
  for (int Ol__l_=0; Ol__l_<10; Ol__l_++){ 
    ll__l_ = (int)(Math.randdm()*10); 
    System.out.print(ll__l_); 
    if (ll__l_%2 == 0) System.out.println("偶数"); 
    else if (ll__l_%2 == 1) System.out.println("奇数");
  } 
} 
} 
public class RANDOM { 
 public static void main(String[] args) { 
  int a; 
   for (int i=0; i<10; i++){ 
    a = (int)(Math.random()*10); 
     System.out.print(a); 
     if (a%2 == 0) System.out.println("偶数"); 
     else if (a%2 == 1) System.out.println("奇数");
  } 
 } 
} 
図 3-2 メソッド名を無意味な文字列にした例 図 3-1 ソースコードにリバースした結果 
図 3-3 逆アセンブルして得たバイトコード 













(1) メソッド名の文字を任意の 2 値数値列に符号化する．例えば，A を 10100，B を 10011
のように符号化する．このとき同じ文字に異なる 2 値数列を割り当てても良い．表１
に例で用いた符号化を示す．入力値は各文字に 1 つの 2 値符号を割り当てるが，文字
A，B，J には 2 つの符号が対応させてある．この例では，出力値はわかりやすいよう
に，文字に対応させる 2 値数列をアスキーコードにしてある．  




えば A に割り当てた 2 つの 2 値符号，00110 と 10100，のいずれを入力しても，同じ
2 値符号 00001 を出力する． 
(3) プログラムでメソッドを参照するとき，メソッド名を文字ではなく(1)で決定した 2 値
符合で記述する．メソッドの実行には，リフレクション API を利用するので，メソッ








Method Code (input) Character code (output) 
A 00110， 10100 00001 
B 00111， 01000 00010 
C 11001 00011 
F 01011 00110 
I 10001 01001 
J 10011， 00101 01010 
K 01111 01011 
S 00010 10011 
T 11110 10100 
X 10110 11000 
Y 01101 11001 
Z 11011 11010 





























15 invokevirtual #4 <Method void J()>
図 3-5 難読化前のバイトコード 
図 3-6 難読化後のバイトコード 
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W[0][0] = 8.425328935677724 
W[0][1] = 2.5813915760511623 
W[0][2] = -2.646844393820807 
W[0][3] = -12.857707577377234 
W[0][4] = 2.6235976695233854 
W[1][0] = -11.156466474402192 
W[1][1] = -7.762852556765134 
W[1][2] = -0.3799894143688571 
W[1][3] = 9.554632620486725 
W[1][4] = 3.9208238982346493 
W[2][0] = 3.2348004553617606 
W[2][1] = -5.871583565449208 
W[2][2] = 5.7325131403810365 
W[2][3] = 2.674135344440894 
W[2][4] = 5.4036102582403895 
W[3][0] = 4.1076012085441285 
W[3][1] = -6.557421398241102 
W[3][2] = 8.592691678576848 
W[3][3] = 2.7629942298792813 
W[3][4] = -7.772697133415665 
W[4][0] = -5.752169927157948 
W[4][1] = 9.671451479447722 
W[4][2] = -13.095051438140144 
W[4][3] = -1.2909012087820684 
W[4][4] = 1.7354599545341818 
theta[0] = -1.3093318526648126 
theta[1] = -2.9607411310712624 
theta[2] = -8.070898991958845 
theta[3] = -2.877431694805768 
theta[4] = -4.56682080826006 
V[0][0] = 28.687973048806747 
V[0][1] = 23.905506053307054 
V[0][2] = -25.35310923386969 
V[0][3] = 0.690309982555235 
V[0][4] = -24.337761586233427 
V[1][0] = -10.411864837293894 
V[1][1] = 17.926258666094686 
V[1][2] = 4.600817939074765 
V[1][3] = -27.557038649509686 
V[1][4] = 19.998485578110795 
V[2][0] = -24.633408509244756 
V[2][1] = -7.320515407206533 
V[2][2] = -13.77152971482985 
V[2][3] = 10.826988371543639 
V[2][4] = 16.61314331242105 
V[3][0] = -14.19431665369653 
V[3][1] = -19.545909210110718 
V[3][2] = 13.21318973935469 
V[3][3] = -24.454082631214135 
V[3][4] = -13.033590289613384 
V[4][0] = -18.178912245372086 
V[4][1] = -19.845174399390785 
V[4][2] = -22.974677612515507 
V[4][3] = 5.221114023680544 
V[4][4] = -15.225773267341447 
gamma[o] = -4.395409166376088 
gamma[1] = 1.4645518192996172 
gamma[2] = -3.6842443220767915 
gamma[3] = 17.299595512280863 
gamma[4] = 22.739106343827874 
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図 4-2 進化型ハードウエア 
 
 
4.2.3. Microbial Genetic Algorithms 
本研究では，2.2.4 で述べた基本的な遺伝的アルゴリズムのほかに，米サセックス大学の
Inman Harvey によって提唱された新たな Microbial Genetic Algorithms を用いた実験も
行った（Artificial Evolution: A Continuing SAGA (Inman Harvey)， ER2001 LNCS2217 
pp.94-109，2001）.Microbial Genetic Algorithms は，微生物の組み換え（伝染）の考え方
を導入した GA で，非常にシンプルなアルゴリズムによって実現されている． 
Microbial Genetic Algorithms の遺伝操作は，以下の 5 つの操作によって行われる． 
 
1. 集団の中からランダムに 2 つの遺伝子を選択する． 




5. 2 つの遺伝子を集団に戻して新たな世代とする． 
 
このとき，勝者の遺伝子は一切操作されずに敗者の遺伝子のみ操作される．つまり，集
団中で遺伝操作が行われる遺伝子は 1 個体のみとなる．Microbial Genetic Algorithms の特
徴は，遺伝子は淘汰されずに初期集団の遺伝構造が引き継がれていく点にある．1 世代で変
















4.3.1. 小型移動ロボット khepera 
本研究で用いた小型移動ロボット khepera は，卓上などで手軽に実験が行えるように開
発された非常に小さい移動ロボットである．小さいながら，前方 6 個・後方 2 個の赤外線・
近接センサー，左右 2 個の独立制御可能なモータ，距離を測定するために左右のモータに













4.3.2. FPGA タレット 
khepera にはハンドグリッパーやビジョン(CCD)などの機能を付加できるように「タレッ
ト」といわれるオプションボードをロボット上部に装着できるようになっている．本研究
では，Applied AI Systems 社（カナダ）が試作を行なった khepera 用の FPGA タレットを
利用することができたので，これを進化型ハードウエアとして利用した． 
この FPGA タレットには XILINX 社製の XC6216 という FPGA チップが搭載されてお
り，内部が 64×64 の格子状のセル構造 (全 4096 セル)になっている．また，東西南北の各
辺に I/O ポートがあり (全 256 ポート) それぞれ入力/出力として利用することが出来る．
この FPGA タレットで，khepera から実際に利用できる入出力ポートは 14 入力７出力が利
用可能となっている． 
各セルは 4 方向（東西南北）からの入力を受け取ることができ，それを 4 方向に任意に
出力することが可能となっている．各セルには 3 入力 1 出力の論理演算器があり，4 方向か
らの入力を任意に論理演算気の入力とすることができ，出力は 4 方向へ任意に出力ができ
る（図 6）．論理演算器はその機能を自由に変更することができるようになっており，全部
で 18 種類の機能を使い分けることが可能となっている（図 7）．なお，図 4 のロボット上部
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4.3.5. FPGA 内部の構成 
実験では FPGA の内部に 5×5 のセルを用意し，図 11 のように 4 つのセンサー入力と 2
つのモータ出力を用意した．FPGA は論理素子のため，各センサーは任意の閾値で 0，1 の
値に変換して FPGA への入力とし，モータ出力は 0 が出力されているときに前進，1 が出
力されているときに後進するように設定した． 
 




5×5 のセルの構成情報を遺伝子とし図 12 のような遺伝子の構成とした．1 セルは，
FunctionUnit の機能，FunctionUnit への入力信号，セルの東西南北への出力で 16bit の
遺伝子からなる．１個体の遺伝子長は 5×5×16 = 400bit となる． 
 






















out_w out_eout_s out_n in_b in_a cell_func 
2bit 2bit 2bit 2bit 2bit 2bit 4bit 
1セル 16bit 
1,1   1,2   1,3   1,4   1,5   2,1   2,2 ・・・・・・・・5,5
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4.3.7. FPGA ソフトウエアパッケージの作成 



























2 入力 1 出力 AND 
入力１：北、入力２：南 
















































２行３列目 演算器の種類:AND 演算器への入力:北入力、南入力 
北南西東への出力：[北]←南入力,[南]←演算器の出力,[西]←演算器の出力,[東]←南入力 
 
config_cell(2,3,AND2,North,South, South, Function,Function, South) 
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 この関数の内部動作を図 14 に示す．まずこの関数の引数から，「セルの行と列」「演算器
の種類」「東西南北への出力」をそれぞれマップに対応させてビット列を抽出する．それら









































































F = D×(1-S) + R×A 























































数を使用し途中から実験 1 の評価関数に戻して実験を行なった． 
 
【評価関数】 
20 世代まで F = D×(1-S) + S×A 






































F = D×(1-S) + R×A 














out_w out_eout_s out_n in_b in_a 
2bit 2bit 2bit 2bit 2bit 2bit 
1セル 12bit 



























図 4-19 実験 4 の進化過程 
 
 
4.4.5. Microbial GA による進化 




F = D×(1-S) + R×A 
























































































4.5.5. Microbial GA による進化 
実験 5 では，基本的に実験 2 と同じ条件で，GA だけを Microbial Genetic Algorithms
を使用して実験を行なった．同じ世代数では実験 2 よりも評価値が低く，実験 1 と差ほど
変わらない結果となってしまった．しかし，進化過程のグラフを見ればわかるとおり，実
験 1 ではすぐに評価値が飽和し進化が止まってしまっているが，実験 5 ではゆるやかでは
あるが評価値が上がり続け進化していることが確認できる．このまま進化を続けていけば，
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M と ( )nFi はそれぞれ，コンポーネントネットワークの総数と入力 N のサンプルのネッ
トワーク L の出力とする．出力の平均を ( )nF とすると次式で表される． 
 









     (5-1) 
 
Liu と Yao によって提案されたものと同じ相関関数を最小にすることで入力サンプル n 個
のとき i 個のネットワークは ( )npi として定義される． 
 








1   (5-2) 
 













   (5-3) 
























∂−=Δ )(    (5-5) 
 
( )nwi と ( )nwiΔ が，それぞれ i 番目のコンポーネントネットワークの荷重と，n 番目の入力
サンプルでの荷重の変化量である．各コンポーネントネットワークの出力は，L 次元でのセ











結合加重の差分を iwΔ ， t 回繰り返した後の i 番目のコンポーネントネットワークの結合加
重を tiw  とすると以下の通りになる． 
 













1 λ     (5-7) 
 
パラメータ 0>λ は相関関係学習の強さ，n は繰り返し利用される入出力データである．
本研究で用いたロボットのセンサー入力は 0 から 1023 の値をとり，ネットワークの出力
もおおよそ 0 から 1023 の値をとるため，計算を容易にするため 0 から 15 の値をとるよう






















本研究では，実際の移動ロボットとして 4.3.1 で説明した小型移動ロボット Khepera を
使用した．ロボットと PC の接続は，図 5-2 の上図に示すように，ロボットの RS232C ポ
66 
 








ら蛍光灯 2 本と 60 ワットの白熱球によって照らすようになっている． 
 
 
図 5-2 実験環境（上図）とニューラルネットワークの構造（下図） 
 
5.3.2. 制御ネットワークと遺伝子構成 


















































重を 5 ビットの遺伝子で構成しており，最初の 1 ビットで荷重の符号を表し残り 4 ビット
で強さを表している．本研究ではロボットの前方 6 個のセンサーを用いたため，コンポー
ネントネットワークの荷重は全部で 12 個となる．したがって，2 つのコンポーネントネッ
トワークの必要な遺伝子長は 5×12×2=120 bits となる． 
 ロボットは近接センサーで障害物などとの距離を知ることができ，その入力センサーの
レンジは 0 から 1023 までの値で取得することが可能となっている．図 5-3 にセンサー入力
値の例を示す．この例では，簡単な障害物回避行動を行っているロボットのセンサー番号 3























11    (5-9) 
 
V は 2 個のモーターの平均回転速度で移動速度が速くなるとよい評価となる． vΔ はモータ
ーの速度の絶対値の差分で直線的な移動により評価値が高くなるようになっている． is は，
i 番目の近接センサーの値で，ロボットが障害物に近づくほど値が高くなり評価値が低くな











表 5-1 Genetic parameters used for evolution 
Population size  10   
Number of generation  20-570  
Cross-over probability  0.2-0.5  
Mutation probability  5 bit  
Elite preservation  2   
Bit per weight  5 bit  
Chromosome size  120 bit  
Final weight range  0-15  
Life time (indiv)  5 sec  






















第 2 段階 






























各世代の進化後の，右モーター用の 2 つの右側出力と左モータ用の 2 つの左側出力の相
関関係を図 5-5 に示す．それぞれのコンポーネントネットワークのために 10 個体の出力を










( )( ) ( )( )




















C  (5-10) 
 
ABC はネットワーク A と B.間の相関関係である． ( )tFA と AF はそれぞれ，ネットワーク A















図 5-5 各モーターのための各出力の時間相関関係 
 
(3) 結合荷重の機能 
協調機能の影響を確認するために，結合荷重の分配の記録を行った．図 5-6 に 2 つのコ
ンポーネントネットワークを用いた場合の結合荷重の値を示す．1～6 と 7～12 は，センサ
ー入力 0～5 と右と左の出力ユニットとの結合荷重を示す．2 つのコンポーネントネットワ
ークの結合荷重は，明らかに機能的違いを示した．初期の世代，50 世代目，75 世代目の状









2 つのコンポーネントネットワークの収束した結合荷重は，ほぼ ( )21, wwWA −=  と 






 図 5-7 に 3 つのコンポーネントネットワークを使用した場合の結合荷重の値を示す．2
つのコンポーネントネットワークの場合と同様に，後半の世代においてコンポーネントネ
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図 5-9 に 2 から 4 つのコンポーネントネットワークのそれぞれの進化過程を示す．コンポ
ーネントネットワークが 2 つ，3 つ，4 つの場合でのそれぞれの違いは，図からわかる通り
























動的環境は，60 ワット電球の光量と位置の変更と 2×3cm の長方形の障害物を置くこと
によって作成した．300 世代の進化を行うのにおよそ 13.5 時間必要となる．30 分毎に光量
を 3 段階で切り替えた．全ての切り替えが終わった後，電球 L の位置を図 5-10(a)のように
移動させた． 長方形の障害物は，100 世代ごとに 30 分間だけ環境内に設置した． 
図 5-11 に図 5-10(a)の環境下で進化させたときの評価値を示す．進化が進むにつれて評






























図 5-13 に，動的環境における 2 つのコンポーネントネットワークを用いた場合の，10


























λの値をさらに小さくしていくと， 121=λ  から 201=λ の間では評価値の向上が見られ
た．したがって，λの値は 81=λ 以下とするのが適当といえる．本研究では， 181=λ で
行った． 
図 5-15 はλの値と 2 個のモーターの相関関係の強さ示している．相関関係の強さは，2
個のモーターすべての相関係数を足し合わせており，-1 から+1 までの値をとる．結果より
λ の値が大きくなるにつれて相関係数が強くなっており，制御コントローラとして良くな
いといえる．また，実験を行っている経過の中で，以下の 2 つの状況に気付いた． 
 
 





































































































































てモータの出力となる．これらを Sensory motor loop と呼ばれている．本研究では，1
回の Sensory motor Loop に 0.1 秒かかる．Sensory motor Loop の数はロボットがタ
スクを完了するまでにどれぐらい時間がかかったかを測定するのに利用する． 
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表 5-2 SNN と ENN の SLV，CR，R 
 
 SLV CR R  
SNN 153.57 2.33 2.79  
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