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Abstract
Of the connections between the cohomology of arithmetic groups and representations of Galois
groups, some are known and more are conjectured. This paper proves one of these conjectures for
certain monomial Galois representations. Let p be a prime. We show that the representation of the
absolute Galois group of Q induced from an F×p -valued ray class character of the cyclotomic field
Q(ζp) is attached to a Hecke eigenclass in the mod p cohomology of a torsion-free congruence
subgroup Γ (M) of GL(p − 1,Z). The method involves constructing an action of the Hecke algebra
on the fundamental exact sequence of Smith theory arising from the action by conjugation of an
element of order p in GL(p− 1,Z) on Γ (M).
 2002 Elsevier Science (USA). All rights reserved.
0. Introduction
Let p be a prime number. In this paper we apply the key idea of Smith in his study
of the action of a p-group on a topological space to a question in number theory. This
question involves a conjecture that relates the mod p cohomology of arithmetic groups to
mod p representations of Galois groups. The mediating object here is the algebra of Hecke
operators acting on the group cohomology.
The idea to apply Smith theory stems from a paper of A. Adem [Ad] where he uses
it to derive lower bounds for the Betti numbers of torsion-free congruence groups. Our
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innovation is to impose an action of the Hecke algebra on the Smith exact sequence. In this
way we are able to prove a conjecture stated in [AS] in some special cases.
This conjecture generalizes a well-known conjecture of Serre’s [Se]. Our conjecture
states that given a mod-p n-dimensional “odd” Galois representation ρ of the Galois
group GQ of an algebraic closure of Q over Q there exists a mod-p cohomology class
f “attached” to ρ. The Hecke polynomial is built from the Hecke eigenvalues on f . The
meaning of “attached” may be found in Definition 0.1 below.
In this paper we prove the conjecture when ρ is induced from a ray class character of
the cyclotomic field of pth roots of unity. Thus n= p− 1 and p is any prime number > 2.
From now on let p be an odd prime and F a fixed algebraic closure of Z/p. If
η : (Z/M)× → F× is a character, we denote by Fη the one-dimensional module on which
GL(n,Q(M)) acts via η ◦ det.
Most homology and cohomology groups below will be taken with trivial F coefficients,
in which case we will omit the coefficient module from the notation.
Fix n  2, and Γ to be the group SL(n,Z). Fix a positive integer M , let SM(M) be
the subsemigroup of the integral matrices x in GL(n,Q) such that the determinant of x
is positive and prime to M , and x is congruent to the diagonal matrix diag(1, . . . ,1,∗)
modulo M . Let Γ (M) = Γ ∩ SM(M) be the principle congruence subgroup of level M .
Then (Γ (M),SM(M)) is a congruence Hecke pair of level M in the sense of [A]. Note
that Γ (M) is torsion-free as soon as M > 2.
The F-algebra of double cosets Γ (M)\SM(M)/Γ (M) is denoted by H. In particular,
it contains all double cosets of the form Γ (M)D(l, k)Γ (M), where D(l, k) is a diagonal
matrix in SM(M) such that ΓD(l, k)Γ = Γ diag(1, . . . ,1, l, . . . , l)Γ with k 1’s followed
by (n− k) l’s, and l is a prime not dividing M . We let T (l, k) denote this double coset,
viewed as a Hecke operator.
As reviewed in [A],H acts on the homology and cohomology of Γ (M) in a way which
generalizes the classical action of Hecke operators on the cohomology of the modular
curves. One of the main interests of this action is its link with non-Abelian reciprocity
laws in Galois theory.
Definition 0.1. Let V be an H-module and suppose v ∈ V is an eigenclass for the action of
H with T (l, k)v = a(l, k)v for some a(l, k) ∈ F for all k = 0, . . . , n and all l prime to M .
Let ρ be a continuous semisimple representation ρ :GQ → GL(n,F) unramified outside
pM such that
∑
k
(−1)klk(k−1)/2a(l, k)Xk = det((I − ρ(Frob)l)−1X)
for all l not dividing pM . Then we shall say that ρ is attached to v.
When ρ is attached to v, many of the number theoretical properties of the fixed field
of the kernel of ρ can be read off from the Hecke eigenvalues of v and vice versa. This is
why we call such a relationship a non-Abelian reciprocity law. One of the most important
properties of either ρ or v is its sheer existence. Putting together the conjectures of [A,AS]
we obtain the following conjecture that ρ’s and v’s “predict” each other. First, define ρ
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to be “odd” if the number of +1 eigenvalues of ρ (complex conjugation) and the number
of its −1 eigenvalues differ by at most 1. (Warning: this is different from the definition of
“odd” in [ADP].)
Conjecture 0.2. (a) Any H-eigenclass in H ∗(Γ (M),Fη) has some ρ :GQ → GL(n,F)
attached.
(b) Conversely given an odd ρ, then there exist some M and η such that ρ is attached
to some H-eigenclass in H ∗(Γ (M),Fη).
Remark. In [A] no mention was made of “oddness” but I now believe that (a) should be
supplemented by the assertion that the attached ρ be odd.
For the status of this conjecture, see [AS,ADP]. Basically, (a) is known for n= 1,2 and
(b) is known for n= 1. There has been some very interesting recent work on (b) for n= 2
by Richard Taylor and his coworkers. See for example [B1,S-BT,T1,T2]. For n= 3 there
is some computer evidence for both (a) and (b), but for n > 3 there is very little known
about either part. As stated above, the purpose of this paper is to prove (b) for a certain
family of monomial ρ’s where n can be arbitrarily large. Note that the ρ’s in Theorem 1.1
are generally irreducible.
This family of Galois representations has appeared before in conjunction with Farrell
cohomology in [A,A1]. The Farrell cohomology of GL(p− 1,Z) with mod p coefficients
is especially easy to describe. It relies on the existence of p-torsion in the group, and since
the group contains no Z/p × Z/p it is easy to compute algebraically. However, Farrell
cohomology vanishes for torsion-free groups. Also, unlike ordinary cohomology, it is not
obviously related to automorphic forms or the cohomology of arithmetic locally symmetric
spaces.
In the current paper, given ρ, the desired Hecke eigenclasses to which ρ is attached will
be found in the usual group cohomology of a torsion-free principle congruence subgroup. It
is hoped the Smith-theoretic method here can be extended to other cases of the conjecture.
1. Statement of the main theorem
Let ζ be a fixed primitive pth root of 1 and set L=Q(ζ ). Let E be the ray class group
of L of conductor M . Consider a character θ :E→ F×, of conductor dividing M . Because
the target has no p torsion, we see without loss of generality that we can and will assume
that p divides M exactly once. By class field theory we can view θ as a character of the
absolute Galois group GL of G.
We writeM = pN where p is prime toN . Note that since p is odd,Γ (M) is torsion-free
and H ∗(Γ (M))= 0 if ∗> n(n− 1)/2 = the cohomological dimension of Γ (M) by [BS].
We state our main theorem here, and prove it in a slightly different but equivalent form
as Theorem 4.5 in Section 4.
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Theorem 1.1. Let θ be as above and let ρ = Ind(GL,GQ, θ), so n = p − 1. Then there
exists a character η : (Z/M)× → F× and a β ∈H ∗(Γ (M),Fη) which is an eigenclass for
the action of the Hecke algebraH such that ρ is attached to β .
We can remove p from the level:
Corollary 1.2. Given ρ and η as in the theorem, there exists an irreducible F[GLn(Z/p)]-
module W (on which SN (N) acts via reduction mod p), and a Hecke eigenclass α in
H ∗(Γ (N),W ⊗ Fη) such that ρ is attached to α.
Proof. By Shapiro’s lemma (see [AS1]) we have an isomorphism of Hecke modules:
H ∗
(
Γ (M),Fη
)≈H ∗(Γ (N), Ind(1,SLn(Z/p),Fη)).
The corollary now follows easily as in the proof of Lemma 2.1 in [AS1]. ✷
Idea of the proof of Theorem 1.1: We can (and will) work with homology since it is
algebraically dual to cohomology. Let π be an element of order p in Γ := SL(n,Z).
(Remember, n = p − 1.) We form a finite-dimensional BΓ (M)-space X and perform
the Smith construction on its singular chains, using π . A convenient reference for this
construction is [B, Chapter III, Section 3].
We then define an H-action on the chains so that the Smith exact sequence becomes an
exact sequence of H-modules. We study carefully the fixed-point set Xπ which appears in
the Smith exact sequence, and we construct a nonzero element in its homology which is
an eigenvector for H modulo the Smith homology group to which it is tied. The system of
Hecke eigenvalues appearing on this element has ρ attached. Then the key idea of Smith
theory allows us to lift the desired system of Hecke eigenvalues to the homology of X,
which is the same as the homology of Γ (M).
To work easily with the Hecke operators, it will be convenient to use a double-coset
adelic space for X, as is done in the theory of automorphic representations. So X will
actually be a finite union of BΓ (M)-spaces. At the end of Section 4 we make the necessary
comparison between the adelic Hecke operators and the “classical” ones.
2. Smith exact sequence
The material in this section is easily generalized as follows: G can be replaced by an
arbitrary reductive group defined over Z, Γ (M) by a torsion-free arithmetic subgroup of
G(Z), and π by an element of order p in G(Z). For simplicity, we will stick to the case at
hand.
We introduce the following notation. As above, p is an odd prime and n= p−1. We set
G= GLn, Z = the center of G. Let A be the adeles of Q. We embed Q into A diagonally:
a → (a, a, a, . . .). If a ∈ Q and v is any place of Q, av = (1, . . . ,1, a,1, . . .) ∈ A with a
in the vth place. If M  2 we set aM =∏v|M av . Also, af =∏v =∞ av . We use similar
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notation for other adelic objects. Note that Af is a totally disconnected space, so that the
connected component of any point is itself.
Continue with notation: for any prime l, Kl = G(Zl ), Kl(le) = {g ∈ Kl | g ≡ 1
mod (le)}. Then by our conventions, KM =∏l|M Kl . We set KM(M)=∏le‖M Kl(le).
Now we construct the locally symmetric space. We define K∞ = O(n), X∞ = G∞/
Z∞K∞, and Kf (M)=∏lM Kl ×KM(M). Finally, we set X(M)=G(Q)\G(A)/Z∞×
K∞Kf (M)=G(Q)\X∞×G(Af )/Kf (M). When M is understood we will just write Kf
and X.
If S is any subset in a coset space that projects naturally down to X(M), let S denote its
image in X(M).
One knows that X(M) ≈ ∐(Z/M)× Γ (M)\X∞, or more exactly, X(M) = ∐X∞yd
where yd = diag(1, . . . ,1, d)M and d runs through a set of representatives in Z for
(Z/M)×. (The basic point of the proof is that the reduction map SLn(Z)→ SLn(Z/M)
is surjective.)
Recall that N denotes a positive integer prime to p, M = pN and X =X(M). Then X
is a finite-dimensional manifold of dimension D = n(n+ 1)/2− 1 with φ(M)-connected
components. Since p  3, Γ (M) is torsion-free.
For any topological space Y , Let C+∗ (Y ) be the singular chains on Y with coefficients
in F. This is the free F-module spanned by continuous maps σ :∆∗ → Y where ∆∗ is the
standard ∗-dimensional simplex.
When Y is a subspace of X, we truncate this chain complex as follows: Set C∗(Y ) =
C+∗ (Y ) if ∗  D, CD+1(Y ) = Ker(∂ :CD → CD−1), and C∗(Y ) = 0 if ∗ > D + 1. Then
the homology of C∗(X) equals the direct sum of φ(M) copies of the homology of Γ (M)
with trivial F coefficients.
Let O be the ring of integers in L. Let π be the matrix of order p in Γ that represents
multiplication by ζ on the basis B0 = (ζ, ζ 2, . . . , ζ n). Thus π is the companion matrix of
the cyclotomic polynomial Xp−1 +Xp−2 + · · · + 1.
More generally, the basis B0 defines an embedding of Q-algebras L→Mn(Q) so that
L× →G(Q) and O→G(Z). If x ∈L, we will denote by x˜ its image in G(Q).
Now πM acts on the right on X, since KM(M) is normal in KM . Note that πf and πM
have the same effect on X since πl ∈Kl for all l M . Then πM also acts on C∗(X) on the
right.
A simplex σ is either (a) fixed by πM (if and only if its image lies in the fixed-point set
XπM ) or (b) the group P generated by πM acts freely on the orbit σP .
We now define an action of the Hecke Algebra on C∗(X) that will descend to the usual
Hecke action on homology and cohomology. For l M , let s = diag(1, . . . ,1, l, . . . , l) ∈
G(Q). Choose coset representatives si ∈G(Q) so that
KlslKl =
∐
si,lKl .
If σ is any simplex, lift it to a continuous map σ0 :∆∗ → X∞ ×G(Af )/∏rlM Kr ×
KM(M). Then set
σTs =
∑
i
σ0si,l .
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One checks easily that (1) this is independent of the choices of σ0 and {si}, (2) it works on
CD+1(X) just as well, since CD+1(X) is generated by boundaries of (D+ 1)-dimensional
simplices, (3) it commutes with the boundary maps, and (4) it commutes with πM .
Now fix c, 1 c p− 1, and set β = (1− π)c , β ′ = (1− π)p−c, so β,β ′ ∈ F[π].
Lemma 2.1. We have an exact sequence of H-modules:
0 →C∗(X)βM ⊕C∗
(
XπM
)→ C∗(X)→C∗(X)β ′M → 0
where the last nonzero map is multiplication by β ′M on the right.
Proof. First prove this for C+∗ (X) in place of C∗(X). The proof is standard—see, e.g.,
[B, Theorem 3.1, pp. 122–123]. A simple diagram chase verifies it also for CD+1, using
the fact that CD+1 = Im∂+D+1 = Ker∂+D , where ∂+∗ denotes the boundary map in the C+∗
sequence. ✷
We define the Smith homology groups by Hβ∗ (X) = H∗(C∗(X)βM) and similarly for
H
β ′∗ (X). Since the right action of πM and hence of βM and β ′M commute with the
Hecke operators Ts , H acts on the Smith homology groups and also on H∗(Ker(β ′M)) =
H
β∗ (X)⊕H∗(XπM ). However, we are not asserting that H∗(XπM ) itself is stable underH,
although of course H∗(X)πM is.
Lemma 2.2. We have a long exact sequence of H-modules:
· · ·→Hβ ′∗+1(X)→Hβ∗ (X)⊕H∗
(
XπM
)→H∗(X)→Hβ ′∗ (X)→ ·· · .
Proof. From Lemma 2.1, we immediately get a long exact sequence of homology groups.
It is easy to check that all the maps, including the boundary maps, are H-equivariant. ✷
Remark. We can define Smith cohomology groups by taking the homology of the
cocomplex Hom(C∗(X)βM,F). Defining Hecke actions to be the adjoints of those on
homology, we get an analogous long exact sequence in cohomology.
3. A lifting lemma in linear algebra
Let k be a field, R a commutative k-algebra, B an R-module. Let B1 ⊂ B be an R-
submodule, b ∈B −B1, and χ :R→ k a k-homomorphism such that rb ∈ χ(r)b+B1 for
all r ∈R. We will call (b,B1) a “one-dimensional subquotient of B with character χ .”
Lemma 3.1. Let A f−→ B g−→ C be an exact sequence of R-modules. If B contains a
one-dimensional subquotient with character χ then so does either A or C.
Proof. Let (b,B1) be a one-dimensional subquotient of B with character χ . If g(b) /∈
g(B1) then (g(b), g(B1)) is the desired one-dimensional subquotient of C. If g(b)= g(b1)
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for some b1 ∈ B1, replacing b by b − b1, we may assume g(b) = 0. Then pick a ∈ A
such that f (a)= b. Claim: (a, f−1(B1)) is the desired one-dimensional subquotient of A.
Clearly a /∈ f−1(B1) since b /∈ B1. And for any r ∈ R, f (ra)= rb= χ(r)b+ b2 for some
b2 ∈ B1 so f (ra − χ(r)a)= b2 ∈B1. In other words, ra ∈ χ(r)a + f−1(B1). ✷
Let B = (0) be an R-module which is finite dimensional over k. For any r ∈ R, let Br
be the χ(r)-generalized eigenspace of B for r acting on B , and let B ′r be the sum of all the
other generalized eigenspaces for r , so B = Br ⊕B ′r .
Lemma 3.2. Let B be as in the preceding paragraph. If B = Br for all r ∈ R then B
contains a χ -eigenvector.
Proof. By induction on dimk(B), the one-dimensional case being obvious. If, for all r ∈ R,
(r − χ(r))B = 0, any nonzero vector of B works. Otherwise, let s ∈ R be such that
0 = (s − χ(s))B . We also know that (s − χ(s))B = B since B must contain a χ(s)-
eigenvector for s (because B = Bs ). Let C = (s − χ(s))B . Then Cr = C for all r ∈ R,
so we are done by induction. ✷
Lemma 3.3. Let B be an R-module, finite dimensional over k, which contains a one-
dimensional subquotient (b,B1) with character χ . Then B contains a χ -eigenvector.
Proof. By induction on dimk(B), the one-dimensional case being obvious. If B = Br for
all r ∈ R we are done by the preceding lemma. If B = Bs for some s ∈ R, consider the
exact sequence
0→ B ′s → B→ Bs → 0.
Let b, B1 be the projections into Bs . If b ∈ B1, then by the proof of Lemma 3.1 there
exists a one-dimensional subquotient of B ′s with character χ . But that is impossible (using
the induction hypothesis) since χ(s) does not appear as an eigenvalue on B ′s . Therefore,
b /∈ B1 and (b,B1) is a one-dimensional subquotient with character χ inBs . We are finished
now by induction. ✷
4. Application to the Smith exact sequence
Lemma 4.1. If for some j  0 the H-module Hβj (X) ⊕ Hj(XπM ) contains a one-
dimensional subquotient with character χ , then so does H∗(X) for some ∗, j  ∗ 
n(n− 1)/2.
Proof. Consider Lemma 2.2. If the given subquotient maps nonzero to Hj(X) we are
finished. If not, then by Lemma 3.1, such a subquotient exists in Hβ
′
j+1(X). We now write
down the long exact sequence of Lemma 2.2 but with β and β ′ switched. Then we repeat
the argument with j + 1. This process must stop because C∗ is 0 above dimension D + 1.
Thus we obtain a one-dimensional subquotient with character χ in H∗(X) for some ∗,
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j  ∗. Since the homology of Γ (M) and hence that of X vanishes above dimension
n(n− 1)/2 [BS], this proves the lemma. ✷
Let θ be a ray class character as in Section 1 and let ρθ = Ind(GL,GQ, θ). We are
now going to define a particular character χθ with the property that ρθ is attached to any
H-eigenvector with eigencharacter χθ .
For each l M = pN , factor lO = L1 · · ·Ln/d where d is the degree of l in L. Let I
denote the set of subsets of {1, . . . , n/d} with exactly k/d elements. In particular, if d  k,
then I is the empty set. For each Q ∈ I , let eQ denote the class of the ideal λQ =∏i∈QLi
in the ray class group E of level M .
Define χθ :H→ F by χθ(Tl,k)=∑Q∈I θ(eQ).
Lemma 4.2. Any H-eigenvector with eigencharacter χθ has ρθ attached.
Proof. This follows immediately from [A, Theorem 6.1.2] upon composing the equality
in that theorem with the homomorphism θ . ✷
Theorem 4.3. Let θ be as above. Then there exists an (H − 1)-dimensional subquotient
with character χθ in Hβ∗ (X)⊕H∗(XπM ).
Applying Lemmas 3.3, 4.1, and 4.2 to Theorem 4.3 we obtain:
Corollary 4.4. Let θ be as above. Then there is an H-eigenvector α in H∗(X) with ρθ
attached.
It is now an easy exercise to compare the “classical” Hecke operators on group
homology to our adelic operators to prove Theorem 1.1, which we restate here in terms
of homology for convenience.
Theorem 4.5. Let θ be as above and let ρ = Ind(GL,GQ, θ), so n = p − 1. Then there
exists a character η : (Z/M)× → F× and a β ∈H∗(Γ (M),Fη) which is an eigenclass for
the action of the Hecke algebraH such that ρ is attached to β .
Proof. We begin by fixing homeomorphisms between the connected components of X.
Recall that X =∐X∞yd =∐Cd where yd = diag(1, . . . ,1, d)M and d runs through a set
of representatives in Z for (Z/M)×. Then right multiplication by yd defines our desired
homeomorphism Ck →Cdk . In fact, since X is right invariant under KM(M), we actually
get a group action of (Z/M)× on X via d → right multiplication by yd .
In the definition of the action of H we have to choose the coset representatives si . From
[A, Lemma 1.1.(a)] we see that we can always assume that si ≡ diag(1, . . . ,1,∗) mod M
for all i . Denote by T̂s the classical Hecke operator acting on H∗(Γ (M),F). Then it is easy
to see that if α =∑αd is in H∗(X)=⊕H∗(Cd) then
T̂s−1(αd(det s−1))= (Tsα)d .
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Apply this to the α in Corollary 4.4. Let us abbreviate χθ(Ts) = b(s). Then we have
(Tsα)= b(s)α for all s. It follows that
T̂s(αd)= b(s)αd(det s−1).
Now the (Z/M)×-action on H∗(X) commutes with H, so consider the F[(Z/M)×]-
span of α. Since (Z/M)× is commutative, this span contains an eigenelement with
eigencharacter ψ : (Z/M)× → F× say. Without loss of generality, we may assume that
α is this eigenelement. Then αc−1d = ψ(c)αd for all c, d ∈ (Z/M)×. Hence T̂s(αd) =
b(s)ψ(s)αd .
Since α = 0, there is some d for which αd = 0. Then we may take β = αd viewed as an
element in H∗(Γ (M),Fη), where η=ψ−1. ✷
The remainder of the paper will be occupied with proving Theorem 4.3.
5. Connected components of the fixed-point set
Recall that E denotes the ray class group of L of conductor M . Let EP denote the
subgroup generated by the classes of the principle ideals. Then we have an exact sequence
0 →EP →E→ C→ 0
where C is the absolute class group of L. We also know that EP ≈ YM/UM where
YM = (O/MO)× and UM is the image of O× in YM .
We want to define an action of E on a certain subset of the set of connected components
π0(XπM ) of XπM .
First we have to review some facts about the elements of order p in G(Z) which follow
from [CR, Theorem 34.31, p. 729]. Let I be an ideal inO, with a Z-basis B = (b1, . . . , bn)
for it. Define the matrix πB by
ζBI = (ζ b1, . . . , ζ bn)= BπB.
Every matrix of order p in G(Z) is equal to πB for some I and choice of basis B . If we
change the basis, this has the effect of conjugating πB within G(Z). In case I =O, we will
always take B = B0 = (ζ, . . . , ζ n) so that πB = π .
Later we will fix a set of ideals {I } including O which represent the elements of C.
For each I we will fix a basis BI , and set πI = πBI . Then {πI } will run through a set of
representatives for the conjugacy classes of elements of order p in Γ .
Lemma 5.1. If φ ∈ G(Z) has order p then φ is conjugate to some φ′ ∈ G(Z) such that
there exists a matrix m ∈ G(Q(M)) such that det(m) ≡ 1 mod M and φ′ = mπm−1. In
particular, φ′ ≡ π mod M .
52 A. Ash / Journal of Algebra 259 (2003) 43–58
Proof. As stated above, we may take φ = πB for some I and choice of basis B =
(b1, . . . , bn). If g is the change of basis matrix whose columns are the coordinates of
b1, . . . , bn with respect to B0, then g ∈Mn(Z), det(g)= Norm(I), and gπg−1 = πB .
Sublemma 5.2. In any ideal class κ ∈ C there exist infinitely many ideals I with
Norm(I)≡ 1 mod M .
Proof of sublemma. We shall show there are infinitely many prime numbers A with
A≡ 1 mod M such that some prime ideal in O over A lies in κ .
LetH be the Hilbert class field of L, so Gal(H/L)≈ C andH is unramified everywhere
over L. Let G1 = Gal(H/Q), so C ⊂ G1. Let ζN be a primitive N th root of unity and
G2 = Gal(Q(ζN)/Q). Since H/Q is ramified only at p and Q(ζN)/Q only away from p,
they are disjoint extensions and Gal(H(ζN)/Q)≈G1 ×G2. By Chebotarev density, there
are infinitely many primes A not dividing pN =M such that FrobA is in the conjugacy
class of (κ,1) ∈G1 ×G2. Any such A has our desired properties. ✷
Back to φ = πB . By the sublemma we see that by changing I within its ideal class, we
may assume we have g ∈Mn(Z), det(g)≡ 1 mod M and gπg−1 = πB . Let h ∈ SLn(Z) be
such that h ≡ g mod M . Then πBh = h−1πBh = h−1gπB(h−1g)−1 ≡ π mod M . So we
can take φ′ = πBh. ✷
Recall the embedding L→Mn(Q) via the basis B0, x → x˜. This embedding induces
an embedding YM → G(Z/M) = KM/KM(M) which we also denote by ˜ . In this way
YM acts on X on the right. Since YM commutes with πM , it also acts on XπM and hence
on π0(XπM ).
Also recall that X =∐X∞yd is the decomposition of X into connected components.
In particular, one of them is X∞ ≈ Γ (M)\X∞. For any invertible matrix m let 〈m〉 denote
the group generated by m.
Lemma 5.3. X∞ ∩ XπM =∐Xφ∞∞ where 〈φ〉 runs through a set of representatives of
subgroups of order p in G(Z) such that 〈φ〉 ≡ 〈π〉 mod M modulo conjugation by Γ (M).
Moreover, Xφ∞∞ ≈Nφ\Xφ∞∞ , where Nφ denotes the normalizer in Γ (M) of 〈φ〉 embedded
into G∞.
Proof. This follows from [Br, p. 267]. See also [Ad, p. 725]. ✷
Remark. It is crucial here that Γ (M) be torsion-free.
The following lemma is easy to establish, so its proof will be omitted.
Lemma 5.4. If R is any commutative ring with identity, let πˆ be the image of π in G(R)
under the map induced the natural map Z→ R. If f ∈G(R) commutes with πˆ then there
exists a polynomial a(T ) ∈ R[T ] such that f = a(πˆ).
We denote by ξ the image of Xπ∞∞ in π0(XπM ).
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Lemma 5.5. StabYM ξ =UM .
Proof. Let y ∈ YM such that ξ = ξy = ξ y˜M . Then y also fixes the connected component
X∞ of X and therefore det y ≡ 1 mod M .
Let g ∈ SLn(Z) be such that g ≡ y mod M . Then ξ = ξy−1 = ξg−1M implies that
X
(gπg−1)∞∞ = g∞Xπ∞∞ and Xπ∞∞ have the same images in Γ (M)\X∞. By Lemma 5.3,
it follows that 〈π〉 and 〈gπg−1〉 are conjugate by an element of Γ (M). Multiplying g by
that element we may assume that 〈π〉 = 〈gπg−1〉. But g and π commute mod M , so in
fact π = gπg−1. Then by Lemma 5.4, g is a polynomial in π with integral coefficients,
and since g has determinant 1, it follows that g = u˜ for some u ∈O×. Hence y ∈UM . ✷
Thus EP ≈ YM/UM acts on ξYM . We want to extend this to an action of E. Write X0
for the connected component X∞ of X. Then XπM ∩X0 =XπM0 . Set XM =XπM0 YM . We
will define an action of E on π0(XM) and later on H∗(XM).
If I is an fractional ideal in L prime to M let [I ] denote its class in E and ❏I❑ its class
in C. We fix once for all a set R of representatives I1, . . . , Ih for the classes in C such that
Norm Ij ≡ 1 mod M for all j . For each I we fix a Z-basis BI such that ζBI = BIπI with
a matrix πI ∈G(Z) of order p and such that the change of basis matrix from B0 to BI is
congruent to the identity mod M . In particular, πI ≡ π mod M . We choose I1 = O and
BO = B0, so πO = π .
Set ξI = image of XπI∞∞ in π0(X0)πM . Then π0(XM)= {ξI y | I ∈R, y ∈ YM }.
Definition 5.6. Given an ideal a prime to M , so that [a] ∈ E, write ❏Ia❑ = ❏J ❑ for some
J ∈R. Then write (b)= J I−1a−1 for some b ∈L× such that (b) is prime to M . Then set
(ξI y) · [a] = ξJ yb˜.
We will normally not write the dot.
It is straightforward to show that this is independent of the choices, and gives an action
of E on the orbit ξE.
Lemma 5.7. E acts simply transitively on π0(XM).
Proof. First, it is easy to check that ξI [J I−1] = ξJ . Thus to show the action is transitive,
it suffices to show that every connected component of XπM0 is of the form ξI y for some
I ∈R and y ∈ YM .
To see this, start with a given component Xφ∞∞ , where φ ∈ G(Z), φ has order p, and
φ ≡ π mod M . Then φ is conjugate to πI in G(Z) for some I ∈R. Say φ = γ−1πIγ with
γ ∈G(Z). Denoting reduction modM by an overline, we have φ¯ = π¯I = π¯ and therefore γ¯
centralizes π¯ . By Lemma 5.4, γ¯ = a(π¯) for some polynomial a(T ) ∈ Z[T ]. Set y = a(ζ ).
Note that since the determinant of γ is congruent to 1 mod M , so is the norm of y .
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Write XI for the connected component corresponding to ξI . Now I claim Xφ∞∞ =XIy .
Indeed,
XIy =XIγM = γ−1∞ XI =X(γ−1πI γ )∞∞ =Xφ∞∞ .
Finally, we check the stabilizer of ξ1 in E: Suppose ξ1e = ξ1. Say e = [a]. Then since
I1 = O, we have ❏I1❑ = ❏I1a❑ = ❏a❑ and therefore a is principle. Say a = (b). Then
ξ1b= ξ1 implies that b ∈ StabYM ξ1 =UM by Lemma 5.5. Hence [a] = 1 in E. ✷
We now extend this to define an action of E on H∗(XM). Clearly, it suffices to define
how an element of E acts on a single connected component, say the I th one.
In the paragraphs before Lemma 5.6, we fixed representative ideals I with Z-basis BI
such that the change of basis matrix AI ∈ G(Q(M)) defined by the equation B = B0AI
satisfies the congruence AI ≡ 1 mod M . (We only need this congruence condition later,
but it is well to keep it in mind.) Note that πI =AIπA−1I so that
πJ =AJA−1I πAIA−1J .
Let aIJ = A−1I AJ . By [A, Lemma 6.2.3(a)], the centralizer of any element φ of order
p in G(Z) is the set {f (φ) | f ∈ Z[T ] and f (ζ ) ∈O×}. It follows that conjugation by aIJ
sends the centralizer ZΓ (M)(πJ ) isomorphically onto ZΓ (M)(πI ).
Now note that the normalizer and the centralizer of 〈φ〉 in Γ (M) are equal for any φ
as above. Therefore, left multiplication by aIJ,∞ on X∞ induces a homeomorphism from
XJ to XI . We can then define isomorphisms of cohomology groups denoted by the same
letter aIJ :H∗(XJ )→H∗(XI ).
Definition 5.8. Given an ideal a prime to M , so that [a] ∈ E, write ❏Ia❑ = ❏J ❑ for some
J ∈R. Then write (b)= J I−1a−1 for some b ∈ L× such that (b) is prime to M . Then if z
is the homology class of a cycle
∑
nσ σ in C∗(XI y), we define
z · [a] = (aJ I z)yb˜,
where the action of YM on homology is induced by its action on X.
This does not depend on the choices and does define an action because any matrix in
G(Q)∞ which commutes with πI will commute with its centralizer and therefore will act
trivially on the homology of XI .
For example, to see that nothing changes if we multiply b by a unit u in O× we need
to check that (aJ I z)u˜= (aJ I z). Write u = f (ζ ) for some integral polynomial f . Recall
that πJ ≡ π mod M , so f (πJ )≡ u˜ mod M . Then using the G(Q)-invariance of the adelic
space on the left, we can bring u˜ from the right over to the left as f (πJ,∞), where it acts
trivially on aJI z.
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6. Computation of the Hecke operators
In this section we change the definition of Γ to Γ =G(Z).
We now compute the Hecke operator Ts on H∗(XM), where l  M , and s = diag(1,
. . . ,1, l, . . . , l) ∈G(Q), with k l’s.
Recall that lO = L1 · · ·Ln/d where d is the degree of l in L, I is the set of subsets of
{1, . . . , n/d} with exactly k/d elements and for each Q ∈ I , λQ =∏i∈QLi .
Lemma 6.1. Let a be any fractional ideal in L prime to l with a Z-basis B = (b1, . . . bn),
and define the integral matrix φ of order p by ζB = Bφ. We have the isomorphism a≈ Zn
given by the basisB by sending
∑
mjbj to (mj ). Then we can choose coset representatives
{si ∈G(Q)} so that Γ sΓ =∐ siΓ , (so that also KlslKl =∐ si,lKl) and a partition of the
cosets D = {siΓ } =D1 !D2 such that
(a) D1 = {tΓ ∈D | t−1φt ∈ Γ };
(b) D1 = {tQΓ | Q ∈ I} where tQ ∈Mn(Z) is that matrix such that a/λQa ≈ Zn/tQZn
via the isomorphism a≈ Zn given by the basis B; and
(c) 〈φ〉 acts freely on D2.
Proof. Let tQ be the matrix defined in (b). Claim: tQ has elementary divisors (1, . . . ,1,
l, . . . , l), with k l’s. Indeed, (l) ⊂ λQ implies that a/λQa has exponent l. Therefore the
elementary divisors of tQ are (1, . . . ,1, l, . . . , l), with some number of l’s. How many?
The index [a : λQa] = Norm(λQ)= lk , so there are k of them.
Now a = BZn and λQa = BtQZn. Therefore, BtQ is a basis for λQa. Thus BφtQ =
ζ(BtQ)= (BtQ)ψ for some ψ ∈ Γ of order p. In fact, we see that t−1Q φtQ = ψ ∈ Γ .
Now I claim that the tQΓ are pairwise distinct. We can view a/λQa as a k-plane in
a/la ≈ (Z/l)n which is ζ -stable. Then tQΓ = tRΓ implies that a/λQa = a/λRa. But
consider the 〈ζ 〉-module
(Z/l)n ≈ a/la≈
n/d∏
j=1
a/λja.
Each a/λja is distinguished by the d eigenvalues of ζ acting on it, since ζ, . . . , ζ n remain
distinct modulo l. Hence the same is true of the a/lQa. Thus we conclude that λQ = λR
and hence Q= R.
But we can now go backwards. The action of φ on (Z/l)n is defined over the prime
field Z/l so the eigenvalues of φ on any φ-stable subspace must be a union of orbits of
Frobl , which correspond exactly to the eigenvalues of ζ on the subspaces of a/la of the
form a/µa where µ runs over products of the λj ’s.
We apply this to show that if t ∈ Γ sΓ and t−1φt ∈ Γ then tΓ = tQΓ for some Q ∈ I .
First, t−1φt ∈ Γ implies that φt = th for some h ∈ Γ . This implies that φtZn = tZn . Then
φ stabilizes the subspace Zn/tZn ⊂ Zn/ lZn which must therefore be one of the above,
corresponding to some µ. But since the determinant of t is lk , this µ must be λQ for some
Q ∈ I , i.e., tZn = tQZn. It follows easily from this that tΓ = tQΓ .
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We have now verified (a) and (b). For (c), let tΓ ∈ D2 and suppose φtΓ = tΓ . Then
φt = th for some h ∈ Γ . Then t−1φt ∈ Γ and tΓ ∈D1, contradiction. ✷
Recall that we have defined an action of the ray class group E on the homology of XM ,
and that we denote the class of an ideal µ by [µ].
Theorem 6.2. Fix an ideal J ∈R and a number y ∈ L such that (y) is prime to M . Let
w∞y˜M be a cycle in the homology of XJ y˜M =XπJ,∞∞ y˜M . Then
w∞Ts ≡
∑
Q∈I
w∞y˜M [λQ] mod C∗(X)βM + {boundaries}.
Proof. Using the notation of Lemma 6.1, set a= J , so φ = πJ and use the decomposition
D =D1 !D2 given by that lemma. Let t run through a set of representatives of the cosets
in D. Then
w∞Ts =
∑
t
w∞y˜Mtl .
Group the terms as follows:
Case 1. If tΓ ∈D2, take p terms φatΓ ∈D2, where a = 0, . . . , p− 1. Then
∑
a
w∞y˜M(φat)l =
∑
a
(
t−1φ−a
)
∞w∞
(
t−1φ−a
)
M
y˜M =
∑
a
[
t−1∞ w∞t−1M
]
φ−aM y˜M
because w∞ is fixed pointwise by φ∞.
Set x to be the term enclosed in square brackets in the last summation and write
x = x1 + x2 ∈C∗(XπM )⊕C∗(X)βM .
Then
∑
a x1φ
−a
M =
∑
a x1π
−a
M = 0 since φM ≡ πM mod M , x1 is fixed by πM and we
are in characteristic p.
Similarly,
∑
a x2φ
−a
M y˜M =
∑
a x2π
−a
M y˜M ∈ C∗(X)βM since π and y˜ commute with
β = (1− π)c .
Case 2. Now suppose tΓ ∈ D1. Then tΓ = tQΓ for some Q ∈ I . We look now at the
individual term
w∞y˜Mtl = t−1∞ w∞t−1M y˜M.
Now t−1∞ w∞ is a cycle in X
(t−1φt)∞∞ .
Since tΓ ∈ D1, there is some h ∈ G(Z) and some ideal K ∈ R such that t−1φt =
h−1πKh (and remember that φ = πJ ). Without loss of generality, we can replace t by th
so that t−1φt = πK .
Next, recall the matricesAJ ,AK ∈G(Q(M))which are congruent to the identity modM
and satisfy AJπA−1J = πJ , AKπA−1K = πK . Therefore t−1AJπA−1J t = AKπA−1K . It
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follows that A−1K t−1AJ commutes with π and therefore by Lemma 5.4 it is a polynomial
in π with coefficients in G(Q(M)). In other words, for some b ∈ L, with (b) prime to M ,
A−1K t−1AJ = b˜.
We have w∞ =AJ,∞z∞ for some cycle z∞ in XO =Xπ∞∞ . Then we have
w∞y˜Mtl = t−1∞ w∞t−1M y˜M = t−1∞ AJ,∞z∞t−1M y˜M = AK,∞b˜∞z∞t−1M y˜M ≡AK,∞z∞t−1M y˜M,
where the congruence in means “homologous to.” This is true because b∞ is in the cen-
tralizer of π∞ and therefore acts trivially on the homology of XO ≈NΓ (M)(π∞)\Xπ∞∞ =
ZΓ (M)(π∞)\Xπ∞∞ .
On the other hand, we compute the action of E in this case:
w∞y˜M [λQ] =AJ,∞z∞y˜M [λQ] =AY,∞z∞d˜My˜M
where Y ∈R and d ∈L such that in the absolute ideal class group we have ❏Y ❑= ❏JλQ❑,
and (d)= YJ−1λ−1Q .
Let B = BOA−1J = (b1, . . . , bn) be the basis we have fixed for J . Then we have the
isomorphism J/JλQ ≈ Zn/tZn given by∑αibi → (αi). It follows that
JλQ = BtZn = BOA−1J tZn = BO b˜−1A−1K Zn = b˜−1BOA−1K Zn = b˜−1K.
Therefore ❏JλQ❑= ❏K❑ and so Y =K and (d)= (b). Without loss of generality, we can
take d = b.
We conclude that AJ,∞z∞y˜M [λQ] = AK,∞z∞b˜My˜M . Finally since AJ and AK are
congruent to 1 modM we have t−1M ≡ bM modM . It follows that the right-hand side equals
AK,∞z∞t−1M y˜M . Thus we have proved that w∞y˜Mtl = w∞y˜M [λQ], and this finishes the
proof of the theorem. ✷
Proof of Theorem 4.3. Let θ be given as in the theorem. Choose any nonzero element αO
in the homology of XO . For example there certainly is one in H0. Define α ∈H∗(XM) by
α =∑e∈E θ−1(e)αOe. Then by Theorem 6.2,
αTs =
∑
Q∈I
α[λQ] =
∑
e∈E
∑
Q∈I
θ−1(e)αOe[λQ] =
∑
f∈E
∑
Q∈I
θ−1
(
f
[
λ−1Q
])
αOf
=
∑
Q∈I
θ
([λQ])α,
where the equalities are all taken modulo Hβ∗ (X). Since H∗(XM) is a direct summand in
H∗(XπM ), we are finished. ✷
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