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Abstract
We study the fair strike of a discrete variance swap for a general
time-homogeneous stochastic volatility model. In the special cases of
Heston, Hull-White and Scho¨bel-Zhu stochastic volatility models we
give simple explicit expressions (improving Broadie and Jain (2008a)
in the case of the Heston model). We give conditions on parameters
under which the fair strike of a discrete variance swap is higher or
lower than that of the continuous variance swap. The interest rate
and the correlation between the underlying price and its volatility are
key elements in this analysis. We derive asymptotics for the discrete
variance swaps and compare our results with those of Broadie and Jain
(2008a), Jarrow et al. (2013) and Keller-Ressel and Griessler (2012).
Key-words: Discrete Variance swap, Heston model, Hull-White model,
Scho¨bel-Zhu model.
∗C. Bernard is with the department of Statistics and Actuarial Science at the University
of Waterloo, Email: c3bernar@uwaterloo.ca. C. Bernard acknowledges support from the
Natural Sciences and Engineering Research Council of Canada.
†Corresponding author. Zhenyu Cui is a Ph.D. candidate in Statistics at the University
of Waterloo, Email: cuizhyu@gmail.com. Z. Cui acknowledges support from the Bank of
Montreal Capital Markets Advanced Research Scholarship.
‡Both authors thank Jinyuan Zhang for her help as research assistant, as well as seminar
participants Christa Cuchiero, Olympia Hadjiliadis, Antoine Jacquier, Adam Kolkiewicz,
Roger Lee, Don McLeish, Johannes Ruf, and David Saunders for helpful suggestions. We
are particularly grateful to an anonymous referee for his/her constructive and helpful
comments on an earlier draft of this paper.
1
Prices and Asymptotics
for Discrete Variance Swaps
1 Introduction
A variance swap is a derivative contract that pays at a fixed maturity T the
difference between a given level (fixed leg) and a realized level of variance
over the swap’s life (floating leg). Nowadays, variance swaps on stock in-
dices are broadly used and highly liquid. Less standardized variance swaps
could be linked to other types of underlying stocks such as currencies or
commodities. They can be useful for hedging volatility risk exposure or
for taking positions on future realized volatility. For example, Carr and Lee
(2007) price options on realized variance and realized volatility by using vari-
ance swaps as pricing and hedging instruments. See Carr and Lee (2009)
for a history of volatility derivatives. As noted by Jarrow et al. (2013),
most academic studies1 focus on continuously sampled variance and volatil-
ity swaps. However, existing volatility derivatives tend to be based on the
realized variance computed from the discretely sampled log stock price and
continuously sampled derivatives prices may only be used as approximations.
As pointed out in Sepp (2012), some care is needed to replace the discrete
realized variance by the continuous quadratic variation. By standard prob-
ability arguments, the discretely sampled realized variance converges to the
quadratic variation of the log stock price in probability. However, this does
not guarantee that it converges in expectation. Jarrow et al. (2013) provide
sufficient conditions such that the convergence in expectation happens when
the stock is modeled by a general semi-martingale, and concrete examples
where this convergence fails.
In this paper we study discretely sampled variance swaps in a general
time-homogeneous model for stochastic volatility. For discretely sampled
variance swaps, it is difficult to use the elegant and model-free approach of
1See, for example, Howison, Rafailidis and Rasmussen (2004), Windcliff, Forsyth and
Vetzal (2006), Benth, Groth and Kufakunesu (2007) and Broadie and Jain (2008b).
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Dupire (1993) and Neuberger (1994), who independently proved that the
fair strike for a continuously sampled variance swap on any underlying price
process with continuous path is simply two units of the forward price of the
log contract. Building on these results, Carr and Madan (1998) published
an explicit expression to obtain this forward price from option prices (by
synthesizing a forward contract with vanilla options). The Dupire-Neuberger
theory was recently extended by Carr, Lee and Wu (2012) to the case when
the underlying stock price is driven by a time-changed Le´vy process (thus
allowing jumps in the path of the underlying stock price). In this paper, we
adopt a parametric approach that allows us to derive explicit closed-form
expressions and asymptotic behaviors with respect to key parameters such as
the maturity of the contract, the risk-free rate, the sampling frequency, the
volatility of the variance process, or the correlation between the underlying
stock and its volatility. This is in line with the work of Broadie and Jain
(2008a) in which the Heston model and the Merton jump diffusion model
are considered. See also Itkin and Carr (2010) who study discretely sampled
variance swaps in the 3/2 stochastic volatility model.
Our main contributions are as follows. We give an expression of the fair
strike of the discretely sampled variance swap and derive its sensitivity to
the interest rate in a general time-homogeneous stochastic volatility model.
In the case of the (correlated) Heston (1993) model, the (correlated) Hull-
White (1987) model, and the (correlated) Scho¨bel-Zhu (1999) model, we
obtain simple explicit closed-form formulas for the respective fair strikes of
continuously and discretely sampled variance swaps. In the Heston model,
our formula simplifies the results of Broadie and Jain (2008a) and is easy to
analyze. Consequently, we are able to give asymptotic behaviors with respect
to key parameters of the model and to the sampling frequency. In particular,
we provide explicit conditions under which the fair strike of the discretely
sampled variance swap is less valuable than that of the continuously sampled
variance swap for high sampling frequencies, although the contrary is com-
monly observed in the literature (see Bu¨hler (2006) for example). Thus the
“convex-order conjecture” formulated by Keller-Ressel and Griessler (2012)
may not hold for stochastic volatility models with correlation. We discuss
practical implications and illustrate the risk to underestimate or overesti-
mate prices of discretely sampled variance swaps when using a model for
the corresponding continuously sampled ones with numerical examples.
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The paper is organized as follows. Section 2 deals with the general
time-homogeneous stochastic volatility model. Sections 3, 4 and 5 provide
formulas for the fair strike of a discrete variance swap in the Heston, the
Hull-White and the Scho¨bel-Zhu models. Section 6 contains asymptotics for
the Heston, the Hull-White and the Scho¨bel-Zhu models and discusses the
“convex-order conjecture”. A numerical analysis is given in Section 7.
2 Pricing Discrete Variance Swaps in a Time-homogeneous
Stochastic Volatility Model
In this section, we consider the problem of pricing a discrete variance swap
under the following general time-homogeneous stochastic volatility model
(M), where the stock price and its volatility can possibly be correlated.
We assume a constant risk-free rate r > 0, and that under a risk-neutral
probability measure Q
(M)
{
dSt
St
= rdt+m(Vt)dW
(1)
t
dVt = µ(Vt)dt+ σ(Vt)dW
(2)
t
(1)
where E[dW
(1)
t dW
(2)
t ] = ρdt, with W
(1), W (2) standard correlated Brow-
nian motions. The state space of the stochastic variance process V is
J = (l, r),−∞ 6 l < r 6 ∞. Assume that µ, σ : J → R are Borel functions
satisfying the following Engelbert-Schmidt conditions, ∀x ∈ J, σ(x) 6= 0,
1
σ2(x)
, µ(x)
σ2(x)
, m
2(x)
σ2(x)
∈ L1loc(J). Here L1loc(J) denotes the class of locally inte-
grable functions, i.e. the functions J → R that are integrable on compact
subsets of J . Under the above conditions, the SDE (1) for V has a unique in
law weak solution that possibly exits its state space J (see Theorem 5.5.15,
page 341, Karatzas and Shreve (1991)). Assume that m(x)σ(x) is differentiable
at all x ∈ J .
In particular, this general model includes the Heston, the Hull-White,
the Scho¨bel-Zhu, the 3/2 and the Stein-Stein models as special cases. In
what follows, we study discretely and continuously sampled variance swaps
with maturity T . In a variance swap, one counterparty agrees to pay at
a fixed maturity T a notional amount times the difference between a fixed
level and a realized level of variance over the swap’s life. If it is continuously
sampled, the realized variance corresponds to the quadratic variation of the
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underlying log price. When it is discretely sampled, it is the sum of the
squared increments of the log price. Define their respective fair strikes as
follows.
Definition 2.1. The fair strike of the discrete variance swap associated with
the partition 0 = t0 < t1 < ... < tn = T of the time interval [0, T ] is defined
as
KMd (n) :=
1
T
n−1∑
i=0
E
[(
ln
Sti+1
Sti
)2]
, (2)
where the underlying stock price S follows the time-homogeneous stochastic
volatility model (1) and where the exponent M refers to the model (M).
Definition 2.2. The fair strike of the continuous variance swap is defined
as
KMc :=
1
T
E
[∫ T
0
m2(Vs)ds
]
, (3)
where S follows the time-homogeneous stochastic volatility model (1).
In popular stochastic volatility models, m(v) =
√
v, so that KMc =
1
TE
[∫ T
0 Vsds
]
. The derivation of the fair strike of a discrete variance swap
in the time-homogeneous stochastic volatility model (1) is based on the
following proposition.
Proposition 2.1. Under the dynamics (1) for the stochastic volatility model
(M), define
f(v) =
∫ v
0
m(z)
σ(z)
dz and h(v) = µ(v)f ′(v) +
1
2
σ2(v)f ′′(v).
For all t 6 s 6 t+∆ and t 6 u 6 t+∆, assume that2
E [|h(Vs)h(Vu)|] <∞, E
[∣∣h(Vs)m2(Vu)∣∣] <∞,
E
[∣∣(f(Vt+∆)− f(Vt))(2ρh(Vs) +m2(Vs))∣∣] <∞, (4)
2These conditions ensure that we can apply Fubini’s theorem to exchange the order of
integration. They are easily verified in specific examples.
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Define for t 6 s 6 t+∆, t 6 u 6 t+∆,
m1(s) := E
[
m2(Vs)
]
, m2(s, u) := E
[
m2(Vs)m
2(Vu)
]
,
m3(s, u) := E [h(Vs)h(Vu)], m4(s, u) := E
[
h(Vs)m
2(Vu)
]
,
m5(t, s) := E
[
(f(Vt+∆)− f(Vt))(2ρh(Vs) +m2(Vs))
]
, then
E
[(
ln
St+∆
St
)2]
= r2∆2 + (1− ρ2 − r∆)
∫ t+∆
t
m1(s)ds− ρ
∫ t+∆
t
m5(t, s)ds
+
1
4
∫ t+∆
t
∫ t+∆
t
m2(s, u)dsdu + ρ
2
E
[
(f(Vt+∆)− f(Vt))2
]
+ ρ2
∫ t+∆
t
∫ t+∆
t
m3(s, u)dsdu + ρ
∫ t+∆
t
∫ t+∆
t
m4(s, u)dsdu. (5)
Proof. See Appendix A. 
Proposition 2.1 gives the key equation in the analysis of discrete variance
swaps. Observe3 that the final expression (5) only depends on covariances of
functionals of Vt. Thus we can derive closed-form formulas for the fair strike
of discrete variance swaps in those stochastic volatility models in which the
terms mi from Proposition 2.1 can be computed in closed-form. In the rest
of the paper, we provide three examples to apply this formula.
From now on, for simplicity, we consider the equi-distant sampling scheme
in (2). Under this scheme, ti = iT/n and ∆ = ti+1 − ti = T/n, for
i = 0, 1, ..., n.
Remark 2.1. From (5) it is clear that the fair strike of a discrete variance
swap only depends on the risk-free rate r up to the second order, as there
is no higher order terms of r. Interestingly, the second order coefficient
of this expansion is model-independent whereas the first order coefficient
is directly related to the strike of the corresponding continuously-sampled
variance swap. Assume a constant sampling period Tn , the fair strike of the
discrete variance swap can be expressed as
KMd (n) = b
M (n)− T
n
KMc r +
T
n
r2, (6)
where bM (n) does not depend on r. Its sensitivity4 to the risk-free rate r is
3Thanks to the anonymous referee for pointing out this general expression.
4The impact of stochastic interest rates on variance swaps is studied by Ho¨rfelt and
Torne´ (2010). Long-dated variance swaps will usually be sensitive to the interest rate
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equal to
dKMd (n)
dr
=
T
n
(2r −KMc ). (7)
so that the minimum of KMd as a function of r is attained when the risk-free
rate takes the value r∗ given by
r∗ =
KMc
2
.
The next proposition deals with the special case when the risk-free rate
r and the correlation coefficient ρ are both equal to 0.
Proposition 2.2. (Fair strike when r = 0% and ρ = 0)
In the special case when the constant risk-free rate is 0, and the under-
lying stock price is not correlated to its volatility, we observe that
KMd (n) > K
M
c .
Proof. Using Proposition 2.1 when r = 0% and ρ = 0, we obtain
E
[(
ln
St+∆
St
)2]
=
1
4
E
[(∫ t+∆
t
m2(Vs)ds
)2]
+
∫ t+∆
t
E
[
m2(Vs)
]
ds.
We then add up the expectations of the squares of the log increments (as
in (2)) and find that the fair strike of the discrete variance swap is always
larger than the fair strike of the continuous variance swap given in (3). 
Proposition 2.2 has already appeared in the literature in specific models.
See for example Corollary 6.2 of Carr, Lee and Wu (2012), where this result
is proved in the more general setting of time-changed Le´vy processes with
independent time changes. However, we will see in the remainder of this
paper that Proposition 2.2 may not hold under more general assumptions,
namely when the dynamic of the stock price is correlated to the one of the
volatility.
volatility.
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3 Fair Strike of the Discrete Variance Swap in the
Heston model
Assume that we work under the Heston stochastic volatility model with the
following dynamics
(H)
{
dSt
St
= rdt+
√
VtdW
(1)
t ,
dVt = κ(θ − Vt)dt+ γ
√
VtdW
(2)
t
(8)
where E
[
dW
(1)
t dW
(2)
t
]
= ρdt. It is a special case of the general model (1),
where we choose
m(x) =
√
x, µ(x) = κ(θ − x), σ(x) = γ√x. (9)
Using (27) in Lemma A.1 in the Appendix with f(v) = vγ and h(v) =
κ
γ (θ − v), the stock price is
St = S0e
rt− 1
2
ξt+(Vt−V0−κθt+κξt) ργ+
√
1−ρ2 ∫ t
0
√
VsdW
(3)
s (10)
where ξt =
∫ t
0 Vsds and W
(3)
t is such that dW
(1)
t = ρdW
(2)
t +
√
1− ρ2dW (3)t .
Using Proposition 2.1 for the time-homogeneous stochastic volatility
model, we then derive a closed-form expression for the fair strike of a discrete
variance swap and compare it with the fair strike of a continuous variance
swap.
Proposition 3.1. (Fair Strikes in the Heston Model)
In the Heston stochastic volatility model (8), the fair strike (2) of the
discrete variance swap is
KHd (n) =
1
8nκ3T
{
n
(
γ2 (θ − 2V0) + 2κ (V0 − θ)2
) (
e−2κT − 1) 1− eκTn
1 + e
κT
n
+2κT
(
κ2T (θ − 2r)2 + nθ (4κ2 − 4ρκγ + γ2)) (11)
+4 (V0 − θ)
(
n
(
2κ2 + γ2 − 2ρκγ) + κ2T (θ − 2r)) (1− e−κT )
−2n2θγ (γ − 4ρκ)
(
1− e−κTn
)
+ 4 (V0 − θ)κTγ (γ − 2ρκ) 1− e
−κT
1− eκTn
}
,
where a = r− ρκθγ and b = ρκγ − 12 . The fair strike of the continuous variance
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swap is
KHc =
1
T
E
[∫ T
0
Vsds
]
= θ + (1− e−κT )V0 − θ
κT
. (12)
Proof. See Appendix B for the proof of (11). The formula (12) for the fair
strike of a continuous variance swap is already well-known and can be found
for example in Broadie and Jain (2008a), formula (4.3), page 772. 
Proposition 3.1 provides an explicit formula for the fair strike of a discrete
variance swap as a function of model parameters. This formula simplifies
the expressions obtained by Broadie and Jain (2008a) in equations (A-29)
and (A-30), page 793, where several sums from 0 to n are involved and can
actually be computed explicitly as shown by the expression (11) above. We
verified that our formula agrees with numerical examples presented in Table
5 (column ‘SV’) on page 782 of Broadie and Jain (2008a).5
Contrary to what is stated in the introduction of the paper by Zhu
and Lian (2011), the techniques of Broadie and Jain (2008a) can easily be
extended to other types of payoffs. The following proposition gives explicit
expressions for the volatility derivative considered by Zhu and Lian (2011).
Proposition 3.2. For the following set of dates ti =
iT
n with i = 0, 1, ..., n,
denote ∆ = T/n, and assume α = 2κθ/γ2 − 1 > 0, and γ2T < 1. Then the
fair price of a discrete variance swap with payoff 1T
n−1∑
i=0
(
Sti+1−Sti
Sti
)2
is equal
to
Kzld (n) =
1
T
n−1∑
i=0
E
[(
Sti+1 − Sti
Sti
)2]
=
1
T
(
a0 +
n−1∑
i=1
ai
)
+
n− 2ner∆
T
,
where we define ai = E
[(
Sti+1
Sti
)2]
, for i = 0, 1, ..., n − 1. Then for i =
0, 1, ..., n − 1, we have
ai =
e2r∆
S20
M(2,∆)e
q(2)V0
(
η(ti)e
−κti
η(ti)−q(2)
−1
)(
η(ti)
η(ti)− q(2)
)α+1
,
5This formula has been implemented in Matlab and its code is available upon request
from authors as well as for all other formulas that appear in this paper.
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where
M(u, t) = E[euXt ] = Su0 e
κθ
γ2
(
(κ−γρu−d(u))t−2 ln
(
1−g(u)e−d(u)t
1−g(u)
))
e
V0
κ−γρu−d(u)
γ2
1−e−d(u)t
1−g(u)e−d(u)t ,
with the following auxiliary functions
d(u) =
√
(κ− γρu)2 + γ2(u− u2), g(u) = κ− γρu− d(u)
κ− γρu+ d(u) ,
q(u) =
κ− γρu− d(u)
γ2
1− e−d(u)∆
1− g(u)e−d(u)∆ , η(u) =
2κ
γ2
(
1− e−κu)−1 .
Proof. See Appendix C. 
Remark 3.1. The formula in the above Proposition 3.2 is consistent with
the one obtained in equation (2.34) by Zhu and Lian (2011). In particular,
we are able to reproduce all numerical results but one presented in Table 3.1,
page 246 of Zhu and Lian (2011) using their set of parameters: κ = 11.35,
θ = 0.022, γ = 0.618, ρ = −0.64, V0 = 0.04, r = 0.1, T = 1 and S0 = 1 (all
numbers match except the case when n = 4 we get 263.2 instead of 267.6).
Proposition 3.2 gives a formula for pricing the variance swap with pay-
off 1T
n−1∑
i=0
(
Sti+1−Sti
Sti
)2
, but it is straightforward to extend its proof to the
following payoff 1T
n−1∑
i=0
(
Sti+1−Sti
Sti
)k
, with an arbitrary integer power k.
4 Fair Strike of the Discrete Variance Swap in the
Hull-White model
The correlated Hull-White stochastic volatility model is as follows
(HW )
{
dSt
St
= rdt+
√
VtdW
(1)
t
dVt = µVtdt+ σVtdW
(2)
t
(13)
where E[dW
(1)
t dW
(2)
t ] = ρdt. Referring to equation (1), we have m(x) =√
x, µ(x) = µx, σ(x) = σx, so it is straightforward to determine f(v) =
2
σ
√
v, h(v) =
(µ
σ − σ4
)√
v, and apply (27) in Lemma A.1 in the Appendix to
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obtain
ST = S0 exp
{
rT − 1
2
∫ T
0
Vtdt+
2ρ
σ
(
√
VT −
√
V0)
−ρ
(µ
σ
− σ
4
)∫ T
0
√
Vtdt+
√
1− ρ2
∫ T
0
√
VtdW
(3)
t
}
.
Proposition 4.1. (Fair Strikes in the Hull-White Model)
In the Hull-White stochastic volatility model (13), the fair strike (2) of
the discrete variance swap is
KHWd (n) =
r2T
n
+
(
1− rT
n
)
KHWc −
V 20
(
e(2 µ+σ
2)T − 1
)(
e
µT
n − 1
)
2Tµ(µ+ σ2)
(
e
(2µ+σ2)T
n − 1
)
+
V 20
(
e(2µ+σ
2)T − 1
)
2T (2µ + σ2)(µ + σ2)
+
8ρ
(
e
3(4µ+σ2)T
8 − 1
)
V0
3/2σ(e
µT
n − 1)
µT (4µ + 3σ2)
(
e
3(4µ+σ2)T
8n − 1
)
−
64ρ
(
e
3(4µ+σ2)T
8 − 1
)
V0
3/2σ
3T (4µ + σ2) (4µ+ 3σ2)
. (14)
The fair strike of the continuous variance swap is
KHWc =
1
T
E
[∫ T
0
Vsds
]
=
V0
Tµ
(eµT − 1). (15)
Proof. The proof can be found in Appendix D. 
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5 Fair Strike of the Discrete Variance Swap in the
Scho¨bel-Zhu model
The correlated Scho¨bel-Zhu stochastic volatility model (see Scho¨bel and Zhu
(1999)) can be described by the following dynamics6
(SZ)
{
dSt
St
= rdt+ VtdW
(1)
t
dVt = κ(θ − Vt)dt+ γdW (2)t
(16)
where E[dW
(1)
t dW
(2)
t ] = ρdt. Referring to equation (1), we have m(x) =
x, µ(x) = −κ(x − θ), σ(x) = γ, so it is straightforward to apply (27) in
Lemma A.1 given in the Appendix with f(v) = v
2
2γ and h(v) =
κθ
γ v− κγ v2+ γ2
to obtain
ST = S0 exp
{
(r − γρ
2
)T − κθρ
γ
∫ T
0
Vtdt−
(
1
2
− ρκ
γ
)∫ T
0
V 2t dt
+
ρ
2γ
(V 2T − V 20 ) +
√
1− ρ2
∫ T
0
VtdW
(3)
t
}
.
Proposition 5.1. (Fair Strikes in the Scho¨bel-Zhu Model)
In the Scho¨bel-Zhu stochastic volatility model (16), the fair strike (2) of
the discrete variance swap is computed from (5) but does not have a simple
expression.7 The fair strike of the continuous variance swap is
KSZc =
γ2
2κ
+ θ2 +
(
(V0 − θ)2
2κT
− γ
2
4κ2T
)
(1− e−2κT ) + 2θ(V0 − θ)
κT
(1− e−κT ).
(17)
Proof. The proof can be found in Appendix E. 
6 Asymptotics
In the time-homogeneous stochastic volatility model, this section presents
asymptotics for the fair strikes of discrete variance swaps in the Heston, the
6We shall note that here m(Vt) = Vt (where m(·) is defined in (1)) instead of
√
Vt, thus
the process Vt models the volatility and not the variance. In particular in the Scho¨bel-Zhu
model, the variance process Yt = V
2
t follows dYt = (γ
2+2κθ
√
Yt−2κYt)dt+2γ
√
YtdW
(2)
t .
7See Proposition 6.7 for an explicit expansion.
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Hull-White and the Scho¨bel-Zhu models based on the explicit expressions
derived in the previous sections 3, 4 and 5.
The expansions as functions of the number of sampling periods n are
given in Propositions 6.1, 6.4 and 6.7 (respectively for the Heston, Hull-
White and Scho¨bel-Zhu models). In the Heston model, our results are con-
sistent with Proposition 4.2 of Broadie and Jain (2008a), in which it is
proved that KHd (n) = K
H
c + O
(
1
n
)
. The expansion below is more precise
in that at least the first leading term in the expansion is given explicitly.
See also Theorem 3.8 of Jarrow et al. (2013) in a more general context. In
particular, Jarrow et al. (2013) give a sufficient condition for the conver-
gence of the fair strike of a discrete variance swap to that of a continuously
monitored variance swap. In our setting, which is in the absence of jumps,
their sufficient condition reduces to E[
∫ T
0 m
4(Vs)ds] < ∞. This latter con-
dition is obviously satisfied in the three examples considered in this paper
(the Heston, the Hull-White and the Scho¨bel-Zhu models).
Expansions as a function of the maturity T (for small maturities) are
also given in order to complement results of Keller-Ressel and Muhle-Karbe
(2012) (see for example Corollary 2.7 which gives qualitative properties of
the discretization gap8 as the maturity T → 0).
6.1 Heston Model
We first expand the fair strike of the discrete variance swap with respect to
the number of sampling periods n.
Proposition 6.1. (Expansion of the fair strike KHd (n) w.r.t. n)
In the Heston model, the expansion of the fair strike of a discrete variance
swap, KHd (n), is given by
KHd (n) = K
H
c +
aH1
n
+O
(
1
n2
)
, (18)
where
aH1 = r
2T − rTKHc +
(
γ(θ − V0)
2κ
(1− e−κT )− θγT
2
)
ρ+
(
θ2
4
+
θγ2
8κ
)
T + c1
8See Definition 2.6 on page 112 of Keller-Ressel and Muhle-Karbe (2012).
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with
cH1 =
[
γ2θ − 2κ(V0 − θ)2
] (
e−2Tκ − 1)+ 2(V0 − θ)(e−Tκ − 1) [γ2(e−Tκ − 1) − 4κθ]
16κ2
.
Proof. This proposition is a straightforward expansion from (11) in Propo-
sition 3.1. 
We know that KHd (n) = b
H(n) + Tn r(r −KHc ) from (6) in Remark 2.1.
It is thus clear that aH1 contains all the terms in the risk-free rate r and
thus that all the higher terms in the expansion (18) with respect to n are
independent of the risk-free rate.
Remark 6.1. The first term in the expansion (18), aH1 , is a linear function
of ρ. Observe that the coefficient in front of ρ, γ(θ−V0)2κ (1 − e−κT ) − θγT2 is
negative,9 so that aH1 is always a decreasing function of ρ. We have that
aH1 > 0 ⇐⇒ ρ 6 ρH0
where ρH0 =
r2T−rTKHc +
(
θ2
4
+ θγ
2
8κ
)
T+cH1
−
(
γ(θ−V0)
2κ
(1−e−κT )− θγT
2
) .
Proposition 6.2. (Expansion of the fair strike for small maturity)
In the Heston model, KHd (n) can be expanded when T → 0 as
KHd (n) = V0 + b
H
1 T + b
H
2 T
2 +O (T 3) (19)
where
bH1 =
κ(θ − V0)
2
+
1
4n
(
(V0 − 2r)2 − 2ρV0γ
)
bH2 =
κ2(V0 − θ)
6
+
(V0 − θ)κ(γρ+ 2r − V0) + γ
2V0
2
4n
+
γρκ(V0 + θ)− γ
2V0
2
12n2
.
Note also that KHc = V0 +
κ
2 (θ − V0)T + κ6 2 (V0 − θ)T 2 +O
(
T 3
)
and thus
KHd (n)−KHc =
1
4n
(
(V0 − 2r)2 − 2ρV0γ
)
T +O(T 2).
Proof. This proposition is a straightforward expansion from (11) in Propo-
sition 3.1. 
9This can be easily seen from the fact that for all x > 0, (θ − V0)(1 − e−x) − θx 6
θ(1− e−x − x) < 0, and note that here x = κT > 0.
14
Proposition 6.2 is consistent with Corollary 2.7 [b] on page 113 of Keller-
Ressel and Muhle-Karbe (2012), where it is clear that the limit of Kd(n)−Kc
is 0 when T → 0.
Notice that in the case ρ 6 0, in the Heston model, KHd (n) is non-
negative and decreasing in n as the maturity T goes to 0. However, this
property cannot be generalized to all correlation levels as it depends on the
sign of (V0 − 2r)2 − 2γV0ρ.
Proposition 6.3. (Expression of the fair strike w.r.t. γ)
In the Heston model, KHd (n) is a quadratic function of γ:
KHd (n) =
1
8nκ3T
(
hH0 + h
H
1 γ + h
H
2 γ
2
)
, (20)
where
hH0 = 2nκ (V0 − θ)2
(
e−2 κT − 1) 1− eκ Tn
1 + e
κ T
n
+ 2κT
(
κ2T (θ − 2 r)2 + 4κ2nθ
)
+ 4 (V0 − θ)
(
2κ2n+ κ2T (θ − 2 r)) (1− e−κ T ) ,
hH1 = 8ρκ
(
nθ(n− ne−κTn − κT )− (V0 − θ)
(
n
(
1− e−κ T )+ κT 1− e−κ T
1− eκ Tn
))
,
hH2 = n (θ − 2V0)
(
e−2 κT − 1) 1− eκ Tn
1 + e
κ T
n
− 2n2θ
(
1− e−κ Tn
)
+ 4 (V0 − θ)
(
n− ne−κT + κT 1− e
−κ T
1− eκ Tn
)
+ 2κTnθ.
Proposition 6.3 shows that the discrete fair strike in the Heston model
is a quadratic function of the volatility of variance γ. From Figure 6, we
observe that the discrete fair strikes evolve in a parabolic shape as γ varies.
6.2 Hull-White Model
Proposition 6.4. (Expansion of KHWd (n) w.r.t. n)
In the Hull-White model, the expansion of the fair strike of the discrete
variance swap, KHWd (n), is given by
KHWd (n) = K
HW
c +
aHW1
n
+
aHW2
n2
+
aHW3
n3
+O
(
1
n4
)
(21)
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where
aHW1 = r
2T − rTKHWc +
V 20
4
e(2µ+σ
2)T − 1
2µ + σ2
− 4ρσV
3
2
0
3
e
3
8
(4µ+σ2)T − 1
4µ+ σ2
,
aHW2 = −
V 20 σ
2T
24
e(2µ+σ
2)T − 1
2µ+ σ2
− ρV
3
2
0 σT (4µ − 3σ2)
36
e
3
8
(4µ+σ2)T − 1
4µ+ σ2
,
aHW3 = −
µT 2V 20 (µ+ σ
2)
48
e(2µ+σ
2)T − 1
2µ+ σ2
+
µT 2ρσV
3
2
0 (4µ + 3σ
2)
72
e
3
8
(4µ+σ2)T − 1
4µ+ σ2
.
Proof. This proposition is a straightforward expansion from (14) in Propo-
sition 4.1. 
Observe that KHWd (n) = b
HW (n) − KHWc Tn r + Tn r2 where bHW (n) =
KHWd (r = 0) > K
HW
c is independent of r.
If we neglect higher order terms in the expansion (21), we observe that
the position of the fair strike of the discrete variance swap with respect to
the fair strike of the continuous variance swap is driven by the sign of a1
and we have the following observation.
Remark 6.2. The first term in the expansion (21), aHW1 , is a linear func-
tion of ρ.
aHW1 > 0 ⇐⇒ ρ 6 ρHW0
where ρHW0 =
3(4µ+σ2)
(
r2T−rTKHWc +
V 20
4
e(2µ+σ
2)T−1
2µ+σ2
)
4σV
3
2
0 (e
3
8 (4µ+σ
2)T−1)
> 0.
ρHW0 can take values strictly larger than 1 as it appears clearly in the
right panel of Figure 4. In this latter case, the fair strike of the discrete
variance swap is larger than the fair strike of the continuous variance swap
for all levels of correlation and for sufficiently high values of n. The minimum
value of KHWd (n) as a function of r is obtained when r = r
∗ = K
HW
c
2 . After
replacing r by r∗ in the expression of ρHW0 , ρ
HW
0 can easily be shown to be
positive.10
10It reduces to studying the sign of e
(2µ+σ2)T−1
(2µ+σ2)T
− (e
µT−1)2
µ2T2
. It is an increasing function
of σ, so it is larger than e
2µT−1
2µT
− (e
µT−1)2
µ2T2
, which is always positive because its minimum
is 0 obtained when µT = 0.
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Proposition 6.5. (Expansion of KHWd (n) for small maturity)
In the Hull-White model, KHWd (n) can be expanded when T → 0 as
KHWd (n) = V0 + b
HW
1 T + b
HW
2 T
2 +O (T 3) , (22)
where
bHW1 =
V0 µ
2
+
1
4n
(
(V0 − 2r)2 − 2ρV03/2σ
)
,
bHW2 =
V0µ
2
6
+
V0
4n
(
σ2V0
2
− 3ρV0
1/2σ(σ2 + 4µ)
8
+ µ(V0 − 2r)
)
+
V0
3/2σ
(
ρ(3σ2 − 4µ)− 4σ√V0
)
96n2
.
Note also that KHWc = V0 +
V0µ
2 T +
V0µ2
6 T
2 +O (T 3) , and thus
KHWd (n)−KHWc =
1
4n
(
(V0 − 2r)2 − 2ρV03/2σ
)
T +O(T 2).
Proof. This proposition is a straightforward expansion from (14) in Propo-
sition 4.1. 
Note that the expansion for small maturities in the Hull White model is
similar to the one in the Heston model given in Proposition 6.2.
Proposition 6.6. (Expansion of KHWd (n) w.r.t. σ)
In the Hull-White model, the fair strike of a discrete variance swap,
KHWd (n), verifies
KHWd (n) = h
HW
0 + h
HW
1 σ +O(σ2), (23)
where
hHW0 =
r2T
n
+
(
1− rT
n
)
V0
eTµ − 1
Tµ
− V0
2
2
e2Tµ − 1
e2
Tµ
n − 1
e
Tµ
n − 1
Tµ2
+
V0
2
(
e2Tµ − 1)
4Tµ2
,
hHW1 = 2ρ
e3/2 Tµ − 1
e3/2
Tµ
n − 1
V0
3/2 e
Tµ
n − 1
Tµ2
− 4ρ
(
e3/2Tµ − 1)V03/2
3Tµ2
.
The expansion of the fair strike in the Hull-White model with respect to
the volatility of volatility is very different from the one in the Heston model
as it is not a quadratic function of σ, and it also involves higher order terms
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of σ.
6.3 Scho¨bel-Zhu Model
We first expand the fair strike of the discrete variance swap with respect
to the number of sampling periods n. The following result is similar to
Proposition 6.1 and 6.4. In particular we find that the first term in the
expansion is also linear in ρ and has a similar behaviour as in the Heston
and Hull-White model.
Proposition 6.7. (Expansion of KSZd (n) w.r.t. n)
In the Scho¨bel-Zhu model, the expansion of the fair strike of the discrete
variance swap, KSZd (n), is given by
KSZd (n) = K
SZ
c +
aSZ1
n
+O
(
1
n2
)
, (24)
where
aSZ1 = r
2T − rTKSZc + d1 − d2
γ
2κ
ρ, (25)
with
d1 :=
TV0
4
4
− E(T +D)
16κ2
+
(
3V0
2γ2
4
+
E
32κ
+
κV0
3(θ − V0)
2
)
D2
+
(
2θ κ2V0
3
3
− V0
4κ2
6
− E
48
− V0
2θ2κ2
2
− γ2κV0θ + 3V0
2κγ2
4
− γ
4
4
)
D3
+
(
E
8κ
+ 3γ2(θ − V0)θ + 3V0
2γ2
2
+ V0κ(θ − V0)
(
2θ2 − θV0 + V 20
)) κ2D4
8
,
and
d2 = T
(
γ2 + 2κ θ2
)
+
(
2κ(θ2 − V 20 ) + γ2
)
D+
κ
2
(
γ2 − 2κ (θ − V0)2
)
D2,
where
E := 4V0
4κ2 − 4 θ4κ2 − 3 γ4 − 12 γ2θ2κ, D := e
−κ T − 1
κ
.
Proof. This proposition is a straightforward expansion from the formula of
KSZd (n) in Proposition 5.1. Note that although the formula of K
SZ
d (n) does
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not have a simple form, its asymptotic expansion can be easily computed
with Maple for instance. 
Remark 6.3. Similarly as in the Heston and the Hull-White models, the
first term in the expansion (24), aSZ1 , is a linear function of ρ, but the sign
of its slope is not clear in general.
Proposition 6.8. (Expansion of the fair strike for small maturity)
In the Scho¨bel-Zhu model, KSZd (n) can be expanded when T → 0 as
KSZd (n) = V
2
0 + b
SZ
1 T +O(T 2) (26)
where
bSZ1 = κV0(θ − V0) +
γ2
2
+
1
n
(
r2 − rV 20 +
V 20 (V
2
0 − 4ργ)
4
)
.
Note also that KSZc = V0
2 +
(
V0κ(θ − V0) + γ
2
2
)
T +O (T 2) and thus,
KSZd (n)−KSZc =
1
4n
(
(V 20 − 2r)2 − 4ρV 20 γ
)
T +O(T 2).
Proof. This proposition is a straightforward expansion from the formula of
KSZd (n) in Proposition 5.1. 
Note that the form of the expansion is similar for the three models under
study (compare Propositions 6.2, 6.5 and 6.8). We find that the difference
between the discrete and the continuous strikes has a first term involving the
product of 2ρ by a function of the initial variance value and the volatility of
the variance process, and respectively γ in the Heston, σ in the Hull-White
and 2γ in the Scho¨bel-Zhu model. See for example footnote 6 where the
dynamics of the variance is derived in the Scho¨bel-Zhu model.
6.4 Discussion on the convex-order conjecture
As motivated in Keller-Ressel and Griessler (2012), it is of interest to study
the systematic bias for fixed n and T when using the quadratic variation
to approximate the realized variance. Bu¨hler (2006) and Keller-Ressel and
Muhle-Karbe (2012) show numerical evidence of this bias (see also Section 7
for further evidence in the Heston and the Hull-White models). Keller-Ressel
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and Griessler (2012) propose the following “convex-order conjecture”:
E[f(RV (X,P))] > E[f([X,X]T )]
where f is convex, P refers to the partition of [0, T ] in n + 1 division
points and X = log(ST /S0). RV (X,P) is the discrete realized variance
(
∑n
i=1(log(Sti/Sti−1))
2) and [X,X]T is the continuous quadratic variation
(
∫ T
0 m
2(Vs)ds in our setting).
When f(x) = x/T and the correlation can be positive, the conjecture
is violated, see for example Figure 1 to 4 where KMd (n) can be below K
M
c .
When ρ = 0, the process has conditionally independent increments and sat-
isfies other assumptions in Keller-Ressel and Griessler (2012). Proposition
2.2 ensures that KMd (n) > K
M
c , which is consistent with their results.
7 Numerics
This section illustrates with numerical examples in the Heston, the Hull-
White and the Scho¨bel-Zhu models.
7.1 Heston and Hull-White models
Given parameters for the Heston model, we then choose the parameters in
the Hull-White model so that the continuous strikes match. Precisely, we
obtain µ by solving numerically KHc = K
HW
c , and find σ such that the
variances of VT in the respective Heston and the Hull-White models match.
From (33) and (34), the variance for VT for the Heston model is given by
V arH(VT ) =
γ2
2κ
(θ + 2e−κT (V0 − θ) + e−2κT (θ − 2V0)).
The variance for VT for the Hull-White model can be computed using (41)
V arHW (VT ) = V
2
0 e
2µT (eσ
2T − 1).
The parameters for the Heston model are taken from reasonable param-
eter sets in the literature. Precisely the first set of parameters is similar to
the one used by Broadie and Jain (2008a). The second set corresponds to
Table 2 in Broadie and Kaya (2006). The values for the parameters of the
20
Hull-White model are obtained consistently using the procedure described
above11.
(matched)
Heston Hull-White
T r V0 ρ γ θ κ µ σ
Set 1 1 3.19% 0.010201 -0.7 0.31 0.019 6.21 1.003 0.42
Set 2 5 5% 0.09 -0.3 1 0.09 2 2.9 × 10−9 0.52
Table 1: Parameter sets
Insert Figure 1
Figure 1 displays cases when the fair strike of the discrete variance swap
KMd (n) may be smaller than the fair strike of the continuous variance swap
KMc . The first graph obtained in the Heston model (the modelM is denoted
by the exponent H for Heston) shows that KHd is first higher than K
H
c ,
crosses this level and stays below KHc until it converges to the value K
H
c
as n → ∞. It means that options on discrete realized variance may be
overvalued when the continuous quadratic variation is used to approximate
the discrete realized variance. Note that this unusual pattern happens when
ρ = 0.7, which may happen for example in foreign exchange markets.
Insert Figure 2
Figure 2 highlights another type of convergence showing the complexity of
the behaviour of the fair strike of the discrete variance swap with respect to
that of the continuous variance swap.
Insert Figure 3
Figure 3 displays on the same graphs the discrete fair strike Kd(n) and
the first two terms of the expansion formula KHc +
aH1
n for the Heston model
and KHWc +
aHW1
n for the Hull-White model (see Propositions 6.1 and 6.4 for
the exact expressions of aH1 and a
HW
1 ). It shows that the first term of this
11For the two sets of parameters above, we compute the critical interest rate r∗ as
defined in Remark 2.1. Set 1: r∗ = 0.88%; Set 2: r∗ = 0.605%, and we can see that the
interest rates are both larger than r∗.
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expansion is already highly informative as it clearly appears to fit very well
for small values of n in both models.
Insert Figure 4
Figure 4 further illustrates that the discrete fair strike (for a daily mon-
itoring) can be lower than the continuous fair strike as KMd −KMc may be
negative for high values of the correlation coefficient both in the Heston and
the Hull-White models. In Remark 6.1 and 6.2, it is noted that the first term
in the asymptotic expansion with respect to n is linear in ρ. From Figure
3 it is clear that the first term has an important explanatory power. This
justifies the linear behavior observed in Figure 4 of the difference between
discrete and continuous fair strikes with respect to ρ. Computations of ρH0
and ρHW0 for each of the risk-free rate levels r = 0%, r = 3.2% and r = 6%
confirm that it is always positive when r = 0% (which is consistent with
Proposition 2.2) and that it can be higher than 1, which ensures that for n
sufficiently high, the discrete fair strike is always higher than the continuous
fair strike.
Insert Figure 5
Figure 5 shows that as the time to maturity T goes to 0, the discrete
fair strike is converging to the continuous fair strike at approximately a
quadratic rate. This is consistent with Proposition 6.2 and Proposition 6.5.
Insert Figure 6
Figure 6 shows that the discrepancy between the discrete fair strike and
the continuous fair strike is exacerbated by the volatility of the underlying
variance process. We observe that the gap between the discrete fair strike
and the continuous fair strike, with respect to γ, is wider in the Heston
model than in the Hull-White model. This illustrates, from a numerical
viewpoint, that the discrete fair strike in the Heston model is more sensitive
to the volatility of variance parameter than that of the Hull-White model. In
particular, the continuous fair strike KHc is independent of γ. For each γ we
compute the corresponding σ for the Hull-White model such that the vari-
ances match as described in Section 7.1. We then observe similar patterns
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in the Heston and the Hull-White models. From the left panel of Figure
6, we can see that the shape of the discrete fair strike in the Heston model
with respect to γ evolves similar to a parabola, and this is consistent with
Proposition 6.3. The right panel of Figure 6 is consistent with Proposition
6.6.
7.2 Scho¨bel-Zhu model
For the Scho¨bel-Zhu model, we reproduce a similar numerical analysis and
take parameters consistent with the Heston model. Note that the V process
in the Scho¨bel-Zhu model corresponds to the volatility process instead of
the variance process12. Then we choose θ =
√
0.019 and V0 =
√
0.010201.
Other parameters are taken from set 1 of Table 1.
Insert Figure 7
Both the left and right panels of Figure 7 show that KSZd can be below
KSZc until it converges to the value K
SZ
c as n → ∞. This unusual pattern
happens when the correlation is positive similarly in the Heston and the
Hull-White models.
Insert Figure 8
Figure 8 illustrates that the discrete fair strike (for a daily monitoring)
can be lower than the continuous fair strike as KSZd −KSZc may be negative
for high values of the correlation coefficient. From Figure 8 it is clear that
the first term also has an important explanatory power. This justifies the
linear behavior observed in Figure 8 of the difference between discrete and
continuous fair strikes with respect to ρ. Computations of ρSZ0 (defined as
the zero of aSZ1 computed in Proposition 6.7) for each of the risk-free rate
levels r = 0%, r = 3.2% and r = 6% confirm that it is always positive when
r = 0% (which is consistent with Proposition 2.2).
12The notation Vt in the Scho¨bel-Zhu model corresponds to the square root of what is
denoted by Vt in the Heston model.
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8 Conclusions
This paper provides explicit expressions of the fair strikes of discretely sam-
pled variance swaps in the Heston, the Hull-White and the Scho¨bel-Zhu
models. For the Heston model, the explicit closed-form formula simplifies
the expressions obtained by Broadie and Jain (2008a) in equations (A-29)
and (A-30) on page 793, where several sums from 0 to n are involved. Our
formulae are more explicit (as there are no sums involved in the discrete
fair strikes), and easier to use. The explicit closed-form formulas for the
Hull-White and the Scho¨bel-Zhu models are new. Asymptotics of the fair
strikes with respect to key parameters such as n → ∞, T → 0, γ → 0 are
new and consistent with theoretical results obtained in Keller-Ressel and
Muhle-Karbe (2012).
There are several potential research directions. For example this work
can be extended to mixed exponential jump diffusions models (proposed by
Cai and Kou (2011) and to the calculations of fair strikes for gamma swaps
(see for example Lee (2010) for a definition of the payoff). For the 3/2
stochastic volatility model treated in Itkin and Carr (2010), the difficulty lies
in obtaining closed-form expressions of the covariance terms E [h(Vt)h(Vs)]
for some functional h, and the determination of a closed-form formula for
the fair strike in this model is left as an open problem. Pricing discrete
volatility derivatives with non-linear payoffs (e.g. puts and calls on realized
variance) in time-homogeneous stochastic volatility models is also left as a
future research direction.
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A Proof of Proposition 2.1
Using Ito¯’s lemma and Cholesky decomposition, (1) becomes
d (ln (St)) =
(
r − 1
2
m2(Vt)
)
dt+ ρm(Vt)dW
(2)
t +
√
1− ρ2m(Vt)dW (3)t
dVt = µ(Vt)dt+ σ(Vt)dW
(2)
t .
where W
(2)
t and W
(3)
t are two standard independent Brownian motions.
Proposition 2.1 is then a direct application of the following lemma (see
Lemma 3.1 of Bernard and Cui (2011) for its proof).
Lemma A.1. Under the model given in (1), we have
ST = S0 exp
{
rT − 1
2
∫ T
0
m2(Vt)dt+ ρ(f(VT )− f(V0))
−ρ
∫ T
0
h(Vt)dt+
√
1− ρ2
∫ T
0
m(Vt)dW
(3)
t
}
, (27)
where f(v) =
∫ v
0
m(z)
σ(z) dz and h(v) = µ(v)f
′(v) + 12σ
2(v)f ′′(v).
Now from equation (27) in Lemma A.1, we compute the following key
elements in the fair strike of the discrete variance swap. Assume that the
time interval is [t, t+∆], then
ln
(
St+∆
St
)
= r∆− 1
2
∫ t+∆
t
m2(Vs)ds+ ρ
(
f(Vt+∆)− f(Vt)−
∫ t+∆
t
h(Vs)ds
)
+
√
1− ρ2
∫ t+∆
t
m(Vs)dW
(3)
s .
Then we can compute
E
[(
ln
St+∆
St
)2]
= r2∆2 +
1
4
E
[(∫ t+∆
t
m2(Vs)ds
)2]
− r∆E
[∫ t+∆
t
m2(Vs)ds
]
+ E
[
A2
]
+ E
[(
2r∆−
∫ t+∆
t
m2(Vs)ds
)
A
]
+ (1− ρ2)E
[∫ t+∆
t
m2(Vs)ds
]
,
(28)
where A = ρ
(
f(Vt+∆)− f(Vt)−
∫ t+∆
t h(Vs)ds
)
, and
A2 = ρ2
(
(f(Vt+∆)− f(Vt))2 +
(∫ t+∆
t
h(Vs)ds
)2
− 2(f(Vt+∆)− f(Vt))
∫ t+∆
t
h(Vs)ds
)
.
25
Using the above expressions for A and A2 in (28), we obtain
E
[(
ln
St+∆
St
)2]
= r2∆2 +
1
4
E
[(∫ t+∆
t
m2(Vs)ds
)2]
+ (1− ρ2 − r∆)E
[∫ t+∆
t
m2(Vs)ds
]
+ ρ2E[((f(Vt+∆)− f(Vt))2] + ρ2E
[(∫ t+∆
t
h(Vs)ds
)2]
+ 2rρ∆E[(f(Vt+∆)− f(Vt))]
− E
[
(f(Vt+∆)− f(Vt))
∫ t+∆
t
(2ρ2h(Vs) + ρm
2(Vs))ds
]
− 2rρ∆E
[∫ t+∆
t
h(Vs)ds
]
+ ρE
[(∫ t+∆
t
h(Vs)ds
)(∫ t+∆
t
m2(Vs)ds
)]
. (29)
By Ito¯’s lemma, f defined in Lemma A.1 verifies df(Vt) = h(Vt)dt+m(Vt)dW
(2)
t .
Integrating the above SDE from t to t+∆, we have
f(Vt+∆)− f(Vt) =
∫ t+∆
t
h(Vs)ds+
∫ t+∆
t
m(Vs)dW
(2)
s .
Thus
E [f(Vt+∆)− f(Vt)]− E
[∫ t+∆
t
h(Vs)ds
]
= E
[∫ t+∆
t
m(Vs)dW
(2)
s
]
= 0.
(30)
Rearrange (29) and use (30) to simplify the terms, and we obtain
E
[(
ln
St+∆
St
)2]
= r2∆2−r∆E
[∫ t+∆
t
m2(Vs)ds
]
+
1
4
E
[(∫ t+∆
t
m2(Vs)ds
)2]
+ (1− ρ2)E
[∫ t+∆
t
m2(Vs)ds
]
+ ρ2E
[
(f(Vt+∆)− f(Vt))2
]
+ ρ2E
[(∫ t+∆
t
h(Vs)ds
)2]
+ ρE
[∫ t+∆
t
h(Vs)ds
∫ t+∆
t
m2(Vs)ds
]
− ρE
[
(f(Vt+∆)− f(Vt))
∫ t+∆
t
(2ρh(Vs) +m
2(Vs))ds
]
. (31)
Now we apply Fubini’s theorem and partial integration to further simplify
(31). Note that m2(Vs) > 0, Q-a.s., then by Fubini’s theorem for non-
negative measurable functions, E
[∫ t+∆
t m
2(Vs)ds
]
=
∫ t+∆
t E
[
m2(Vs)
]
ds.
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Similarly we haveE
[(∫ t+∆
t m
2(Vs)ds
)2]
=
∫ t+∆
t
∫ t+∆
t E
[
m2(Vs)m
2(Vu)
]
dsdu
for any t 6 s 6 t+∆ and any t 6 u 6 t+∆,
If E [| h(Vs)h(Vu) |] < ∞ for any t 6 s 6 t+∆ and any t 6 u 6 t +∆,
then we have E
[(∫ t+∆
t h(Vs)ds
)2]
=
∫ t+∆
t
∫ t+∆
t E [h(Vs)h(Vu)] dsdu.
If E
[| h(Vs)m2(Vu) |] <∞ for any t 6 s 6 t+∆ and any t 6 u 6 t+∆,
then we have
E
[∫ t+∆
t
h(Vs)ds
∫ t+∆
t
m2(Vs)ds
]
=
∫ t+∆
t
∫ t+∆
t
E
[
h(Vs)m
2(Vu)
]
dsdu.
If E
[| (f(Vt+∆)− f(Vt))(2ρh(Vs) +m2(Vs)) |] <∞ for all t 6 s 6 t+∆,
then we have
E
[
(f(Vt+∆)− f(Vt))
∫ t+∆
t
(2ρh(Vs) +m
2(Vs))ds
]
=
∫ t+∆
t
E
[
(f(Vt+∆)− f(Vt))(2ρh(Vs) +m2(Vs))
]
ds.
Thus we finally have proved (5) from Proposition 2.1. This completes
the proof. 
B Proof of Proposition 3.1
Proof. We apply Proposition 2.1 to the Heston stochastic volatility model.
We first compute f(x) = xγ and h(x) =
κθ−κx
γ , then we have
KHd =
1
T
n−1∑
i=0
E
[(
ln
Sti+1
Sti
)2]
=
1
T
(
a2T 2
n
+ b2
n−1∑
i=0
∫ ti+1
ti
∫ ti+1
ti
E[VsVu]dsdu+
(
2abT
n
+ 1− ρ2
)∫ T
0
E[Vs]ds
+
ρ2
γ2
n−1∑
i=0
E[(Vti+1 − Vti)2] +
2ρaT
nγ
(E[VT ]− E[V0])
+
2ρb
γ
n−1∑
i=0
(∫ ti+1
ti
E
[
Vti+1Vs
]
ds−
∫ ti+1
ti
E [VtiVs] ds
))
. (32)
Furthermore, for all t > 0
E[Vt] = θ + e
−κt(V0 − θ), (33)
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and for all 0 < s 6 t
E[VtVs] = θ
2 + e−κt(V0 − θ)
(
θ +
γ2
κ
)
+ e−κsθ(V0 − θ)
+ e−κ(t+s)
(
(θ − V0)2 + γ
2
2κ
(θ − 2V0)
)
+
γ2
2κ
θe−κ(t−s). (34)
In particular, this formula holds for t = s and gives E[V 2t ]. These formulas
already appear in Broadie and Jain (2008a) (formula (A-15)). To compute
KHd , (33) and (34) are the only expressions needed, and they should then
be integrated and summed.
We have computed all terms in (32) with the help of Maple and also
have simplified the final expression given by Maple. It turns out that in the
case of the Heston model, all terms can be computed explicitly and the final
simplified expression for (32) does not require any sums or integrals. We
finally obtain an explicit formula for KHd as a function of the parameters of
the model. This completes the proof. 
C Proof of Proposition 3.2
Proof. Denote the log stock price without drift as Xt = lnSt − rt, and
X0 = x0. Denote V0 = v0, ∆ = T/n. We have that E
[(
Sti+1−Sti
Sti
)2]
=
E
[(
Sti+1
Sti
)2]
+ 1 − 2er∆. Thus the goal is to calculate the second moment
E
[(
Sti+1
Sti
)2]
, and note that it is closely linked to the moment generating
function of the log stock price X. Recall the following formulation of the
moment generating function M(u, t) = E[euXt ] from Albrecher et al. (2007)
M(u, t) = Su0 exp
{
κθ
γ2
(
(κ− γρu− d(u))t− 2 ln
(
1− g(u)e−d(u)t
1− g(u)
))}
× exp
{
V0
κ− γρu− d(u)
γ2
1− e−d(u)t
1− g(u)e−d(u)t
}
, (35)
where the auxiliary functions are given by
d(u) =
√
(κ− γρu)2 + γ2(u− u2), g(u) = κ− γρu− d(u)
κ− γρu+ d(u) .
We first separate out the case of i = 0 and i = 1, ..., n−1. For the first case,
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we have
E
[(
St1
S0
)2]
=
1
S20
E
[
e2 lnSt1
]
=
e2rt1
S20
M(2, t1) =
e2r∆
S20
M(2,∆). (36)
For the second case, with i = 1, 2, ..., n − 1, we have
E
[(
Sti+1
Sti
)2]
= E
[
e
2 ln
(
Sti+1
Sti
)]
= e2r∆E
[
E
[
e2(Xti+1−Xti ) | Fti
]]
= exp
{
2r∆+
κθ
γ2
(
(κ− 2γρ− d(2))∆ − 2 ln 1− g(2)e
−d(2)∆
1− g(2)
)}
× E
[
exp
{
Vti
κ− 2γρ− d(2)
γ2
1− e−d(2)∆
1− g(2)e−d(2)∆
}]
. (37)
We first define α = 2κθ/γ2 − 1 > 0, and η(t) = 2κ
γ2
(1 − e−κt)−1. Then
from Theorem 3.113 in Hurd and Kuznetsov (2008), we have
E[euVT ] =
(
η(T )
η(T )− u
)α+1
e
V0
η(T )u
η(T )−u
e−κT
. (38)
Combine equations (37) and (38), for i = 1, ..., n − 1, we finally have
E
[(
Sti+1
Sti
)2]
= e
2r∆+ κθ
γ2
(
(κ−2γρ−d(2))∆−2 ln 1−g(2)e−d(2)∆
1−g(2)
)
e
V0
η(ti)q(2)
η(ti)−q(2)
e−κti
(
η(ti)
η(ti)− q(2)
)α+1
,
(39)
where q(u) = κ−γρu−d(u)
γ2
1−e−d(u)∆
1−g(u)e−d(u)∆ . Using the definition of M(u, t), we
can factor out M(2,∆) from (39) and finally we have
E
[(
Sti+1
Sti
)2]
=
e2r∆
S20
M(2,∆)e
q(2)V0
(
η(ti)e
−κti
η(ti)−q(2)
−1
)(
η(ti)
η(ti)− q(2)
)α+1
.
(40)
When i = 0, we have ti = 0 and since ηu → ∞ as u → 0, we use
L’Hoˆpital’s rule
ηt0
ηt0 − q(2)
= lim
u→0
ηu
ηu − q(2) = limu→0
η′u
η′u
= 1.
Thus a0 is a special case of the formula in (40) when i = 0. From Theorem
3.1 in Hurd and Kuznetsov (2008), equation (35) and consequently the above
13Note that in terms of our notation, the parameters in Hurd and Kuznetsov (2008) and
our parameters have the correspondence a = κθ, b = κ, c = γ.
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(37), (38) are well-defined if u < η(T )14. Note that the formula (40) involves
the u = 2 case. A sufficient condition for u = 2 < η(T ) to hold is γ2T < 1
(since 2 < η(T ) is equivalent to 1− κ
γ2
< e−κT ).
Then the final formula for the discrete fair strike follows by summing the
above terms ai, i = 0, 1, ..., n − 1. This completes the proof. 
D Proof of Proposition 4.1
Proof. For the Hull-White model, from Proposition 2.1, we first compute
f(x) = 2σ
√
x and h(x) =
(µ
σ − σ4
)√
x, then we have
E
[(
ln
Sti+1
Sti
)2]
= (1− ρ2 − rT
n
)
∫ (i+1)T
n
iT
n
E [Vs] ds+ r
2T
2
n2
− 2ρ
σ
∫ (i+1)T
n
iT
n
E
[(√
V (i+1)T
n
−
√
V iT
n
)
Vs
]
ds+ 2ρ2q2
∫ (i+1)T
n
iT
n
∫ u
iT
n
E
[√
Vs
√
Vu
]
dsdu
+
4ρ2
σ2
E
[(√
V (i+1)T
n
−
√
V iT
n
)2]
− 4ρ
2q
σ
∫ (i+1)T
n
iT
n
E
[(√
V (i+1)T
n
−
√
V iT
n
)√
Vs
]
ds
+
1
2
∫ (i+1)T
n
iT
n
∫ u
iT
n
E [VsVu] dsdu+ ρq
∫ (i+1)T
n
iT
n
∫ u
iT
n
E
[√
VsVu
]
dsdu
+ ρq
∫ (i+1)T
n
iT
n
∫ (i+1)T
n
u
E
[√
VsVu
]
dsdu,
with q = µσ − σ4 .
We now compute the following covariance terms that are useful in the
simplification of the fair strike KHWd (n). In the Hull-White model, the
stochastic variance process Vt follows a geometric Brownian motion. Thus
we have Vt = V0 exp
((
µ− σ22
)
t+ σW
(2)
t
)
. Note that
E [V as ] = V
a
0 e
aµse
a2−a
2
σ2s,
which will be useful below for a = 1/2, a = 1 and a = 2.
E [Vs] = V0e
µs, E
[√
Vs
]
=
√
V0e
µ
2
s− 1
8
σ2s =
√
V0e
σ
2
qs, E
[
V 2s
]
= V 20 e
2µs+σ2s.
The fair strike for the continuous variance swap is straightforward and
14Note that η(t) is a decreasing function in t, thus u < η(T ) is sufficient for u < η(ti)
for all i = 0, 1, ..., n.
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is equal to E
[∫ T
0 Vsds
]
= V0µ (e
µT − 1). Similarly
E
[∫ T
0
√
Vsds
]
=
∫ T
0
√
V0e
σ
2
qsds =
√
V0
2
σq
(
e
σqT
2 − 1
)
,
and for s < u, we have the following results
E [VsVu] = V
2
0 exp
(
µ(u+ s) + σ2s
)
,
E
[√
Vs
√
Vu
]
= V0 exp
(
µ
2
(u+ s)− σ
2
8
(u− s)
)
,
E
[√
Vs Vu
]
= V
3
2
0 exp
(
µ
(s
2
+ u
)
+
3σ2
8
s
)
,
E
[
Vs
√
Vu
]
= V
3
2
0 exp
(
µ
(
s+
u
2
)
− σ
2
8
u+
σ2
2
s
)
. (41)
After some tedious calculations with the help of Maple, we can obtain an
explicit formula as the one appearing in Proposition 4.1. This completes the
proof. 
E Proof of Proposition 5.1
Proof. For the Scho¨bel-Zhu model, from the key equation in Proposition
2.1, we have
E
[(
ln
St+∆
St
)2]
= r2∆2 + (1− ρ2 − r∆)
∫ t+∆
t
m1(s)ds − ρ
∫ t+∆
t
m5(t, s)ds
+
1
4
∫ t+∆
t
∫ t+∆
t
m2(s, u)dsdu+
ρ2
4γ2
E
[(
V 2t+∆ − V 2t
)2]
(42)
+ρ2
∫ t+∆
t
∫ t+∆
t
m3(s, u)dsdu + ρ
∫ t+∆
t
∫ t+∆
t
m4(s, u)dsdu,
where
m1(s) := E
[
m2(Vs)
]
= E
[
V 2s
]
, t 6 s 6 t+∆,
m2(s, u) := E
[
m2(Vs)m
2(Vu)
]
= E
[
V 2s V
2
u
]
, t 6 s 6 t+∆, t 6 u 6 t+∆,
m3(s, u) := E [h(Vs)h(Vu)] , t 6 s 6 t+∆, t 6 u 6 t+∆, (43)
m4(s, u) := E
[
h(Vs)m
2(Vu)
]
, t 6 s 6 t+∆, t 6 u 6 t+∆,
m5(t, s) := E
[
(f(Vt+∆)− f(Vt))(2ρh(Vs) +m2(Vs))
]
, t 6 s 6 t+∆,
and E
[(
V 2t+∆ − V 2t
)2]
= E
[
V 4t+∆
]
+ E
[
V 4t
] − 2E [V 2t+∆V 2t ]. We compute
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the following two terms in (42) by expanding the products out. For s 6 u
m3(s, u) =E
[(
κθ
γ
Vs − κ
γ
V 2s +
γ
2
)(
κθ
γ
Vu − κ
γ
V 2u +
γ
2
)]
=E
[
κ2θ2
γ2
VsVu − κ
2θ
γ2
(VsV
2
u + V
2
s Vu) +
κθ
2
(Vs + Vu)
−κ
2
(V 2s + V
2
u ) +
κ2
γ2
V 2s V
2
u +
γ2
4
]
,
and for t 6 s 6 t+∆
m5(t, s) =
1
2γ
E
[
(V 2t+∆ − V 2t )
(
2ρ
(
κθ
γ
Vs − κ
γ
V 2s +
γ
2
)
+ V 2s
)]
=E
[
ρκθ
γ2
(V 2t+∆Vs − V 2t Vs) +
γ − 2ρκ
2γ2
(V 2t+∆V
2
s − V 2t V 2s )
+
ρ
2
(V 2t+∆ − V 2t )
]
.
It is clear from the above expressions of mi for i = 1, 2, ..., 5 that they
are all functions of E[Vs], E[V
2
s ], E[V
4
s ], E[VsVu], E[V
2
s Vu], E[VsV
2
u ] and
E[V 2s V
2
u ]. We now compute these seven expressions.
Lemma E.1. For the Ornstein-Uhlenbeck process V , introduce the auxiliary
deterministic functions es := (V0 − θ)e−κs + θ, and v(s) := γ
2
2κ(1 − e−2κs),
then
E [Vs] = es, (44)
E
[
V 2s
]
= e2s + v(s), (45)
E
[
V 3s
]
= e3s + 3esv(s), (46)
E
[
V 4s
]
= e4s + 6e
2
sv(s) + 3v
2(s). (47)
For t 6 s 6 u 6 t+∆
E [VsVu] = e
−κ(u−s)
E
[
V 2s
]
+ θ(1− e−κ(u−s))E [Vs] ,
E
[
V 2s V
2
u
]
= e−2κ(u−s)E
[
V 4s
]
+ 2θe−κ(u−s)(1− e−κ(u−s))E [V 3s ]
+
(
θ2(1− e−κ(u−s))2 + γ
2
2κ
(1− e−2κ(u−s))
)
E
[
V 2s
]
. (48)
For t 6 s 6 u 6 t+∆
E
[
VsV
2
u
]
= e−2κ(u−s)E
[
V 3s
]
+ 2θe−κ(u−s)(1− e−κ(u−s))E [V 2s ]
+
(
θ2(1− e−κ(u−s))2 + γ
2
2κ
(1− e−2κ(u−s))
)
E [Vs] . (49)
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For t 6 s 6 u 6 t+∆
E
[
V 2s Vu
]
= e−κ(u−s)E
[
V 3s
]
+ θ(1− e−κ(u−s))E [V 2s ] . (50)
Proof. The stochastic variance process Vs follows
dVs = −κ(Vs − θ)ds+ γdW (2)s .
On page 120 of Jeanblanc, Yor and Chesney (2009), one finds that the exact
solution of the above SDE is
Vs = (V0 − θ)e−κs + θ + γ
∫ s
0
e−κ(s−t)dW (2)t .
We can compute
es := E [Vs] = (V0 − θ)e−κs + θ, (51)
v(s) := V ar [Vs] =
γ2
2κ
(1− e−2κs), (52)
and the higher moments can also be computed
E
[
V 2s
]
= e2s + v(s). (53)
E
[
V 3s
]
= e3s + 3esv(s). (54)
E
[
V 4s
]
= e4s + 6e
2
sv(s) + 3v
2(s). (55)
For s 6 u, E [Vu | Vs] = E
[
(Vs − θ)e−κ(u−s) + θ
]
, and
E [VsVu] = E [VsE [Vu | Vs]]
= E
[
Vs((Vs − θ)e−κ(u−s) + θ)
]
= e−κ(u−s)E
[
V 2s
]
+ θ(1− e−κ(u−s))E [Vs] .
Now we can compute the continuous fair strike as
Kc =
1
T
E
[∫ T
0
V 2s ds
]
=
1
T
∫ T
0
[
((V0 − θ)e−κs + θ)2 + γ
2
2κ
(1− e−2κs)
]
ds
=
(
(V0 − θ)2 − γ
2
2κ
)
1− e−2κT
2κT
+ 2θ(V0 − θ)1− e
−κT
κT
+ θ2 +
γ2
2κ
. (56)
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For s 6 u
E
[
V 2s V
2
u
]
= E
[
V 2s E
[
V 2u | Vs
]]
= E
[
V 2s
(
((Vs − θ)e−κ(u−s) + θ)2 + γ
2
2κ
(1− e−2κ(u−s))
)]
= e−2κ(u−s)E
[
V 4s
]
+ 2θe−κ(u−s)(1− e−κ(u−s))E [V 3s ]
+
(
θ2(1− e−κ(u−s))2 + γ
2
2κ
(1− e−2κ(u−s))
)
E
[
V 2s
]
.
E
[
VsV
2
u
]
= E
[
VsE
[
V 2u | Vs
]]
= E
[
Vs((Vs − θ)e−κ(u−s) + θ)2 + γ
2
2κ
(1− e−2κ(u−s))
]
= e−2κ(u−s)E
[
V 3s
]
+ 2θe−κ(u−s)(1− e−κ(u−s))E [V 2s ]
+
(
θ2(1− e−κ(u−s))2 + γ
2
2κ
(1− e−2κ(u−s))
)
E [Vs] .
E
[
V 2s Vu
]
= E
[
V 2s E [Vu | Vs]
]
= E
[
V 2s ((Vs − θ)e−κ(u−s) + θ)
]
= e−κ(u−s)E
[
V 3s
]
+ θ(1− e−κ(u−s))E [V 2s ] .
In the above expressions, the moments E [Vs], E
[
V 2s
]
, E
[
V 3s
]
and E
[
V 4s
]
are already calculated in (51), (53), (54), and (55). Then we can substitute
the corresponding inputs into equation (42), sum up the terms, and obtain
KSZd (n). This completes the proof. 
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Figure 1: Sensitivity to the number of sampling periods n and to ρ
Parameters correspond to Set 1 in Table 1 except for ρ that can take three possible values
ρ = −0.7, ρ = 0 or ρ = 0.7 and for T that is equal to T = 1 for the two upper graphs and
T = 1/12 for the two lower graphs. When T = 1/12, the parameters for the Hull-White
model are adjusted according to the procedure described in Section 7.1. In the case when
T = 1/12, one has µ = 4.03 and σ = 1.78.
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Figure 2: Sensitivity to the number of sampling periods n and to γ
Parameters are set to unusual values to show that any types of behaviors can be expected.
ρ = 0.6, r = 3.19%, θ = 0.019, κ = .1, V0 = 0.8 and γ takes three possible values: 0.5, 1.5
and 2.
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Figure 3: Asymptotic expansion KMc + a/n with respect to the number of
sampling periods n and to ρ
Parameters correspond to Set 2 in Table 1 except for ρ that can take three possible values
ρ = −0.3, ρ = 0 or ρ = 0.3. The upper graphs correspond to large number of discretization
steps whereas lower graphs have relatively small values of n.
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Figure 4: Asymptotic expansion with respect to the correlation coefficient ρ
and the risk-free rate r
Parameters correspond to Set 1 in Table 1 except for r that can take three possible values
r = 0%, r = 3.2% or r = 6%. Here n = 250, which corresponds to a daily monitoring as
T = 1.
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Figure 5: Discrete and continuous fair strikes with respect to the maturity
T and to V0
Parameters correspond to Set 2 in Table 1 except for T and V0. Also we choose a monthly
monitoring to compute the discrete fair strike. When θ = V0, K
H
c is independent of the
maturity T .
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Figure 6: Discrete and continuous fair strikes with respect to the parameter
γ and to V0
Parameters correspond to Set 2 in Table 1 except for γ and V0 that are indicated on the
graphs. A monthly monitoring is used to compute the discrete fair strike. The continuous
fair strike KHc is independent of γ, so that it is easy to identify the different curves on the
graph.
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Figure 7: Sensitivity to the number of sampling periods n and to ρ
Parameters are similar to Set 1 in Table 1 for the Heston model except for ρ that can take
three possible values ρ = −0.7, ρ = 0 or ρ = 0.7 and for T that is equal to T = 1 for the
left panel and T = 1/12 for the right panel. Precisely, we use the following parameters for
the Scho¨bel-Zhu model. κ = 6.21, θ =
√
0.019, γ = 0.31, r = 0.0319, V0 =
√
0.010201.
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Figure 8: Asymptotic expansion with respect to the correlation coefficient ρ
and the risk-free rate r.
Parameters are similar to Set 1 in Table 1 for the Heston model except for r that can
take three possible values r = 0%, r = 3.2% or r = 6%. Precisely, we use the following
parameters for the Scho¨bel-Zhu model: κ = 6.21, θ =
√
0.019, γ = 0.31, ρ = −0.7, T = 1,
V0 =
√
0.010201. Here n = 250, which corresponds to a daily monitoring as T = 1.
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