Using heat conduction equations that have been proposed for low temperature, this paper studies the convergence of the solution as the relaxation time tends to ' Ž . zero. It is first shown that in energy norm the convergence rate is at least O .
INTRODUCTION
A number of different models for heat conduction have appeared in the Ž w x. literature in recent years see, e.g., 2᎐5 . One in particular which has w x been proposed 5 for heat conduction at low temperature introduces the following equation which relates heat flux and temperature u s yu y T q ⌬u q u , 1 . 1
where u denotes the ith component of heat flux and T is the tempera- Ž . w x in time problem for the system 1.1 and 1.2 Franchi and Straughan 3 studied the dependence of the solution on the relaxation time and investigated in particular convergence of the solution as ª 0. This backward in time problem required an additional constraint on the problem which is not required for the forward in time problem. In this paper we investigate the convergence of the solution forward in time as ª 0. To be more specific, we are concerned with an initial boundary value Ž . Ž . problem for 1.1 , 1.2 , and we study how the solution of this system converges to the solution of a related initial boundary value problem for the solution of 0 s y¨y S q ⌬¨q ¨,
as the relaxation time tends to zero. Ž . In Section 2 we derive an inequality for the relaxation time which ' Ž . implies the rate of convergence O as the relaxation time tends to zero.
Ž . In Section 3 we establish an improved convergence rate O by employing a time-integrated weaker measure.
CONVERGENCE IN ENERGY NORM
In this section we investigate the question of how the solution of
In order to bound H¨¨dx we introduce the auxiliary vector function
defined as the solution of
It follows then, using 2.2 and 2.2 , that for arbitrary positive constants 3 4 ⑀ , ⑀ , and ⑀
Ž . w x To deal with the last three terms in 2.16 , following 12 we form the identity x ⌬ q y y¨dx s 0, 2.17
which upon integrating by parts and using the arithmetic-geometric mean inequality leads to 2 x n ds q x n ds q dx
< < where d is the maximum distance from the origin to Ѩ ⍀, i.e., d s max x .
⍀
Since ⍀ is strongly star-shaped we set
To bound the last term on the right-hand side of 2.13 we introduce the auxiliary vector function H defined as the solution of
We now make use of the triangle inequality to write Ž .
H HH HH
To bound the last term on the right-hand side of 2.27 we consider the identity
This leads after rearrangement to
Note the fact that H n y H n , and H n y H n on Ѩ ⍀ are
tangential derivatives. It thus follows using the arithmetic-geometric mean inequality
Ž .
where grad denotes the tangential projection of the gradient. Clearly then
To complete the bounds for the other two terms on the right-hand side Ž . of 2.27 we first set t t 2 2 ² :
Since it is difficult to work with the inhomogeneous boundary data for¨, i we introduce an auxiliary vector function R satisfying
From the triangle inequality it follows that
Using the differential equations and integration by parts, we have for an arbitrary positive constant ␣
where we have used the arithmetic-geometric mean inequality in the last step. Dropping the non-negative term on the left-hand side and letting 
² : Thus we require only a bound for R in order to obtain a bound for V . To this end, we consider the identity
and following the analogous procedure as that used for H we find
2 Thus a use of bounds for R and V y R leads to
Ž . Ž .
H H
By employing the triangle inequality we see that
2.45
Ž . As in the second step in 2.35 omitting the time-integral we may write ² : 
