




















































































































































Financial  markets  are  complex  evolved  dynamic  systems.  Due  to  its  irregularity, 
financial  time  series  forecasting  is  regarded  as  a  rather  challenging  task.  In  recent 
years,  artificial  neural  network  applications  in  finance,  for  such  tasks  as  pattern 
recognition,  classification,  and  time  series  forecasting  have  dramatically  increased. 
The objective of this paper is to present this powerful framework and attempt to use 
it to predict the stock return series of four publicly listed companies on the New York 
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likely  to be gained  from acting on  them.  Stock market prediction  is an area which 
attracts a great deal of attention since once  the prediction of  returns  is successful, 
monetary rewards will be substantial.  
To achieve this, a powerful framework that can generalize the underlying process of 
stock  returns  must  be  defined,  applied  and  evaluated.  In  financial  forecasting  of 
returns,  a  classic  workhorse  framework  is  the  autoregressive  integrated  moving 
average  (ܣܴܫܯܣ)  process  and  variations  of  it.  An  ܣܴܫܯܣ  process  is  linear  in  its 
nature,  yet  there  is  practically  no  evidence  that  the  underlying  process  of  stock 
returns is completely linear (Mills, 1990). 
This  leads  us  to  believe  that  nonlinear  frameworks  may  provide  more  reliable 
predictions.  The  first  objective  of  this  paper  is  to  present  a  nonlinear  model 
framework popularly called the artificial neural network (ܣܰܰ). The novelty of ܣܰܰs 
lies  in  their  ability  to model  both  linear  and  nonlinear  processes without  a  priori 
assumptions  about  the  nature  of  the  generating  process.  Examples  of  such 
assumptions are normality of residuals and collinearity among explanatory variables. 
ܣܰܰs are mathematical models  inspired by  the human nervous system. They have 
been  successfully  applied  to  a broad  spectrum of  low‐level  cognitive  tasks  such  as 
pattern  recognition of cancer cells  (Moallemi, 1991), voice  recognition  (Kuah et al., 
1994), inspection for defects in a production process (Seiji et al., 2004) and the use of 
hyphenation  in  written  language  (Kristensen  et  al.,  1997).  When  it  comes  to 
economics and  finance, ܣܰܰs have been used  in areas  like portfolio management 
(Fernandez and Gomez, 2007) and credit  rating  (Atiya, 2001)  in addition  to  regular 
financial time series forecasting. 
One  of  the  first  researchers  to  actually  use  an ܣܰܰ  on  financial  time  series was 
White  (1988). White applied a simple ܣܰܰ on a  time series of  the  IBM stock price 





introduced more  advanced ܣܰܰs  that  challenged  the  efficient market hypothesis. 
(See Hill et al., 1996 for a comprehensive survey on this topic). 
ܣܰܰs  are  often  classified  as  black  boxes.  A  Black  box  is  defined  as  a  device  or 
theoretical  construct  with  known  or  specified  performance  characteristics  but 
unknown or unspecified  constituents and means of operation. This  leads us  to  the 
second  objective  of  this  paper,  which  is  to  show  the  reader  that  ܣܰܰs  share 
similarities  to multiple  regression models and,  in some cases, are a continuation of 
the  ܣܴܫܯܣ  framework.  The  last  objective  of  this  paper  is  to  use  our  proposed 
models in an attempt to forecast the stock return time series on an intraday basis on 
four companies listed on the New York Stock Exchange (NYSE). 




filtering  and  sorting  process  of  the  raw  data  obtained  for  the  analysis.  Next,  we 
discuss  the  modeling  method  together  with  calibration  of  the  various  models 









1  The  random walk  hypothesis  is  a  financial  theory  stating  that  stock market  prices  evolve  according  to  a 
random walk and thus the prices of the stock market cannot be predicted. The term was popularized by the 







our  proposed  models  in  Section  4.  This  includes  an  introduction  to  ܣܰܰs  and  a 
parametric  framework  used  as  comparison  to  our  proposed  models;  the  ܣܴܫܯܣ 




model  most  commonly  used  to  predict  future  points  in  a  time  series  was  first 
introduced  by  Box  and  Jenkins  (1970).  The  model  combines  the  generalized  ܣܴ 
model and  the generalized ܯܣ model with a differencing  factor. Consider  the  time 
series: 
ሺ1ሻ         ݕଵ, ݕଶ, … , ݕ௧ିଵ, ݕ௧ 
Consider also the occurrence of random shocks ߝ at each time step: 
ሺ2ሻ         ߝଵ, ߝଶ, … , ߝ௧ିଵ, ߝ௧ 
ሼߝ௞ሽ  is  Gaussian  white  noise  and  is  by  definition  independent  and  identically 
distributed  (i.i.d.). For supplementary explanations and proof on  the subjects  in  the 










we  call  it  an  ܣܴሺ1ሻ  process.  This  is  simply  a  linear  regression  with  explanatory 
variable ݕ௧ିଵ and coefficients ߶଴ and ߶ଵ as parameters. The generalized ܣܴ model 
for ݌ lags is given by: 




where the parameter ݌  is a non‐negative  integer and  indicates that the preceding ݌ 




ሺ5ሻ         ݕ௧ ൌ ߠ଴ ൅ ߝ௧ െ ߠଵߝ௧ିଵ 
This is abbreviated ܯܣሺ1ሻ and can be generalized for order ݍ: 




The variable ݕ௧  is according  to  the ܯܣሺݍሻ model a weighted average of ߝ௧  to ߝ௧ି௤ 






















 ൅ ߝ௧     where    ᇞௗ ݕ௧ ൌ ݕ௧ െ ݕ௧ିௗ 
The autoregressive part of the process, ܣܴܫܯܣሺ݌, 0,0ሻ, refers to the  importance of 
previous values in the time series. The value at time ݕ௧ି௞ may have an effect on the 




present  shock  ߝ௧.  The  estimation  of  coefficients  and  the  forecast  method  are 
discussed in Section 4. 
2.1.5  RANDOM WALK 
A  random walk  is a mathematical  formulation of a  trajectory of successive  random 
steps.  A  generalized  ܣܴܫܯܣሺ݌, ݀, ݍሻ  process  with  no  autoregressive  part  (݌ ൌ 0), 
difference factor of one (݀ ൌ 1) and no moving average part (ݍ ൌ 0) is the definition 
of a random walk: 
ሺ9ሻ         ݕ௧ ൌ ݕ௧ିଵ ൅ ߝ௧ 




The  autocorrelation  function  (ܣܥܨ)  describes  the  general  linear  dependence 
between ݕ௧ and its past values ݕ௧ି௛. The correlation coefficient between ݕ௧ and ݕ௧ି௛ 
is  called  the  lag  ݄  autocorrelation  and  will  be  denoted  ߩ௛.  If  we  have  a  weakly 














We  therefore  obtain  that  ߩ଴  =  1,  ߩ௛  =  ߩି௛  and  െ1 ൑ ߩ௛ ൏ 1.  Also,  a  weakly 
stationary series ݕ௧, is not serially correlated if and only if ߩ௛  ൌ  0 for all ݄  ൐  0. For 








∑ ሺݕ௧ െ ݕሻ்௧ୀଵ




biased estimator of ߩ௛, but  in most  financial applications  the bias  is not  so  serious 
because of the relatively large size of ܶ. 
2.2.2  PARTIAL AUTOCORRELATION FUNCTION 
The partial autocorrelation  function  (ܲܣܥܨ) adjusts  for  the  impact  the  intervening 
lags  ݕ௧ିଵ, ݕ௧ିଶ, … , ݕ௧ି௛ାଵ  have  on  the  correlation  between  ݕ௧  and  ݕ௧ି௛.  The  ݄th 
partial autocorrelation is the coefficient ߶௛௛ in the linear model 
ሺ12ሻ          ݕ௧ ൌ ߶௛ଵݕ௧ିଵ ൅ ߶௛ଶݕ௧ିଶ ൅ ڮ൅ ߶௛௛ݕ௧ି௛ ൅ ߝ௧ 




autocorrelation plot are usually  the primary  tools. The  sample autocorrelation plot 
and  the  sample  partial  autocorrelation  plot  are  assessed  to  their  respectively 
theoretical  behavior.  For  a  stationary  ܣܴሺ1ሻ  process,  the  sample  autocorrelation 
function  is  exponentially  decreasing  or  a  damped  sinusoidal.  For ܣܴሺ݌ሻ  processes 
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with  ݌ ൐ 1  the  sample  ܣܥܨ  is  usually  a  mixture  of  exponentially  decreasing  and 
damped  sinusoidal  components.  For  higher‐order  autoregressive  processes,  the 
sample autocorrelation needs to be supplemented with a partial autocorrelation plot. 
The partial  autocorrelation of  an ܣܴሺ݌ሻ process becomes  zero  at  lag ൒ ݌ ൅ 1, we 
therefore  check  the  sample partial autocorrelation  function  to  search  for evidence 
that it is significantly different from zero. 
The autocorrelation function of a ܯܣሺݍሻ process becomes zero at  lag ൒ ݍ ൅ 1,  it  is 
thus necessary to check the sample autocorrelation function to see where it in effect 




White noise  All ߩ௛ ൌ 0 ሺ݄ ് 0ሻ  All ߶௛௛ ൌ 0 
ܣܴሺ1ሻ: ܽ₁  ൐  0  Direct exponential decay: ߩ௛ = ܽ௛ଵ ߶ଵଵ ൌ ߩଵ; ߶௛௛ ൌ 0 ݂݋ݎ ݄ ൒ 2 
ܣܴሺ1ሻ: ܽ₁  ൏  0  Oscillating decay: ߩ௛ = ܽ௛ଵ ߶ଵଵ ൌ ߩଵ; ߶௛௛ ൌ 0 ݂݋ݎ ݄ ൒ 2 
ܣܴሺ݌ሻ  Decays toward zero, coefficients may oscillate Spikes through lag p. All ߶௛௛ ൌ 0 ݂݋ݎ ݄ ൐ ݌
ܯܣሺ1ሻ: ߚ  ൐  0  Positive spike at lag 1. ߩ௛ ൌ 0 ݂݋ݎ ݄ ൒ 2 Osc. decay: ߶ଵଵ ൐ 0 
ܯܣሺ1ሻ: ߚ  ൏  0  Negative spike at lag 1. ߩ௛ ൌ 0 ݂݋ݎ ݄ ൒ 2 Geom. decay: ߶ଵଵ ൏ 0 
ܣܴܯܣሺ1,1ሻ: ܽ₁  ൐  0  Exp. decay beginning at lag 1. Sign ߩଵ = sign( ܽ௛ ൅ ߚሻ Osc. decay beginning at lag 1. ߶ଵଵ ൌ ߩଵ
ܣܴܯܣሺ1,1ሻ: ܽ₁  ൏  0  Osc. decay beginning at lag 1. Sign ߩଵ = sign( ܽ௛ ൅ ߚሻ Exp. decay beginning at lag 1. ߶ଵଵ ൌ ߩଵ











try  to meet  the shortcomings of  the abovementioned  theoretical  functions. Two of 




ሺ13ሻ          ܣܫܥ ൌ 2 lnሺܮሻ െ 2݊ 
Where ܮ is the maximized likelihood function of the fitted model and ݊ is the number 
of  parameters  in  the model. When  estimating model  parameters  using maximum 
likelihood  estimation,  it  is  possible  to  increase  the  likelihood  by  adding  additional 
parameters,  which  may  result  in  overfitting3.  The  ܤܫܥ  tries  to  resolve  the  same 
problem by introducing a different penalty term for the number of parameters in the 
model (Schwarz, 1978). ܤܫܥ is defined as: 
ሺ14ሻ          ܤܫܥ ൌ 2 lnሺܮሻ െ lnሺ݊ሻ ݊ 
Also  here  ܮ  is  the maximized  likelihood  function  of  the  fitted model  and ݊  is  the 
number of parameters  in the model. The ܣܫܥ and ܤܫܥ are not used  for hypothesis 
testing,  rather  it  is a  tool  for model  selection. Given a data  set,  several  competing 
models may be  ranked according  to  these  criteria. The model  receiving  the  lowest 








degrees  of  freedom  in  parameter  selection  exceed  the  information  content  of  the  data,  this  leads  to 






human  nervous  system.  McCulloch  and  Pitts  (1943)  and  Rosenblatt  (1958)  are 
examples of  some of  the earliest  research on neural networks  and  focuses on  the 
simulation of the human brain. The human nervous system is a network of billions of 
neurons (nerve cells)  in the human body. Each neuron  is connected to a number of 
other  neurons  forming  a  very  complex  parallel  system  which  interconnect  and 
communicate  by  sending  chemical  signals  between  each  other. Depending  on  the 
strength of each signal, a neuron relays a signal  if the aggregated signal  from other 
neurons  is strong enough. An ܣܰܰ can be considered  to emulate a  learning entity 
that acquire dependencies from  its environment and act accordingly.  In this setting, 
however,  we  abstract  from  the  biological  sphere  and  will  define  ܣܰܰs  as  pure 
mathematical models. 






any nonlinear continuous  function using one  input  layer, one hidden  layer and one 
output  layer with a sufficient number of nodes (Hornik et al. 1989).  In the following 
sections we will  review  architectures  and  the  learning  process  for  a  generic ܯܮܲ 
network  and  finish  with  a  paragraph  concerning  the  black  box  criticism  directed 
against neural networks in general. 
2.3.1  NETWORK PROPERTIES 
A  typical  structure of a ܯܮܲ network  is presented  in Figure 1 below. The network 
consists of an input layer, a hidden layer and an output layer. The input layer consists 
of  input  nodes  (similar  to  neurons  in  the  human  nervous  system) which  feed  the 
network with relevant data. This data form a linear combination (weighted sum) and 
is sent to the hidden  layer for activation. The weighted sum  in each hidden node  is 
10 
 
activated using an activation  function  that  transforms  the  linear  combination  to  fit 

















a  time  series  this  would  typically  be  lagged  values  of  ݕ௧  or  other  characteristic 
measures.  Input  nodes  are  equivalent  to  independent  variables  using  statistical 
terminology. The input layer can then be handled as a vector of input variables: 
ሺ15ሻ         ܣ ൌ ሾܽଵ ܽଶ ڮ ܽூሿ 
 Connection weights 
Connections between nodes are actually weights that determine the relevance of the 
transfer  signal  from  a  node  to  another.  These  weights  can  be  compared  to  the 
statistical term parameters in frameworks like ܣܴܫܯܣ and regression models. ANNs 






































where  ܫ  is  the  number  of  input  nodes  and  ܬ  is  the  number  of  hidden  nodes.  In 
addition  to  the  input nodes,  there  is a bias node which serves as a constant  in  the 
model and  its  value  is equal  to 1 at  the beginning of  the  training period. The bias 
changes  along  with  the  weights  throughout  the  training  and  corresponds  to  the 



























is  real‐valued  and  differentiable,  having  either  a  non‐negative  or  non‐positive  first 
derivative and exactly one  inflection point4. The function has two asymptotes when 
ݔ ՜ േ∞. The logistic function produces a value inside the interval ሾ0,1ሿ. If the values 



















          ݂ᇱሺݔሻ ൌ 1 െ ൫݂ሺݔሻ൯
ଶ
 
The  two  functions are graphed below with x‐values  ranging  from െ5  to ൅5. The s‐









































The hidden nodes  receive a weighted  sum  from  the different  input nodes plus  the 
input bias which  is put through the activation function. The hidden  layer as a vector 
of hidden nodes is defined as: 





൱  and  ݆ ൌ 1,2, … , ܬ 
Output nodes 
The output node is the final destination for the transferred data. The output may be 
linear  in  the  sense  that  the weighted  sum  from all  the hidden nodes plus  the bias 
term  is  considered  as  the  final  output.  Alternatively  one  can  use  an  activation 
function  in  the  output  node  to  produce  a  value  inside  a  desired  interval.  Output 
nodes are analogous to dependent variables using statistical terminology. The output 
value for output node ݇ is: 




























ቍ     where      ݇ ൌ 1,2, … , ܭ 
For time series prediction, using one output node, lagged values of ݕ௧ and, assuming 
residuals are additive white noise, the functional form would be: 












we  also  see  ܣܰܰs  biggest  disadvantage;  complexity  increases  exponentially  with 










































When  the  architecture  is  set,  the ܯܮܲ  network weights must  be  estimated.  This 
process is called training in the neural network literature. There are several methods 
available  for  training,  some more  complex  than others.  The most popular  learning 
paradigm  is  the  gradient  descent  algorithm,  also  called  back‐propagation.  This 
concept  was  popularized  by  Rumelhart  and  McClelland  (1986).  The  mathematical 



















output node.  ܿ௞  is  the actual output  from  the model and  ܿ௞
כ   is  the desired output 
(what  the model  should  have  forecasted).  ݁௞
௡  is  the  instantaneous  error  resulting 
from the difference between ܿ௞ and ܿ௞
































The weight  changes are made by  implementing  the  following equations where  ݅,  ݆ 
and ݇ refers to the input, hidden and output layer: 
ሺ25ሻ          ᇞ௧ ߶௝௞
஻ ൌ ߟߜ௞ݏ௞ ൅ ߛ ᇞ௧ିଵ ߶௝௞
஻       where      ߜ௞ ൌ ሺܿ௞
כ െ ܿ௞ሻ݂ᇱሺݏ௞ሻ 
ሺ26ሻ          ᇞ௧ ߶௜௝
஺ ൌ ߟߜ௝ݏ௝ ൅ ߛ ᇞ௧ିଵ ߶௜௝







ߜ௝  terms  are  the  local  gradients  for  the  hidden  layer  and  input  layer.  Gradients 
represent a sensitivity factor, determining the direction of the search in weight space 
for the optimal weight. ߟ is called the learning rate and ߛ is called momentum, both 
with values between  zero and unity. The  smaller we  set ߟ,  the  smaller  the weight 
change is from one iteration to the next. The momentum term ߛ is added to increase 
the learning rate without destabilizing the network. 
This  procedure  is  used  on  every weight  in  the  network  and  iterated  through  the 
entire  training  set  of  data.  A  full  iteration  of  the ܰ  training  patterns  is  called  an 
epoch. After an epoch, the average squared error and weights are saved if the error is 
the  lowest yet or  if any  stopping criteria have been met. Such criteria could be an 
upper  limit of  epochs  or  total  time  elapsed.  Training  the  network  usually  requires 
many epochs so that we avoid ending up with weights that place us in the vicinity of a 
local minimum  of  the  error  function.  The weight  adjustment  equation  for weights 
between  the hidden and  the output  layer  (25)  is  slightly different  than  the weight 
change  for weighs between  the  input  layer and  the hidden  layer  (26), because  the 
error is dependent on subsequent weights in the network. 
To follow the different steps, it may be easier to follow the learning algorithm looking 













































The  procedure  stops  when  it 
reaches the maximum number of 
epochs  or  any  other  early‐
stopping measure. 
STEP 3
Let  the  network  calculate  the 
output  values  for  each  output 
node.  The  corresponding  error 
measure  is  consequently 
propagated  backwards  in  the 
network. 
 
Using equation  (24) and  (25),  the 
algorithm adjusts weights so  that 




is  aggregated  and  saved.  When 
this is done, the next input vector 
in  the  training  data  set  is  fed  to 
the  network.  This  procedure  is 
repeated  until  all  the  training 
vectors  are  run  through  and  a 
total aggregated error saved. 
STEP 4
When  the  algorithm  has  run 
trough  the  entire  training  set,  it 
calculates  the  average  error  and 
save  the  network  weights  if  the 
average error is the lowest yet. 
 





























analogy: suppose you  throw a bouncing ball  from a mountain  top and down  into a 




bottom very quickly, but  in an unstable manner bounce away and disappear.  If  the 
weight  of  the  ball  is  too  high  (high  ߛ),  the  ball  may  settle  on  a  plateau  in  the 
mountainside.  The outcome of optimal bounce  and weight would be  that  the ball 
settles at the bottom of the valley. 
If the model could see the error function  like the conventional example  in Figure 5, 









Neural networks have been considered by many  to be black boxes.  It  is hardly  the 
mathematics  behind  the  learning  algorithm  which  is  the  problem.  The  weights, 
however,  are  not  easily  interpreted.  If we  decide  to  have  zero  hidden  layers  and 
linear activation functions, (22) will be simplified to: 










hidden  layer  and  keeping  the  activation  functions  linear  we  derive  the  following 
dynamic multiple regression: 














regression model which  given  the  right  input  and  structure may be  able  to  give  a 
reasonable  result.  This  requires  an  understanding  of  network  structure,  how  the 
network performs calculations and how the output data should be analyzed.  
2.4  MEASURING FORECAST ACCURACY 
Clearly,  one  cannot  determine whether  a  forecasting model  is  good  or  not  based 
upon  a  single  forecast  and  one  realization. Many  econometric  forecasting  studies 


































one  implies  that  the  model  under  consideration  and  the  benchmark  model  are 
equally  accurate  (or  inaccurate).  For ܷ  ൏  1  implies  that  the model  in  question  is 
superior to the benchmark and vice versa for ܷ  ൐  1. Albeit useful, the ܷ‐statistic is 




forecasts  according  to  traditional  statistical  criteria  may  give  little  guide  to  the 
potential profitability of employing those forecasts in a market trading strategy. 





























The data we have used  in our empirical analysis  are obtained  from  the Trade and 
Quote  (TAQ)  database.  The  TAQ  database  is  a  collection  of  intraday  trades  and 
quotes for all securities listed on the New York Stock Exchange (NYSE), the American 
Stock  Exchange  (AMEX)  and  the  Nasdaq  National  Market  System  (NASDAQ).  TAQ 
provides  historical  tick  by  tick  data  reported  on  consolidated  tapes  of  operation5. 
Aside  from  programming  and  modeling,  the  most  time  consuming  aspect  of  this 
analysis were preprocessing of data. Even though TAQ provides excellent background 
material for empirical analysis, the data  is far from usable, at  least from a statistical 
perspective,  without  proper  filtering  and  sorting.  The  last  part  of  this  chapter  is 
dedicated to explain what we have done with the data used as  input  in our models. 
This  is done because of the  lack of data presentation  in empirical papers on similar 
subjects.  We  found  that  most  research  on  financial  time  series  forecasting  using 
neural network methodology does not mention how the data was processed before it 
was used  in the proposed model. Preprocessing  is time consuming and tedious and 
were  automated  using  sorting  algorithms.  Information  about  this  algorithm  is 
presented in Appendix C. Before we discuss the actual data set, we make use of the 
following  section  for  a  brief  introduction  to  high  frequency  data  and  market 
microstructure, two topics which are important to our analysis.  
3.1  HIGH FREQUENCY DATA AND MARKET MICROSTRUCTURE 
Market  microstructure  is  the  functional  setup  of  a  market.  This  specific  field  in 














prices.  This  phenomenon  is  called  the  bid‐ask  bounce.  When  the  frequency  of 
recorded  transactions  increases,  this bounce will  feed noise  to  the  time series, and 




Some  frequencies  are  better  suited  for  various  analyses  than  others.  In  theory, 
increasing  the  data  frequency  on  stock  data  will  in  the  limit  produce  a  perfect 
estimate  of  the  variance,  ߪଶ.  In  practice,  higher  frequency  data  may  contain 
unwanted noise. This is the case with high frequency stock data. Even if stock data is 
sampled  in the highest possible frequency, an estimate of ߪଶ would not be entirely 






















































interesting  for an actively managed mutual  fund  (or hedge  fund) and  intraday data 
for a day  trader. We  face  the  same problem; chose an optimal  frequency with  the 
goal to minimize noise, which will corrupt empirical studies if present. 
 The  data  collected  from  the  TAQ  database  is  the  highest  possible  frequency 
obtainable, where every  trade  is  recorded. The duration between  trades  fluctuates 
and as a consequence, the data is irregularly spaced. This imposes problems because 
most  econometric models  are  specified  for  fixed  intervals7. We need  to  aggregate 
trades and quotes so that econometric modeling can be performed. Aggregating may 
remove  some  of  the  noise  in  the  time  series,  but  doing  so may  also  cause more 
damage.  Jordà  and  Marcellino  (2002)  suggest  that  temporal  aggregation  of  high‐
frequency,  irregularly  spaced  data  ‘can  generate  non‐normality,  conditional 
heteroskedasticity,  and  leptokurtosis’.  Aït‐Sahalia  and  Mykland  (2003)  propose  a 







We  tried  to  select a period  from  the  last decade where  the equity market and  the 
economy  in general would be considered to be  in a normal state. This excludes the 
period  leading up to and following the 1997 Asian financial crisis, the period  leading 
up  to and  following  the Dot‐Com bubble  that  climaxed  in  the early 2000s and  the 
post‐2007 global  financial crisis. Our data cover the period  from  January 3, 2005 to 
January 10, 2005. This equals 612 observations, which will be split in three parts; an 
estimation  set  containing  the  first  372  observations,  a  validation  set  with  the 
                                                            




following  180  observations  and  finally  a  prediction  set  made  up  of  the  last  60 
observations. Looking at the time frame of our predictions we feel that this amount 
of data  is  sufficient. We presume  that  information older  than  the horizon we have 
selected have  little or no  impact on the stock price because  it should,  in theory, be 
reflected in today’s price. 
3.2.1  STOCKS 












price at  the same  instance  in  time. There  is probably a  time  lag between a quoted 
price  and  the  affected  trade  price.  This  is  a  major  part  of  market  microstructure 
research. Nevertheless, we do not pursue a method to match trade quotes and trade 










the ܣܴܫܯܣ  framework  and  the ܯܮܲ  framework  have  several model  factors  that 
need customization, calibration and estimation before  they can be utilized  for  time 
series forecasting. 
4.1  CALIBRATION OF ARIMA 
We will  use  372  observations  in  our  selected  period  for  each  stock  to  estimate  a 
model which best describes  the underlying data generating process  for each  stock. 







ሺ32ሻ          ݕ௧ ൌ ln ݔ௧ െ ln ݔ௧ିଵ 
Since our predictions will be based on ݕ௧  rather  than  ln ݔ௧,  an ܣܴܫܯܣሺ݌, 1, ݍሻ  for 
ln ݔ௧ will be the same as an ܣܴܯܣሺ݌, ݍሻ for ݕ௧.  
As we can see from Table A.7 in Appendix A, there are generally low values for both 
ߩ௛and ߶ଵ௛. For all  four  stocks  there are  few  lags which bear  statistical  significance 
according to ܣܥܨ and ܲܣܥܨ (There are some significant observations at higher lags, 




process.  We  calculate  the  ܣܫܥ  and  ܤܫܥ for  each  stock  for  ܣܴܯܣሺ݌, ݍሻ,  using 






STOCK    ݌  ݍ  ܣܫܥ  ܤܫܥ 
XOM  BEST ܣܫܥ  3  2  ‐4151.37  ‐4123.94 
  BEST ܤܫܥ  1  0  ‐4144.76  ‐4133.00 
PG  BEST ܣܫܥ  0  0  ‐3954.22  ‐3946.38 
  BEST ܤܫܥ  0  0  ‐3954.22  ‐3946.38 
FRO  BEST ܣܫܥ  2  3  ‐2968.94  ‐2941.51 
  BEST ܤܫܥ  0  0  ‐2968.79  ‐2960.95 
GS  BEST ܣܫܥ  4  3  ‐4246.93  ‐4211.66 
  BEST ܤܫܥ  1  0  ‐4246.75  ‐4234.99 
           
COMMENT:  Table  showing  the  results  from  the  initial  360  observations  in  the  data  set.  ܣܫܥ  and  ܤܫܥ  values  and 
parameters for the autoregressive and the moving average part are presented by ݌ and ݍ, respectively. 
 
These  seven  models8  are  then  used  on  the  validation  set  consisting  of  180 




STOCK  XOM  PG  FRO  GS 
MODEL  ܣܴሺ1ሻ  ܴܹ  ܣܴܯܣሺ2,3ሻ  ܣܴܯܣሺ4,3ሻ 











Building a neural network  involves  several  steps. We assume a  three  layered ܯܮܲ 
structure where  all  nodes  are  fully  connected  to  each  other  because most  neural 
networks  applied  in  investment  decisions  adopt  this  architecture  (Trippi  and  Lee, 
1996). With  the  layer  topology of  the model  set, we must  select appropriate  input 





















many  lags  could  provide  the  neural  network  with  noise.  ܣܥܨ  and  ܲܣܥܨ  would 
indicate dependence between  lags  the  same way  they where used  for  the ܣܴܫܯܣ 




the  nonlinear  properties  of  the  time  series.  Sheng  et  al.  (2003)  propose  that  the 
number of  input nodes of a neural network for nonlinear time series prediction can 
be  taken  as  an  integer  just  greater  than  or  equal  to  the  correlation  dimension. 
Samarasinghe  (2007) suggests a partial mutual  information quantity as an  indicator 
for input lags. Both methods are theoretically beyond the scope of this paper. We will 
use  a  fixed  set  of  12  lags  for  the  input  variables,  the  reason  being  that  neural 
networks have a powerful ability to detect complex nonlinear relationships among a 
number of different variables  (Kaastra and Boyd, 1996). We assume  the model will 





generalization  capability  diminishes with  increasing  number  of  layers  and weights. 
Neural networks with continuous nonlinear activation  functions  (like  the  logistic or 
hyperbolic  tangent) need only one hidden  layer with an arbitrarily  large number of 
units  to  fit any nonlinear  real  function  (Hornik et al., 1989). A popular method  for 
finding  the  optimal  number  of  nodes  so  that  the  model  possess  generalization 





cross  validation which we utilize  for our ܣܴܯܣ  calibrations.  Some  articles  suggest 











analysis  where  the  number  of  hidden  nodes  equals  the  number  of  principal 
components needed to capture around 80 percent of the variance  in the  input data 
set.  The  main  problem  with  these  approaches  is  that  they  do  not  take  training 
iterations, error  in output or  the complexity of  the  target value  (actual  time series) 
into consideration. These are, in our view, important factors that play a pivotal role in 
deciding the number of hidden nodes. 
We  will  use  inverse  pruning.  Starting  with  one  node,  we  increase  the  number  of 
nodes, one at a time, until we reach the number of  input nodes. We validate these 
models using the validation set and pick the model structure with the  lowest mean 
square error  (ܯܵܧ). This model  is then used to predict the time series  in the same 




activation  functions  used  in  the  nodes.  This  is  to  make  sure  that  the  incoming 
weighted  sum  is  a  reasonable  size.  This  is  also  the  case with  values  that  are  very 
small. Stock returns measured per five minutes are relatively small, and scaling these 
between  zero  and  one  makes  a  ܯܮܲ  model  handle  the  input  values  better.  A 
standard method of scaling is to use a linear transformation from ݕ௧ to ݕ௧ᇱ: 




Where  ௠݂௜௡  and  ௠݂௔௫  are  the  minimum  and  maximum  values  of  the  activation 
function whereas ݕ௠௔௫ and ݕ௠௜௡ are the corresponding extreme values  in the  input 
set. Below are  frequency histograms of historical stock returns  from all  four stocks. 
We  see  that  the  empirical  distributions  have  relatively  high  kurtosis11  (i.e. 
leptokurtic). Klimasauskas  (1993) states  that  if a neural network  is  to  learn average 
behavior  the  logistic  activation  function  should  be  used.  On  the  other  hand,  if 
                                                            
11 Many asset pricing models,  like  the Black and Scholes  framework  for option pricing and  the  capital asset 




























This ܯܮܲ  structure  is equivalent  to  (19).  Lagged  values of ݕ௧  and ܤܣܴ௧ would be 

































































































transformed  back  to  the  original  time  series’  scale  for  calculation  of  MSE.  Let  us 
denote  this model ܯܮܲሺ݅, ݆, ݇ሻ௜௡௣௨௧
௙௨௡௖  where  ݅,  ݆  and ݇  reflect  the number of  input, 
hidden  and  output  nodes.  The  superscript  refers  to  the  activation  function  in  the 
output node. The subscript refers to the input data which is either ܲ ൌ ݕ௧ᇱ, ܤ ൌ ܤܣܴ௧ 
or ܲ, ܤ ൌ ݕ௧ᇱ and ܤܣܴ௧. Thus, a model with 24  input nodes, 12 hidden nodes, single 
output  node  and  both  price  series  and  the  ܤܣܴ௧  ratio  as  input  is  denoted 
ܯܮܲሺ24,12,1ሻ௉,஻௧௔௡௛. 
The  general  ܯܮܲ  structure  has,  however,  ݇  output  nodes.  A  tempting  model 
structure  could  be  a  range  of  output  nodes  that  correspond  to  an  interval  or  a 
specific constant multiplied with the standard deviation of the historical return. This 
form of data categorization could improve the learning process, providing a range of 




























set of  logarithmic  returns ߪො and  the sample mean  return  ̂ߤ, we can categorize and 
calculate  the predicted  return.  Let ܽ be a positive  real number. The  following  four 
binary sequences correspond to four chosen intervals for the stock return where the 
subscript of ܥ௕௜௡ refers to the specific interval relative to the mean: 
ሺ40ሻ         ܥିଶ௕௜௡ ൌ ሾ1 0 0 0ሿ      ֜       ݕ௧ ൏ ̂ߤ െ ܽߪො 
ሺ41ሻ         ܥିଵ௕௜௡ ൌ ሾ0 1 0 0ሿ      ֜       ݕ௧ ൏ ̂ߤ ൒ ̂ߤ െ ܽߪො 
ሺ42ሻ         ܥାଵ௕௜௡ ൌ ሾ0 0 1 0ሿ      ֜       ݕ௧ ൒ ̂ߤ ൏ ̂ߤ ൅ ܽߪො 
ሺ43ሻ         ܥାଶ௕௜௡ ൌ ሾ0 0 0 1ሿ      ֜       ݕ௧ ൒ ̂ߤ ൅ ܽߪො 
We set ܽ ൌ 0.75 which approximately puts 40 percent of the observations in each of 











However,  the  intervals  raise  problems  for  the  calculation  of  ܯܵܧ  when  we  are 
comparing  results with  the other models. To deal with  this, we  take  the arithmetic 
mean  for  (41) and  (42). For  the outer  intervals we use ܽ ൌ 1.0  to arrive at a  fixed 
point not too far into the tails of the distribution of returns. Let us denote this model 
ܯܮܲሺ݅, ݆, 4ሻ௜௡௣௨௧













Using  a  mixture  of  the  heuristics  mentioned  above,  we  find  by  trial  and  error  a 
learning rate of 0.085 combined with a momentum value of 0.8. Other combinations 
we  have  tried  lead  to  oscillation  and  unstable  learning  algorithms.  We  therefore 
choose to use 0.085 for ߟ and 0.8 for ߛ. 
4.2.6  NUMERICAL REVIEW 
We will use  this section  to present an example  from  the data set  to show how  the 
feed  forward  procedure  and  the  learning  algorithm works when  put  into  practice. 
Consider  an  arbitrarily  chosen model ܯܮܲሺ2,2,1ሻ஻௧௔௡௛.  Consider  also  the  following 
input vector with two lags of the stock return ݕ௧: 





቉ ൌ ቂ0.19 െ0.18
0.13 0.16
ቃ 
ሺ47ሻ         ܹ஻ ൌ ሾ߶ଵଵ஻ ߶ଵଶ஻ ሿ ൌ ሾ0.14 െ0.02ሿ 
with corresponding bias weights: 
ሺ48ሻ         ߶଴ଵ஺ ൌ ሾ0.28ሿ    ,     ߶଴ଶ஺ ൌ ሾ0.14ሿ     and     ߶଴ଵ஻ ൌ ሾ0.08ሿ 
Sending the weighted lagged values of ݕ௧ to each of the two hidden nodes will give us 
the following hidden node sums before the activation function is used: 
ሺ49ሻ         ݏ௝ୀଵ ൌ ߶଴ଵ஺ ൅ ߶ଵଵ஺ ܽଵ ൅ ߶ଶଵ஺ ܽଶ     and     ݏ௝ୀଶ ൌ ߶଴ଶ஺ ൅ ߶ଵଶ஺ ܽଵ ൅ ߶ଶଶ஺ ܽଶ 

















present  a  numerical  example  of  how  our  weights  are  adjusted  using  the  back‐
propagation algorithm. 
Consider the output after sending the values from vector ܣ through the network: 
ሺ51ሻ         ܿଵ ൌ ݂ ቀ߶଴ଵ஻ ൅ ߶ଵଵ஻ ݂൫ ݏ௝ୀଵ൯ ൅ ߶ଶଵ஻ ݂൫ ݏ௝ୀଶ൯ቁ 
Substituting for the weights and hidden node sums with values from above: 








ሺെ0.0023 െ 0.1107ሻଶ ൌ 0.0064 
Using (24) and (25) together with our chosen values for ߟ and ߛ we get the following 
gradient for the output layer: 
ሺ54ሻ         ߜ௞ୀଵ ൌ ሺെ0.0023 െ 0.1107ሻ ൈ ሺ1 െ ݂ሺ0.1112ሻଶሻ ൌ െ0.112 
ሺ55ሻ          ᇞଵ ߶ଵଵ஻ ൌ 0.085 ൈ െ0.112 ൈ 0.1112 ൅ 0.8 ൈ 0 ൌ െ0.001 
The change  in weight ߶ଵଵ஺  depends on the gradient calculated above. Using (25) we 
calculate the change: 
ሺ56ሻ         ߜ௝ୀଵ ൌ ሺെ0.112 ൈ 0.14ሻ ൈ ሺ1 െ ݂ሺ0.2805ሻଶሻ ൌ െ0.015 























This  example  shows  how  input  data  flows  through  the  system  and  how  the 































for  prediction  of  our  four  selected  time  series.  To  determine  this  in  a  satisfyingly 
manner  we  cannot  just  look  at  the  results  from  our  ܣܰܰs.  We  will  therefore 
compare the selected ܣܰܰs to the ܴܹ and the ܣܴܯܣ models. 
5.1  NEURAL NETWORKS 
We will  first  summarize  the  results  from  the  empirical  analysis based on our  feed 
























MSE  1.56E‐06  6.41E‐07  2.22E‐06  4.76E‐07 
MSE RW  8.03E‐07  4.38E‐07 6.94E‐06 7.64E‐07
U‐STAT  1.62  4.70 3.53 1.66
S‐STAT STOCK  0.40  0.30 0.63 0.53




For  FRO  and  GS,  the  ܣܰܰ  used  solely  the  ܤܣܴ  ratio  and  the  price  series, 







time  series  input  variables. Again, we  show  the  results  in Table 5 using  the model 
structure ܯܮܲሺ݅, ݆, 4ሻ௕௜௡. For XOM, PG and GS  the ܣܰܰs do not beat ܴܹ. The ܷ‐
statistics are larger than one and the ܵ‐statistics are lower or the same as that of ܴܹ. 

















MSE  1.10E‐06  1.02E‐06  6.85E‐06  5.22E‐06 
MSE RW  8.03E‐07  4.38E‐07 6.94E‐06 7.64E‐07
U‐STAT  1.32  1.28 1.17 2.78
S‐STAT STOCK  0.60  0.60 0.52 0.62










Since we  could not make  a  certain  conclusion  about how  the ܣܰܰs preformed  in 
comparison  to  a  ܴܹ,  we  will  in  this  section  compare  the  results  from  using  the 












MSE  1,56E‐06  6,41E‐07  2,22E‐06  4,76E‐07 






MSE  1.10E‐06  1.02E‐06  6.85E‐06  5.22E‐06 
S‐STAT  0.60  0.60 0.52 0.62
MODEL  ܣܴሺ1ሻ  ܴܹ  ܣܴܯܣሺ2,3ሻ  ܣܴሺ1ሻ 
MSE  7,97E‐07  4,38E‐07  6,64E‐07  7,15E‐07 












We  started  this  paper  with  a  proposal  that  nonlinear  frameworks  might  provide 
better  predictions  than  linear  frameworks  because  of  the  nonlinear  properties  of 
stock  price  time  series.  We  conclude,  however,  that  the  models  proposed  by  us 
cannot predict the stock price return in a satisfyingly matter compared to a ܴܹ and 
selected ܣܴܯܣ models. On the other hand, we see strong potential in these models. 
They  are  very  flexible  and  we  have  only  touched  their  most  basic  structure  and 
learning algorithm. 
Several papers on neural networks have concluded that their models predict better 




big part  in  the  future of  time  series analysis  in an easier and detailed  fashion. We 
have  tried  to  carefully  explain  the  steps  in  making  a  simple  feed  forward  neural 
network and  in  the same process, gotten  rid of some of  the mysteries surrounding 
these types of models. 
For  future  research  we  would  recommend  researchers  to  expand  on  our  simple 
models  using  different  input  data  and  more  complex  network  structures.  Using 
traded  volume  or  the  time  series  of  a  stock  index  used  as  a  market  proxy  could 
improve these models. Changing the architecture of the network might yield a better 
network. A recurrent neural network is an example a more exotic architecture where 
one  or  more  of  the  output  values  are  sent  back  into  hidden  layers.  Another 
interesting  approach  is  a  hybrid model  of  ܣܴܫܯܣ  and  ܣܰܰs  proposed  by  Zhang 









XOM             
ARMA(3,2)  AR1  AR2  AR3  MA1  MA2  CONST. 
Coefficients  1.7973  ‐1.2473  0.2189  ‐1.6241  0.9612  ‐1.00E‐04 
S.e.  0.0709  0.0896  0.0569  0.0561  0.0395  1.00E‐04 
Coef/S.e.  25.3  ‐13.9  3.8  ‐29.0  24.3  ‐1.0 
Sigma2  8.01E‐07           
Log likelihood  2082.68           
AR(1)  AR1  CONST.         
Coefficients  0.2121  ‐1.00E‐04         
s.e.  0.0508  1.00E‐04         
Coef/s.e.  4.2  ‐1.0         
Sigma2  8.35E‐07           
Log likelihood  2075.38           




FRO             
ARMA(3,2)  AR1  AR2  MA1  MA2  MA3  CONST. 
Coefficients  1.0613  ‐0.7041  ‐1.0209  0.5900  0.1465  0.00E+00 
S.e.  0.1934  0.1613  0.1961  0.1890  0.0585  3.00E‐04 
Coef/S.e.  5.4876  ‐4.3652  ‐5.2060  3.1217  2.5043  0 
Sigma2  1.93E‐05           









XOM               
ARMA(3,2)  AR1  AR2  AR3  AR4  MA1  MA2  MA3  CONST. 
Coefficients  0.1015  ‐0.0419  0.9262  ‐0.1856  0.0447  0.0314  ‐0.9621  0.00E+00 
S.e.  0.0606  0.0393  0.0379  0.0522  0.0356  0.0332  0.0320  1.00E‐04 
Coef/S.e.  1.6749  ‐1.0662  24.4380  ‐3.5556  1.2556  0.9458  ‐30.0656  0 
Sigma2  6.07E‐07               
Log likelihood  2132.47               
AR(1)  AR1  CONST.             
Coefficients  0.1371  0.00E+00             
S.e.  0.0516  1.00E‐04             
Coef/S.e.  2.6570  0             
Sigma2  6.35E‐07               




STOCK         
XOM  ARMA(3,2)  AR(1)  RW   
MSE  4.56E‐07  4.09E‐07  6.32E‐07   
         
PG  RW       
MSE  6.64E‐06       
         
FRO  ARMA(2,3)  RW     
MSE  6.94E‐06  9.69E‐07     
         
GS  ARMA(4,3)  AR(1)  RW   







XOM  PG  FRO  GS 
݄  ߩ௛  ߶ଵ௛  ߩ௛ ߶ଵ௛ ߩ௛ ߶ଵ௛ ߩ௛  ߶ଵ௛
1  0,170  0,170  0,017  0,017  0,001  0,001  0,094  0,094 
(4,21)  (4,21)  (0,43)  (0,43)  (0,03)  (0,03)  (2,32)  (2,32) 
2  0,076  0,048  0,024  0,024  ‐0,053  ‐0,053  0,076  0,068 
(1,82)  (1,19)  (0,59)  (0,59)  ‐(1,32)  ‐(1,32)  (1,87)  (1,69) 
3  0,091  0,072  ‐0,027  ‐0,028  0,047  0,047  0,041  0,028 
(2,17)  (1,79)  ‐(0,67)  ‐(0,69)  (1,15)  (1,16)  (0,99)  (0,69) 
4  0,061  0,032  ‐0,040  ‐0,040  0,050  0,047  ‐0,025  ‐0,036 
(1,44)  (0,80)  ‐(0,99)  ‐(0,98)  (1,23)  (1,17)  ‐(0,60)  ‐(0,90) 
5  0,022  ‐0,001  0,010  0,013  0,042  0,048  0,001  0,002 
(0,52)  ‐(0,04)  (0,25)  (0,32)  (1,04)  (1,18)  (0,03)  (0,04) 
6  0,071  0,059  ‐0,104  ‐0,104  0,056  0,060  0,045  0,049 
(1,68)  (1,46)  ‐(2,57)  ‐(2,57)  (1,38)  (1,47)  (1,10)  (1,21) 
7  0,054  0,027  ‐0,054  ‐0,054  ‐0,038  ‐0,039  ‐0,014  ‐0,020 
(1,26)  (0,67)  ‐(1,31)  ‐(1,33)  ‐(0,94)  ‐(0,95)  ‐(0,34)  ‐(0,50) 
8  ‐0,014  ‐0,037  0,008  0,014  ‐0,076  ‐0,078  0,012  0,007 
‐(0,32)  ‐(0,90)  (0,21)  (0,35)  ‐(1,85)  ‐(1,92)  (0,30)  (0,19) 
9  ‐0,041  ‐0,048  ‐0,025  ‐0,028  0,001  ‐0,013  0,035  0,033 
‐(0,95)  ‐(1,20)  ‐(0,60)  ‐(0,70)  (0,04)  ‐(0,33)  (0,86)  (0,83) 
10  ‐0,131  ‐0,132  ‐0,043  ‐0,056  ‐0,010  ‐0,023  ‐0,113  ‐0,119 
‐(3,07)  ‐(3,26)  ‐(1,05)  ‐(1,38)  ‐(0,24)  ‐(0,56)  ‐(2,74)  ‐(2,93) 
11  ‐0,017  0,027  ‐0,002  0,000  0,007  0,013  ‐0,029  ‐0,016 
‐(0,40)  (0,68)  ‐(0,04)  (0,00)  (0,18)  (0,33)  ‐(0,69)  ‐(0,39) 
12  ‐0,011  0,004  0,036  0,029  ‐0,005  0,003  0,018  0,037 
‐(0,27)  (0,10)  (0,88)  (0,71)  ‐(0,12)  (0,06)  (0,44)  (0,91) 
13  0,011  0,031  0,063  0,047  ‐0,018  ‐0,004  ‐0,026  ‐0,017 
(0,25)  (0,77)  (1,54)  (1,15)  ‐(0,44)  ‐(0,09)  ‐(0,63)  ‐(0,43) 
14  ‐0,024  ‐0,019  0,056  0,050  ‐0,071  ‐0,064  ‐0,040  ‐0,049 
‐(0,56)  ‐(0,47)  (1,35)  (1,25)  ‐(1,71)  ‐(1,58)  ‐(0,95)  ‐(1,20) 
15  ‐0,044  ‐0,034  0,027  0,023  0,033  0,027  0,007  0,013 
‐(1,02)  ‐(0,85)  (0,64)  (0,57)  (0,80)  (0,68)  (0,18)  (0,32) 
16  ‐0,068  ‐0,040  0,017  0,008  ‐0,014  ‐0,025  ‐0,015  0,005 
‐(1,56)  ‐(0,99)  (0,41)  (0,20)  ‐(0,34)  ‐(0,63)  ‐(0,35)  (0,12) 
17  ‐0,042  ‐0,012  ‐0,024  ‐0,023  ‐0,028  ‐0,021  0,031  0,029 
‐(0,96)  ‐(0,30)  ‐(0,57)  ‐(0,57)  ‐(0,68)  ‐(0,51)  (0,74)  (0,73) 
18  0,021  0,038  0,019  0,031  ‐0,009  ‐0,008  0,002  ‐0,007 
(0,49)  (0,93)  (0,46)  (0,78)  ‐(0,23)  ‐(0,19)  (0,05)  ‐(0,18) 
19  ‐0,020  ‐0,028  ‐0,015  ‐0,001  ‐0,006  ‐0,001  0,018  0,028 
‐(0,46)  ‐(0,70)  ‐(0,35)  ‐(0,01)  ‐(0,14)  ‐(0,03)  (0,43)  (0,70) 
20  ‐0,051  ‐0,060  ‐0,009  0,002  0,019  0,026  ‐0,024  ‐0,041 










MSE  2.56E‐06  2.45E‐06  1.56E‐06  8.03E‐07 
U‐STATISTIC  1.43  1.38  1.62  ‐ 









MSE  6.77E‐07  6.55E‐07  6.41E‐07  4.38E‐07 
U‐STATISTIC  4.41  4.34  4.70  ‐ 









MSE  2.30E‐06  2.22E‐06  3.75E‐06  6.94E‐06 
U‐STATISTIC  2.19  3.53  5.95  ‐ 














MSE  4.76E‐07  4.78E‐07  8.6E‐07  7.64E‐07 
U‐STATISTIC  1.66  1.02  1.90  ‐ 









MSE  1.02E‐06  1.10E‐06  2.57E‐06  4.38E‐07 
U‐STATISTIC  1.28  1.28  1.80  ‐ 









MSE  1.02E‐06  1.10E‐06  2.57E‐06  4.38E‐07 
U‐STATISTIC  1.28  1.28  1.80  ‐ 















MSE  6.85E‐06  6.92E‐06  6.97E‐06  3.25E‐06 
U‐STATISTIC  1.17  1.17  1.75  ‐ 









MSE  5.22E‐06  5.48E‐06  5.78E‐06  7.64E‐07 
U‐STATISTIC  2.78  2.88  2.88  ‐ 


















݆  ܯܮܲሺ12, ݆, 1ሻ௉
௧௔௡௛  ܯܮܲሺ12, ݆, 1ሻ஻
௧௔௡௛  ܯܮܲሺ24, ݆, 1ሻ௉,஻
௧௔௡௛  ܴܹ 
1  2,66E‐06  2,48E‐06  0.00E‐00**  8.03E‐07 
2  2,62E‐06  2,46E‐06 0.00E‐00** ‐ 
3  2,62E‐06  2,47E‐06 0.00E‐00** ‐ 
4  2,58E‐06  2,47E‐06 0.00E‐00** ‐ 
5  2,56E‐06  2,46E‐06 0.00E‐00** ‐ 
6  2,57E‐06  2,46E‐06 0.00E‐00** ‐ 
7  2,55E‐06  2,48E‐06 0.00E‐00** ‐ 
8  2,55E‐06  2,46E‐06 2,28E‐06 ‐ 
9  2,56E‐06*  2,45E‐06* 1,91E‐06 ‐ 
10  2,59E‐06  2,47E‐06 1,70E‐06 ‐ 
11  2,57E‐06  2,47E‐06 1,78E‐06 ‐ 
12  2,60E‐06  2,46E‐06 1,82E‐06 ‐ 
13  ‐  ‐ 3,09E‐06 ‐ 
14  ‐  ‐ 2,32E‐06 ‐ 
15  ‐  ‐ 3,10E‐06 ‐ 
16  ‐  ‐ 2,52E‐06 ‐ 
17  ‐  ‐ 2,70E‐06 ‐ 
18  ‐  ‐ 1,56E‐06* ‐ 
19  ‐  ‐ 2,01E‐06 ‐ 
20  ‐  ‐ 2,68E‐06 ‐ 
21  ‐  ‐ 2,66E‐06 ‐ 
22  ‐  ‐ 2,64E‐06 ‐ 
23  ‐  ‐ 1,79E‐06 ‐ 








݆  ܯܮܲሺ12, ݆, 1ሻ௉
௧௔௡௛  ܯܮܲሺ12, ݆, 1ሻ஻
௧௔௡௛  ܯܮܲሺ24, ݆, 1ሻ௉,஻
௧௔௡௛  ܴܹ 
1  7,00E‐07  7,18E‐07  0.00E‐00**  4.38E‐07 
2  6,71E‐07  7,15E‐07 0.00E‐00** ‐ 
3  6,82E‐07  6,72E‐07 0.00E‐00** ‐ 
4  6,84E‐07  6,56E‐07 0.00E‐00** ‐ 
5  6,83E‐07  6,55E‐07* 8,35E‐07 ‐ 
6  6,92E‐07  6,70E‐07 7,61E‐07 ‐ 
7  6,91E‐07  6,69E‐07 7,64E‐07 ‐ 
8  6,85E‐07  6,63E‐07 6,41E‐07 ‐ 
9  6,77E‐07  6,70E‐07 7,52E‐07 ‐ 
10  6,77E‐07*  6,74E‐07 7,55E‐07 ‐ 
11  6,84E‐07  6,66E‐07 8,30E‐07 ‐ 
12  6,83E‐07  6,69E‐07 7,53E‐07 ‐ 
13  ‐  ‐ 8,49E‐07 ‐ 
14  ‐  ‐ 8,39E‐07 ‐ 
15  ‐  ‐ 8,21E‐07 ‐ 
16  ‐  ‐ 6,87E‐07* ‐ 
17  ‐  ‐ 9,13E‐07 ‐ 
18  ‐  ‐ 7,55E‐07 ‐ 
19  ‐  ‐ 9,68E‐07 ‐ 
20  ‐  ‐ 7,29E‐07 ‐ 
21  ‐  ‐ 7,83E‐07 ‐ 
22  ‐  ‐ 9,11E‐07 ‐ 
23  ‐  ‐ 8,69E‐07 ‐ 








݆  ܯܮܲሺ12, ݆, 1ሻ௉
௧௔௡௛  ܯܮܲሺ12, ݆, 1ሻ஻
௧௔௡௛  ܯܮܲሺ24, ݆, 1ሻ௉,஻
௧௔௡௛  ܴܹ 
1  0.00E‐00**  0.00E‐00**  0.00E‐00**  3.25E‐06 
2  2,41E‐06  0.00E‐00** 0.00E‐00** ‐ 
3  2,47E‐06  3,09E‐06 0.00E‐00** ‐ 
4  2,33E‐06  3,12E‐06 0.00E‐00** ‐ 
5  3,25E‐06  2,54E‐06 3,17E‐06 ‐ 
6  2,83E‐06  2,45E‐06 4,13E‐06 ‐ 
7  2,38E‐06  2,45E‐06 7,11E‐06 ‐ 
8  2,76E‐06  2,22E‐06* 1,06E‐05 ‐ 
9  2,38E‐06  2,26E‐06 9,27E‐06 ‐ 
10  2,30E‐06*  2,32E‐06 3,75E‐06* ‐ 
11  2,35E‐06  2,32E‐06 9,95E‐06 ‐ 
12  2,35E‐06  2,36E‐06 7,05E‐06 ‐ 
13  ‐  ‐ 8,75E‐06 ‐ 
14  ‐  ‐ 9,39E‐06 ‐ 
15  ‐  ‐ 7,22E‐06 ‐ 
16  ‐  ‐ 8,67E‐06 ‐ 
17  ‐  ‐ 8,73E‐06 ‐ 
18  ‐  ‐ 6,80E‐06 ‐ 
19  ‐  ‐ 7,50E‐06 ‐ 
20  ‐  ‐ 7,35E‐06 ‐ 
21  ‐  ‐ 7,18E‐06 ‐ 
22  ‐  ‐ 7,65E‐06 ‐ 
23  ‐  ‐ 8,52E‐06 ‐ 








݆  ܯܮܲሺ12, ݆, 1ሻ௉
௧௔௡௛  ܯܮܲሺ12, ݆, 1ሻ஻
௧௔௡௛  ܯܮܲሺ24, ݆, 1ሻ௉,஻
௧௔௡௛  ܴܹ 
1  8,00E‐07  6,15E‐07  0.00E‐00**  7.64E‐07 
2  4,94E‐07  1,28E‐06 0.00E‐00** ‐ 
3  1,02E‐06  6,13E‐07 0.00E‐00** ‐ 
4  4,76E‐07*  5,44E‐07 0.00E‐00** ‐ 
5  5,46E‐07  4,78E‐07* 0.00E‐00** ‐ 
6  5,03E‐07  1,01E‐06 0.00E‐00** ‐ 
7  1,13E‐06  9,11E‐07 7,17E‐07 ‐ 
8  1,01E‐06  8,50E‐07 6,18E‐07* ‐ 
9  9,75E‐07  8,89E‐07 9,34E‐07 ‐ 
10  9,51E‐07  8,35E‐07 8,60E‐07 ‐ 
11  1,03E‐06  8,84E‐07 9,01E‐07 ‐ 
12  9,62E‐07  8,83E‐07 1,10E‐06 ‐ 
13  ‐  ‐ 9,05E‐07 ‐ 
14  ‐  ‐ 8,85E‐07 ‐ 
15  ‐  ‐ 9,89E‐07 ‐ 
16  ‐  ‐ 1,03E‐06 ‐ 
17  ‐  ‐ 1,04E‐06 ‐ 
18  ‐  ‐ 1,00E‐06 ‐ 
19  ‐  ‐ 9,43E‐07 ‐ 
20  ‐  ‐ 8,95E‐07 ‐ 
21  ‐  ‐ 9,03E‐07 ‐ 
22  ‐  ‐ 8,83E‐07 ‐ 
23  ‐  ‐ 8,99E‐07 ‐ 








݆  ܯܮܲሺ12, ݆, 1ሻ௉
௕௜௡  ܯܮܲሺ12, ݆, 1ሻ஻
௕௜௡  ܯܮܲሺ24, ݆, 1ሻ௉,஻
௕௜௡  ܴܹ 
1  2,87E‐06  2,87E‐06  0.00E‐00**  8.03E‐07 
2  3,36E‐06  5,08E‐06 0.00E‐00** ‐ 
3  2,91E‐06  2,83E‐06 0.00E‐00** ‐ 
4  1,10E‐06*  2,97E‐06 0.00E‐00** ‐ 
5  2,93E‐06  1,18E‐06* 4,07E‐06 ‐ 
6  4,21E‐06  3,31E‐06 4,34E‐06 ‐ 
7  4,26E‐06  4,19E‐06 4,33E‐06 ‐ 
8  4,26E‐06  4,36E‐06 4,09E‐06 ‐ 
9  4,41E‐06  4,69E‐06 4,52E‐06 ‐ 
10  4,30E‐06  4,43E‐06 4,42E‐06 ‐ 
11  4,31E‐06  4,22E‐06 4,03E‐06* ‐ 
12  4,38E‐06  4,57E‐06 4,46E‐06 ‐ 
13  ‐  ‐ 5,52E‐06 ‐ 
14  ‐  ‐ 4,64E‐06 ‐ 
15  ‐  ‐ 4,31E‐06 ‐ 
16  ‐  ‐ 4,45E‐06 ‐ 
17  ‐  ‐ 4,40E‐06 ‐ 
18  ‐  ‐ 4,42E‐06 ‐ 
19  ‐  ‐ 4,33E‐06 ‐ 
20  ‐  ‐ 4,57E‐06 ‐ 
21  ‐  ‐ 4,08E‐06 ‐ 
22  ‐  ‐ 4,64E‐06 ‐ 
23  ‐  ‐ 4,49E‐06 ‐ 








݆  ܯܮܲሺ12, ݆, 1ሻ௉
௕௜௡  ܯܮܲሺ12, ݆, 1ሻ஻
௕௜௡  ܯܮܲሺ24, ݆, 1ሻ௉,஻
௕௜௡  ܴܹ 
1  2,87E‐06  2,87E‐06  0.00E‐00**  4.38E‐07 
2  2,87E‐06  2,87E‐06 0.00E‐00** ‐ 
3  1,02E‐06*  1,22E‐06 0.00E‐00** ‐ 
4  2,89E‐06  1,10E‐06* 0.00E‐00** ‐ 
5  4,09E‐06  1,11E‐06 0.00E‐00** ‐ 
6  4,32E‐06  4,45E‐06 0.00E‐00** ‐ 
7  4,67E‐06  4,30E‐06 0.00E‐00** ‐ 
8  4,70E‐06  4,29E‐06 2,69E‐06 ‐ 
9  4,25E‐06  4,42E‐06 2,65E‐06 ‐ 
10  4,31E‐06  4,30E‐06 5,53E‐06 ‐ 
11  4,26E‐06  4,44E‐06 2,57E‐06* ‐ 
12  4,67E‐06  4,43E‐06 6,87E‐06 ‐ 
13  ‐  ‐ 5,77E‐06 ‐ 
14  ‐  ‐ 6,20E‐06 ‐ 
15  ‐  ‐ 5,73E‐06 ‐ 
16  ‐  ‐ 6,08E‐06 ‐ 
17  ‐  ‐ 6,83E‐06 ‐ 
18  ‐  ‐ 4,59E‐06 ‐ 
19  ‐  ‐ 6,67E‐06 ‐ 
20  ‐  ‐ 7,08E‐06 ‐ 
21  ‐  ‐ 5,58E‐06 ‐ 
22  ‐  ‐ 6,73E‐06 ‐ 
23  ‐  ‐ 6,41E‐06 ‐ 








݆  ܯܮܲሺ12, ݆, 1ሻ௉
௕௜௡  ܯܮܲሺ12, ݆, 1ሻ஻
௕௜௡  ܯܮܲሺ24, ݆, 1ሻ௉,஻
௕௜௡  ܴܹ 
1  6.96E‐06  6.93E‐06  0.00E‐00**  3.25E‐06 
2  6.93E‐06  7.02E‐06 0.00E‐00** ‐ 
3  6.99E‐06  7.01E‐06 0.00E‐00** ‐ 
4  6.92E‐06  7.02E‐06 0.00E‐00** ‐ 
5  6.88E‐06  7.01E‐06 0.00E‐00** ‐ 
6  6.86E‐06  6.94E‐06 0.00E‐00** ‐ 
7  6.88E‐06  6.93E‐06 0.00E‐00** ‐ 
8  6.88E‐06  6.93E‐06 0.00E‐00** ‐ 
9  6.88E‐06  6.95E‐06 7.23E‐06 ‐ 
10  6.85E‐06*  6.92E‐06* 7.12E‐06 ‐ 
11  6.88E‐06  6.95E‐06 7.41E‐06 ‐ 
12  7.10E‐06  6.94E‐06 7.35E‐06 ‐ 
13  ‐  ‐ 7.28E‐06 ‐ 
14  ‐  ‐ 7.31E‐06 ‐ 
15  ‐  ‐ 7.35E‐06 ‐ 
16  ‐  ‐ 7.46E‐06 ‐ 
17  ‐  ‐ 7.41E‐06 ‐ 
18  ‐  ‐ 7.23E‐06 ‐ 
19  ‐  ‐ 7.35E‐06 ‐ 
20  ‐  ‐ 6.97E‐06* ‐ 
21  ‐  ‐ 7.44E‐06 ‐ 
22  ‐  ‐ 7.22E‐06 ‐ 
23  ‐  ‐ 0.00E‐00** ‐ 








݆  ܯܮܲሺ12, ݆, 1ሻ௉
௕௜௡  ܯܮܲሺ12, ݆, 1ሻ஻
௕௜௡  ܯܮܲሺ24, ݆, 1ሻ௉,஻
௕௜௡  ܴܹ 
1  6.31E‐06  6.31E‐06  0.00E‐00**  7.64E‐07 
2  5.62E‐06  5.87E‐06 0.00E‐00** ‐ 
3  6.31E‐06  5.85E‐06 0.00E‐00** ‐ 
4  5.91E‐06  5.85E‐06 0.00E‐00** ‐ 
5  5.79E‐06  6.10E‐06 0.00E‐00** ‐ 
6  5.22E‐06*  5.73E‐06 0.00E‐00** ‐ 
7  5.65E‐06  5.48E‐06* 0.00E‐00** ‐ 
8  5.82E‐06  5.82E‐06 5.82E‐06 ‐ 
9  5.88E‐06  6.10E‐06 6.10E‐06 ‐ 
10  5.82E‐06  6.10E‐06 5.78E‐06* ‐ 
11  5.82E‐06  5.82E‐06 5.82E‐06 ‐ 
12  5.82E‐06  5.83E‐06 6.10E‐06 ‐ 
13  ‐  ‐ 0.00E‐00** ‐ 
14  ‐  ‐ 0.00E‐00** ‐ 
15  ‐  ‐ 0.00E‐00** ‐ 
16  ‐  ‐ 0.00E‐00** ‐ 
17  ‐  ‐ 0.00E‐00** ‐ 
18  ‐  ‐ 0.00E‐00** ‐ 
19  ‐  ‐ 0.00E‐00** ‐ 
20  ‐  ‐ 0.00E‐00** ‐ 
21  ‐  ‐ 0.00E‐00** ‐ 
22  ‐  ‐ 0.00E‐00** ‐ 
23  ‐  ‐ 0.00E‐00** ‐ 








For  a  complete  theoretical  review  and  numerical  examples,  see  Rumelhart  and 
McClelland  (1986)  or  Samarasinghe  (2007).  For  the  theoretical  derivation  of  the 
momentum  term  ߛ,  see  for  example Hagiwara  (1992).  Let  ܿ௞  be  the  output  from 
output  node  ݇  and  ܿ௞



































































Now  we  have  an  expression  for  the  weight  change  in  terms  of  the  delta  for  the 













































































The momentum  term  is  added  to  equation  ሺܤ. 8ሻ  and  ሺܤ. 16ሻ  and  is defined  as  a 
factor  ߛ  times  the  weight  change  in  the  last  training  iteration.  Thus,  the  final 
expression for the weight change between the hidden layer and the output layer is: 
ሺܤ. 17ሻ          ᇞ௧ ߶௝௞
஻ ൌ ߟߜ௞ݏ௞ ൅ ߛ ᇞ௧ିଵ ߶௝௞
஻       where    ߜ௞ ൌ ሺܿ௞
כ െ ܿ௞ሻ݂ᇱሺݏ௞ሻ 
Equally, the weight change between the hidden layer and the input layer is given by: 
ሺܤ. 18ሻ          ᇞ௧ ߶௜௝
஺ ൌ ߟߜ௝ݏ௝ ൅ ߛ ᇞ௧ିଵ ߶௜௝













 The  computational  analysis  conducted  in  this  paper was  three‐fold.  First,  the  raw 
data had  to be  filtered.  Secondly, our ܣܰܰs had  to be  constructed  and  lastly  the 
ܣܴܫܯܣ models had to be estimated. The first two assignments were done by using 
Visual  Basic  for  Applications  (ܸܤܣ).  The  last  one  was  done  using  the  statistical 
package ܴ.  
The data sorting algorithm was constructed using ܸܤܣ forming a bridge between the 
database  containing  the  raw  unfiltered  data  and  a  spreadsheet  with  the  filtered 
result. Our ܣܰܰs were made by using ܸܤܣ in spreadsheets. This allowed us to tailor 
the  network  structure,  learning  algorithm  and  input  details.  This  is  not  always 
possible with standard neural network software packages. ܴ provides a wide variety 
of  statistical  (linear  and  nonlinear  modeling,  classical  statistical  tests,  time  series 
analysis,  classification etc.) and graphical  techniques. For  computationally‐intensive 
tasks, ܥ and ܥ ൅ ൅ code can be  linked and called at  run  time. Advanced users can 
write ܥ code to manipulate ܴ objects directly. 
ܴ  is a more diverse programming  language and  tailored  for  statistical analysis. We 
would therefore wish we had the time and resources to learn more of this language 
or  some  of  the  compatible  ones  mentioned  above  to  be  able  to  make  a  neural 
network  model  using  ܴ12.  We  would  recommend  future  endeavors  in  neural 
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