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Abstract
A Lorenz-covariant system of wave equations is formulated for a quantum-mechanical two-
body system in one space dimension, comprised of one electron and one photon. Manifest
Lorentz covariance is achieved using Dirac’s formalism of multi-time wave functions, i.e., wave
functions Ψ(xph,xel) where xel,xph are the generic spacetime events of the electron and pho-
ton, respectively. Their interaction is implemented via a Lorentz-invariant no-crossing-of-paths
boundary condition at the coincidence submanifold {xel = xph}, compatible with particle cur-
rent conservation. The corresponding initial-boundary-value problem is proved to be well-posed.
Electron and photon trajectories are shown to exist globally in a hypersurface Bohm–Dirac the-
ory, for typical particle initial conditions. Also presented are the results of some numerical
experiments which illustrate Compton scattering as well as a new phenomenon: photon capture
and release by the electron.
c©2019 The authors. Reproduction of this preprint is permitted for non-commercial purposes.
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1 Introduction and summary of main results
“The Compton effect, at its discovery, was regarded as a simple collision of two bodies, and yet
the detailed discussion at the present time involves the idea of the annihilation of one photon
and the simultaneous creation of one among an infinity of other possible ones. We would like to
be able to treat the effect as a two-body problem, with the scattered photon regarded as the same
individual as the incident, in just the way we treat the collisions of electrons.”
—C. G. Darwin, “Notes on the Theory of Radiation” (1932)
Four score and seven years after it appeared in print, C. G. Darwin’s goal of treating electrons and
photons on an equal footing, within a quantum-mechanical framework of a fixed number of particles,
has remained elusive. Progress has been obstructed in particular by the lack of a viable candidate
for the quantum-mechanical photon wave function and its pertinent relativistic wave equation which
furnishes a conserved probability current for the photon position, obeying Born’s rule. Recently
such a photon wave function and wave equation have been constructed in [KTZ2018]. In the present
paper we show how the photon wave equation of [KTZ2018] can be coupled with Dirac’s well-known
relativistic wave equation for the electron in a Lorentz-covariant manner to accomplish Darwin’s
goal: to “treat the [Compton] effect as a two-body problem, with the scattered photon regarded
as the same individual as the incident, in just the way we treat the collisions of electrons.” True,
we only accomplish this goal for two particles in 1+1-dimensional Minkowski spacetime. Yet also
quantum field theory once started in 1+1 dimensions, and we hope that our paper will pave the
ground for the eventual formulation of a relativistic quantum-mechanical theory of a fixed number
N of electrons, photons, and their anti-particles in 3+1-dimensional Minkowski spacetime, and its
generalization to other particles and interactions.
We work with Dirac’s manifestly Lorentz-covariant formalism of multi-time wave functions. For
our N = 2 body problem the wave function Ψ(xph,xel) depends on the two generic spacetime events
xel and xph of the electron and the photon, respectively, which must be space-like separated. Both
the Dirac operator of a free electron [Tha1992], and the Dirac-type operator of a free photon con-
structed in [KTZ2018], act on Ψ(xph,xel). Unique solvability of this system of evolution equations
requires imposing a suitable boundary condition at the subset of co-incident events, {xel = xph}.
Conservation of the particle current, in concert with a “no-crossing of paths” condition for electron
and photon, fixes the boundary condition up to a choice of a phase. We will prove that the resulting
initial-boundary-value problem is well-posed.
It is intuitively obvious that a boundary condition at coincident events {xel = xph} amounts to
a local pair interaction between electron and photon in a Lorentz-covariant manner. Our bound-
ary condition is compatible with the kind of interaction expected for an electron and a photon in
Compton scattering. We have carried out some numerical experiments with our system of equa-
tions, which indeed demonstrate the process of Compton scattering, but which also have revealed
an unexpected novel phenomenon: photon capture and subsequent release by the electron. For
many practical purposes such a scenario may well be indistinguishable from the scenario in which a
photon is annihilated and another one created subsequently. In our quantum-mechanical two-body
model the photon of course never gets destroyed or created, precisely as envisioned by Darwin.
Beyond demonstrating that relativistic quantum mechanics for a fixed number of two interacting
particles is feasible with a multi-time wave function, we also inquire into the possibility of computing
the dynamics of these particles themselves and whether their motion indeed resembles “a simple
collision of two bodies,” as Darwin wrote. For this we pick up on the ideas originally conceived for
photons by Einstein [Ein1909a], [Ein1909b] and in 1923/24 adapted for electrons by de Broglie in
his thesis.
Einstein thought of his “light quanta” (read: photons) as being particles which are guided
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in their motion by a “wave field” in spacetime; since the photons carried the momentum and
energy, he thought of the guiding field itself as devoid of energy and momentum and thus called
it a “ghost field,” but he never developed his ideas into a working theory. Yet Einstein’s ideas
prompted de Broglie to argue that also electrons might be guided by a wave field, though he didn’t
supply a wave equation. After Schro¨dinger’s discovery in 1926 of his wave equation, the next
person to pick up on the guiding field idea was Born who in [Bor1926a], [Bor1926b] interpreted
Schro¨dinger’s wave function Ψ on the configuration space of electrons and nuclei as a guiding field
for these particles, though not stating how the guiding is being done — except that Born thought
of it as non-deterministic and such that the likelihood of finding a configuration in d3Nq centered
at Q ∈ R3N is |Ψ|2(Q)d3Nq. Eventually Nelson’s non-relativistic “stochastic mechanics” (see
[Gue1995]) realized Born’s narrative of a non-deterministic guiding law in a mathematically sharp
manner. But also de Broglie [deB1927] combined the ideas of his thesis with Born’s suggestion that
Schro¨dinger’s Ψ might guide massive particles, and came up with a deterministic theory; his theory
was later rediscovered by Bohm [Boh1952] who developed it more systematically (see [Du¨Te2009]).
We remark that Nelson’s “current velocity field” coincides with the guiding velocity field of the de
Broglie–Bohm theory.
Our treatment of the interacting electron and photon combines the ideas of Einstein and of
de Broglie–Bohm and implements them in a Lorentz covariant fashion. This is accomplished by
adapting to our interacting two-body model the so-called “hypersurface Bohm–Dirac”-type formu-
lation for non-interacting particles [Detal1999]. This formulation requires a foliation of spacetime
by spacelike hypersurfaces, a suspicious requirement — unless the hypersurfaces are determined
by the wave function. In our model these hypersurfaces are normal to a time-like Killing vector
field X that is determined by the initial data of the wave function. The guiding field for the par-
ticles is furnished by the conserved current of our quantum-mechanical multi-time wave function.
We extend a theorem of Teufel–Tumulka [TeTu2005], which implies that unique particle motions
typically exist globally in time.
The effects of Compton scattering as well as photon capture and release by the electron are
then illustrated by the numerically computed electron and photon trajectories. By sampling a large
ensemble of random positions we also illustrate that the empirical statistics over the possible actual
trajectories reproduces Born’s rule in our model, a consequence of the equivariance of the evolution
of the probability densities; see Appendix B. The rest of this paper is structured as follows:
Section 2 collects the basic mathematical ingredients needed to formulate our model.
In Section 3 we define our two-time electron-photon wave function and system of equations.
Section 4 is devoted to the discussion of our boundary conditions, based on particle current
conservation. Two propositions and a theorem are stated and proved in this section.
In Section 5 we state and prove the well-posedness of the initial-boundary-value problem for
the multi-time wave function, according to which a unique global solution exists for each time-like
Killing vector X. Some technical material is supplemented in Appendix A.
Section 6 identifies the distinguished X which depends only on the initial data for Ψ(xph,xel).
Section 7 establishes the hypersurface Bohm–Dirac-type motion for electron & photon.
Section 8 furnishes a selection of numerically computed electron & photon trajectories.
In Section 9 we close with an outlook on open questions left for future work.
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2 Preliminaries
For any d ∈ N, we let η = (ηµν) denote the Minkowski metric on Minkowski spacetime R1,d, i.e.
η = η−1 = diag(1,−1, ...,−1︸ ︷︷ ︸
d
).
2.1 Clifford algebra
Of central importance to the relativistic formulation of quantum mechanics in d space dimensions
is the complexified spacetime algebra A, defined as the complexification of the real Clifford algebra
Cl1,d(R) associated with the Minkowski quadratic form of signature (+,−, . . . ,−). For d = 1 this
algebra is easily seen to be isomorphic to the algebra of 2× 2 complex matrices: A := Cl1,1(R)C ∼=
M2(C). The isomorphism can be realized by choosing a basis for the algebra: Let
1 :=
(
1 0
0 1
)
, γ0 :=
(
0 1
1 0
)
, γ1 :=
(
0 −1
1 0
)
, (2.1)
so that we have the Clifford algebra relations
γµγν + γνγµ = 2ηµν1. (2.2)
Then a basis for Cl1,1(R) is
B := {1, γ0, γ1, γ0γ1}, (2.3)
and hence
A = SpanCB =
{(
α+ β γ − δ
γ + δ α− β
)}
α,β,γ,δ∈C
∼= M2(C).
2.2 Lorentz group O(1, 1) and its spinorial representation
The group of isometries of R1,1 is the Lorentz group O(1, 1). Viewed as a matrix group, the proper
Lorentz group is identified with SO(1, 1), the subgroup of matrices in O(1, 1) with determinant 1.
We have
SO(1, 1) =
{(
cosh a sinh a
sinh a cosh a
)}
a∈R
. (2.4)
The full Lorentz group O(1, 1) is generated by elements of SO(1, 1) together with the space-
reflection P :=
(
1 0
0 −1
)
and time-reversal T := −P =
( −1 0
0 1
)
.
For x ∈ R1,1 let
γ(x) := γµx
µ =
(
0 x0 + x1
x0 − x1 0
)
∈ A
be the image of x under the standard embedding of the Minkowski spacetime into its Clifford
algebra (indices are raised and lowered using the Minkowski metric η, and we are using Einstein’s
summation convention). Let Λ be an element in SO(1, 1), as in (2.4). We then have
γ(Λx) = LΛγ(x)L
−1
Λ ,
where
LΛ =
(
ea/2 0
0 e−a/2
)
. (2.5)
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It is also easy to check that
γ(Px) = γ0γ(x)γ0 = γ0γ(x)
(
γ0
)−1
,
so that we can set
LP := γ
0.
We note that LΛ and LP are unitary operators. When it comes to choosing the operator LT
representing time-reversal, it’s more advantageous to choose an anti-unitary operator. It’s easy to
see that
LT := γ
0C
works (cf. [Tha1992], eqs. (3.158-159)), where C is the complex conjugation operator
Cψ = ψ∗, ∀ψ ∈M2(C).
We thus have the spinorial representation of O(1, 1) as the group generated by matrices of the form
LΛ as in (2.5) together with LP and LT defined above.
The Dirac opertor D on R1,d is by definition
D := γ(∂) = γµ
∂
∂xµ
(2.6)
Thus for d = 1 we have
D =
(
0 ∂0 − ∂1
∂0 + ∂1 0
)
. (2.7)
Note that D2 = 1 where = ∂20 − ∂21 is the one-dimensional wave operator.
2.3 Spinor fields of ranks two and one
A rank-two spinor field on R1,1 is an A-valued map
(2)
ψ that under Lorentz transformations Λ ∈
O(1, 1) transforms equivariantly with respect to the spinorial representation, meaning x′ = Λx
implies φ′(x′) = LΛφ(x)L−1Λ . Thus denoting the components of
(2)
ψ(x) as
(2)
ψ =
(
φ+ χ−
χ+ φ−
)
with φ±(x), χ±(x) ∈ C, then under the action of an element of the proper Lorentz group as in (2.4)
these components transform as follows
φ+ → φ+, χ+ → e−aχ+, φ− → φ−, χ− → eaχ−, (2.8)
while under the space-reflection P we simply have φ± → φ∓, χ± → χ∓; and under the time-reversal
T we have φ± → φ∗∓, χ± → χ∗∓.
To define rank-one spinors, let z ∈ C2 be an isotropic vector, namely z 6= 0 and η(z, z) =
(z0)2 − (z1)2 = 0. Let Z = γ(z). Then det Z = 0 and thus the nullspace of Z is non-trivial, and
one-dimensional since z 6= 0. An element
(1)
ψ ∈ PC2 is a rank-one spinor if there exists an isotropic
vector z such that Z
(1)
ψ = 0. Let
(1)
ψ =
(
ψ−
ψ+
)
.
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It follows that under the action of a proper Lorentz transform of the form (2.4) the components of
a rank-one spinor field on R1,1 transform as
ψ− → ea/2ψ−, ψ+ → e−a/2ψ+, (2.9)
while under the space-reflection P we simply have ψ± → ψ∓ and under the time-reversal T we
have ψ± → ψ∗∓.
2.4 One-body wave functions and equations
2.4.1 Photon wave function and equation
According to [KTZ2018], in d space dimensions the wave function ψph of a single photon is a rank-
two bi-spinor field on R1,d which, when viewed as a linear transformation, has trace-free diagonal
blocks. In the case d = 1, bi-spinors are the same as spinors as defined in the above, while the
trace-free condition implies φ+ = φ− ≡ 0. Thus in one space dimension the wave function of a
single photon has only two non-zero components
ψph =
(
0 χ−
χ+ 0
)
. (2.10)
Moreover, according to [KTZ2018] the photon wave function satisfies a Dirac equation with a
projection term:
− i~Dψph +mEΠψph = 0, (2.11)
where Π is the projection onto diagonal blocks, and mE > 0 to be determined. In the case d = 1,
the projection term drops out, so that ψph is simply a solution of the massless Dirac equation:
− i~γµ∂ψph
∂xµ
= 0. (2.12)
In components, this becomes { −i~(∂0 − ∂1)χ+ = 0
−i~(∂0 + ∂1)χ− = 0, (2.13)
which are exactly solvable. Let
◦
ψph =
(
0
◦
χ−
◦
χ+ 0
)
be the initial data supplied on the Cauchy
hypersurface {x0 = 0} for (2.23). Let us define the characteristic coordinates
u :=
1
2
(x0 − x1), v := 1
2
(x0 + x1). (2.14)
Then (2.13) implies that ∂uχ+ = ∂vχ− = 0, and therefore the solution is
χ+ =
◦
χ+(x
1 + x0), χ− =
◦
χ−(x1 − x0). (2.15)
Hence the component χ+ is constant along left-moving null rays and χ− is constant along right-
moving null rays.
6
2.4.2 Photon probability current
The existence of a conserved probability current is of profound importance to the understanding
of the dynamics of a quantum particle. According to [KTZ2018], the photon wave function ψph
described above has an intrinsically defined conserved probability current, one which they construct
in two steps: First they show that given any Killing field X of Minkowski spacetime, the manifestly
covariant current
jµX :=
1
4
tr
(
φphγ
µφphγ(X)
)
, (2.16)
where φph := Πψph, is conserved, i.e.
∂µj
µ
X = 0. (2.17)
Here ψ := γ0ψ†γ0 is the Dirac adjoint for rank-two bispinors, and γ(X) := γµXµ.
The proof of (2.17) relies on the fact that for ψph satisfying the photon wave equation (2.11),
its projection onto the diagonal blocks φph satisfies the massless Dirac equation. As we have seen,
for d = 1 the projection is not needed, the wave function ψph itself satisfies the massless Dirac
equation 2.12. Thus in one space dimension we may define the current using the wave function
itself:
jµX :=
1
4
tr
(
ψphγ
µψphγ(X)
)
. (2.18)
In [KTZ2018] it is next proved that when X is causal and future-directed, then so is jX , i.e.
η(jX , jX) ≥ 0, and j0X ≥ 0. The authors then show that there exists a distinguished, constant
(and therefore Killing) vectorfield X that is completely determined by the wave function ψph (in
fact, given a Cauchy surface Σ it depends only on the initial value of ψph on Σ.) They define X by
considering any given Lorentz frame {e(µ)} of Minkowski spacetime, and defining
pi(µ) :=
∫
Rd
j0e(µ)dx. (2.19)
The conservation law (2.17) then implies that the pi(µ) are constant, while the definitions of pi(µ)
and jX imply that as a d+1-component object, pi := (pi(µ)) transforms correctly, i.e. like a Lorentz
vector. Moreover, pi is a future-directed causal vectorfield, and is typically time-like. They finally
set X := pi/η(pi,pi) and define the photon probability current jph to be jX for this particular choice
of constant vectorfield X.
Finally, in [KTZ2018] it is shown that jph satisfies the appropriate generalization of the Born
rule, i.e., if one defines
ρph := j
0
ph, v
k
ph :=
jkph
j0ph
, (2.20)
then one has the continuity equation
∂tρph + ∂k(ρphv
k
ph) = 0. (2.21)
Moreover, in the Lorentz frame where X = (1, 0, . . . , 0), one has
ρph =
tr(Πψph
†Πψph)∫
Rd tr(Πψph
†Πψph)dx
, (2.22)
and thus, ρph is for all practical purposes a probability density, which (for normalized wave functions
when the denominator in (2.22) equals 1) depends quadratically on the wave function.
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2.4.3 Electron wave function and equation
According to the standard one-body relativistic quantum mechanics (see e.g. [Tha1992]) the wave
function of a single electron is a rank-one spinor field on R1,1,
ψel =
(
ψ−
ψ+
)
,
which satisfies a massive Dirac equation
− i~Dψel +melψel = 0, (2.23)
where mel > 0 is the electron rest mass. These equations can be written in components as{
∂uψ+ =
−imel
~ ψ−
∂vψ− = −imel~ ψ+
. (2.24)
These are also exactly solvable: Let
◦
ψel =
( ◦
ψ−
◦
ψ+
)
be the initial data for (2.23) given on the
Cauchy hypersurface {x0 = 0}. By substituting one equation into the other one in (2.24) we see
that both components satisfy the Klein-Gordon equation:
ψ+ +
m2el
~2 ψ+ = 0
ψ+|x0=0 =
◦
ψ+
∂0ψ+|x0=0 = −imel~
◦
ψ− + ∂1
◦
ψ+

ψ− +
m2el
~2 ψ− = 0
ψ−|x0=0 =
◦
ψ−
∂0ψ−|x0=0 = −imel~
◦
ψ+ − ∂1
◦
ψ−.
(2.25)
The above equations are exactly solvable, see the Appendix.
2.4.4 Electron probability current
As is well-known, the electron wave function ψel has a conserved probability current, namely
jµel := ψelγ
µψel, (2.26)
where ψ := ψ†γ0 indicates the Dirac adjoint for rank-one bispinors. The manifestly covariant
current jel satisfies
∂µj
µ
el = 0, (2.27)
and it defines a conserved probability density that is compatible with the Born rule:
ρel :=
j0el∫
Rd j
0
eldx
=
ψel
†ψel∫
Rd ψel
†ψeldx
. (2.28)
2.5 Multi-time wave functions
In the non-relativistic Schro¨dinger–Pauli “wave mechanics,” a two-particle wave function is a map
Φ : R× Rd × Rd → Ck, (t, s1, s2) 7→ Φ(t, s1, s2), (2.29)
where d is the number of space dimensions and k determined by the number of spin components
(e.g., if both particles are spin 1/2 electrons and d = 3, then k = 4). Evidently, such a single-time
wave function is not a Lorentz covariant object.
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For the relativistic treatment of the electron-photon system we need a covariant notion of a
many-particle wave function. We shall make use of the concept of a multi-time wave function first
suggested by Dirac in 1932 [Dir1932] and recently developed considerably so as to yield a relativistic
version of the Schro¨dinger–Pauli theory (see [LPT2017] for a review). A multi-time wave function
is a map
Ψ : S ⊂ R1,d × R1,d → Ck, (x1,x2) 7→ Ψ(x1,x2), (2.30)
where S is the set of space-like configurations
S = {(x1,x2) ∈ R1,d × R1,d : η(x1 − x2,x1 − x2) < 0}. (2.31)
One way to visualize S and other domains in the two-particle configuration space R1,d × R1,d is
to use color to distinguish the two events, while depicting them in the same copy of Minkowski
spacetime R1,d. For example, in one space dimension, using the color blue for electrons and red for
photons, a space-like configuration of one photon and one electron can be depicted as in Figure 1,
while time-like configurations of such a photon-electron pair would be depicted as in Figure 2.
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Figure 1: Example of a space-like configuration
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Figure 2: Examples of time-like configurations
Writing xi = (ti, si) for events in R1,d (we set c = 1,) the multi-time wave function Ψ is related
straightforwardly to the single-time wave function Φ by evaluation at equal times (relative to a
Lorentz frame):
Φ(t, s1, s2) = Ψ(t, s1, t, s2). (2.32)
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As evolution equations, one usually considers a system of two first-order partial differential
equations, one for each particle:
i~ ∂tkΨ = HkΨ, k = 1, 2, (2.33)
where H1, H2 are differential operators, called partial Hamiltonians. Using (2.32), the chain rule
implies the usual Schro¨dinger–Pauli equation for Φ, with Hamiltonian H = H1 +H2.
It is assumed that one can rewrite (2.33) in a manifestly covariant way, e.g., for Dirac particles:
(−i~Dk +mk)Ψ = 0, k = 1, 2, (2.34)
where D1 = D ⊗ 1, D2 = 1⊗D, and m1,m2 are masses.
The idea is that the multi-time equations (2.33) determine Ψ uniquely from initial data on
Σ2 := Σ × Σ, where Σ is an initial Cauchy surface. This is possible if and only if the following
consistency condition is satisfied [PeTu2014a]:
[i~ ∂t1 −H1, i~ ∂t2 −H2] = 0. (2.35)
This condition turns out to be very restrictive. For example, it largely rules out interaction poten-
tials Vk in Hk = H
free
k +Vk(x1,x2) [PeTu2014a, DeNi2016]. It thus becomes notoriously difficult to
set up interacting dynamics for multi-time wave functions. However, one can also view the consis-
tency condition as a guideline for constructing appropriate relativistic interactions. Both particle
creation and annihilation [PeTu2014b], and relativistic contact interactions in 1+1 dimensions
satisfy the consistency condition (2.35).
It is obvious that for a relativistic quantum-mechanical theory with a fixed finite number N
of particles, the creation and annihilation formalism does not seem to suggest itself as relevant.
However, appearances may be misleading, since there are other interpretations of the mathematical
creation / annihilation operator formalism in which no particle gets created or annihilated, and
which are equally consistent with what is being observed. In a future work some of us plan to
explore these other interpretations. In this work we choose to work with contact interactions.
As explained in detail in [Lie2015], contact interactions can arise naturally from internal bound-
ary conditions of the domain S for multi-time wave functions. Clearly, S is a domain with boundary,
its boundary consisting of lightlike configurations
L := {(x1,x2) ∈ R1,d × R1,d : x1 6= x2, η(x1 − x2,x1 − x2) = 0}, (2.36)
together with the set of coincidence points,
C = {(x1,x2) ∈ R1,d × R1,d : x1 = x2}. (2.37)
Thus
∂S = L ∪ C.
As S is a domain with boundary, the question of boundary conditions arises, for the evolution of
the two-time two-body wave function in S. We shall see that it is enough to prescribe boundary
conditions only on the coincidence set C. Boundary conditions on C are equivalent to prescribing
pair interactions upon contact — at least for dynamics in d = 1 space dimensions. At equal times,
they then correspond to a δ-potential [LiNi2015].
On the other hand, since the equations satisfied by the wave function are evolution equations,
it is natural to study the initial value problem for these equations, which involves specifying the
values of the unknown on a given initial surface that is space-like with respect to both x1 and
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x2 variables. The introduction of such an initial surface Σ ⊂ M divides the domain S of space-
like configurations into two subdomains, FΣ and NΣ, consisting of “far away” and “nearby” (with
respect to Σ) configurations, respectively: Let FΣ be the set of configurations (x1,x2) ∈ M such
that x1 and x2 are both in the future of Σ, and the backward light cones emanating from x1 and
x2 do not intersect each other in the future of Σ. Similarly, let NΣ denote the set of space-like
configurations (x1,x2) lying in the future of Σ with the opposite property, namely their backward
light cones do intersect in the future of Σ (see Figure 3.)
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Figure 3: Typical configuration in FΣ (top) and NΣ (bottom)
The significance of this distinction is as follows: since the equations satisfied by the wave
function are hyperbolic, they have the domain-of-dependence property, namely the value of the
wave function at a spacetime point depends only on its initial values on Σ that lie inside the
(closed) backward light cone emanating from that point. Thus configurations in FΣ have the
property that the equations in x1 and x2 can be solved independently of one another, in other
words the two particles corresponding to the (x1, x2) configuration have not yet had a chance to
interact, and are only affected by the initial values. By contrast, for the nearby configurations,
those in NΣ, the backward light cones of the two particles intersect before they reach Σ and thus
the boundary condition prescribed on the coincidence set C needs to be taken into account.
The common boundary of the two domains FΣ and NΣ is denoted by B. We shall see that
it plays an important role in solving the initial-boundary value problem for the multi-time wave
function.
Finally, one should note that the multi-time wave function often1 gives rise to a probability
amplitude for particle detection on Cauchy surfaces Σ, given by a generalized version of Born’s
rule [LiTu2017]. This means that a suitable quadratic expression in the multi-time wave function,
such as (for two spin-12 Dirac particles)
Ψ(x1,x2) (γ
µnµ(x1))⊗ (γνnν(x2)) Ψ(x1,x2), (2.38)
where n(x) is the normal co-vector field at Σ and Ψ = Ψ†γ0 ⊗ γ0 is the Dirac adjoint of Ψ, yields
the probability density to detect two particles, at spacetime points x1,x2 ∈ Σ.
1This may require suitable conservation laws, see Sec. 4.
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3 The electron-photon two-time wave function and equation
3.1 The electron-photon wave function
In our case, d = 1 and the configuration spacetime R1,d × R1,d appearing in (2.30) is given by
M = R1,1ph × R1,1el , where for the rest of this paper, the subscript ph refers to the photon and el
to the electron variables. We denote by (xµph, x
ν
el) with µ, ν = 0, 1 a global system of rectangular
coordinates on M, and refer to space and time coordinates as
x0ph = tph, x
1
ph = sph, x
0
el = tel, x
1
el = sel. (3.1)
The multi-time wave function of the photon-electron system is a section of the vector bundle B
overM whose fibers are isomorphic to the tensor product of the subspace of anti-diagonal matrices
in M2(C) with the vector space C2. Thus Ψ has four complex components and can be represented
in the form (2.30) with k = 4. A convenient basis for the tensor space can be obtained by taking
the tensor product of the bases for each constituent: Let
B1 :=
{
E− =
(
0 1
0 0
)
, E+ =
(
0 0
1 0
)}
(3.2)
be the standard basis for the subspace of anti-diagonal 2× 2 matrices, and let
B2 :=
{
e− =
(
1
0
)
, e+ =
(
0
1
)}
(3.3)
be the standard basis for C2. Then a basis for the tensor product is
B := {E− ⊗ e−, E− ⊗ e+, E+ ⊗ e−, E+ ⊗ e+} (3.4)
Thus a section Ψ of B will have an expansion
Ψ(xph,xel) =
∑
ς1,ς2∈{−,+}
ψς1ς2(xph,xel)Eς1 ⊗ eς2 (3.5)
where four components ψ−−, ψ−+, ψ+−, ψ++ are complex-valued functions on M. The spinorial
character of Ψ reveals itself in the transformation rules of these components: Under a Lorentz
transformation2 of the form (2.4) these transform as
ψ−− → e3a/2ψ−−, ψ−+ → ea/2ψ−+, ψ+− → e−a/2ψ+−, ψ++ → e−3a/2ψ++ (3.6)
while under a space-reflection P we have
ψ−− ↔ ψ++, ψ−+ ↔ ψ+−, (3.7)
and under a time-reversal T we have
ψ−− → ψ∗++, ψ+− → ψ∗−+, ψ−+ → ψ∗+−, ψ++ → ψ∗−−, (3.8)
where ∗ denotes complex conjugation extended in the standard way to the tensor space.
A two-body two-time wave function Ψ is called a pure product state if it is the tensor product
of a one-body photon and a one-body electron wave function, Ψ = ψph ⊗ ψel. Equation (3.5)
shows that any two-time two-body wave function can be written as a linear superposition of pure
products. A two-time two-body wave function that cannot be written as a single pure product
state is called entangled.
A two-body quantum system is called interacting if a pure product initial state can evolve into
an entangled state.
2We are only interested in Lorentz transformations with identical action on the photonic and electronic variables.
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3.2 Defining equations of the electron-photon wave function dynamics
We are now ready to write down the defining equations of our photon-electron model. Our goal is
to set up an interacting dynamics via relativistic contact interactions, as outlined above. Let
γµph := γ
µ ⊗ 1, γνel := 1⊗ γν , (3.9)
and
Dph := γ
µ
ph∂xµph
, Del := γ
ν
el∂xνel . (3.10)
Then the multi-time dynamics of the electron-photon wave function is defined by:
(a) The free multi-time equations on S:{ −i~DphΨ = 0
−i~DelΨ +melΨ = 0 ; (3.11)
(b) Initial data specified on the surface
I := {(tph, sph, tel, sel) ∈ S : tel = tph = 0}, (3.12)
namely
Ψ(0, sph, 0, sel) =
◦
ψ(sph, sel); (3.13)
(c) Boundary conditions on C. These implement contact interactions, as described above. Their
exact form shall be determined in the next section by considerations about probability con-
servation. Note at this point that in 1+1 dimensions, S decomposes into two disjoint parts,
S1 = {(tph, sph, tel, sel) ∈ S : sph < sel}, S2 = {(tph, sph, tel, sel) ∈ S : sph > sel}. (3.14)
Boundary conditions will be linear relations between limits in S1 or S2 towards C of the
components of Ψ.
4 Conserved currents and the boundary condition
Given a two-time two-body wave function Ψ, we define its Dirac adjoint Ψ as follows: If Ψ is a
pure product Ψ = ψph ⊗ ψel then the adjoint is defined by taking the product of the adjoints, i.e.
Ψ := ψph ⊗ ψel = γ0ψph†γ0 ⊗ ψel†γ0. (4.1)
For a general two-time two-body wave function, we first write it as a linear superposition of product
states and define the adjoint by insisting that it be a linear operation.
Remark 4.1. Despite the appearance of factors γ0 in (4.1), the Dirac adjoint operation is frame-
independent. On Lorentzian backgrounds, it is the dagger, i.e. conjugate-transpose, operation
that is frame-dependent, since it requires the choice of a time-like direction to be made (see e.g.
[Rie1946].)
Given the existence of a conserved probability current for each of the two particles separately
(i.e. (2.16) and (2.26),) a good candidate for a joint probability current is the tensor product of the
two currents, a` la (2.38), for an appropriately chosen constant vectorfieldX that is solely determined
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by the joint wave function Ψ. To this end, let X be a fixed time-like, constant vectorfield on the
Minkowski spacetime R1,1. Later on we will show how to determine X from the wave function. Let
jµνX [Ψ] :=
1
4
trph{ΨγµphγνelΨγph(X)}, (4.2)
where trph = tr⊗1 is the operation of taking the trace of the photonic component (again, defined
first on pure products and then extended by linearity. Recall that the photonic component of the
wave function is a rank-two spinor, and a linear transformation, so its trace is well defined.) We
have
Proposition 4.2. Let Ψ be a C1-solution of (3.11) and let X be any constant vectorfield on R1,1.
Then the current jX is jointly conserved, meaning{
∂xµph
jµνX = 0 for ν = 0, 1
∂xνelj
µν
X = 0 for µ = 0, 1.
(4.3)
Proof. The photon equation and its adjoint, ∂xµph
Ψγµ = 0, imply:
∂xµph
jµνX =
1
4
trph{(∂xµphΨγ
µ
ph︸ ︷︷ ︸
=0
)γνelψγph(X) + ψγ
ν
el(γ
µ
ph∂xµph
ψ︸ ︷︷ ︸
=0
)γph(X)} = 0. (4.4)
Moreover, due to the Dirac equation for the electron and its adjoint, we have:
∂xνelj
µν
X =
1
4
trph{(−∂xνelΨγνel)γ
µ
phΨγph(X) + Ψγ
µ
ph(γ
ν
el∂xνelΨ)γph(X)}
=
1
4
trph{imelΨγµphΨγph(X) + Ψγµph(−imelΨ)γph(X)}
= 0. (4.5)
We now quote a result from [Lie2015, Thm. 4.4] which applies to every tensor current jµν(x1, x2)
that is C1 in S (but possibly discontinuous across C,) and that satisfies (4.3) in S.
Proposition 4.3. The total probability
P :=
∫
Σ×Σ
dσµ(xph) dσν(xel) j
µν
X (xph, xel) (4.6)
is conserved (independent of the Cauchy surface Σ) if the following condition (local probability
conservation) is satisfied: Let µν stand for the Levi-Civita symbol. Then:
lim
ε→0
µν
(
jµνX (t, s− ε, t, s+ ε)− jµνX (t, s+ ε, t, s− ε)
)
= 0 ∀t, s ∈ R. (4.7)
For simplicity, we specialize to the case
lim
ε→0
µνj
µν
X (t, s− ε, t, s+ ε) = 0 = limε→0 µνj
µν
X (t, s+ ε, t, s− ε). (4.8)
Remark 4.4. Physically, this boundary condition corresponds to the electron and the photon not
passing through, but completely reflecting off of, each other.
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Proposition 4.5. Let the vector field X be time-like. Then the only translation-invariant class of
boundary conditions for the components of Ψ (in any given Lorentz frame) that leads to (4.8) is:
lim
ε→0
ψ−+(t, s∓ ε, t, s± ε) = eiθ±
(
X0 +X1
X0 −X1
)1/2
lim
ε→0
ψ+−(t, s∓ ε, t, s± ε) ∀t, s ∈ R (4.9)
for constant phases θ± ∈ [0, 2pi).
Proof. For ease of notation, we omit the limits and arguments of the wave function in (4.8) and
focus on S1. First, we write out j
µν
X in terms of the components of ψ. An elementary calculation
yields:
jµνX =
∑
ρ=0,1
Xρ
[|ψ−−|2 + (−1)ν |ψ−+|2 + (−1)µ+ρ|ψ+−|2 + (−1)µ+ν+ρ|ψ++|2] . (4.10)
Thus:
1
2
(
j01X − j10X
)
= 12
∑
ρ=0,1
Xρ
[|ψ−−|2 − |ψ−+|2 + (−1)ρ|ψ+−|2 − (−1)ρ|ψ++|2]
−12
∑
ρ=0,1
Xρ
[|ψ−−|2 + |ψ−+|2 − (−1)ρ|ψ+−|2 − (−1)ρ|ψ++|2]
= − |ψ−+|2(X0 +X1) + |ψ+−|2(X0 −X1), (4.11)
so that the boundary condition (4.8) is equivalent to
|ψ−+|2 = X
0 +X1
X0 −X1 |ψ+−|
2. (4.12)
(Recall thatX0 = X
0, X1 = −X1, and thatX is not null.) AsX is time-like, i.e. (X0)2−(X1)2 > 0,
we have that X
0+X1
X0−X1 > 0. Thus the two sides of (4.12) can be viewed as the squares of the moduli
of two complex numbers, therefore these complex numbers can only differ by a phase, which yields
(4.9), except that the phases θi could be functions of t, s. However, the only translation invariant
possibilities clearly are θ± = const.
THEOREM 4.6. The only choices for θ± which make the boundary condition (4.9) invariant
under the full Lorentz group are
θ− = −θ+ =: θ with θ ∈ [0, 2pi). (4.13)
Proof. We decompose the proof into three steps: 1) invariance under proper Lorentz transforma-
tions, 2) reflection invariance, and 3) time reversal invariance.
With regard to 1), invariance of (4.9) under Λ ∈ SO(1, 1) can be seen using the transformation
behavior (3.6):
(4.9)
Λ−→ ea/2ψ−+ = eiθ±
(
(cosh a+ sinh a)X0 + (cosh a+ sinh a)X1
(cosh a− sinh a)X0 − (cosh a− sinh a)X1
) 1
2
e−a/2ψ+−
⇔ ψ−+ = eiθ±
(
ea(X0 +X1)
e−a(X0 −X1)
)1/2
e−aψ+−
⇔ ψ−+ = eiθ±
(
X0 +X1
X0 −X1
)1/2
ψ+−, (4.14)
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which gives back (4.9).
With regard to 2), reflection invariance, we have ψ+− ↔ ψ−+ under a reflection x → Px (as
noted before). Thus, the boundary condition on S1 transforms to:
lim
ε→0
ψ−+(t, s− ε, t, s+ ε) = eiθ+
(
X0 +X1
X0 −X1
)1/2
lim
ε→0
ψ+−(t, s− ε, t, s+ ε)
P−→ lim
ε→0
ψ+−(t,−s+ ε, t,−s− ε) = eiθ+
(
X0 −X1
X0 +X1
)1/2
lim
ε→0
ψ−+(t,−s+ ε, t,−s− ε)
⇔ lim
ε→0
ψ−+(t,−s+ ε, t,−s− ε) = e−iθ+
(
X0 +X1
X0 −X1
)1/2
lim
ε→0
ψ+−(t,−s+ ε, t,−s− ε). (4.15)
This is a boundary condition (4.9) on S2 with
θ− = −θ+. (4.16)
As there is only one phase remaining, we simply call it θ = θ+ = −θ−.
Now we turn to 3), time reversal invariance. Recall that under a time-reversal T, the relevant
components of ψ transform as follows: ψ+− → ψ∗−+ and ψ−+ → ψ∗+−. Hence
lim
ε→0
ψ−+(t, s∓ ε, t, s± ε) = e±iθ
(
X0 +X1
X0 −X1
)1/2
lim
ε→0
ψ+−(t, s∓ ε, t, s± ε)
T−→ lim
ε→0
ψ∗+−(−t, s∓ ε,−t, s± ε) = e±iθ
(−X0 +X1
−X0 −X1
)1/2
lim
ε→0
ψ∗−+(−t, s∓ ε,−t, s± ε)
⇔ lim
ε→0
ψ−+(−t, s∓ ε,−t, s± ε) = e±iθ
(
X0 +X1
X0 −X1
)1/2
lim
ε→0
ψ+−(−t, s∓ ε,−t, s± ε) (4.17)
which is consistent with the original boundary condition, for all θ.
The dynamics on the two parts S1, S2 of the domain are now independent, as these are disjoint
open sets and the boundary conditions for Ψ on one subdomain do not involve the other one. This
allows us to focus on the dynamics in, say, S1; the dynamics in S2 can then be treated analogously.
5 The initial-boundary-value problem for two-time wave functions
In this section we consider the initial-boundary value problem (IBVP) for the two-time two-body
wave function Ψ = (ψ−−, ψ−+, ψ+−, ψ++), consisting of (3.11), (3.13), and (4.9), and prove its
well-posedness.
THEOREM 5.1. Let X be any constant time-like and future-directed vectorfield of the Minkowski
spacetime R1,1, whose components in a given Lorentz frame are denoted (X0, X1), and let θ ∈ [0, 2pi)
be a fixed angle. Let S denote the set of space-like configurations in M = R1,1×R1,1, as defined in
(2.31), let C ⊂ ∂S denote the set of coincidence points, as in (2.37), and let I be the initial surface,
as in (3.12). Let
◦
ψ : I → C4 be C1 data that is compactly supported in the half-space I ∩ S1 (with
S1 as in (3.14)). Assume that the initial data are compatible with the boundary condition, i.e.
◦
ψ−+(s, s) = eiθ
√
X0 +X1
X0 −X1
◦
ψ+−(s, s), ∀s ∈ R. (5.1)
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Then the following initial-boundary value problem for the multi-time wave function Ψ :M→ C4,
−i~DphΨ = 0
−i~DelΨ +melΨ = 0 in S
Ψ =
◦
ψ on I
ψ−+ = eiθ
√
X0+X1
X0−X1ψ+− on C
(5.2)
(see (4.9) for the precise statement of the boundary condition) has a unique global-in-time solution
that is supported in S1, depends continuously on the initial data
◦
ψ, is C1 in S1\B with
B := {(tph, sph, tel, sel) ∈M : sph + tph = sel − tel}, (5.3)
is continuous across B, and its first partial derivatives are bounded for sph + tph ↗ sel − tel and
sph + tph ↘ sel − tel. Furthermore, for every Cauchy surface Σ ⊂ R1,1, the solution is compactly
supported in (Σ× Σ) ∩ S1.
Proof. We begin by writing the equations in components. With coordinates on M as in (3.1), the
massless equations are
∂uphψ++ = 0, ∂uphψ+− = 0, ∂vphψ−+ = 0, ∂vphψ−− = 0, (5.4)
while the massive equations read
∂uelψ++ + iωψ+− = 0 (5.5)
∂velψ+− + iωψ++ = 0 (5.6)
∂uelψ−+ + iωψ−− = 0 (5.7)
∂velψ−− + iωψ−+ = 0, (5.8)
where
ω :=
mel
~
, (5.9)
and we have introduced the null coordinates
uph = (tph − sph)/2, vph = (tph + sph)/2, uel = (tel − sel)/2, vel = (tel + sel)/2. (5.10)
Our strategy for solving these equations is as follows. As we have seen before, the massless equations
(5.4) imply that ψ++ and ψ+− depend only on (vph; tel, sel) while ψ−+ and ψ−− depend only on
(uph; tel, sel).
We have also seen that, a pair of the massive equations can be combined to give a Klein-Gordon
equation for both components; e.g. (5.5) and (5.6) combine to yield
( el + ω
2)ψ+− = 0
ψ+−
∣∣
tel=0
=
◦
ψ+−(sph + tph, sel)
∂telψ+−
∣∣
tel=0
= −∂sel
◦
ψ+−(sph + tph, sel)− iω
◦
ψ++(sph + tph, sel).
(5.11)
and 
( el + ω
2)ψ++ = 0
ψ++
∣∣
tel=0
=
◦
ψ++(sph + tph, sel)
∂telψ++
∣∣
tel=0
= ∂sel
◦
ψ++(sph + tph, sel)− iω
◦
ψ+−(sph + tph, sel),
(5.12)
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(where el := ∂
2
tel
− ∂2sel), while (5.8) and (5.7) combine to yield
( el + ω
2)ψ−− = 0
ψ−−
∣∣
tel=0
=
◦
ψ−−(sph − tph, sel)
∂telψ−−
∣∣
tel=0
= −∂sel
◦
ψ−−(sph − tph, sel)− iω
◦
ψ−+(sph − tph, sel).
(5.13)
and 
( el + ω
2)ψ−+ = 0
ψ−+
∣∣
tel=0
=
◦
ψ−+(sph − tph, sel)
∂telψ−+
∣∣
tel=0
= ∂sel
◦
ψ−+(sph − tph, sel)− iω
◦
ψ−−(sph − tph, sel).
(5.14)
In the above Cauchy problems, one may think of tph, sph as fixed parameters, while the evolution
takes place in the (tel, sel) variables. This observation allows us to view the above initial value
problems as being posed in the projected configuration spacetime
Mel(xph) := {xel ∈ R1,1 | (xph,xel) ∈M}. (5.15)
Figure 4 show various relevant regions in the projected configuration spacetime Mel(xph).
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Figure 4: Regions in the projected configuration space Mel(xph)
Now, these Cauchy problems are easily solvable using (A.2), and as this formula suggests, the
solution consists of integrating the initial data, against some kernel, on a line segment lying in
the initial surface I. Let q := (tph, sph, tel, sel) be an arbitrary point in S1. Thus sph < sel. Our
objective is to solve for ψ(q). In order to simplify the presentation, we will henceforth assume
tph, tel > 0. For (5.11) and (5.12) the line of integration is
L+ = {(0, s′ph, 0, s′el) ∈ I | s′ph = sph + tph, sel − tel ≤ s′el ≤ sel + tel}, (5.16)
while for (5.13) and (5.14) that line is
L− = {(0, s′ph, 0, s′el) ∈ I | s′ph = sph − tph, sel − tel ≤ s′el ≤ sel + tel}. (5.17)
Clearly L− is wholly contained in the region S1, while L+ in general is not. More specifically,
L+ ⊂ S1 if and only if sph + tph < sel − tel. Let
R1Σ := FΣ ∩ S1 = {q ∈ S1 | sph + tph < sel − tel} (5.18)
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denote the configurations corresponding to the particles being “far” from each other, with respect
to Σ. The above analysis means that while (5.13) and (5.14) can be solved to find ψ−−(q) and
ψ−+(q) for any q ∈ S1, this is not the case for (5.11) and (5.12), which can only be solved using
(A.2) if the backward characteristics emanating from q do not hit the boundary C. Thus, we can
only find ψ+−(q) and ψ++(q) using this method if q ∈ R1Σ. For configurations that are “nearby”
with respect to Σ, i.e. those that belong to
R2Σ := NΣ ∩ S1 = S1 \ R1Σ = {q ∈ S1 | sph + tph > sel − tel}, (5.19)
we need a different approach. We will in fact set up and solve a Goursat problem in R2Σ for ψ+−.
The full algorithm for finding the solution ψ is as follows: Let q = (sph, tph, sel, tel) ∈ S1 be
fixed.
Step 1. Use (A.2) to solve the Cauchy problems (5.8) and(5.7) and find ψ−−(q) and ψ−+(q)
everywhere in S1. The solutions will be as regular as the data, which is assumed to be smooth.
Step 2. If q ∈ R1Σ, use (A.2) to solve the Cauchy problems (5.11) and (5.12), and find ψ+−(q)
and ψ++(q) everywhere in R
1
Σ. Extend the solutions by continuity to the closure of this region, so
that ψ+±(s′ph, t′ph, s′el, t′el) are also known on its boundary B, where s′ph + t′ph = s′el − t′el.
Step 3. Observe that, since the characteristics uph = const. in S1 intersect the boundary C,
the support of ψ−+ as it evolves forward in time, will eventually hit the boundary. Before the first
hit, in (5.4–5.8) we have a non-interacting system, whose solution trivially exists, is unique, and
is as smooth as its data. Without loss of generality therefore, we can assume that the support
of the initial data for ψ−+ is contained in a coordinate rectangle in the s′ph < s′el half-plane in I,
one corner of which lies on the diagonal line s′ph = s′el. (This can always be done via a suitable
translation of the time coordinates t′ph, t′el.)
Step 4. Let q ∈ R2Σ be fixed. We define the characteristic sets
C±q := {q′ ∈ S1 | s′ph + t′ph = sph + tph, s′el ± t′el = sel ± tel}. (5.20)
Since sph + tph > sel − tel, the characteristic C−q intersects the boundary C at an earlier positive
time T < min{tph, tel} (see Figure 5.) In fact, let
T :=
1
2
(sph + tph − sel + tel) > 0, S := 1
2
(sph + tph + sel − tel). (5.21)
Then clearly the “collision” point is qc := (T, S, T, S) ∈ C∩C−q . We translate the spatial coordinates
s′ph, s′el in such a way that in the new coordinates, the point qc also belongs to the characteristic
C+0 : Let
s′′ph := s
′
ph − (sph + tph), s′′el := s′el − (sph + tph), (5.22)
and change coordinates onM to (t′ph, s′′ph, t′el, s′′el). In the new coordinates qc = (T,−T, T,−T ) ∈ C+0 .
From Step 2 we can compute ψ+− at a point on the boundary B of the region R1Σ, where
s′′ph + t′ph = s′′el − t′el = 0. Thus we may define a function ζ : R→ C by
ζ(b) := ψ+−(0, 0; b, b), ∀b > 0. (5.23)
Furthermore, from Step 1, ψ−+ is defined everywhere in S1, in particular on the boundary
C. Using the boundary condition (4.9) we thus know ψ+− there. We may thus define a function
ξθ : R→ C by
ξθ(c) := ψ+−(c,−c; c,−c) = e−iθ
√
X0 +X1
X0 −X1ψ−+(c,−c; c,−c). (5.24)
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Figure 5: The Goursat problem in region R2Σ of the projected configuration space Mel(xph)
Therefore, ψ+− is now known on the two characteristic sets C±0 , allowing us to set up a Goursat
problem for ψ+−.
Step 5. In the new coordinate system we have chosen, q = (tph,−tph, tel, sel), so that q ∈ R2Σ
implies that |sel| < tel. We set up a Goursat problem for a function Uθ(t, s) defined in the future
cone
Ω := {(t, s) ∈ R2 | |s| < t} (5.25)
as follows: 
(∂2t − ∂2s + ω2)Uθ = 0 in Ω
Uθ(b, b) = ζ(b), ∀b > 0
Uθ(c,−c) = ξθ(c), ∀c > 0.
(5.26)
Note that, by the compatibility assumption (5.1) on the intial data , we have ζ(0) = ξθ(0). We
solve the above Goursat problem using (A.4), and set
ψ+−(q) = Uθ(tel, sel). (5.27)
(Translating back to the old s′ph, s′el coordinates will reveal the dependence on tph + sph.)
Step 6. Lastly, now that we have ψ+−(q) for all q ∈ S1, we may recover ψ++(q) in the
remaining region, i.e. for q ∈ R2Σ, by integration, via (5.5):
ψ++(tph, sph, tel, sel) = ψ++(tph, sph, T˜, S˜)− iω
∫ tel
T˜
ψ+−(tph, sph, τ, sel + tel − τ)dτ, (5.28)
where
T˜ :=
1
2
(tel + sel − tph − sph), S˜ := 1
2
(tel + sel + tph + sph). (5.29)
This completes the algorithm for finding ψ everywhere in S1. The resulting formulas, in the
original coordinates, are as follows (recall that these formulas are only valid for sel ≥ sph):
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ψ−−(tph, sph, tel, sel) =
◦
ψ−−(sph − tph, sel − tel) (5.30)
− ω
2
∫ sel+tel
sel−tel
J1
(
ω
√
t2el − (sel − σ)2
)√
tel + sel − σ
tel − sel + σ
◦
ψ−−(sph − tph, σ)dσ
− iω
2
∫ sel+tel
sel−tel
J0
(
ω
√
t2el − (sel − σ)2
)
◦
ψ−+(sph − tph, σ)dσ
ψ−+(tph, sph, tel, sel) =
◦
ψ−+(sph − tph, sel + tel) (5.31)
− ω
2
∫ sel+tel
sel−tel
J1
(
ω
√
t2el − (sel − σ)2
)√
tel − sel + σ
tel + sel − σ
◦
ψ−+(sph − tph, σ)dσ
− iω
2
∫ sel+tel
sel−tel
J0
(
ω
√
t2el − (sel − σ)2
)
◦
ψ−−(sph − tph, σ)dσ
For sph + tph ≤ sel − tel,
ψ+−(tph, sph, tel, sel) =
◦
ψ+−(sph + tph, sel − tel) (5.32)
− ω
2
∫ sel+tel
sel−tel
J1
(
ω
√
t2el − (sel − σ)2
)√
tel + sel − σ
tel − sel + σ
◦
ψ+−(sph + tph, σ)dσ
− iω
2
∫ sel+tel
sel−tel
J0
(
ω
√
t2el − (sel − σ)2
)
◦
ψ++(sph + tph, σ)dσ
ψ++(tph, sph, tel, sel) =
◦
ψ++(sph + tph, sel + tel) (5.33)
− ω
2
∫ sel+tel
sel−tel
J1
(
ω
√
t2el − (sel − σ)2
)√
tel − sel + σ
tel + sel − σ
◦
ψ++(sph + tph, σ)dσ
− iω
2
∫ sel+tel
sel−tel
J0
(
ω
√
t2el − (sel − σ)2
)
◦
ψ+−(sph + tph, σ)dσ,
while, for sph + tph > sel − tel, setting s˜el := sel − (sph + tph) we have
ψ+−(tph, sph, tel, sel) = ζ
(
tel + s˜el
2
)
+ ξθ
(
tel − s˜el
2
)
− 1
2
(ζ(0) + ξθ(0))J0
(
ω
√
t2el − s˜2el
)
(5.34)
− ω(tel − s˜el)
∫ (tel+s˜el)/2
0
ζ(b)
J1
(
ω
√
(tel − s˜el)(tel + s˜el − 2b)
)
√
(tel − s˜el)(tel + s˜el − 2b)
db
− ω(tel + s˜el)
∫ (tel−s˜el)/2
0
ξθ(c)
J1
(
ω
√
(tel + s˜el)(tel − s˜el − 2c)
)
√
(tel + s˜el)(tel − s˜el − 2c)
dc,
where
ζ(b) := ψ+−(0, sph + tph, b, sph + tph + b), (5.35)
ξθ(c) := e
−iθ
√
X0 +X1
X0 −X1ψ−+(c, sph + tph − c, c, sph + tph − c), (5.36)
and the right-hand sides of (5.35) and (5.36) are to be substituted for from (5.32) and (5.31),
respectively.
Finally, for sph + tph > sel − tel, ψ++ can be determined by substituting (5.33) and (5.34) into
(5.28).
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We turn to the regularity of the solution. Carefully considering our formulas (5.28)-(5.36),
we note the following points. First of all, the functions J0(x) and J1(x)/x which occur in the
integration kernels are smooth and bounded functions, and the integrals have finite domains.
Now, (5.30) shows that ψ−− is continuously differentiable in S1 if
◦
ψ−− and
◦
ψ−+ are. Likewise,
(5.31) shows that the same condition also makes ψ−+ continuously differentiable in S1.
For sph + tph ≤ sel − tel, (5.32) implies that ψ+− is C1 if
◦
ψ+− and
◦
ψ++ are. Similarly, we can
see from (5.33) that
◦
ψ++ is C
1 in this region under the same condition.
For sph + tph > sel− tel, (5.34) shows that ψ+− is C1 if ζ and ξθ are C1 functions of their argument.
By (5.35) and (5.36) we have just checked that this is the case. So it is clear that the requirements
on the initial data
◦
ψ ensure that the solution is C1 in S1\B.
Next, we come to the continuity of ψ across B. For ψ−− and ψ−+, there is nothing to show.
For ψ+−, a short calculation involving the boundary condition for
◦
ψ, (5.32) yields in the limit
sph + tph ↘ sel− tel: ψ+−(tph, sph, tel, sel)→ ψ+−(0, sph + tph, tel, sel) (with sph + tph = sel− tel). As the
formula for ψ(tph, sph, tel, sel) in (5.32) depends only on sph + tph, this agrees with ψ(tph, sph, tel, sel)
in the limit tph + sph ↗ sph + tph.
For ψ++, consider (5.28) in the limit sph + tph ↘ sel − tel. Then T˜ → tel and S˜ ↘ sel, so (5.28)
yields limsph+tph↘sel−tel ψ++(tph, sph, tel, sel) = limsph+tph↗sel−tel ψ++(tph, sph, tel, sel), i.e. continuity
of ψ++ across B.
Finally, the solution formulas also show that the partial derivatives of ψ remain bounded in
the limits sph + tph ↗ sel − tel and sph + tph ↘ sel − tel as the partial derivatives ∂j
◦
ψ(sph, sel) of the
initial data remain bounded for sph ↗ sel and j ∈ {sph, sel}.
The fact that ψ is compactly supported on any set of the form (Σ × Σ) ∩ S1 where Σ is a
Cauchy surface can be read off from the solution formulas as well. In fact, the formulas show that
the propagation is not faster than the speed of light in the sense that if ψ|(Σ×Σ)∩S1 is compactly
supported in a set S ⊂ (Σ × Σ) ∩ S1, then for every other Cauchy surface Σ′, ψ|(Σ′×Σ′)∩S1 is
compactly supported in the “grown set” (compare [LiTu2017])
Gr
(
S, (Σ′ × Σ′) ∩ S1
)
=
 ⋃
(xph,xel)∈S
LC(xph)× LC(xel)
 ∩ [(Σ′ × Σ′) ∩ S1] , (5.37)
where LC(x) is the (future and past) solid light cone of x ∈ R1,1.
6 The probability current
In the above we have shown the existence of multi-time dynamics for the photon-electron system
(5.2), given any constant time-like vector field X on R1,1. Here we propose a particular choice of
X that can be constructed entirely from the initial data
◦
ψ for the two-body wave function ψ. We
then show that it can be used to construct a quantum probability current for the system that will
be compatible with Born’s rule, and will give rise to velocity fields for the two particles in a de
Broglie–Bohm setting.
We define, in a given Lorentz frame {e(0), e(1)} for R1,1, and with jX as in (4.2),
pi(0) :=
∫
I
j00e(0) =
1
4
∫
I
trph(
◦
ψγ0phγ
0
el
◦
ψγ0ph) =
1
4
∫ ∞
−∞
∫ ∞
−∞
∑
ς1,ς2∈{+,−}
| ◦ψς1ς2 |2dsphdsel (6.1)
pi(1) :=
∫
I
j00e(1) =
1
4
∫
I
trph(
◦
ψγ0phγ
0
el
◦
ψγ1ph) =
1
4
∫ ∞
−∞
∫ ∞
−∞
∑
ς1,ς2∈{+,−}
ς1|
◦
ψς1ς2 |2dsphdsel, (6.2)
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and let
pi :=
1∑
µ=0
pi(µ)e(µ). (6.3)
It is clear that pi is a time-like, future-directed, constant (and therefore Killing) vector field on
R1,1, and that it is constructed entirely from the initial wave function. Let the vector field X be
defined by
X :=
pi
η(pi,pi)
=
pi
pi2(0) − pi2(1)
. (6.4)
X is therefore, like pi, a time-like, future-directed constant vector field on R1,1.
We now define, following the recipe in [KTZ2018], the probability current j for the electron-
photon system to be
jµν := jµνX =
1
4
trph(ψγ
µ
phγ
ν
elψγ
α
phXα). (6.5)
By Prop. 4.2, the current j is conserved under the multi-time flow of (3.11). Moreover, since the
boundary condition (4.9) is satisfied for solutions of (5.2), by Prop. 4.3, the corresponding total
probability (4.6) is conserved on all Cauchy surfaces. In particular, since
j00 =
1
4η(pi,pi)
pi(0) ∑
ς1,ς2∈{+,−}
| ◦ψς1ς2 |2 − pi(1)
∑
ς1,ς2∈{+,−}
ς1|
◦
ψς1ς2 |2
 , (6.6)
we have ∫ ∞
−∞
∫ ∞
−∞
j00dsphdsel = 1 (6.7)
at all times, so that we can define
ρ := j00 (6.8)
to be the (joint) probability density of the photon-electron system. More generally, for any smooth
Cauchy surface Σ,
ρΣ(xph,xel) := j
µν
X (xph,xel)nµ(xph)nν(xel) (6.9)
is the probability density of detecting the photon on Σ; compare (2.38) (and see [LiTu2017] for a
derivation of this generalized Born rule).
As an example, we can solve (5.2) with initial data corresponding to the wave function being
a pure product and its four components having the same Gaussian profile, with mean zero for the
photon and mean one for the electron. Figure 6 shows plots of the resulting joint probability density
at six successive instances of common time tel = tph = t. It is clear that after “reflection” from
the boundary the wave function is no longer a pure product and thus we have a truly interacting
system.
7 Electron and photon trajectories
In recent years so-called “weak measurements” [AAV1988] of photon trajectories have become
feasible in laboratory experiments [Ketal2011]. In principle these should be computable from a
de Broglie–Bohm type equation of motion for the particle positions. The de Broglie–Bohm the-
ory, a.k.a. Bohmian mechanics (BM) or the pilot wave theory, is a non-relativistic theory which
stipulates that the building blocks of matter are point particles whose motion is choreographed
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Figure 6: Color contour plot of the density ρ in photon-electron configuration space at six con-
secutive snapshots of common time t = tel = tph. The photon axis is horizontal, the electron axis
vertical. The four “bumps” correspond to the four components of the joint wave function.
by Schro¨dinger’s, or rather Pauli’s wave functions in such a way that one recovers the usual sta-
tistical quantum predictions from the randomness of the initial positions (see [Du¨Te2009] for an
introduction to BM). A relativistic extension of BM for non-interacting (but possibly entangled)
spin-1/2 particles, the so-called “Hypersurface Bohm Dirac (HBD) model,” has been proposed in
[Detal1999]. In the following we show that an HBD-type guiding law can be formulated also for
our relativistic quantum-mechanical model of an interacting electron-photon system.
We recall that the law for world-lines for N electrons (the relativistic analog of particle motion)
in the HBD model has two main ingredients:
(a) the Dirac tensor current jµ1...µN (x1, ...,xN ) = Ψ(x1, ...,xN )γ
µ1 ⊗ · · · ⊗ γµNΨ(x1, ...,xN ), and
(b) a preferred foliation F of Minkowski spacetime into space-like surfaces.
Concerning (a), one can also use a different tensor current jµ1...µN (x1, ...,xN ) to define the world-
lines, provided its four-divergence with respect to every particle index µk is zero and the contrac-
tions of j with N−1 normal vectors are time-like or light-like and future pointing. This may lead to
probabilities which are not |ψ|2-distributed, though. With regard to (b), a preferred foliation may
on first glance seem to contradict the spirit of relativity. This point has been critically discussed in
[Detal2014]. The upshot of the discussion is that the foliation needs to be dynamical, i.e., subject
to a law itself, in order for the resulting theory to be relativistic in a certain sense. Perhaps the
most appealing possibility to achieve that is to extract the foliation from the wave function.
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That being said, we readily note that all ingredients for a HBD model are available for our
interacting electron-photon model. As the tensor current, we use jµνX (xph,xel), and the foliation
F : s 7→ Σs is given by the set of hypersurfaces Σs orthogonal to X. The parametrization s of these
surfaces is arbitrary. Note that X is indeed extracted from the wave function.
Let Qph(s), Qel(s) denote the points of intersection of the photon (ph) and electron (el) world-
lines with Σs. Then the law for their motion is given by:
dQµph(s)
ds
= jµνX (Qph(s), Qel(s))Xν ,
dQνel(s)
ds
= jµνX (Qph(s), Qel(s))Xµ. (7.1)
As the foliation consists of equal-time planes in the frame where X = (1, 0), it can be simplified as
follows in this frame (letting t = Q0ph = Q
0
el):
dQ(t)
dt
=
J(t, Q(t))
ρ(t, Q(t))
, (7.2)
where Q = (Q1ph, Q
1
el) and J = (J
1, J2), with J(t, (sph, sel)) = (j
10
X (t, sph, t, sel), j
01
X (t, sph, t, sel)); and
where we have set ρ(t, (sph, sel)) = j
00(t, sph, t, sel).
The dynamics thus reduces to an ODE with equal times in the preferred frame given by X. We
shall prove the typical global existence of solutions of (7.2) on the (timeless) configuration space
Q = {(sph, sel) ∈ R2 : sph < sel}. (7.3)
“Typical” here means for almost all initial configurations Q0 ∈ Q with respect to the measure ρ dq.
Such a global existence result was obtained in [Betal1995] for non-relativistic Bohmian mechanics
and in [TeTu2005] for general laws of the form (7.2) where, however, J and ρ were assumed to be
C1-functions. Thus, we have to make sure that the arguments also work in our case where J, ρ
are only Lipschitz continuous. The idea of [TeTu2005] is to devise conditions which exclude all
possible ways in which the dynamics may fail to exist, namely:
1. The trajectories reach a node of Ψ where ρ = 0 and thus (7.2) may become singular,
2. The trajectories escape to infinity in finite time,
3. The trajectories reach a boundary point (where the dynamics is not defined).
The theorem of [TeTu2005] is included in Appendix B, see Thm. B.1. We now use it to formulate
a more specialized theorem which can be applied to our case.
THEOREM 7.1. Let Q be the configuration space (7.3). Moreover, let ρ : [0,∞) × Q → [0,∞)
and J : [0,∞)×Q → R2 be locally Lipschitz continuous and have the following properties:
1. ∂tρ+ div J = 0 almost everywhere
3,
2. ρ > 0 whenever ρ 6= 0,
3.
∫
Q dq ρ(t, q) = 1 for all t ≥ 0,
4. There is a constant C > 0 such that |J | ≤ Cρ.
3“Almost everywhere” without any measure specified refers to the Lebesgue measure, here and henceforth.
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5. J and the first order derivatives of ρ are bounded on bounded sets (whenever these derivatives
exist, i.e., almost everywhere),
6. |J1(t, q)− J2(t, q)| = 0 ∀t ≥ 0 ∀q ∈ ∂Q.
Let µt be the family of measures on Q defined by µt(dq) = ρ(t, ·) dq. Then for µ0-almost all q ∈ Q,
the solution of (7.2) starting at Q(0) = q exists for all times t ≥ 0, we have Q(t) ∈ Q∀t ≥ 0 and
the family of measures µt is equivariant (see Appendix B for a definition of equivariance).
Proof. The idea is to apply Thm. B.1. We note that the assumption that ρ, J are C1-functions
and satisfy ∂tρ+ div J = 0 can, in fact, be relaxed to the requirement that ρ, J are Lipschitz and
satisfy ∂tρ+ div J = 0 almost everywhere. (This follows from a careful reading of [TeTu2005].)
Now we apply Thm. B.1 to the configuration space Q from (7.3). We have: Q = R2\S
where S = {(sph, sel) ∈ R2 : sph ≥ sel}. This is an admissible set in the sense of Thm. B.1
with dist((sph, sel), S) = |sph − sel|. The radial unit vector ⊥ ∂S pointing in the direction of S is,
accordingly, given by e = 1√
2
(−1, 1).
To show the claim we thus need to demonstrate that conditions (B.1), (B.2) and (B.3) are
satisfied. Let us first briefly explain the notation used here: We define
Nt := {(t, q) ∈ Q : ρ(t, q) = 0}, (7.4)
to be the set of nodes of ρ at time t. As J, ρ are assumed to be Lipschitz, we know that away
from Nt, the right-hand-side of (7.2) is well-defined and locally Lipschitz. From standard ODE
theory, it follows that for any q ∈ Q\N0, the guiding equation (7.2) has a unique solution Qq(t)
with Qq(0) = q. Let (τ
−
q , τ
+
q ) be the maximal time interval of existence for this solution. We then
extend the configuration space Q to Q˜ := Q ∪ {♦} by adding an extra “graveyard” configuration
♦, which corresponds to a trajectory failing to exist, namely, for t ∈ R we set
Q˜q(t) :=
{
Qq(t) τ
−
q < t < τ
+
q
♦ otherwise. (7.5)
Similarly, if q ∈ N0, we set Q˜q(t) := ♦ for all t 6= 0, and Q˜♦(t) = ♦ for all t ∈ R. In this way, we
now have a well-defined flow map ϕ : R × Q˜ → Q˜ and the corresponding one-parameter group of
diffeomorphisms {ϕt}t∈R for (7.2), as follows
ϕ(t, q) := Q˜q(t), ϕt(q) := ϕ(t, q). (7.6)
As the sets ϕt(B)\{♦} are not easily accessible, we follow remark 3 below Thm. 1 in [TeTu2005]
and show the conditions only for all balls around the origin (intersected with Q) instead of all
bounded Borel sets of Q. As this replacement enlarges the integrals in (B.1), (B.2) and (B.3), this
only yields stronger conditions which imply the ones we need to check.
We first show that the following stronger version of condition (B.3) holds:
∀r > 0 :
∫ T
0
dt
∫
ϕt(Br(0)∩Q)\{♦}
dq
|J(t, q) · e|
dist(q, S)
<∞. (7.7)
Here Qq(t) := ♦ also if Qq(t) ∈ ∂Q, i.e. the trajectory reaches a boundary point (in the same way as
Qq(t) := ♦ in Thm. B.1 if Qq(t) reaches a node). By assumption 4, there is a constant C > 0 such
that |J | ≤ Cρ. As the velocities in (7.2) are bounded, we have that ϕt(Br(0)∩Q)\{♦} is contained
in Br+Ct(0) ∩ Q for every t ∈ [0, T ], in particular in Br+CT (0) ∩ Q. We can therefore replace
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ϕt(Br(0))\{♦} with Br+CT (0)∩Q in (7.7). To check that the remaining integral is finite, we use e =
1√
2
(−1, 1), thus |J(t, q)·e| = 1√
2
|J1−J2|. Moreover, dist((sph, sel), S) = |sph−sel|. The crucial point
now is the local Lipschitz property of J . The function J rel = (J1 − J2)/√2 inherits this property.
Thus, for each R > 0 there is a constant L ≥ 0 such that |J rel(t, q1) − J rel(t, q2)| ≤ L |q1 − q2|
for all q1, q2 ∈ BR(0) ∩ Q and all t ∈ [0, T ]. Let q1 = (sph, sel) and choose q2 = (sph, sph) ∈ ∂Q.
Then, as J rel(q) = 0 ∀q ∈ ∂Q by assumption 6, we find: |J(t, (sph, sel)) · e| = |J rel(t, (sph, sel)| ≤
L |(sph, sel)− (sph, sph)| = L |sph − sel|. We can thus find an L ≥ 0 such that:∫ T
0
dt
∫
ϕt(Br(0)∩Q)\{♦}
dq
|J(t, q) · e|
dist(q, S)
≤ T
∫
Br+CT (0)∩Q
dq
L |sph − sel|
|sph − sel| <∞. (7.8)
This means that a typical trajectory starting in Q does not reach the boundary ∂Q.
We now turn to conditions (B.1) and (B.2), proceeding similarly as in the proof of corollary 1
in [TeTu2005]. We shall check the following (stronger) versions of (B.1) and (B.2):
∀r > 0 :
∫ T
0
dt
∫
ϕt(Br(0)∩Q)\{♦}
dq
∣∣∣∣( ∂∂t + Jρ · ∇q
)
ρ(t, q)
∣∣∣∣ <∞, (7.9)
∀r > 0 :
∫ T
0
dt
∫
ϕt(Br(0)∩Q)\{♦}
dq
∣∣∣∣J(t, q) · q|q|
∣∣∣∣ <∞. (7.10)
By the bound on the velocities we again have that ϕt(Br(0) ∩ Q)\{♦} ⊂ Br+CT (0) ∩ Q. The
integrand in (7.9) can be estimated as follows:
∣∣∣( ∂∂t + Jρ · ∇q) ρ(t, q)∣∣∣ ≤ |∂tρ| + C |∇qρ| almost
everywhere. By assumption 5, J and the first order derivatives of ρ (which exist almost everywhere
by Rademacher’s theorem) are bounded on bounded sets, in particular on the compact set [0, T ]×(
Br+CT (0) ∩Q
)
. Thus, the integral in (7.9) is finite. Similarly, the integrand in (7.10) satisfies∣∣∣J(t, q) · q|q| ∣∣∣ ≤ |J(t, q)| which is bounded on bounded sets. So also the integral in (7.10) is finite.
Corollary 7.2. Let Q be given by (7.3), set J(t, (sph, sel)) := (j10X (t, sph, t, sel), j01X (t, sph, t, sel)), and
set ρ(t, (sph, sel)) := j
00
X (t, sph, t, sel) where j
µν
X is given by (4.2) and Ψ as in Thm. 5.1. The initial
data
◦
ψ are assumed to be normalized such that
∫
Q dq ρ(0, q) = 1. Let µt be the family of measures
on Q given by µt(dq) = ρ(t, q) dq.
Then for µ0-almost all q ∈ Q, the solution of (7.2) starting at Q(0) = q exists for all times
t ≥ 0, we have Q(t) ∈ Q∀t ≥ 0 and the family of measures µt is equivariant.
Proof. We check that the conditions of Thm. 7.1 are met. We begin with the Lipschitz property
of J and ρ. To this end, we note that J and ρ involve only the components of tensor current jµνX
which are, according to (4.10), quadratic expressions in the components of Ψ. As a consequence
of the regularity properties of Ψ in Thm. 5.1, we therefore obtain that also the components of V
inherit these properties, i.e. they are
(a) continuously differentiable for (tph, sph, tel, sel) ∈ S1\B with B = {(tph, sph, tel, sel) ∈ R4 :
tph + sph = tel − sel},
(b) continuous across B, and
(c) all their partial derivatives are bounded and stay bounded in the limits tph + sph ↗ sel − tel
and sph + tph ↘ sel − tel.
From these properties, it follows that J and ρ are locally Lipschitz continuous.
Next we check items 1-6 in Thm. 7.1.
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1. The continuity equation ∂tρ+ div J = 0 holds almost everywhere as a consequence of (4.3).
2. We have ρ > 0 whenever ρ 6= 0 as ρ = Ψ†Ψ (in the frame where X = (1, 0)).
3. The normalization property
∫
Q dq ρ(t, q) = 1 ∀t ≥ 0 then follows from
∫
Q dq ρ(0, q) = 1, the
continuity equation on Q, and the boundary condition (4.8) (see also [Lie2015, thm. 4.4]).
4. To show the boundedness of the velocities J/ρ, we note that (4.10) yields jµνX /j
00
X ≤ 1. This
implies: |J |/ρ =
√
|j10X |2 + |j01X |2/j00X ≤
√
2
(
max{|j10X |, |j01X |}
)
/j00X ≤
√
2 (where jµνX is to be
restricted to equal times).
5. J and the first order derivatives of ρ are bounded on bounded sets (whenever the first order
derivatives exist) as follows from the same properties of Ψ (see Thm. 5.1).
6. For all q = (s, s) ∈ ∂Q and all t ≥ 0, we obtain using (4.8): |J1(t, q)−J2(t, q)| = |j10X (t, s, t, s)−
j01X (t, s, t, s)| = 0.
Thus, all requirements of Thm. 7.1 are satisfied and the claim follows.
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8 Numerical Experiments
Given an initial wave function
◦
ψ, we may solve the initial-boundary-value problem (5.2) to find
Ψ, and then compute the corresponding current jµνX to it. We may then proceed to solve the
system of ODEs (7.1), with “typical” (with respect to the initial probability density | ◦ψ|2) data
(Qph(0), Qel(0)) corresponding to the initial actual positions of particles, and plot the resulting
trajectories. Here we report on the results of our preliminary investigations in this regard.
We took
◦
ψ to correspond to a pure product of two Gaussian profiles with the same width σ
and means that are a distance d apart. We randomly chose the amplitudes and phases of the four
components, subject to compatibility with the boundary condition (5.1), and then normalized
◦
ψ
in such a way that the corresponding vectorfield X is equal to (1, 0). Other parameters that need
to be chosen are the normalized electron mass ω, and the phase angle θ in the boundary condition.
Figure 7: World-lines corresponding to interacting (solid) versus the non-interacting (dotted)
electron-photon system, with initial photon position at 0.02 and initial electron position at 0.98
As a first test, we computed and compared trajectories in the non-interacting versus the interact-
ing case, corresponding to the same initial wave function and the same initial actual configuration;
see Fig. 7. The non-interacting case corresponds to ignoring the boundary condition and using the
solution formulas (5.30–5.33) everywhere in S1.
For this test we used σ = 0.1, d = 1, ω = 2, θ = 0, and took the same initial positions
Qel(0) = 0.02, Qph(0) = 0.98 for both the interacting and the non-interacting case. Note that in
the latter case, the particles simply go through each other, while in the former, they bounce off of
one another, consistent with a Compton scattering scenario.
Next we computed a large number of “typical” trajectories for the interacting system by ran-
domly choosing the initial actual configuration according to the initial density | ◦ψ|2. We used
σ = 0.1, d = 1, ω = 2 and θ = 0. See Fig. 8, where different colors indicate different pairs of
trajectories. Note that at late times the distribution of actual configurations develops four peaks,
corresponding to the particles (1) always going away from each other, (2) both going to the right,
(3) both going to the left, and (4) initially approaching each other, then bouncing off of one another
and moving away (the scattering scenario). This is consistent with the evolution of the density ρ
(cf. Fig. 6).
Also of note is the existence of trajectories where the photon and electron approach each other
and then spend an appreciable amount of time together in very close proximity, almost as in a
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Figure 8: Electron & photon world-lines corresponding to 10 pairs (on the left) and 100 pairs (on
the right) of typical initial positions. The photon is to the left of the electron.
bound or quasi-bound state. Perhaps not too surprisingly, this phenomenon appears to become
more typical when the electron is given a larger mass. See Fig. 9 where six pairs of trajectories
have been shown for ω = 1. Note in particular the pair of trajectories whose initial positions are
Figure 9: World-lines corresponding to possible bound or quasi-bound states
closest to each other, which seem to indicate a bound state between electron and photon may have
formed. This may be hardly distinguishable from a scenario in which the photon gets annihilated,
transferring its energy-momentum to the electron. In our model the photon of course does not get
annihilated at all. We will speak of “photon capture” by the electron. The time-reversed process
is possible as well, and we will speak of “photon release.”
Finally, we also tested for the dependence of the trajectories on the parameter θ. Our numerical
tests so far have not shown any discernible difference between trajectories corresponding to different
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values of θ, once we factor out the dependence of the initial wave function on this parameter as
required by the compatibility condition (5.1). (Recall that one way to satisfy this compatibility
condition is for intial wave function to be zero on the coincidence set, so it is possible to choose
initial data that are independent of θ.)
9 Summary and Outlook
After having demonstrated in this paper that a relativistic quantum-mechanical treatment of the
Compton effect as a two-body problem is feasible in 1+1 spacetime dimensions, the next goal is
to find out whether the same can be accomplished in 3+1 spacetime dimensions, as envisioned by
C.G. Darwin (recall the quotation at the beginning of our paper). The larger goal, of course, is
to eventually find out whether empirical electromagnetism in 3+1 spacetime dimensions can be
accurately accounted for in terms of a relativistic quantum mechanics with a fixed finite number
N of electrons, photons, and their anti-particles.
Furthermore, following the lead of [Detal1999] we have formulated an interacting generalization
of their “Hypersurface Bohm–Dirac (HBD) model.” In our theory, both electrons and photons are
treated as point particles whose positions move, guided in a deterministic manner by the quantum-
mechanical multi-time wave function. This should help alleviate fears that the non-relativistic
de Broglie–Bohm type theory of interacting particles could not be made relativistic. Of course,
our 1+1 dimensional formulation is only a first step, but some of us are optimistic that a 3+1-
dimensional formulation could be feasible.
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APPENDIX
A Solution formulas for the Klein-Gordon equation
We recall that the general solution to the Cauchy problem for the Klein-Gordon equation
wtt − wss + w = 0, w(0, s) = f(s), wt(0, s) = g(s), (A.1)
is
w(t, s) =
1
2
{f(s− t) + f(s+ t)} − t
2
∫ s+t
s−t
J1(
√
t2 − (s− σ)2)√
t2 − (s− σ)2 f(σ)dσ
+
1
2
∫ s+t
s−t
J0(
√
t2 − (s− σ)2)g(σ)dσ, (A.2)
where Jν is the Bessel function of index ν.
We also need the solution formula for the Goursat (i.e. characteristic initial data) problem for
the 1-dimensional Klein-Gordon equation:
Utt − Uss + U = 0 for |s| < t, U(b, b) = ζ(b), U(c,−c) = ξ(c), (A.3)
which is (see e.g. [Gar1998], eq. (4.85)):
U(t, s) =
1
2
(ζ(0) + ξ(0))J0(
√
t2 − s2)
+
∫ (t+s)/2
0
ζ ′(b)J0(
√
(t− s)(t+ s− 2b))db (A.4)
+
∫ (t−s)/2
0
ξ′(c)J0(
√
(t+ s)(t− s− 2c))dc
(Note that ζ(0) = ξ(0) is necessary for continuity.) Using integration by parts, the above can also
be written as
U(t, s) = ζ
(
t+ s
2
)
+ ξ
(
t− s
2
)
− 1
2
(ζ(0) + ξ(0))J0(
√
t2 − s2)
− (t− s)
∫ (t+s)/2
0
ζ(b)
J1(
√
(t− s)(t+ s− 2b))√
(t− s)(t+ s− 2b) db
− (t+ s)
∫ (t−s)/2
0
ξ(c)
J1(
√
(t+ s)(t− s− 2c))√
(t+ s)(t− s− 2c) dc. (A.5)
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B Existence and uniqueness for the electron-photon trajectories
For completeness, we include the theorem about the global existence and uniqueness of Bomian
trajectories by Teufel and Tumulka [TeTu2005] which we heavily use in Sec. 7.
The notation is as follows: The configuration space Q is taken to be either Q = Rd or Q =
Rd\⋃ml=1 Sl where each Sl is an admissible set. A set S ⊂ Rd is said to be admissible if there is
a δ > 0 such that the distance function q 7→ dist(q, S) is differentiable on the open set (S + δ)\S
where S + δ = {q ∈ Rd : dist(q, S) < δ}. Let Nt, Qq(t), and ϕt be defined as before.
This allows us to introduce the notion of equivariance as follows. Let ρt be the distribution of
Qq(t) if q has distribution µ0, i.e., ρt = µ0 ◦ ϕ−1t . One then says that the family of measures µt is
equivariant on a time interval I if ρt = µt for all t ∈ I. (Intuitively, this means that the measures
µt capture the time-evolved distribution of trajectories correctly.)
THEOREM B.1 ([TeTu2005, thm. 1]). Let Q ⊂ Rd be a configuration space as defined above
and let j = (ρ, J) be a current with ρ : [0,∞)×Q → [0,∞), J : [0,∞)×Q → Rd where:
(i) ρ and J are continuously differentiable,
(ii) ∂tρ+ div J = 0,
(iii) ρ > 0 whenever ρ 6= 0,
(iv)
∫
Q dq ρ(t, q) = 1 for all t ≥ 0.
Let T > 0 and let B(Q) denote the set of all bounded Borel sets in Q. Suppose that
∀B ∈ B(Q) :
∫ T
0
dt
∫
ϕt(B)\{♦}
dq
∣∣∣∣( ∂∂t + Jρ · ∇q
)
ρ(t, q)
∣∣∣∣ <∞, (B.1)
∀B ∈ B(Q) :
∫ T
0
dt
∫
ϕt(B)\{♦}
dq
∣∣∣∣J(t, q) · q|q|
∣∣∣∣ <∞, (B.2)
and, if Q = Rd\⋃ml=1 Sl, in addition that for every l = 1, ...,m:
∃δ > 0 : ∀B ∈ B(Q) :
∫ T
0
dt
∫
ϕt(B)\{♦}
dq 1(q ∈ (Sl + δ)) |J(t, q) · el(q)|
dist(q, Sl)
<∞. (B.3)
Here, dist(q, Sl) is the Euclidean distance of q from Sl and el(q) = −∇qdist(q, Sl) is the radial unit
vector towards Sl at q ∈ Q.
Then for almost every q ∈ Q relative to the measure µ0(dq) = ρ(0, q)dq, the solution of (7.2)
starting at Q(0) = q exists at least up to time T , and the family of measures µt(dq) = ρ(t, q)dq
is equivariant on [0, T ]. In particular, if (B.1), (B.2) and, if appropriate, (B.3) are true for every
T > 0, then for µ0-almost every q ∈ Q the solution of (7.2) starting at q exists for all times t ≥ 0.
Remark. The conditions (B.1), (B.2) and (B.3) have the following intuitive meanings. If (B.1)
holds, µ0-almost no trajectory approaches a node for 0 ≤ t ≤ T . If (B.2) is satisfied, µ0-almost no
trajectory escapes to infinity for 0 ≤ t ≤ T . If (B.3) holds, µ0-almost no trajectory approaches the
critical set
⋃m
l=1 Sl for 0 ≤ t ≤ T .
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