The Construction of a priori Bounds for the Solution of a Two Point Boundary Value Problem with Finite Elements I. Let ~ be the solution of a boundary value problem for an ordinary differential equation of the second order. Function bounds v and w are constructed to t~ such that v < ~ < w. From this other bounds are derived for the derivatives ~' and ~". To this end a collocation method with finite elements is used. The inclusion property is proven with the aid of theorems on differential inequalities. Let h be the maximal step size and let k be an arbitrary natural number. Then the accuracy can be made to have arbitrarily high order such that w -v = C (h2~).
I. The Problem
The functions p, r ~_ C (1) are given. It is assumed that p (x)>0, r (x)>0 on I and that e > 0 and fl > 0. Under these assumptions exactly one solution h ~_ C 2 (I) exists to (1), (2) (see for example H. B. Keller [1] or P. M. Prenter [4] ), furthermore ~ (x) > 0 on I.
By defining the linear differential operator L: C 2 (I) ---, C (I) by
Lu:-= -u" +pu, (3) the equation (1) is reduced to Lu--r on I.
The goal of the following paper is to find functions v, w ~_ C z (I) serving as bounds to ~ such that v (x)-_< h (x)_-< w (x) for x e I.
These functions v, w will be constructed a priori, i.e. without any knowledge of ~ or of an approximation fi~.
To reach this goal the following lemma is essential (see W. Walter [6] ):
Fundamental Lemma: Let ~, v, w ~_ C 2 (I), let ~ be the solution to (1), (2) and assume
Lv<r<<_L w on I (6) and furthermore
v (a) =< c~ < w (a), v (b) =< fl_-w (b). (7)

Then the followin 9 chain of inequalities hold v (x) <= h (x) <-_ w (x) for all x e I.
(8)
Such functions v or w for which (6) and (7) are satisfied are called sub-and super-functions. The following method uses finite elements which are piecewise subfunctions and superfunctions together with a collocation method. The smoothness condition v, w ~_ C z (I) is satisfied if two linear systems of equations with tridiagonal matrices are solved. Let h be the maximal step length of the finite elements. Then it is possible to get arbitrary high orders of convergence w-~--O (h 2k) and ft-v=O (h2k). In doing so it is necessary to put a larger amount of work into the preparation of the equations. However, the computing effort is not larger since the matrices remain tridiagonal matrices. This favorable behavior is opposite to the observation that in the usual methods a O (h 2k) --convergence is always coupled with a (2 k + 1) --band matrix. Also opposite to the usual methods no higher smoothness conditions than p, r ~ C (I) are required.
It will prove to be very useful in some parts of the following paper to use interval notations. In doing so the chain of inequalities (5) will be replaced by ~ Iv, w] on I.
Sometimes even simple elements of interval arithmetic will be used (see R. E. Moore [3] ), e.g. the addition and multiplication of two intervals.
In a second part II numerical examples and generalizations will be given.
Definition of the Method
Notations
Let v and w be two functions defined on I. Then v =< w means as usual that v (x)__< w (x) for all x E I. Derivatives of functions are denoted by primes. For v ~ ck (1) with v(a)=v(b)=O the shorter notation v ~ C k (I) will be used.
Consider an arbitrary subdivision a=Xo<X 1< ... <x,=b and v= 1 (1)n which have the following properties (in 3. it will be shown that such functions do exist and how to construct them): 
w;,v + 1 (xd-w;,~ (xd _-__ 0;
The derivatives in (13) to (15) are one sided (inner) derivatives. ie.
The Functions v and w
Definition
Furthermore and
The functions v and w interpolate the points (x~, y~) and (x. z~),
v(xO=y.w(x~)=z~ for v=0(1)n.
v, w ~ C (1) v", w" ~ C (1)*.
The functions v and w have the following collocation property to (1):
If finally y~>O and z~>O for v=0(1)n then Lv<<-r<Lw on I.
Proof: The properties (17) and (18) 
The Linear Systems of Equations
By (18) The components of the two subdiagonals and superdiagonals of V and W are not positive as can be seen by (13). By combining (15) and (13) 
holds for the solution ~ ~ C 2 (13 of(l), (2) .
Proof:
The functions v and w satisfy the boundary conditions (2) because of (17) for v = 0, n and because of the choice of the values Yo, Y,, Zo, z,. It is v, w 9 C 2 (Iv) for v= 1 (1)n. The values ~=v (x 3 and ~=w (x 3 were chOsen such that the conditions (22) and (23) are satisfied, hence v', w' 9 C (I). Therefore v, w 9 C 2 (I) because of (18) and (19).
The chain of inequalities (21) is true by Theorem 1 because of ~>0 and ~>0.
Then (8) is satisfied because the fundamental lemma can be applied. [] 
A priori Estimates for the Bound Functions v and w
Remarks: 1) It will be shown in 3. how to construct such functions v~,~ and wi, ~ for which (24) is satisfied.
2) By (27) the following can be done a priori, i.e. before any numerical computation: After choosing an error bound which never should be exceeded, one can compute a maximal step size h which guarantees this error bound. 
2) Because of the definition W=Wo,~+2~_ 1 wl,~+~,w2, ~ on Iv and with ~->0 and (12), (24) the following chain of inequalities is true: 
Hence by (29) and (25) the inequality
is true. If one writes (32) down only at the nodal points x~ for v=0(1)n and takes the maximum of all these inequalities one gets the global bound
By inserting this in (32) and using (29) one gets the upper bound in (26). Inserting in (31) produces
3) Quite analoguous to (31) one gets for the subfunction v because of v<=w and hence ), __< ~, =< ~ the inequalities
If one adds this to (34) then one gets immediately (27) and (28). []
Approximating h' and fi" by the Derivatives of v and w
The above defined functions v and w are bounds for the solution h of the boundary value problem (1), (2) by Theorem 3. These bounds converge uniformly to fi for h ~ 0 by Theorem 4 and the order of convergence is 2 k. This follows from (27): By using the maximum norm II u II := max lu (t) l for u ~_ C (I) t~I and with the constant C defined in (28) one gets:
It comes as a surprise that the same convergence property is also true for v', w' and h' and for v", w" and ~". This is stated in (1), (2) and for all h satisfying (25) the following inequalities hold:
II 11"-v" II < C2 h 2k, tlu"-w" [I ~ C2 h2k.
Remarks: The convergence by (35) and (36) is better than that for the usual polynomial splines. For those the order of convergence is only 2 k-1 and 2 k-2 for ~' and fi".
Proof: 1) The following identities hold:
By inserting herein the inequalities (29), (30), (31) and (33) one gets immediately (36) with the constant
2) Lemma 1 :
Proof: By applying two times Taylors Theorem to d at the arguments a and b one gets 
Bounds for the Derivatives fi' and ~"
The functions v and w defined above define a function interval. By Theorem 3 and by (8) Quite easily one can derive also bounds for the first derivative ~: One integrates (39) once with initial inclusions from (38) either from the left to the right or opposite. In both cases one gets a function interval for ft. The intersection of these two intervals is then a still better inclusion. It reads as
-[~ (p (t) v (t)-r (t)) d t, J (P (t) w (t) --r (t)) d t] }. X X
As in the case of 11" one concludes quite easily that these bounds have an accuracy of 0 (h2k).
Once one has bounds v and w for fi one gets therefore from them also bounds for ff and if'.
Construction of the Functions v.,,~ and w~, v
Introductory Remarks
The functions v~,~ and wi, ~ have first to satisfy the boundary conditions (10) and (11), but this is easy to do. All the other conditions (12) to (15) and possibly (24) are inequalities and therefore easily satisfied. Hence one can find an arbitrary number of such functions without much effort just by systematically trying. One such function is
it satisfies obviously (10) for i=2. Furthermore Opposite to this possibility there is no easy way to satisfy the condition (24). The function/)2, v of (40) In what follows an other possibility is therefore presented which enables one to find sub-and super-functions /)~,v and w~, ~ in a systematic way such that not only (10) to (15) are satisfied but that also the estimates (24) are true for any natural number k ~_ N which may be chosen arbitrarily. It is, however, important to notice that there are many other such possibilities, due to the fact that there is much freedom in satisfying inequalities.
Recursive Definition of the Functions q~i, k
In this chapter only functions on I v are considered hence the index v will be omitted wherever possible. Let k ~_ N. The functions ~o~, k to be defined will serve later either as functions v~, ~ or wi, ~ depending on the choice of k. Define on I v
(x):=0, 2 t (x):=(x~-x)/h~, 22 (x):=(x-X~_x)/h ~.
The functions ei,~_ Co 2 (Iv) will recursively be defined for i=0, 1, 2; ~c ~_ N by
e'~', ~ = p e~, ~_l.
In (44) 
By construction Pi, k ~ C2 (1,) and these functions satisfy the boundary conditions (10). Moreover by (44) and (45) These functions vi, ~ and wi, ~ satisfy the conditions (10), (11), (12) because of (47) and (48). It will be shown in the following Theorems 6 and 7 that on one hand the conditions (13) to (15) are satisfied if h is only small enough and that on the other hand the functions 'o~, k do have the order 2 k of the residual error as defined by (24).
Remark: This means a (slight) disadvantage of the construction method used: After choosing the natural number k ~ N one gets by (49) v~, ~ : = ~0i, k or w~, ~ : = q~, k for some of the functions and these functions do have the "correct" order of convergence 2 k. The "other" remaining functions vi, ~ and w~, ~ are then identical with q)~,k+l" For their construction an additional recursion step is necessary by (44). This results in an additional computing effort. As an extra "bonus" one gets, however, then the higher order 2 k+2 of convergence.
Two Lemmata
The first of the two following Lemmata will later be used repeatedly. It is fairly well known, nearly trivial and can be derived at once from the fundamental Lemma. At first its formulation as interval Theorem may have however a certain strange look: 2) The functions %, ~ and the right hand sides of (55) vanish for x =x,_ 1 and x = x,. Because of this fact one gets even bounds for the derivatives e'i, ~ (x,_ 1) and el, ~ (x~) at the interval bounds:
3) The derivatives el, ~ (x) are always monotone because of (48) 2) Lets suppose that
then it follows from (44) and (52) that 
Proof: It has been shown already in chapter 3.2 that the conditions (10) to (12) are satisfied because of the special construction of the functions. Hence only (13) to (15) remain to be shown. These inequalities are equal for both v~,~ and w~, ~. Therefore it suffices to prove them for q0i, k.
Ad (13): From (58) and (63) it follows for i=1,2 on I v that g~,~<ph~dK-1/3. From this inequality one gets because of (42) and (46) and with d<5/21<1 and t3 h~ </5 ~2 < 16/7: k qr = -1/h~ + ~ gii~
Hence (13) is satisfied for i= 1. The proof for i=2 runs similar. From (61) it follows that d<r/(r+f)<l, therefore the following chain of inequalities is true: 
?~ "= -v~,~+1 (x J, 7,-1 :=0.
Let k = 2 I-1 for some 1 ~_ N, the proof for k = 2 l works the same way. By (46) and (58) This maps (2) in itself. In(l) the free term r is then replaced by r(x)-r[l+ +p (x) (b -x) (x -a)/2] >0. Therefore it is no loss of generality if for p->__0 the above assumption r>0 or even r>_r>0 is made.
Finally even the case p ~; 0 can be treated if one has further information on the first eigenvalues and eigenvectors of the operator L. The rather cumbersome transformations which can be used will however not be shown here, see T. Ktipper [2] .
Extensions
Sometimes it will be difficult to carry out explicitely the doublefold integrations which are used in (44) for the construction of the functions ~i,,. They can completely be avoided if one knows local interval inclusions for the functions p and r. This shall be reported in a further paper II. (2) becomes an interval boundary value problem. Instead of one solution fi one has then to regard a whole set {h} of solutions. By using the above developed method in this case one gets immediately lower and upper bounds v (x) and w (x) to the interval hull [inf {h}, sup {h}] of {h} and these bounds are arbitrarily good. The transition from the real problem to the interval problem is therefore quite "natural" to the described method.
The "usual" finite element methods can be applied to nonlinear problems too, see H. B. Keller [1] . This can also be done with the method of this paper since the fundamental Lemma remains valid in the nonlinear case (see W. Walter [6] ). By the same reason boundary conditions of the third kind can be treated --even with nonlinear boundary conditions. Unfortunately a translation of the mentioned results to eigenvalue problems is not possible in a simple manner. This lies in the very nature of the sub-and super-functions used here. Similarly a translation to ordinary differential equations of higher order will prove to be very difficult. This stems from the fact that the analogue of the fundamental Lemma is valid only for a few selected operators with corresponding boundary conditions. Finally one would think of adapting this method to partial differential operators. Fortunately the analogue of the fundamental Lemma is valid for wide classes of parabolic and elliptic (and even special hyperbolic) differential equations, see W. Walter [6] . This gives cause to the hope that the above presented method may also be used for such equations.
