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ABSTRACT
Distributed representations of words have boosted the performance of many Natu-
ral Language Processing tasks. However, usually only one representation per word
is obtained, not acknowledging the fact that some words have multiple meanings.
This has a negative effect on the individual word representations and the language
model as a whole. In this paper we present a simple model that enables recent tech-
niques for building word vectors to represent distinct senses of polysemic words.
In our assessment of this model we show that it is able to effectively discriminate
between words’ senses and to do so in a computationally efficient manner.
1 INTRODUCTION
Distributed representations of words have helped obtain better language models (Bengio et al., 2003)
and improve the performance of many natural language processing applications such as named entity
recognition, chunking, paraphrasing, or sentiment classification (Turian et al., 2010; Socher et al.,
2011; Glorot et al., 2011). Recently, Mikolov et al. (2013a;b) proposed the Skip-gram model, which
is able to produce high-quality representations from large collections of text in an efficient manner.
Despite the achievements of distributed representations, polysemy or homonymy are usually disre-
garded even when word semantics may have a large influence on the models. This results in several
distinct senses of one same word sharing a representation, and possibly influencing the represen-
tations of words related to those distinct senses under the premise that similar words should have
similar representations.
There have been some recent attempts to address this issue. Reisinger & Mooney (2010) propose
clustering feature vectors corresponding to occurrences of words into a predetermined number of
clusters, whose centers provide multiple representations for each word, in an attempt to capture
distinct usages of that word. Huang et al. (2012) cluster context vectors instead, built as weighted
average of the words’ vectors that surround a certain target word. Neelakantan et al. (2014) imports
the idea of clustering context vectors into the Skip-gram model.
We present a simple method for obtaining sense representations directly during the Skip-gram train-
ing phase. It differs from Neelakantan et al. (2014)’s approach in that it does not need to create or
maintain clusters to discriminate between senses, leading to a significant reduction in the model’s
complexity. In the following sections we describe the model and describe an initial assessment of
the results it can produce.
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2 MODEL DESCRIPTION
2.1 FROM WORD FORMS TO SENSES
The distributed representations for word forms that stem from a Skip-gram (Mikolov et al., 2013a;b)
model are built on the premise that, given a certain target word, they should serve to predict its
surrounding words in a text. I.e., the training of a Skip-gram model, given a target word w, is based
on maximizing the log-probability of the context words of w, c1, . . . , cn:
n∑
i=1
log p(ci|w) (1)
The training data usually consists of a large collection of sentences or documents, so that the role of
target word w can be iterated over these sequences of words, while the context words c considered
in each case are those that surround w within a window of a certain length, . The objective becomes
then maximizing the average sum of the log-probabilities from Eq. 1.
We propose modify this model to include a sense s of the word w. Note that Eq. 1 equals
log p(c1, . . . , cn|w) (2)
if we assume the context words ci to be independent of each other given a target word w. The
notation in Eq. 2 allows us to consider the Skip-gram as a Naı¨ve Bayes model parameterized by
word embeddings (Mnih & Kavukcuoglu, 2013). In this scenario, including a sense would amount
then to adding a latent variable s, and our model’s behaviour given a target word w is to select a
sense s, which is in its turn used to predict n context words c1, . . . , cn. Formally:
p(s, c1, . . . , cn|w) = p(s|w) · p(c1, . . . , cn|s) = p(s|w) · p(c1|s) . . . p(cn|s), (3)
Thus, our training objective is to maximize the sum of the log-probabilities of context words c given
a sense s of the target word w plus the log-probability of the sense s given the target word:
log p(s|w) +
n∑
i=1
log p(ci|s) (4)
We must now consider two distinct vocabularies: V containing all possible word forms (context and
target words), and S containing all possible senses for the words in V , with sizes |V | and |S|, resp.
Given a pre-set D ∈ N, our ultimate goal is to obtain |S| dense, real-valued vectors of dimension D
that represent the senses in our vocabulary S according to the objective function defined in Eq. 4.
The neural architecture of the Skip-gram model works with two separate representations for the
same vocabulary of words. This double representation is not motivated in the original papers, but it
stems from word2vec’s code 1 that the model builds separate representations for context and target
words, of which the former constitute the actual output of the system. (A note by Goldberg & Levy
(2014) offers some insight into this subject.) We take advantage of this architecture and use one of
these two representations to contain senses, rather than word forms: as our model only uses target
words w as an intermediate step to select a sense s, we only do not need to keep a representation for
them. In this way, our model builds a representation of the vocabulary V , for the context words, and
another for the vocabulary S of senses, which contains the actual output. Note that the representation
of context words is only used internally for the purposes of this work, and that context words are
word forms; i.e., we only consider senses for the target words.
2.2 SELECTING A SENSE
In the description of our model above we have considered that for each target word w we are able to
select a sense s. We now explain the mechanism used for this purpose. The probability of a context
1http://code.google.com/p/word2vec/
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word ci given a sense s, as they appear in the model’s objective function defined in Eq. 4, p(ci|s),
∀i ∈ [1, n], can be calculated using the softmax function:
p(ci|s) =
e
v⊺ci
·vs
∑|V |
j=1 e
v
⊺
cj
·vs
=
e
v⊺ci
·vs
Z(s)
, (5)
where vci (resp. vs) denotes the vector representing context word ci (resp. sense s), v⊺ denotes the
transposed vector v, and in the last equality we have used Z(s) to identify the normalizer over all
context words. With respect to the probability of a sense s given a target word w, for simplicity we
assume that all senses are equally probable; i.e., p(s|w) = 1
K
for any of the K senses s of word w,
senses(w).
Using Bayes formula on Eq. 3, we can now obtain the posterior probability of a sense s given the
target word w and the context words c1, . . . , cn:
p(s|c1, . . . , cn, w) =
p(s|w) · p(c1, . . . , cn|s)∑
sk∈senses(w)
p(sk|w) · p(c1, . . . , cn|sk)
=
e(c1+···+cn)·s · Z(s)−n∑
sk∈senses(w)
e(c1+···+cn)·sk · Z(sk)−n
(6)
During training, thus, given a target word w and context words c1, . . . cn, the most probable sense
s ∈ senses(w) is the one that maximizes Eq. 6. Unfortunately, in most cases it is computationally
impractical to explicitly calculate Z(s). From a number of possible approximations, we have empir-
ically found that considering Z(s) to be constant yields the best results; this is not an unreasonable
approximation if we expect the context word vectors to be densely and evenly spread out in the
vector space. Under this assumption, the most probable sense s of w is the one that maximizes
e(c1+···+cn)·s∑
sk∈senses(w)
e(c1+···+cn)·sk
(7)
For each word occurrence, we propose to select and train only its most probable sense. This approach
of hard sense assignments is also taken in Neelakantan et al. (2014)’s work and we follow it here,
although it would be interesting to compare it with a soft updates of all senses of a given word
weighted by the probabilities obtained with Eq. 6.
The training algorithm, thus, iterates over a sequence of words, selecting each one in turn as a target
word w and its context words as those in a window of a maximum pre-set size. For each target word,
a number K of senses s is considered, and the most probable one selected according to Eq. 7. (Note
that, as the number of senses needs to be informed (using, for example, a lexicon), monosemic words
need only have one representation.) The selected sense s substitutes the target word w in the original
Skip-gram model, and any of the known techniques used to train it can be subsequently applied to
obtain sense representations. The training process is drafted in Algorithm 1 using Skip-gram with
Negative Sampling.
Negative Sampling (Mikolov et al., 2013b), based on Noise Contrastive Estimation (Mnih & Teh,
2012), is a computationally efficient approximation for the original Skip-gram objective function
(Eq. 1). In our implementation it learns the sense representations by sampling Nneg words from a
3
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noise distribution and using logistic regression to distinguish them from a certain context word c of
a target word w. This process is also illustrated in Algorithm 1.
Algorithm 1: Selection of senses and training using Skip-gram with Negative Sampling. (Note
that vx denotes the vector representation of word x.)
Input: Sequence of words w1, . . . , wN , window size n, learning rate α, number of negative
words Nneg
Output: Updated vectors for each sense of words wi, i = 1, . . . , N
1 for t = 1, . . . , N do
2 w = wi
3 K ← number of senses of w
4 context(w) = {c1, . . . , cn | ci = wt+i, i = −n, . . . , n, i 6= 0}
5 for k = 1, . . . ,K do
6 pk =
e
(vc1+···+vcn )·vsk
∑
K
j=1 e
(vc1+···+vcn )·vsk
7 s = arg maxk=1,...,K pk
8 for i = 1, . . . , n do
9 f = 1
1+evci ·vs
10 gc = α(1 − f)
11 Update vci with gd
12 g = gc
13 for d = 1, . . . , Nneg do
14 c ← word sampled from noise distribution, c 6= ci
15 f = 11+evc·vs
16 gd = −α · f
17 Update vc with gd
18 g = g + gd
19 Update vs with g
3 EXPERIMENTS
We trained the model described in Section 2 on Swedish text using a context window of 10 words
and vectors of 200 dimensions. The model requires the number of senses to be specified for each
word; as a heuristic, we used the number of senses listed in the SALDO lexicon (Borin et al., 2013).
As a training corpus, we created a corpus of 1 billion words downloaded from Spra˚kbanken, the
Swedish language bank.2 The corpora are distributed in a format where the text has been tokenized,
part-of-speech-tagged and lemmatized. Compounds have been segmented automatically and when
a lemma was not listed in SALDO, we used the parts of the compounds instead. The input to the
software computing the embeddings consisted of lemma forms with concatenated part-of-speech
tags, e.g. dricka-verb for the verb ‘to drink’ and dricka-noun for the noun ‘drink’.
The training time of our model on this corpus was 22 hours. For the sake of time performance
comparison, we run an off-the-shelf word2vec execution on our corpus using the same parame-
terization described above; the training of word vectors took 20 hours, which illustrates the little
complexity that our model adds to the original Skip-gram.
3.1 INSPECTION OF NEAREST NEIGHBORS
We evaluate the output of the algorithm qualitatively by inspecting the nearest neighbors of the
senses of a number of example words, and comparing them to the senses listed in SALDO. We leave
a quantitative evaluation to future work.
Table 1 shows the nearest neighbor lists of the senses of two words where the algorithm has been
able to learn the distinctions used in the lexicon. The verb flyga ‘to fly’ has two senses listed in
SALDO: to travel by airplane and to move through the air. The adjective o¨m ‘tender’ also has
2http://spraakbanken.gu.se
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åsna-1
mulåsna(mule)
kamel(camel)
tjur(bull)
får(sheep)lama(llama)
åsna-2
idiot
dummer(fool)
fåne(jerk)
tönt(dork)
fårskalle(muttonhead)
Figure 1: 2D projections of the two senses of a˚sna (’donkey’ and ’slow-witted person’) and their
nearest neighbors.
two senses, similar to the corresponding English word: one emotional and one physical. The lists
are semantically coherent, although we note that they are topical rather than substitutional; this is
expected since the algorithm was applied to lemmatized and compound-segmented text and we use
a fairly wide context window.
flyg ‘flight’ flaxa ‘to flap wings’
flygning ‘flight’ studsa ‘to bounce’
flygplan ‘airplane’ sva¨va ‘to hover’
charterplan ‘charter plane’ skjuta ‘to shoot’
SAS-plan ‘SAS plane’ susa ‘to whiz’
(a) flyga ‘to fly’
ka¨rleksfull ‘loving’ svullen ‘swollen’
o¨msint ‘tender’ o¨mma ‘to be sore’
smek ‘caress’ va¨rka ‘to ache’
ka¨rleksord ‘word of love’ mo¨rbulta ‘to bruise’
o¨mta˚lig ‘delicate’ ont ‘pain’
(b) o¨m ‘tender’
Table 1: Examples of nearest neighbors of the two senses of two example words.
In a related example, Figure 1 shows the projections onto a 2D space 3 of the representations for
the two senses of a˚sna: ’donkey’ or ’slow-witted person’, and those of their corresponding nearest
neighbors.
For some other words we have inspected, we fail to find one or more of the senses. This is typically
when one sense is very dominant, drowning out the rare senses. For instance, the word rock has two
senses, ‘rock music’ and ‘coat’, where the first one is much more frequent. While one of the induced
senses is close to some pieces of clothing, most of its nearest neighbors are styles of music.
In other cases, the algorithm has come up with meaningful sense distinctions, but not exactly as
in the lexicon. For instance, the lexicon lists two senses for the noun bo¨na: ‘bean’ and ‘girl’; the
algorithm has instead created two bean senses: bean as a plant part or bean as food. In some other
cases, the algorithm finds genre-related distinctions instead of sense distinctions. For instance, for
the verb a¨lska, with two senses ‘to love’ or ‘to make love’, the algorithm has found two stylistically
different uses of the first sense: one standard, and one related to informal words frequently used in
social media. Similarly, for the noun svamp ‘sponge’ or ‘mushroom’/‘fungus’, the algorithm does
not find the sponge sense but distinguishes taxonomic, cooking-related, and nature-related uses of
the mushroom/fungus sense. It’s also worth mentioning that when some frequent foreign word is
homographic with a Swedish word, it tends to be assigned to a sense. For instance, for the adjective
sur ‘sour’, the lexicon lists one taste and one chemical sense; the algorithm conflates those two
senses but creates a sense for the French preposition.
4 CONCLUSIONS AND FUTURE WORK
In this paper, we present a model for automatically building sense vectors based on the Skip-gram
method. In order to learn the sense vectors, we modify the Skip-gram model to take into account the
3The projection was computed using scikit-learn (Pedregosa et al., 2011) using multidimensional
scaling of the distances in a 200-dimensional vector space.
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number of senses of each target word. By including a mechanism to select the most probable sense
given a target word and its context, only slight modifications to the original training algorithm are
necessary for it to learn distinct representations of word senses from unstructured text.
To evaluate our model we train it on a 1-billion-word Swedish corpus and use the SALDO lexicon to
inform the number of senses associated to each word. Over a series of examples in which we analyse
the nearest neighbors of some of the represented senses, we show how the obtained sense represen-
tations are able to replicate the senses defined in SALDO, or to make novel sense distinctions in
others. On instances in which a sense is dominant we observe that the obtained representations
favour this sense in detriment of other, less common ones.
We have used a lexicon just for setting the number of senses of a given word, and showed that
with that information we are able to obtain coherent sense representations. An interesting line of
research lies in further exploiting existing knowledge resources for learning better sense vectors.
E.g., integrating in this model the network topology of a lexicon such as SALDO, that links together
senses of related words, could arguably help improve the representations for those rare senses with
which our model currently struggles by learning their representations taking into account those of
neighboring senses.
We also hope to provide a more systematic evaluation of our model so that a more accurate assess-
ment of its qualities can be made, and its performance more easily compared against that of similar
recent work.
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