Abstract| This literature review discusses di erent methods under the general rubric of learning Bayesian networks from data, and includes some overlapping work on more general probabilistic networks. Connections are drawn between the statistical, neural network, and uncertainty communities, and between the di erent methodological communities, such as Bayesian, description length, and classical statistics. Basic concepts for learning and Bayesian networks are introduced and methods are then reviewed. Methods are discussed for learning parameters of a probabilistic network, for learning the structure, and for learning hidden variables. The presentation avoids formal de nitions and theorems, as these are plentiful in the literature, and instead illustrates key concepts with simpli ed examples.
I. Introduction
Probabilistic networks or probabilistic graphical models are a representation of the variables in a problem and the probabilistic relationships among them. Bayesian networks, a popular kind of probabilistic network, have been used in di erent applications including fault diagnosis, medical expert systems, and software debugging 1]. In this review of learning I focus mainly on Bayesian networks which are based on directed graphs.
Probabilistic networks are increasingly being seen as a convenient high-level language for structuring an otherwise confusing morass of equations. They are an explicit representation of dependencies or independencies between variables that ignores the speci c numeric or functional details. Depending on interpretation, they can also represent causality 2], 3], 4], 5]. Probabilistic networks in this broad sense were independently developed in a number of communities 6]: in genetics 7], in social science, in statistics to factor multi-dimensional contingency tables; in arti cial intelligence to model probabilistic intelligent systems 8]; and in decision theory to model complex decisions 9]. An area not considered in this review is graphical modeling in social science which has had rich development and application, and strong interactions with the arti cial intelligence and statistical communities 10], 3], 11], 12].
Networks in general play the role of a high-level language, as is seen in arti cial intelligence, statistics, and to a lesser degree in neural networks (where biological views o er an alternative interpretation). See the survey by Ripley 13] . Networks are used to build complex models from simple components. Networks in this broader sense include probCurrent address: Thinkbank, 1678 Shattuck Avenue, Suite 320, Berkeley, CA, 94709. Email: wray@Thinkbank.COM, URL:
http://WWW.Thinkbank.COM/wray/ abilistic graphical models of the kind considered here, as well as neural networks 14], and decision trees 15]. Probabilistic networks have the distinguishing characteristic that they specify a probability distribution|they therefore have a clear semantics that allow them to be processed in order to do diagnosis, learning, explanation and many other inference tasks necessary for intelligent systems. For instance, a new research area considered brie y in the last section is where a probabilistic network is the input specication for a compiler that generates a learning algorithm. This compilation is made easier because the network denes a probability distribution. Why is learning probabilistic networks of particular interest? Most of the earlier work in arti cial intelligence on building expert systems involved a tedious process of manual knowledge acquisition 16] . This tedium spurred two developments that more or less continued independently until recently: machine learning which originally focused on learning rule based systems 17], 18], and uncertainty in arti cial intelligence which focused on developing coherent probabilistic knowledge structures whose elicitation su ered less pitfalls. For instance, Henrion and Cooley give a detailed case study 19] , and Heckerman developed similarity networks 20] which allow a complex network to be elicited more simply than one would expect. The interest in arti cial intelligence in learning of probabilistic networks is a result of the marriage of machine learning and uncertainty in arti cial intelligence.
Neural network learning has developed concurrently, based almost exclusively on learning from data. The networks in the computational side of neural networks (interested in information processing as opposed to biological modeling) have increasingly been moving in the direction of probabilistic models. Therefore, there is some overlap between learning of probabilistic networks and neural net- Learning of probabilistic networks includes a number of complications: learning the structure, the parameters given a structure, hidden variables whose values are never present in the data, and values of a variable that are sometimes missing. This review describes some current literature addressing these various tasks, reviews the major methodolo-gies applied, and describes some of the major algorithms. Available software for learning Bayesian networks is not discussed in this review. An extensive list of software for general inference on probabilistic networks is maintained on the World Wide Web 28] . A list of relevant online tutorial articles and slides, several of those mentioned here, is also available at 29]. Another area not considered in this review is the empirical evaluation of learning algorithms for probabilistic networks. This section introduces Bayesian networks with a simple example, and then illustrates the richness of the representation with additional examples. Consider Bayesian networks on discrete variables. In their simplest form these consist of a network structure and its associated conditional probability tables. The example below is adapted from 39].
A. The structure, S
The network structure is represented by a Directed Acyclic Graph (DAG) as given in Fig. 1 B. The conditional probability tables, parameters Conditional probability tables are needed to specify a probability distribution based on the network. For the structure in Fig. 1 , we see from Equation (1) that the tables for p(Age), p(Occ), p(Clim), p(DiseasejAge; Occ; Clim), and p(SymptomsjDisease) need to be speci ed. These tables may be speci ed in any form: implicitly by some parametric probability distribution, or explicitly as tables. Two such tables are given below for p(Age) and p(SymptomsjDisease). Notice that Age, while being a real valued variable, is discretized to create a binary variable. Symptoms is a three valued discrete variable, as is Disease. Without the assumptions of the network which leads to Equation (1), instead of ve smaller tables, one large joint table on all ve variables would be required. Networks provide a way of simplifying the representation of a probability distribution.
C. Some extensions While the variables above are treated as simple discrete variables, and the conditional probabilities in the example above are simple tables, in general a variety of variables and functions can be used on Bayesian networks. Variables could be real valued, integer valued, or multivariate. A real-valued variable may have a probability density function such as a Gaussian. Instead of giving a probability table for it as above, the mean and variance of the Gaussian would be given as functions of the parent variables. These constructions allow Bayesian networks to represent standard statistical models such as regression with Gaussian error, and log-linear models 42]. Furthermore, graphical models are not restricted to be directed. Undirected arcs can be used in problems such as diagnosis where association between symptoms might be represented, and image analysis, for associations between regions of an image. The combination of directed and undirected graphical models, developed by Lauritzen and Wermuth 47] , forms a rich representation language. For an introduction to these combinations see 48] . As an example of this richness, I consider feed-forward neural networks next.
D. Connections to feed-forward neural networks Fig. 2 shows the transformation of a feed-forward neural network predicting real valued variables into a probabilistic network. Fig. 2(a) Fig. 2(b) shows a corresponding probabilistic network with a bivariate Gaussian error distribution grafted onto the output nodes of the network. The feed-forward neural network has the three lower nodes lled in to indicate they are input nodes. The bivariate Gaussian has been represented on the probabilistic network as two nodes with a directed arc between them; an equivalent representation would use an undirected arc. The transformation into the Bayesian network needs to be quali ed in several ways. Notice that the interior nodes in the Bayesian network are labeled as Simoids, the transfer function typically used in a feed-forward network. The nodes are also double ovals rather than single ovals. This is short-hand to say that the variable is a deterministic function of its inputs, rather than a probabilistic function. Neural networks usually have a weight associated with each arc, giving in some sense the strength of the association. In probabilistic networks, the arc indicates some form of probabilistic dependence or correlation, and any weights are instead associated with each node, and are used to parameterize the functions at the node instead. Furthermore, the probabilistic network explicitly includes the measured output variables in the network, o 1 and o 2 , whereas the neural network only includes the predicted output variables m 1 and m 2 . The probabilistic network therefore explicitly represents the error function, whereas the neural network leaves it unspeci ed. In summary, the Bayesian network indicates More sophisticated dynamic networks are the recurrent neural networks 49]|roughly, these might be thought of as a exible, non-linear extension to probabilistic models like Kalman lters and hidden Markov models. While these networks are based on feed-forward neural networks, the relationship of these to probabilistic networks is still under development.
E. Connections to statistics and pattern recognition Whittaker 42] , and Wermuth and Lauritzen 50] provide a rich set of examples of modeling statistical hypotheses using graphical models, some using mixed graphs incorporating both undirected and directed networks.
Consider clustering, a style of unsupervised learning. A Bayesian network can be drawn for a clustering algorithm such as Autoclass 51] , where it is assumed that the observed variables are independent given the hidden class. In clustering, the cases are to be grouped in some coherent manner. The probabilistic network in Fig. 3 . suggests a way of doing this. A discrete variable class is introduced that is termed a latent or hidden variable. Its value never appears in the data, and it indicates the unknown class to which each case belongs. The advantage of this construction is that once the class value is known for a case, the probability distribution becomes a simple one with A, B and C independent, needing only 3 real valued parameters to de ne it. This model is called a mixture model because the joint probability is a mixture of the data obtained for the di erent classes. For a visual illustration of the power of mixture models, consider real valued variables X; Y . A bivariate Gaussian places an oval shaped cloud centered at a point. A mixture of four bivariate Gaussians is illustrated in Fig. 4 has four clouds of points. When the mixture contains many classes, the density can become quite complex.
Popular models used in pattern recognition, speech recognition and control, the Kalman lter and the hidden Markov model (HMM) can also be modeled with Bayesian networks 52], 53]. A simple hidden Markov model is given in Fig. 5 . A sequence of observations are made, such as phonemes in an utterance. These are indicated with the shaded nodes observe 1 , ..., observe i , observe i+1 . Shading indicates the variables have been observed. The observations are dependent on the hidden states hidden 1 , ..., hidden i , hidden i+1 of the underlying system. If the observations are phonemes, then the hidden states may be letters of the underlying word being spoken, which are of course hidden from the observer. These kinds of models are . While identifying the observed probabilities relating smoking, sex, and lung cancer is an interesting task in itself, the real goal of such a study is to establish that the act of changing someone's smoking habits will change their susceptibility to lung cancer. This kind of action is an external intervention on the variables. A causal model is expected to be stable under acts of external intervention: conclusions drawn from them are still valid. In the probabilistic interpretation of networks used elsewhere in this review, there is an assumption that cases are got through passive observation of independently and identically distributed examples. Networks can be used to represent causality in this manner, but these networks have a di erent interpretation to the probabilistic networks considered here. Causality, networks and learning causlity are not covered in this review. Learning I will denote S a , which represents that the three variables are independent. For this structure, probability tables for p(A), p(B) and p(C) are needed. Since the variables are binary, these three probabilities are speci ed by three real numbers between 0 and 1. Denote these tables by the parameter set a 2 < 3 . For structure (c) denoted S c , probability tables for p(A), p(B) and p(CjB), denoted c , are needed. This parameter set is in < 4 because while p(A) and p(B) are speci ed by one value each, p(CjB) is speci ed by two values, for instance p(C = TjB = T) and p(C = TjB = F). Consider the conditional probability distributions that complete the network S m . The probability table for p(XjY ) will be a subset of the real space of (jXj?1)jY j-dimensions, where jXj is the number of values of the variable X. The fully connected network matching Table II , where every two variables are connected, will have 7 real values, where 7 is calculated from 2 3 ? 1. So a network of k binary variables needs between k and 2 k ? 1 real values to specify its conditional probability tables. A realvalued node whose conditional probability distribution is a Gaussian with k parents will require k(k + 1)=2 real values to specify the mean and the covariance matrix. In general, the real values used to specify conditional probability tables either explicitly (in a table) or implicitly (in some formula) are referred to as the parameters of the network.
A simple counting argument shows there are 25 di erent networks on just the three variables in Fig. 6 . However, it happens that several of these are equivalent in the sense that they represent equivalent independence statements. For these networks there are only 11 di erent equivalence classes of networks on three variables. For instance, consider the last three networks given in Fig. 6 , (d), (e) and (f). The networks have the following functional decompositions respectively (labeled d, e and f):
Some basic algebra using the laws of conditional probability show that the Bayesian networks (d) and (e) have equivalent functional decompositions and therefore equivalent independence properties, but the Bayesian network for (f) is di erent. The structures S d and S e are said to be equivalent probability models. Properties of this equivalence relation have been worked out in general for Bayesian networks 2] (this is discussed further in Section V). Since there are k(k ?1)=2 di erent undirected arcs one can place on a network of k variables, that means there are 2 k(k?1)=2 di erent undirected networks on the k variables. If the variables are ordered ahead of time so that an arc can only point towards a variable later in the ordering, then there are 2 k(k?1)=2 di erent directed networks. There would be many more if the ordering is allowed to vary (although some will be equivalent probability models).
B. The sample likelihood
The maximum likelihood approach is the starting point of most statistical theory, so it is introduced here. First, x a structure S m and its parameters m for the model matching the problem of Table II where the case probabilities p(case i jS m ; m ) are calculated using the probability tables given by m . This formulation assumes that each case is independent of the others given the \true" model S m ; m , that is they are independently and identically distributed. The \true" model is the unknown model believed to represent the process generating the data, and is assumed to exist for purposes of modeling (perhaps a reasonable approximation exists, perhaps not). The three terms on the right of this equation are found from the corresponding entries in the probability tables d . This quantity Equation (2) is called the sample likelihood.
The maximum likelihood approach for xed structure S m chooses the parameters m to maximize the sample likelihood.
It is important to notice the structure of the maximum likelihood calculation. The probability p(A = Tj d ) appearing in the likelihood for case 1 is a function of the parameters used in the conditional probability where the counts p A and n A give the occurences of A = T and A = F respectively in the data. As is the case for the binomial, the maximum likelihood is given by the observed frequency, d d;A = pA nA+pA . Likewise for the other variables and all the entries in the other tables.
An important and common assumption used in computing the sample likelihood is the complete data assumption. This holds when no case has missing values. This can be an unrealistic assumption. For instance, if data comes from a historical medical database it is likely that expensive measurements would not have been taken and recorded if they were not considered critical to the diagnosis. The complete data assumption simpli es calculation of the sample likelihood for a network. For instance, consider the model for As before, the three terms on the right of this equation are simply the corresponding entries in the probability tables f . However, notice the summation outside this. When there are many of these summations, there is no longer a simple closed form solution for maximizing the sample likelihood. Furthermore, the optimization problem no longer decomposes, as was demonstrated with Equation (3). Hidden variables lead to the same problem, and violate the complete data assumption, because the summations above always appear in the sample likelihood.
A concept central to these and subsequent techniques is the family of statistical distributions known as the exponential family 26 which lends itself to many convenient computational properties including compact storage of the training sample, simple calculation of derivatives, and tting guaranteed to be linear in the size of the sample. One needs to become familiar with these features of the exponential family in order to understand many of the recent developments in learning probabilistic models. Many of the properties of the sample likelihood, the impact of complete data assumption, exact solutions to the maximum likelihood equations and so forth follow directly from standard results for the exponential family|the e ort is usually expended in formulating the probabilistic network as a member of the exponential family, and then the standard results for exponential family follow 26], 63].
C. Basic statistical considerations
Suppose the structure S m of a network on discrete or Gaussian variables is xed. Then it remains to learn the parameters, m . For the probability tables considered earlier and with enough data, the sample likelihood is a wellbehaved di erentiable function of its parameters. This is often called a parametric problem. A non-parametric problem, in contrast, has potentially an in nite number of parameters, or no coherent likelihood function is de ned so it is un-parameterized. This is not always clear from the literature because in some cases a model is presented in a non-parametric manner, whereas it can be given a parametric basis (classi cation trees are an example 64], 15]). Now consider the problem of learning the structures as well, and remember there are a nite number of them. A xed network structure has its own distinct set of parameters. When allowing a set of di erent structures, each with its own parameters, the full probability density has no single, natural, global real-valued parameterization, but has different parameterizations depending on which structure is used. Such problems are sometimes referred to as semiparametric, but the same quali cations apply. Of course, a clever mathematician can coerce a full speci cation of the network and its parameters into some single real number. However, this would be an arti cial construct with complex non-continuous derivatives. Furthermore, for the structures of Fig. 6 , the probability distributions represented by structure S a are a set of measure zero in the probability distributions with structure S b , which themselves are a set of measure zero within S e 1 . By o ering these structures as valid alternatives, the set of measure zero is not to be ignored. I will refer to this combination of detail|for a given structure their is a neat parametric model, and structures form nested hierarchies with some being a subset of measure zero of others|as the parametric structure of the problem.
Learning network structures from data is sometimes termed a model selection problem in the sense that each network corresponds to a distinct model, and one is to be selected based on the data. Both non-parametric methods and model selection are active research areas in modern statistics 65 So network learning involves choosing from, possibly, an exponential number of network structures, and giving values to, possibly, an exponential number of real values. Why is this a problem? Basic results from computational learning theory show how di cult this can be, both in terms of the number of cases required for training, and the time or space required for the optimization. These two aspects are referred to as sample complexity and computational complexity respectively.
In learning there are roughly three distinct phases as more cases are obtained to learn from: the small sample, medium sample, and large sample phases. Initially with a small sample, learning corresponds to going with one's biases or priors. With a large sample, learning close to the \true" model is possible with high probability, where \close" is measured according to some reasonable utility criteria such as mean-square error or Kullback-Leibler distance. This learning should be possible by many reasonable algorithms that asymptotically converge to the \truth". In between the small and large sample phase is a medium sample phase where some algorithms should perform better than others, depending on how well their particular biases align with the \true" model. I use the term biases here in a loose sense. As more cases are obtained to learn from, performance may increase gradually or sometimes in jumps as the algorithm better approximates the \truth". This is illustrated by the learning curve in Fig. 7 which plots error of some idealized algorithm as it gains more cases (represented by the sample size N). The asymptotic error in this example approaches the Bayes optimal error rate from above. Without prescience, there will be a lower bound on what error rate can be achieved by any algorithm (for instance, in predicting coin tosses from a fair coin, the Bayes optimal error rate is 50%). The theory of learning curves is developed, for instance, in 69]. Suppose the hypothesis space is a family of probabilistic networks (S i ; i ) for i = 1; : : :; K. Results from computational learning theory 70] show that under many conditions the transition to the large sample phase is made when the sample size is given by
This sample size is the sample complexity. For the discrete Bayesian networks discussed earlier, the rst term will be exponential in k (the number of variables), and the second term quadratic. Of course, this ignores the issue of computational complexity. Given that there are an exponential number of networks, it should not be surprising that in some formulations, learning a Bayesian network is an NP-complete problem 71], 72], 36]. In some formulations, learning is viewed as a maximization problem: nd the network maximizing some quality measure. As is the case for the the sample likelihood, these scores usually decompose, often because they are based on the sample likelihood, see for where the network S in uences the quality measure through the parents function, parents S (:), and the quality measure may be a log-probability, log-likelihood, or a complexity measure (to be minimized). These measures are discussed further in Section VIII. This maximization problem is an instance of a maximum branchings problem (see the discussion in 37]) which in general (allowing any quality function at the nodes) is NP-complete even if variables in network are restricted to have at most 2 parents. It is polynomial if each variable has at most 1 parent. Another variation of this problem, discussed in 37], is to nd the best l networks in terms of the quality measure. For Bayesian networks, this search problem is also confounded because of the existence of equivalent networks. Nevertheless, experience with existing systems shows that standard search algorithms such as greedy algorithms and iterated local search algorithms often perform well. Basic greedy search is explored in 35]. Furthermore, the search problem adapts nicely to branch and bound using some standard methods from information theory to provide the bounds 73], and savings over an exhaustive search appear to be many orders of magnitude.
IV. Parameter fitting
For a xed graphical structure, S m , the parameter tting problem is to learn the parameters m from data. The mathematics of tting parameters to a Bayesian/Markov network is an extension of standard tting procedures in statistics. Fitting algorithms exist for Bayesian networks and more general probabilistic networks in the cases of complete and missing data 74], 42], 75], 76]. See Whittaker for a more extensive discussion and review of methods and theory. In the case of a Bayesian network with complete data, where the distributions at the nodes are discrete probability tables or Gaussians, fast close form solutions exist that can be computed in time proportional to the size of the data set. As an example, consider tting the model of Fig. 6(a) to the data in Table 6 . Each of the probabilities in this model occurs in the sample likelihood in the form n (1 ? ) m , which has a maximum at^ = n n+m . The maximum likelihood solution for the parameters is therefore equal to the observed frequency of the relevant probabilities: In other cases, a variety of iterative algorithms exist that make use of these fast closed form solutions as a subroutine. Some common techniques I shall not explain here are the expectation maximization (EM) algorithm 77] and the iterative proportional tting (IPF) algorithm 75]. Once again, the exponential family is important here. Maximum likelihood approaches su er from so-called sparse data because, for instance, they may become undened whenever a table of counts total to zero. Consider the model of Fig. 6 (e) and consider estimating p(B = TjC = F; e ). Notice there are no instances of C = F in the sample, so the maximum likelihood estimate for this probability is unde ned since the sample likelihood does not exist. For k binary variables and a fully connected Bayesian network (where every two variables are directly connected), clearly need greater than 2 k?1 cases in the sample for the maximum likelihood estimate to be de ned.
A related problem is the problem of over-tting. Suppose sparse data is not a problem. Observe the maximum likelihood estimate above for p(C = Tj a ). This was equal to 1.0 because in the data, all observed cases of the variable C had the value T. Now this is based on four cases. It would seem reasonable that the \true" value could be 0.9, and by chance have all T's in the data. The estimate 1.0 must be an upper bound on the probability. By de nition, the maximum likelihood value (1:0 4 ) must be an over-estimate of the \true" sample likelihood (0:9 4 ). As the sample size gets larger and larger, the over-estimate will gradually converge to the \true" value; assured in most cases by large sample properties of maximum likelihood theory (for an introduction see 78]). However, for small samples, the maximum likelihood value may be much larger than the \true" likelihood, and in general the maximum likelihood solution will attempt to t the data as well as possible|for instance, regression using 10 degree polynomials will t 11 data points exactly, whereas for 11 data points one might more reasonably attempt to t a 2 or 3 degree polynomial and assume the remaining lack of t is due to noise in the data. The maximumlikelihood parameter values are therefore said to over-t the data. This is a well-known problem in supervised learning, for instance as addressed by pruning methods for classi cation trees 64], 15].
The Bayesian Maximum a-posterior (MAP) approach extends the maximum likelihood approach by introducing a prior probability. Good introductions to this simpli ed Bayesian approach and some of its extensions can be found in 79], 80]. The approach places a probability distribution on the unknown parameters and reasons about them using the axioms of probability theory. The likelihood is augmented with a prior that gives the initial belief about before seeing any data. Consider just the column of data for A in Table II , and consider A , the parameter giving the probability of A. By Bayes Theorem:
where the numerator contains the sample likelihood and the prior, and the denominator is obtained by integrating the numerator,
Again, these computations become simpli ed in some cases of the exponential family, mentioned previously, Gaussians, Bernoulli, and so forth. An example is given in Fig. 8 . The ) is more in uenced by the likelihood, whereas the three posterior peaks for the mild prior re ect the shape of the prior quite strongly. The maximum posterior value is the value of at the maximum of each curve. Notice how it is e ected by both the prior and the likelihood. Many general algorithms exist for addressing parameter tting problems of probabilistic networks: missing and latent variables, large samples, recursive or incremental techniques, special nodes, and subjective priors 26 Ignoring the issue of sample size for the moment, a dicult question is whether particular network structures with or without latent variables are identi able in the limit with probability 1. That is, assuming there are large amounts of data to accurately estimate various probabilities, can the \true" probabilistic network be reconstructed at all in the sense that a learning algorithm, given a su ciently large sample, will invariably return a hypothesis (graphical structure and parameters) close to the \truth"? This question is formalized and addressed from several angles in computational learning theory 97] under the name of identi cation and learnability, as well as in statistics 78], 26] under the name of consistency. This is the situation of N ! 1 in Fig. 7 .
In Bayesian networks, this question is confounded by the existence of equivalence classes of graphs (one example of a redundant model 78]) and by the use of hidden or latent variables. For instance, consider the networks given in Fig. 6 again. The Bayesian networks (d) and (e) have equivalent probability models but the Bayesian network for (f) is di erent. Therefore, Bayesian networks (d) and (e) have equivalent sample likelihoods and cannot be distinguished from data without some additional criteria or knowledge, whereas the Bayesian network (f) could be identi ed from data alone. . In some cases, only a class of equivalent graphs can be reconstructed from data, and in other cases latent variables and their properties cannot be identi ed uniquely.
These identi cation methods have lead to some of the earliest algorithms for learning structure from data 103], 56], and a related approach that also combines cross validation to address model selection is 104]. Identi cation methods are also used in TETRAD II, the successor to TETRAD 12] .
The theory of network identi cation from data and network equivalence are a precursor to techniques for learning from medium sized samples of Fig. 7 The basic problem of elicitation is a twist on the problem of knowledge acquisition for expert systems.
In the medium sample regime, which applies frequently, data should be complemented with prior knowledge and constraints if reliable and useful results are to be obtained. Prior knowledge can often only be obtained from the domain experts by the manual process of knowledge elicitation. Domain experts can be poor at judging their own limitations and capabilities, and estimating probabilities 109]. One of the common mistakes of beginners is to assume that the expert's claims are valid. In applications these issues are crucial because a learning problem does not come prepackaged in its own neat wrapper with instructions for assembly: \here's the data, use these ve variables, and try the C4.5 tree program." A learning problem is usually embedded in some larger problem. A domain expert may be needed just to circumscribe the learning component: which variables might be used, what is being predicted from what, and so forth. Sometimes this is crucial to success, and the learning algorithm used is almost incidental 110] .
A number of techniques exist at the interface of learning and knowledge acquisition. Diagnostics are measures used to evaluate particular model assumptions 111], 112] 113]. Sensitivity analysis 114] measures the sensitivity of the results of a study to the model assumptions, using the same techniques taught to engineers everywhere: wiggle the inputs to the model (in the case of learning, this means the constraints and priors) and watch how the output of the model wiggles. Assessment and elicitation is the usual process discussed in manual knowledge acquisition of interviewing an expert in order to obtain prior estimates of relevant quantities. Because the elicitation and evaluation of probabilistic networks is a well developed area, the further re nement of networks via learning is made possible, as is discussed later under priors.
VII. Learning structure from data
The earliest result in structure learning was the Chow and Liu algorithm for learning trees from data 115]. This algorithm learns a Bayesian network whose shape is a tree. If there are k variables, then there are O(k 2 ) trees, much less than the exponential number of Bayesian networks. The sample complexity is thus O(2 logk) more than the sample complexity for each tree, which is O(k), thus learning is feasible from small samples. Furthermore, the computational complexity of searching for a tree shaped network requires at most a quadratic number of network evaluations. Herskovits and Cooper 116 ] demonstrated on a problem of signi cant size that complex structure learning was possible from quite reasonable sample sizes (in their case, about 10,000), despite being faced with a potentially exponential sample complexity and an NP-complete search problem. Other early work on structure learning was often based on the identi cation results discussed in the previous section, for instance Problems like learning the structure of a Bayesian network su er when samples are smaller. This happens because of over-tting in the structure space, similar to overtting in the parameter space discussed previously. Maximum likelihood and hypothesis-testing methods provide techniques for comparing one structure to another, \shall add an arc here?" \Is model S c better than model S f ?" This is done, for instance, using the likelihood ratio test 42], 43]. Repeated use of this test can lead to problems because, by chance, hypothesis tests at the 95% con dence level should fail 1 in 20 times, and hundreds of such tests may need to be made when learning a network structure from data. A comparable problem in the statistics literature is variable subset selection in regression. In this problem, one seeks to nd a subset of variables on which to base a linear regression. The pitfalls of hypothesis testing in this context are discussed in 67]. The basic problem is that model selection focuses on choosing a single \best" model. For discrete variables at least, the problem of learning Bayesian networks from complete data is related to the problem of learning classi cation trees, exempli ed by the CART algorithm 64] in statistics and ID3 and C4 in arti cial intelligence 15]. This relationship holds because the sample likelihood for a binary classi cation tree can be represented as a product of independent binomial distributions, just like the sample likelihood for the Bayesian networks on binary variables described in Section III. Both problems also have a similar parametric structure. The classi cation tree problem has a long history and has been studied from the perspective of applied statistics 64], arti cial intelligence 15], Bayesian statistics 118], minimum description length (MDL) 119], 120], genetic algorithms, and computational learning theory. An adaptation of a successful tree algorithm to an algorithm for learning Bayesian networks appears in 121], and the relationship between the two approaches is discussed in 122].
Another adaptation, which is not quite as direct, is the Constructor algorithm of 104] which adapts the costcomplexity technique from the CART algorithm for trees. There are a variety of heuristic techniques developed for trees, including the handling of missing values 123] and the discretization of real-valued attributes 124], which have yet to nd their way into algorithms for probabilistic networks.
VIII. Statistical Methodology
In most work on learning structure, researchers have applied standard statistical methodology for tting models and handling over-tting. It is therefore appropriate to discuss these standard methodologies, done so in this section. The problem of over-tting was encountered and addressed by the earliest methods. It is important to note that the role of a statistical methodology is to convert a learning problem into an optimization problem. Some of the statistical methodologies, despite their wide philosophical di erences, reduce a learning problem to the same kind of optimization problem, so the practitioner could well be left wondering what all the di erences are about. It is also important to note that most structure learning is built around some form of parameter learning as a sub-problem.
In general, the many di erent structure learning methods are extensions of the general algorithms summarized in Table III. In some cases, this can be as simple as placing a model selection wrapper around a parameter tting system 125], in other cases more sophistication is layered on top.
It is perhaps unfortunate that so many di erent, competing statistical methodologies exist to address essentially the same problem. Partly, this stems from the apparent impossibility of handling smaller sample learning problems in any objective manner, and the di culty of establishing a basis on which a statistical methodology can be judged. See, for instance, the e orts made to compare di erent learning algorithms in 30], and consider that a statistical methodology is a higher level of abstraction than a learning algorithm. A discussion of the Bayesian perspective on the issues of learning appears in 26], touching on prior probabilities, and subjective statistical analysis. Di erent disciplines have addressed these problems in parallel while they attempted to extend the classical maximumlikelihood and hypothesis testing approaches from statistics. Each methodology comes with a cast of staunch protagonists and antagonists and a litany of standard claims, dogma, paradoxes, and counter-claims. It is useful to become familiar with the di erent approaches and the mappings and approximations between them to better understand their di erences, however this can be di cult given the confusing state of the literature. Each methodology has its particular strengths that make it suitable under certain conditions: ease of implementation, adequate for large samples, more appropriate for the engineer, availability of software and training. and so forth. I believe no one methodology is superior in all respects.
My comments in this review are colored from a Bayesian perspective. I have tried to keep my comments below to the realm of what is \generally believed" by those knowledgeable in this area rather than merely repeating the dogma of each community. Also, this section is not an introduction to these methodologies. I include appropriate tutorial references below. Finally, there are really hundreds of di erent methodologies, one for each small cluster of researchers. The list below presents di erent corners in a continuum.
A. Maximum likelihood and Minimum cross entropy methods
The maximum likelihood approach says to nd the network structure S m whose maximum likelihood over parameters m is the largest The minimum cross entropy approach says to nd the structure whose minimum cross entropy with the data is the smallest. These two approaches are equivalent 126], and they are also well known to su er from over-tting, as discussed in Section IV. If the \true" model has one single equivalent representative in the hypothesis space, then the maximumlikelihood approach is consistent in the sense that in the limit of a large sample it will converge on this \truth" 78]. The maximum likelihood method can also be viewed as a simpli cation of most other approaches, so it is an important starting point for everyone. When in a large sample regime, the best strategy is to use the maximum likelihood approach to avoid all the mathematical or implementation details of the more complex approaches. The results from computational learning theory for bounding the onset of the large sample phase are useful for deciding when to do this. For Bayesian networks, the maximum likelihood approach has been applied by 127], 116]. The paper by Herskovits and Cooper was the major breakthrough in learning Bayesian networks. It was clear from this paper that MDL and Bayesian methods, which extend the maximum likelihood approach, could be applied in all their detail.
B. Hypothesis testing approaches
Hypothesis testing is the standard model selection strategy from classical statistics. For probabilistic networks methods are well developed and a variety of statistical software exists 28], 43], 13]. As mentioned before, the problem is that this is only a viable approach if a small number of hypotheses are being tested. Clever or greedy search techniques can help here 128] by reducing the number of hypothesis tests required. Another way for thinking about this is to deal with multiple hypotheses: let hypothesis testing return a set of possible models rather than expecting it to isolate a single one 128]. This strategy then resembles a Bayesian approach where multiple models are considered. This is discussed in the context of probabilistic networks below.
C. Extended likelihood approaches
A number of extensions to the maximum likelihood approach have been proposed to overcome the problem of over-tting, and to overcome the problems inherent in hypothesis testing. These approaches replace the sample likelihood by a modi ed score that is to be maximized. Examples include the penalized likelihood, Akaike information criteria (AIC), the Bayesian information criteria (BIC) and others 66], 129]. Typically, this involves minimizing a formula such as the BIC formula BIC(S m jsample) = ? log p(samplej c m ; S m ) + 1 2 dim( m ) log N ; where c m is the maximum likelihood estimate of m xing the structure to be S m , N is the sample size and dim( m ) is the dimensionality. The BIC criteria and some related variations are asymtotically Bayesian but avoid speci cation of the prior, and are similar to variations of the minimum information complexity approaches described below. Examples for undirected probabilistic networks with the BIC criteria appear in 67].
D. Minimum information complexity approaches
There are several di erent schools under the general rubric of minimizing some information complexity measure (\code length"), for instance minimum description length (MDL) 130], minimum message length 131], and minimum complexity 132]. A simple approximation for MDL is equivalent to the BIC above, but other variations involve statistical quantities such as the Fisher Information, and hypothesis dependent complexity measures chosen particularly for the domain. These approaches are popular among engineers and computer scientists who learn coding and information theory as undergraduates. From one perspective, these methods are related to Bayesian MAP methods although there are subtle di erences 133]. One advantage that some proponents claim of this approach (particularly those in the MDL school) is that it requires no prior and is hence objective. In most instances a corresponding \implicit prior" can be constructed from the code. Some authors use this approach so that they can use Bayesian methods in disguise without being ridiculed by their anti-Bayesian colleagues. 137] . Their strength lies in the fact that they are reliable black box method that can be used without requiring some of the complex mathematical treatment found in the Bayesian or minimum complexity methods 138]. These resampling schemes therefore provide a good benchmark for comparison with more complex schemes which have additional mathematical and implementation pitfalls. Their theoretical justi cation is large sample, although they have empirical successes in the small sample case for a wide range of problems. The full Bayesian approach is a predictive one: rather than returning the single \best" network, the aim might be to perform prediction or estimate probabilities for new cases. For instance, one might be interested in the probability of new cases based on the sample, p(new-casejsample). In general this is estimated by averaging the predictions across all possible networks using the probability identity 87] . This family uses the following kind of trick. Suppose we wish to sample from the distribution p(A; B; C). In general this might be a complex distribution and no convenient sampling algorithm may be known. When the complete data assumption is violated for instance, as discussed in Section III-B, it is quite easy to get an intractible sample likelihood distribution for network parameters, and hence the posterior distribution for network parameters may have no convenient functional form to sample from|this is exactly the kind of problem that MCMC methods were designed for. They can even be used for instance, to estimate posterior predictions when learning with complex parametric systems such as sigmoidal feed-forward neural networks 88]. To sample from p(A; B; C) using the Gibbs sampler, the simplest kind of MCMC method, we start at A 0 ; B 0 ; C 0 , and then repeatedly re-sample each variable in turn according to its current conditional distribution (\ " should be read as \to be sampled from"): Probabilistic networks are an ideal framework for developing MCMC methods because these conditional distributions can be generated automatically from the network. MCMC methods can be used for parameter tting, to sample di erent network parameters, and for structure learning, to sample from di erent possible probabilistic network structures. Use of MCMC methods for learning probabilistic networks is discussed in 85 86] . This e ectively allows data analysis algorithms to be compiled from speci cations given as a probabilistic network, and the technique addresses a number of non-trivial data analysis problems 155], 86]. Unfortunately, Gibbs sampling without much thought to domain speci c optimization can be time intensive because convergence may be slow, so other methods need to be developed to make this approach more widely applicable. Other algorithm schemas from Table III can be applied within this compilation framework as well, so it may be possible to construct more ecient algorithms automatically. An exposition of the techniques used by algorithms for learning Bayesian networks| decomposition, exact Bayes factors, and di erentiation| all readily automated|can be found in 23], 156].
