Abstract. We propose an extension of the tree automata with constraints between direct subtrees (Bogaert and Tison, 1992) to unranked trees. Our approach uses MSO-formulas to capture the possibility of comparing unboundedly many direct subtrees. Our main result is that the nonemptiness problem for the deterministic automata, as in the ranked setting, is decidable. Furthermore, we show that the nondeterministic automata are more expressive than the deterministic ones.
Introduction
The notion of unranked trees, i.e., finite (ordered) trees for which there are no constraints on the number of successors of a node, has recently regained interest from the research community, especially due to the application of such trees as models of semi-structured data. As with ranked trees, automata-related and logic-related notions have been developed for unranked trees. In fact, many results that hold for the ranked case have been shown to hold for the unranked case as well. For references, the reader is referred to, e.g., the surveys [16, 13] .
A current trend in the theory of unranked tree automata is concerned with the development of logics and automaton models that are more expressive than the framework of finite automata and, at the same time, have good (algorithmic) properties. Such frameworks, in turn, can be useful for developing (logic-based) query languages over unranked trees (with application to query languages for XML documents) with desirable algorithmic properties. A particular approach along this line, for instance, has been to incorporate the notion of numerical constraints in unranked tree automata: in the Presburger automata of Seidl et. al. [17, 18] (cf. also the sheaves automata of Lugiez and Dal Zilio [8] ), the applicability of a (bottom-up) transition at a node of an input tree is subject to formulas of Presburger arithmetic (the first-order logic over the natural numbers) over the occurrences of the states to which the children of this node are evaluated to. In another approach, structures (among others, words and trees) with data, i.e. where the nodes carry, besides a label from a finite alphabet, a data value from an infinite set, have been considered; see, e.g., [3, 2] as well as the references therein. In these two papers, logics and automata with equality tests between data values in different nodes are studied, and decidability results for fragments of first-order logics over words and unranked trees with data are shown.
Regarding the latter approach, another possibility of incorporating data is to encode the data value of a node (together with the node's label) as a subtree over a finite alphabet (e.g., natural numbers can be coded by unary subtrees of the corresponding depth) instead of directly taking values from an infinite alphabet. In this view, equality tests between data values then amount to equality comparisons between subtrees. As a first step toward this approach, in this paper we study a class of (unranked) tree automata that can deal with such comparisons in a restricted way.
In the ranked setting, automata with equality comparisons between subtrees have been studied in the literature; for references, see [7, Chapter 4] . It turns out that tree automata with such constraints, in the most general form where it is allowed to compare arbitrary subtrees, fail to have a decidable nonemptiness problem [15] . This result even carries over to the case where equality tests are only allowed between cousin subtrees, i.e., subtrees of depth at most two [19] . Nevertheless, by imposing appropriate restrictions on the transition structure and/or the equality constraints, it is possible to identify classes of automata with a decidable nonemptiness problem; the class of reduction automata and its variants [9, 6, 11] are a case in point. Another subclass of tree automata with equality constraints has been suggested by Bogaert and Tison [1] : they allow equality (and disequality) constraints only between sibling subtrees (i.e., direct subtrees or subtrees of depth one) and show that this class forms a Boolean algebra and that the nonemptiness problem for this class is decidable.
In this paper, we aim at extending Bogaert and Tison's automaton model to the unranked setting. However, even the definition of such automata is not obvious: with unrankedness, on the one hand, the number of pairs of sibling subtrees to be compared is not a priori bounded and may increase with the size of the input tree. On the other hand, the (possibly unboundedly many) sibling comparisons must be finitely representable in order to define an automaton model properly. Here, we propose using formulas of monadic second-order logic over the state set of the underlying automaton to address the pairs of siblings to be compared. In this way, we meet the two requirements just mentioned: unbounded number of but finitely representable equality tests between sibling subtrees.
The main result of this paper is that the nonemptiness problem for the deterministic unranked tree automata with equality and disequality constraints between siblings we propose is decidable, which we show by adapting Bogaert and Tison's nonemptiness decision procedure. As a remark, using encodings (e.g., the first-child-next-sibling encoding; cf. [16] ), a standard way of transferring results from ranked trees to unranked ones, obviously fails for our purposes because the sibling relation must be destroyed by any encoding mapping unranked trees to ranked ones.
Further, regarding the use of subtrees to represent data values mentioned above, we would like to point out that, if we want to test equality only between the data values and ignore the node labels, then we actually do not want to compare whole sibling subtrees. Thus, a next step along this line of study would be to consider automaton models that do not directly compare subtrees but, instead, the output of some preprocessing of the subtrees; see Section 5 for a discussion on this.
Outline of the paper. After fixing our notations in Section 2, in Section 3 we present our automaton model, indicate some closure properties, and show that the nondeterministic automata are more expressive than the deterministic ones. In Section 4 we show our main result, namely that the nonemptiness problem for the deterministic case is decidable. Section 5 indicates some possible variations of our automaton model. We conclude with some remarks on further prospects in Section 6. Due to space limitations, proof details are omitted and can be found in the preliminary version of this paper [12] .
Related works. Lugiez [14] proposes automata on multitrees (unranked, unordered trees) with a certain type of constraints among sibling multitrees in the transitions and shows that these automata are closed under Boolean operations, determinizable, and have a decidable nonemptiness problem. The constraints he uses incorporate both numerical (Presburger) constraints and inclusion relations among multisets of (multi)trees. By using Boolean combinations of constraints of the latter kind, it is then possible to impose equality tests among sibling (multi)trees, so his work also extends Bogaert and Tison's. Nevertheless, his approach is not comparable to ours in several respects. In his approach, besides unorderedness, evaluating a constraint in an unbounded (unordered) sequence of (multi)trees is reduced to evaluating the constraint in an (unordered) sequence of multisets of trees whose length is bounded by the number of states of the underlying automaton. Consequently, first, equality tests are imposed between multisets of trees (in our setting: between trees), and second, the number of equality tests depends on the number of states of the automaton instead of the size of the input (multi)tree.
Preliminaries
We denote the set of (positive) natural numbers by N (respectively, N + ). For k > 0, the set of k-tuples over these sets are denoted by N k and N k + , respectively; throughout the paper, such tuples are usually denoted byd,ē, . . . . Further, as usual, these tuples are ordered by comparing them componentwise. Whenever k is clear from the context, we denote by m, for m ∈ N, the k-tuple (m, . . . , m).
For a set A, we denote the set of all (finite) words over A by A * . We denote the empty word by ε and write A + for A * \ {ε}. For a word w over A, we denote its length by |w|.
Let A be a finite, nonempty alphabet. A nonempty word w over A defines the word structure {1, . . . , |w|}, S, <, (χ a ) a∈A where S and < denote the successor and the order relation, respectively, over the set {1, . . . , |w|} of positions in w, and χ a , for each a ∈ A, is the set of a-labeled positions in w. To simplify notation, we do not distinguish between a word and its corresponding word structure. The formulas of monadic second-order (MSO) logic over words over A are built up from: first-order variables x, y, z, . . . , which range over positions; monadic second-order variables X, Y, Z, . . . , which range over sets of positions; atomic formulas x = y, x < y, S(x, y), X(x), and χ a (x), for all a ∈ A and for all variables x, y, X; Boolean connectives; and first-order as well as set quantifiers. We write ϕ(x 1 , . . . , x n , X 1 , . . . , X m ) to indicate that the MSO-formula ϕ may contain free occurrences of the variables x 1 , . . . , x n , X 1 , . . . , X m . If a word structure w, together with an assignment of positions κ 1 , . . . , κ n and of sets K 1 , . . . , K m of positions in w to the free variables x 1 , . . . , x n , X 1 , . . . , X m , respectively, satisfies ϕ, we write w |= ϕ(κ 1 , . . . , κ n , K 1 , . . . , K m ).
In the sequel, Σ will always denote a nonempty, finite (tree-labeling) alphabet. A tree domain D is a nonempty, prefix-closed subset of N * + such that, for each u ∈ D and i > 0, if ui ∈ D, then also uj ∈ D, for each j ∈ {1, . . . , i}. A finite unranked tree t over Σ (or simply Σ-labeled tree in the sequel) is a mapping t : dom t → Σ where dom t is a finite tree domain. The elements of dom t are called the nodes of t, and the node ε is called the root of t. A node u ∈ dom t is said to have k ≥ 0 successors if uk ∈ dom t but u(k + 1) ∈ dom t . In this case, we call ui the i-th successor of u, and we say that ui and uj are sibling nodes, for each i, j ∈ {1, . . . , k}. A leaf of t is a node without any successor. Given a node u of t, the subtree of t at u is the tree given by t| u with dom t|u = {v ∈ N * + | uv ∈ dom t } and t| u (v) = t(uv), for all v ∈ dom t|u . Further, t| u is called a direct subtree of t if |u| = 1. We write t as a(t 1 · · · t k ) to indicate that its root is labeled with a and that it has k successors at which the subtrees t 1 , . . . , t k are rooted. We denote the set of all Σ-labeled trees by T Σ .
Automata with Equality and Disequality Constraints between Siblings on Unranked Trees
In the framework of ranked trees, roughly speaking, a finite tree automaton processes a given input tree by assigning states to the nodes of the tree, say, in a bottom-up fashion, according to its transitions. The automaton model introduced in [1] extends this definition by requiring that the application of a transition on a node of the input tree is subject to some equality and disequality constraints between the direct subtrees of that particular node. For instance, "1 = 2 ∧ 1 = 3" expresses the property that the first and the second subtree are equal while the first and the third subtree are different from each other. Note that the constraints directly address the subtrees to be compared, which is possible since the number of successors of any node of a ranked tree is bounded. When moving on to the framework of unranked trees, we encounter the fact that the number of successors of a node, when applying a transition, is no longer a priori bounded by a rank. The usual approach to this phenomenon is to use regular word languages over the set of states in the transitions of a finite tree automaton instead of mere sequences of states (cf. [4] ). In this way, we allow the number of successors of a node to be arbitrarily large (but finite) while ensuring a finite representation (by means of, e.g., regular expressions over the set of states) of the automaton model.
The same phenomenon occurs if we now want to add equality and disequality constraints between the direct subtrees of a node (or simply sibling constraints for short). As an illustration, if we want to express that "all direct subtrees are equal to one another", then we will have to address unboundedly many pairs of direct subtrees to be compared; in the framework of ranked trees, say, of rank k, we just need to define the constraint 1≤i,j≤k (i = j). To cope with this phenomenon, in the sequel, we will use MSO-formulas to address the pairs of direct subtrees to be compared; by doing so, we take into account the unboundedness aspect while ensuring that the constraints we use are finitely representable.
Let A be a finite, nonempty alphabet. An atomic sibling constraint over A is given by a pair (ϕ, η) where ϕ(x, y) is an MSO-formula over words over A that may contain free occurrences of the first-order variables x and y, and η is one of the following four types of usage: ∃ EQ , ∃ NEQ , ∀ EQ , and ∀ NEQ . Intuitively, an ∃ EQconstraint (∃ NEQ -constraint) says that "there is a pair of positions that satisfies ϕ and the subtrees at these positions are equal (or distinct, respectively)", and a ∀ EQ -constraint (∀ NEQ -constraint) says that "for each pair of positions that satisfies ϕ the subtrees at these positions must be equal (or distinct, respectively)". Formally, a nonempty word w over A together with a sequence t 1 . . . t |w| of Σ-labeled trees are said to satisfy an atomic sibling constraint (ϕ, η) if, depending on η, one of the following holds:
-η = ∃ EQ : there exist κ, λ ∈ {1, . . . , |w|} such that w |= ϕ(κ, λ) and t κ = t λ .
-η = ∃ NEQ : there exist κ, λ ∈ {1, . . . , |w|} such that w |= ϕ(κ, λ) and t κ = t λ .
A sibling constraint over A is built up from atomic sibling constraints by means of Boolean connectives, and the semantics definition above is extended accordingly. The set of all sibling constraints over A is denoted by CONS A .
We remark that ∃ EQ -constraints and ∀ NEQ -constraints are dual with respect to negation. Likewise, ∃ NEQ -constraints and ∀ EQ -constraints are dual with respect to negation. Hence, it suffices to consider only positive Boolean combinations (i.e., without negation) of atomic sibling constraints.
An unranked tree automaton with equality and disequality constraints between siblings (UTACS ) over Σ is defined as a tuple A = (Q, Σ, Λ, ∆, F ) where: Q is a finite, nonempty set of states; F ⊆ Q is the set of final or accepting states; Λ ⊆ Σ × Q contains the leaf transitions; and
where Reg + (Q) denotes the set of regular subsets of Q + , is the set of inner-node transitions. Given a Σ-labeled tree t, a run of A on t is defined as a Q-labeled tree ρ : dom t → Q with the following property: (a) for each leaf node u ∈ dom t , we have (t(u), ρ(u)) ∈ Λ; (b) for each node u ∈ dom t with k ≥ 1 successors, there exists a transition (L, α, t(u), ρ(u)) ∈ ∆ such that the word ρ(u1) . . . ρ(uk) belongs to L and, together with the tree sequence t| u1 . . . t| uk , satisfies α. In case such a run exists, we write t → A ρ(ε) or simply t → ρ(ε), whenever no confusion might arise, and say that t evaluates to ρ(ε). The run ρ is said to be accepting if ρ(ε) ∈ F . The tree t is accepted by A if there is an accepting run of A on t. The set of trees accepted by A is denoted by T (A).
The UTACS A is called deterministic if, for each tree t ∈ T Σ , there exists at most one state q with t → q. Example 1. The set of well-balanced trees over the alphabet {a} can be recognized by a UTACS by taking Q = F = {q}, Λ = {(a, q)}, and ∆ = {(Q + , α, a, q)} with α = (true, ∀ EQ ).
By adapting the standard constructions from the ranked setting (see, for example, [7, 1] ), one can show that the class of (nondeterministic) automata with constraints between siblings on unranked trees is closed under union and intersection, and that the class of deterministic automata is closed under complementation. On the other hand, the nondeterministic automata, as opposed to the ranked case, are more powerful than the deterministic ones (see Proposition 2 below); this fact, in turn, raises the question whether the class of nondeterministic UTACS's is closed under complementation.
Proposition 2. There exists a tree language that is recognizable by a nondeterministic UTACS, but by no deterministic UTACS.
The tree language that we use to separate the two classes consists of trees of the form depicted in Figure 1 . Intuitively, such a tree consists of a root labeled with a and below it strands of b's. All but two of the b-strands are of the same length, and the two special b-strands themselves are of the same length. With nondeterminism, essentially, we would guess the positions of the latter b-strands and mark them by means of a special state. Then, using this particular state, we can address the appropriate pairs of positions that should be equal and those that should be distinct. With determinism, this is no longer possible; the fact that there are b-strands of arbitrary length prevents the possibility of using a special state to mark the positions of the two special b-strands and thus also of addressing their positions in the constraints.
Nonemptiness Problem: the Deterministic Case
In the ranked setting, it has been shown in [1] that the nonemptiness problem for deterministic automata with sibling constraints is decidable, which carries over into nondeterministic automata since the latter can be determinized. The method used there is an adaptation of the standard marking algorithm: one constructs trees that are accepted by the automaton under consideration, in a bottom-up fashion, by applying the transitions of the automaton. In order to apply a transition, in turn, one needs to find, for each state occurring in the transition, a tree that evaluates to this state. With disequality constraints, however, we may need more than one tree evaluating to a state; for instance, if a transition requires that the first and the second subtree both evaluate to the same state, say p, and that they are distinct, then at least two distinct trees evaluating to p are needed to apply the transition. Of course, if we want to apply a transition to a node, then we need, for each state occurring in the transition, at most only as many distinct trees as the number of successors of this node. Thus, if the number of successors a tree node may have is bounded, then this bound gives an upper bound on the sufficient number of distinct trees needed for each state in order to apply a transition. Now, our main obstacle to transferring the above nonemptiness decision procedure to the unranked setting indeed lies in the unrankedness aspect: as the number of successors of a tree node is not a priori bounded, we first need to find out how we can bound the sufficient number of distinct trees needed to satisfy a sibling constraint. In Lemma 3 below, we assert the existence of such a bound: for each transition, if this transition is applicable, then as many distinct trees as given by this bound are sufficient in order to apply this transition. Using this bound, we can then devise, based on the corresponding algorithm in the ranked setting, a nonemptiness decision procedure for deterministic UTACS's.
In the remainder of this section, unless stated otherwise, let A = (Q, Σ, ∆, Λ, F ) be a deterministic UTACS and τ = (L, α, a, q) be a transition of A.
We call a word w ∈ Q + suitable for τ if it can be used in an application of τ , thus resulting in a tree that evaluates to q, provided that, for each state occurring in w, there are plenty of (i.e., sufficiently many) distinct trees evaluating to this state. Note that not every word is suitable for τ ; for instance, if α requires that the subtrees at the first and the second position of w are equal, then the states at these positions must be the same, too, since A is deterministic. Let us denote the set of words that are suitable for τ by S τ . Now, in order to analyze the applicability of τ , it suffices only to consider words that are suitable for τ , for if a word w is not suitable for τ , then there is no sequence of trees together with which w can both belong to L and satisfy the constraint α. Moreover, in the following exposition we can assume that S τ is not empty as τ otherwise cannot be applied at all and can thus be removed from ∆.
For a τ -suitable word w, let w, τ ∈ N |Q| be a tuple of natural numbers that indicates, for each state, the number of distinct trees that are used for a particular application of τ that uses w. Alternatively, w, τ can be seen as a mapping w, τ : Q → N where w, τ (p) is assigned the p-component of w, τ , for each p ∈ Q. We would like to point out that the value of w, τ does not solely depend on w and τ , but also on a certain application of τ by means of w. In order to simplify our presentation, whenever we pick a τ -suitable word w, in the following, we always implicitly refer to such a particular application of τ , which then gives a unique value of w, τ . We remark that, in general, w, τ (p), for each p ∈ Q, does not need to exceed |w|.
Our aim is to show the existence of a bound N such that for each word w that is suitable for τ , if w, τ (p) exceeds N , for some p ∈ Q, then we can find another τ -suitable word w such that w , τ is less than or equal to N . This is stated in the following lemma, to which we will refer to as the bound lemma.
Lemma 3. There exists some N ≥ 0 such that, for each transition τ of A and for each word w ∈ S τ , there exists a word w ∈ S τ such that the following holds:
In essence, the lemma asserts that, if a transition τ can be applied by means of the word w, then we can replace w with another word w such that, for each state p ∈ Q, the sufficient number of distinct trees evaluating to p that are needed to apply τ by means of w exceeds neither N nor the corresponding number when w is used instead of w . The third condition in the bound lemma is needed for technical reasons; it asserts that if a component p ∈ Q in w, τ exceeds N , then it must occur in w . Before we sketch our method of finding such a bound, let us first introduce some further notations. We recall that a word w ∈ Q + is suitable for τ if, given plenty of distinct trees for each state occurring in w, the transition τ can be applied. Now, given a set R ⊆ Q and a tupled ∈ N |R| , the word w is said to be suitable for τ with respect to R andd if the transition τ can be applied under the assumption that for each state p occurring in w: (a) there ared(p) many distinct trees that evaluate to p, if p ∈ R, and (b) there are plenty of (i.e., sufficiently many) distinct trees that evaluate to p, if p ∈ R. We denote the set of all words that are suitable for τ with respect to R andd by S τ,R,d .
Lemma 4. The sets S τ and S τ,R,d , for all R ⊆ Q andd ∈ N |R| , are regular subsets of Q + . In particular, the nonemptiness problem for these sets is decidable.
Proof (sketch). Roughly speaking, a word w belongs to S τ iff it belongs to L and the constraints in α do not cause conflicts in w; for instance, any pair (κ, λ) of positions in w satisfying a ∀ EQ -constraint of τ may not satisfy any ∀ NEQconstraint of τ . In addition, since A is supposed to be deterministic, if a pair of positions is declared to have equal subtrees by α, then the Q-labels of those positions must be equal. Since atomic constraints are built from MSO-formulas, we can write an MSO-formula that captures all these requirements, which shows the regularity of S τ . To show the regularity of S τ,R,d , we just need to additionally require that the occurrences of p ∈ R can be partitioned intod(p)-many sets of positions such that this partitioning does not cause conflict in w; for instance, if a pair (κ, λ) of positions in w that are labeled with a state from R satisfies a ∀ EQ -constraint, then both positions must lie in the same partition.
Let us now illustrate our method of finding the desired bound for a fixed transition τ by means of a simple example. Suppose q 1 , . . . , q 4 are the states of A and q 1 is the target state of τ , and suppose v ∈ S τ , say, with v, τ = (2, 4, 5, 1). Then, v, τ already gives a first approximation of the bound, namely 5. That is, if, for each state, there are five distinct trees that evaluate to this state, then we can apply τ (using v). Now, what happens if there are actually, say, only one tree for q 1 and three distinct trees for q 2 ? Then, two cases may occur. First, it might be the case that τ cannot be applied at all, i.e., it is not possible to apply τ under these conditions (with only one tree for q 1 and three distinct trees for q 2 ). Otherwise, second, there is an application of τ under these conditions, for example, using a word v , six distinct trees for q 3 , and seven distinct trees for q 4 . In the latter case, the bound must then be updated to 7 in order to make certain that we do not miss out any possibility of applying τ .
Recapitulating, we proceed for a fixed transition τ as follows:
(i) Start with an initial bound N τ .
(ii) Check, for all subsets R of Q and all tuplesd ∈ N |R| withd ≤ N τ , whether the set S τ,R,d is nonempty (which is possible due to Lemma 4). Upon termination of this procedure, which turns out to be non-trivial and relies on Dickson's Lemma [10] (see also [5, Lemma 3] ), the value of N τ gives the desired bound with respect to the particular transition τ . For the bound required by Lemma 3, we then take the maximum of the bounds N τ among all the transitions τ of A. For more details, in particular, concerning the termination and the correctness of the procedure, the reader is referred to [12, Section 4.3] .
We now present an algorithm that, given a deterministic UTACS, decides whether the corresponding tree language is nonempty. In essence, this algorithm is an adaptation of the standard marking algorithm: it consists of a main loop that in each round collects, for each state, a tree resulting from the application of a transition based on the trees collected from the previous rounds. The bound from Lemma 3 gives the sufficient number of distinct trees that we ought to collect for each state; the main loop is iterated until either we cannot construct new trees anymore, or we have collected, for each state, as many trees as the bound. Hence, the algorithm eventually terminates.
Algorithm 5. Given a deterministic UTACS A = (Q, Σ, Λ, ∆, F ), together with the bound N from Lemma 3, the algorithm Nonempty(A) decides whether T (A) = ∅ holds. The tupled ∈ N |Q| keeps track of the number of trees we have collected so far; for each state q ∈ Q, we use T q to store the trees evaluating to q, so at any time of the computationd(q) contains the current value of |T q |. initialize each T q with {a ∈ Σ | (a, q) ∈ Λ} 3:
if there exist τ = (L, α, a, q) ∈ ∆, w = q 1 . . . q m ∈ S τ,Q,d , and t 1 ∈ T q1 , . . . , t m ∈ T qm such that w and t 1 . . . t m satisfy α, and |T q | < N 5:
until no new tree can be constructed, or we haved = N
7:
if T q = ∅ for some q ∈ F then return 'T (A) = ∅'
8:
The algorithm is sound since in Line 3-6 trees are constructed according to the transition relation ∆ of A. The completeness of the algorithm (i.e., if T (A) is nonempty, then its output must be 'T (A) = ∅') follows immediately from Lemma 6 below, which asserts that, if a tree t evaluates to a state q, then either we will eventually construct it, or we have already had N trees evaluating to q.
Lemma 6. For any t ∈ T Σ and q ∈ Q, if t → q, then t ∈ T q or |T q | = N holds.
We prove this lemma by an induction on the structure of t (cf. [12, Lemma 14] ). The more interesting case is embodied by the induction step, i.e., the case t = a(t 1 . . . t m ) with t → q and t i → q i , for each i = 1, . . . , m, where t itself does not belong to T q . Then, we have to construct N distinct trees evaluating to q out of the trees in s∈Q T s . For this, we might have to replace the word q 1 . . . q m with one that satisfies the requirements of Lemma 3 in order to obtain trees evaluating to q that are actually constructed by Algorithm 5. In particular, the requirement (3) in the bound lemma ensures that we are indeed able to construct N such trees. To sum up, we obtain the main result of this section:
Theorem 7. The nonemptiness problem for deterministic UTACS's is decidable.
Throughout our algorithms and proofs, actually, we have just used the regularity of the sets of suitable words without really analyzing the form of the equality and disequality constraints appearing in the transitions at all. Hence, our method will still work if we vary the definition of the constraints, as long as the regularity of the sets of suitable words or, more generally, the decidability of the nonemptiness problem for these sets, is maintained.
As a remark, our method does not work for nondeterministic UTACS's. With determinism, we can assume that, if two trees evaluate to two different states, then these trees must be different as well; this property fails to hold for nondeterministic UTACS's. In fact, this observation has then lead us to define the notion of suitability of words over the set of states with respect to a transition, thereby reducing the analysis of the distinctness among trees to that among states.
Restrictions and Extensions of the Model
In this section, we indicate some possible variations of the automaton model we have introduced and discuss how far our results, in particular with respect to the decidability of the nonemptiness problem, are retained. Sibling constraints without references to states. We recall that the atomic constraints between siblings we have used in the definition of UTACS are given by MSO-formulas over the state set of the underlying UTACS. In other words, the MSO-formulas used as constraints may refer to states when defining the pairs of sibling subtrees that are supposed to be equal or distinct. In fact, the use of this ability has been demonstrated in Proposition 2 to show that the tree language given there is recognizable by a nondeterministic UTACS.
With this phenomenon in mind, we now prohibit the reference to states in the atomic constraints: the MSO-formulas used as atomic constraints now lack atomic MSO-formulas of the form χ a (x). With this definition, we can then show that every nondeterministic restricted UTACS can be transformed into a deterministic one by using the standard subset construction.
Comparing the output of a tree transducer. When applying a transition, given a pair of siblings to be compared, what we do up to now is to check whether the subtrees below these positions are equal or not. A more involved processing is to feed the subtrees into a (deterministic) tree transducer and compare the output trees instead of the subtrees themselves, for example, if we want to compare only data values contained in the trees instead of the whole trees, as indicated in Section 1. Furthermore, if we consider bottom-up tree transducers, we can use MSO-formulas over the state set of the transducer instead of the state set of the underlying UTACS.
However, if we want to apply our method to solve the nonemptiness problem for the resulting automaton model, similar to our remark at the end of Section 4, we must require that if the states assumed by the transducer under consideration after producing two output trees, say, t and t , are different, then t and t must also be different. Hence, a more restricted model of tree transducers, which are, in some sense, output deterministic, is required.
Conclusions
We have extended the tree automaton model defined by Bogaert and Tison in [1] to the case of unranked trees. In the transitions, we use MSO-formulas to address the pairs of positions to be compared. It then turns out that the nondeterministic model, in contrast to the ranked setting, is more expressive than the deterministic one. Our main result is that the nonemptiness problem for the latter model is decidable: we adapt the standard marking algorithm, which collects for each state a sufficient number of distinct trees. For this number, we define an appropriate bound by means of Lemma 3.
As far as the complexity of our nonemptiness decision procedure is concerned, there are two issues that still need to be settled. First, the termination of the bound algorithm is given by Dickson's Lemma, so its time complexity depends on the length of a certain antichain. Second, the complexity of our algorithms depends on the representation of the MSO-formulas that are used as constraints. It is known, however, that the translation from MSO-formulas to automata on words might involve a non-elementary blow-up. Thus, a careful choice of the representation of the sibling constraints is needed in order to analyze the complexity of our algorithms.
In addition to analyzing complexity, other prospective future work includes: (a) studying the nonemptiness problem for nondeterministic UTACS, (b) consid-
