Abstract. In this paper we consider the distribution G(x) = F~ lfo(T(t)) ' dt. The aim of the investigation is twofold-, first, to find numerical values of characteristics such as moments, variance, skewness, kurtosis,etc; second, to study analytically and numerically the moment generating function <p(i) = /" e~'x/T(x) dx. Furthermore, we also make a generalization of the reciprocal gamma distribution, and study some of its properties.
Introduction. In [4] we considered, among many other things, the distribution G(x) = F~x^(Y(t))~xdt, which was suggested as a distribution of possible use in reliability theory by Dr. Gustaf Borenius, the former head of our section. He suggested this distribution because its shape looked like that of the gamma distribution, only with a thinner tail. Moreover, the problem as such was a mathematical challenge. The normalization constant F was calculated and presented to 60D by Fransen and Wrigge [4] , to 80D by Fransen [3] , and to 300D by W. A. Johnson [10] .
We were asked by Dr. Samuel Kotz if we could calculate analytically and numerically the moments of the reciprocal gamma distribution. To our surprise, we managed to find not only a useful recurrence relation for the moments a" = E(Xn) but also several analytical expressions.
The aim of this investigation is twofold: first, to find numerical values of characteristics such as moments, variance, skewness, kurtosis, etc.; second, to study analytically and numerically the moment generating function <p(t) = (e-'VT(x))dx.
Jo Furthermore, we also make an obvious generalization of the reciprocal gamma distribution and study some of its properties. When starting this study we did not know much about the work of our predecessors on similar problems. We learned that Ramanujan [8] as well as Wyman and Wong [17] and Doming et al. [1] had studied related problems from a purely analytical standpoint. In Erdélyi et al., Vol. 3 [2, pp. 217-224] several functions close to the one studied by us are mentioned. Paley and Wiener used these functions, when studying inversion formulae for the Laplace transform; see [13, p. 39] . We also learned a lot when reading a doctoral thesis from 1887 by A. Lindhagen [11] on the gamma function.
1. A General Formula for the Mean Value E(xp( X)), Where X Has a Generalized Reciprocal Gamma Distribution. We begin with a Definition. By a generalized reciprocal gamma distribution we mean a distribution with a density function /(x) = \/g(x), where g(x) satisfies g(x + 1) = xg(x) and x e [0, oo).
We may then formulate Theorem 1. Let \/g(x) be a generalized reciprocal gamma probability density function, and let ^(x) be a continuous function such that Hx) E(HX))=f^dx Jo g(x) exists. Then Proof.
The "partial fraction" is deduced in the ordinary way using the identity
Of special importance is the case when 4>(x) is periodic with a period equal to one. We may, e.g., determine the constant c2n such that c2"sin2"(77\x)/r(jc) becomes a probability density. (See Section 3b.)
It should be noted that one might as well define the generalized reciprocal gamma distribution demanding that the density function f(x) satisfies f(x + 1) = f(x)/x.
We have also studied the more general case where the probability density function f(x) satisfies the functional relation
where r(x) is a rational, or even more general, function. It is then easy to see how to generalize Theorem 1.
An example of such a function/(x), which we have studied in some detail, is
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where m, and «y are positive integers, chosen such that the integral /0°° f(x) dx exists, and c is a normalization constant. A simple example is
giving r(x) = j(2x + I)1. We plan to present our studies of the more general density functions in (1.1) and (1.2), and corresponding moments and moment generating functions, in a future paper.
2. Some Formulae for the Moments and the Factorial Moments. a. The General Case. Let X be a random variable with the same distribution as in Theorem 1. We want to obtain a useful formula for the moments a" = E(X").
Let us define the numbers Xn as Xn = ¡Q(x"/g(x)) dx. We may then formulate Theorem 2. Let an = j^(x"/g(x))dx and Xn = fo(x"/g(x)) dx. Then the moments an satisfy the recurrence relation an = 1 + X" -X0 + 'L"k=l("k)ak_1, with starting value a0 = 1. D Proof.
A simple use of the binomial theorem and some manipulations easily yield Theorem 2. D We may describe the solution of the equation in Theorem 2 in where bn is the Bell number of order n and the integers dk(n) satisfy
Proof. The numbers bn satisfy the equation Identifying coefficients of Xm on both sides of (2.2), we get
The obvious advantage of knowing Theorem 3 is that in order to calculate E( X") we only have to know the numbers Xn. If \/g(x) may be expanded as \/g(x) = Lf=lckxk,then £ 1 (2-4)
A" = ' = 1 kn + k + 1 '
Putting \¡/(x) = (x -l)(x -2) ■ ■ ■ (x -n) in Theorem 1, we may state the following theorem for the factorial moments, viz.
Theorem 4. Put xP(x) = U"=l(x -i). Then
where p(x)= t ,(, f,;
"=o"!(* + ")
(Concerning the function P(x) see, e.g., Lindhagen [11, pp. 21-22] .) We note the special case « = 1, which yields (2.5) a, = 1 + A, + e C f^.dx. -)
The recurrence relation in Theorem 2 then becomes
When considering the moment generating function E(e~'x) the numbers ßn = an/n\ are more interesting. Thus we get, from a numerical point of view, the more useful recurrence relation (2.9) A_¿(1 + ^)+£.R-i_A_1. *_,.
To obtain the moments an we first calculate ßn using (2.9) and after that we use the identity a" = n\ßn.
When calculating the numbers y" we use the expansion 1 °°r W=£oW+1,
The coefficients ak+l converge very fast towards zero and are tabulated by Fransen and Wrigge [4] with addendum by Fransen [3] , in both cases to 80D. From (2.4) we get the formula 00 a (2.10) Yb E_^L_, " = 0,1,2,....
K=0
The values of an, ßn, and yn are presented in Table I for « = 0,1,2,..., 15 to 30D. We also deduced a formula for the coefficients an using the Euler-Maclaurin summation formula and applied it for checking purposes.
Therefore consider the function
The Euler-Maclaurin summation formula with step-length h = 1 yields (B2k are the ordinary Bernoulli numbers)
A remaining problem is how to calculate the coefficients 8j in the expansion (2.12) e"*'-= Q(t) = t £«,• 7 = 0 ■'* Differentiating (2.12) with respect to t we get Q(t) = _(1 + e~')Q(t), which after identification of coefficients yields the relation
From (2.11) we get the relation
Formulae (2.13) and (2.14) were used to check the numerical values of a, calculated by (2.9) for small values of y (j = 0,1,2,..., 6). From Hardy's lectures on Ramanujan [8, p. 196] or from his collected works, Volume IV [9, p. 544], we learn that
Differentiating (2.15) n + 1 times with respect to s and putting s = 1, we get a formula for the factorial moments (See also Section 3.) To obtain an analytical expression for the moments a" in this case, we must first consider a certain generating function, viz.
(2.18) e»"-£ck{x)(-l)k£.
For the functions Ck(x) we easily obtain the relations
where Pk(x) is a polynomial of order k with positive integer coefficients,
A=0V/C/ Differentiating (2.17) n times with respect to t and putting t = 0, we obtain
dx.
The value of 0.(1) is ebk, where bk is the Bell number of order k (see Riordan [14, p. 193] ). We note also that the numbers 8j defined by (2.12) are related to Q(l) in the following way
Finally, comparing (2.14) and (2.24), we obtain
Gautschi [5] considered polynomials orthogonal with respect to the reciprocal gamma distribution. Let the polynomials be {irk(x)), normalized so that the coefficient of xk equals 1. Gautschi tabulated the coefficients á^ and ßk (k = 0(1)39, 18D) of the three-term recursion formula
These polynomials could be used either to calculate or to check the moments of the reciprocal gamma distribution. No discrepancies were found.
c. Some Population Characteristics in the Special Case. For the sake of completeness only we give the numerical values of the population characteristics mentioned above to 30D. The moments around zero, an, are given in Table I, and from which may be written
We proved (3.2) from scratch showing that the Laplace transform of the L.H.S. equals the Laplace transform of the R.H.S. Thereby we used probability, as well as residue, calculus.
Setting y = e~' in (3.2) yields
Jo 1 (x) Jo 7T + hr x
We will return to some different forms of Eq. (Cf. Section 2b.) The more complicated case with the step-length h = \ is treated in a short note (Wrigge [16] ).
We may generalize these results in Theorem 5. Let f(x) = \/g(x) be a generalized reciprocal gamma probability density function such that /(0) = 0, /(0) is finite and nonzero and suppose that !/#(*) = E*-iC*x*. Define k(í) = E(e',x). Then formally we have, iff(n)(oo) = 0 forn = 0,1,2,..., We divide both sides by T(x)T(y), multiply by e~s(x+y) and integrate with respect to x and y between 0 and oo. Formally we get
The last part of (3.9) will be proved using Eq. (3.12). We will prove that roo roo p~t(x+y) The last part of (3.9) may now be proved using similar methods or simply by differentiating (3.10) with respect to t. b. Some Interesting Inequalities. We start with Weierstrass' formula for 1/T(x), i.e. 
=0 (t + vky
In Table II we give the values of the upper limit for k = 24 and t = 0.0(0.1)5.0.
Another inequality for <p(t) may be obtained using the multiplication theorem for the gamma function. We see that ,00 p-n'x (3.16) <p(/) = n/ ---dx, « = 1,2,3.
•>o i(nx)
But it is known that T(nx) -(2tT)(X-")/2n''x-l/2T(x)Y\nkz\ T(x + k/n). This yields Before continuing the analysis of <p(t) we note the obvious inequality (from (3.3)), (3.18) <p(0 > e~t+e".
We will now deduce a different lower limit for <p(i) using a variant of Jensen's inequality, viz.,exp(/""+1 ln(/(x)) dx) < /""+1 f(x) dx, where f(x) is supposed to be continuous and positive. We put {t<u)=Clnfu¡jdx r(x) and get (3.19) G(t, u) = -t(u + \) -ulnu + u-lnv^r". The simpler inequality (3.18) is slightly better in the interval (0,0.6), see Table III .
We may easily generalize the result in (3.20), viz.,
be a generalized reciprocal gamma probability density function. Define k(í) = E(e~'x). Then
where K= e-)°Xn(gM)dx. D An interesting example, which includes (3.20) as a special case, is given by the density function sm2"(iTx) Jln(X) C2n T{x) (c2" is a normalization constant and c0 = 1/F), n = 0,1,2. Define K2n(t) = E(e~'x) in this case. Then p-'/T-I °° pk(l-t) (3-21) K2n(t)^c2"--1+ E 22nv/2^r \ ¿fi kk
Proof. Simply note that f¿ ln(sin(7rx)) dx = -In2. D c. Numerical Calculation of(p(t). We set ourselves the task to compute <p(t) to 6D for t = 0.0(0.1)5.0. In all we considered more than 10 different methods to compute tp(t) to the required accuracy. The methods used could roughly be divided into Gaussian quadrature rules and series expansions.
For small values of t there are several useful expansions. We may, e.g., consider ri e ,x r00 e ,x <P(t)= rFT^dx + e~' \ dx,
from which we get the expansion (cf. Section 2b)
oo / -i\",n oo (_-,\"tn (3.22) "(0 = E H^"T" + e~'<F -*> + Fe" E Mr"4"1'
More rewarding from a computational point of view was to use the Euler-Maclaurin expansions with step-lengths h = 1 resp. h = \ (formulae (3.6) and (3.7)). These expansions may in this case be regarded as the Taylor series expansions in disguise. Thus, (3.6) gave <p(t) correct to 6D in the interval [0,2.0]. Note that the somewhat complicated coefficients which occur in (3.6) may be calculated from or checked against (2.14). Equation (3.7) gave <¡d(í) correct to 6D in the entire interval [0,5.0]. The coefficients in (3.7) were truncated with an upper limit equal to 30 and calculated using high-precision techniques. (Note that we only know the numerical values of ax, a2,..., a6l; see [3] and [4] .) The achieved numerical results of <p(r) using the Euler-Maclaurin methods are presented in Table IV .
For larger values of t it is useful to use Watson's Lemma. Applied to q>(t),the lemma yields X 00 a (n -1)' 1
Values of y(t) correct to 6D were obtained from t = 3.8. Finally, we turn our attention to the Gaussian quadrature rules. To be able to use a Gauss-Laguerre quadrature rule we rewrite (3.3) in the following two ways, viz. 
We evaluated numerically the integrals occurring in (3.24) and (3.25) using GaussLaguerre quadrature rules. However, none of the formulae were sufficient to yield 6D even when using a 15-point formula. The best result was achieved using (3.25) and a 15-point formula. The maximum absolute error was then about 4 x 10"4 in the required interval. We considered the Gauss-Christoffel quadrature rule with respect to the weight distribution w(x) = 1/T(x) on [ 0, oo), which is also mentioned by Gautschi [5] . In Table V we give weights p¡(n) and abscissae x¡(n) together with the remainder term coefficients c" for n = 14, 15. Thus we get (3.26) fPr\dx = E P,(n)f(x,(n)) + cJ™{S), 0 < | < *o.
When calculating the weights and abscissae we used the well-known methods presented by Golub and Welsch [6] and Gustafson [7] .
Using (3.26) with f(x) = e~'x, n = 14 and 15, and comparing the results with each other (and with other results), we could determine q>(t) to 6D in the required interval. The numerical result for n = 15 appears in Table VI . Note that the data in Table VI are subject to a progressively increasing error (beginning with <p(2.8)) so that the final entry is correct only to 6D. On the other hand, comparing Table IV with Table I in [16] , we see that Table IV is correct to 10D.
The discrepancies between Table IV and Table VI may be interpreted in the following way. The function <p(?) does not behave like an exponential polynomial for large values of the argument t. When using (3.26) with f(x) = e~'x, we in fact put (3.27) <p(0= ipMe-'^, i = i and it is obvious from a comparison of Table IV and Table VI that this approximation is good only for "small" values of t. Therefore we think it is valuable to give Table VI with Table I Values ofan,ß" andyn to 30D for nupto\5 o)
1.00000 00000 00000 00000 00000 00000 1.00000 00000 00000 00000 00000 00000 Table V Abscissae x¡(n) and weights p,(n) to 25S for n = \Aand\5 3.26) ).
Comparing the values of Tables IV and VI ,we thus may rely on all of them up to 6D.
