Integration with weight functions is used in countless mathematical problems such as: approximation theory and spectral analysis, statistical analysis and the theory of distributions. The aim of this paper is to establish a new inequality using weight function which generalizes the inequalities of Barnett et al. in 2001 and . We also discuss some other interesting inequalities in special cases. Perturbed midpoint and trapezoid inequalities are also obtained. Some applications in numerical integration are also given.
Introduction
In 1935, Grüss developed an integral inequality [1] . Ostrowski [2] established an interesting integral inequality associated with differentiable mappings in 1938. This Ostrowski type inequality has powerful applications in numerical integration, probability and optimization theory, stochastic, statistics, information and integral operator theory. During past few years, many researchers focused their great attentions on the study of the above two inequalities. In 1997, Dragomir and Wang [3] have investigated the Ostrowski type inequality in terms of the lower and upper bounds of the first derivative. In 2001, Barnett et al. [4] pointed out a similar result to the above for twice differentiable mappings in terms of the upper and lower bounds of the second derivative. Inspired and motivated by the work of Barnett et al. [4] , we establish a new inequality, which is more generalized as compared to previous inequalities developed and discussed in [4, 3, 5] . Moreover, our results are in weighted form instead of previous results which are in non-weighted form. In addition, approach of Barnett et al. [4] for obtaining the bounds of a particular quadrature rule has depended on the peano kernal but we use weighted peano kernal in our findings. This approach not only generalizes the results of [4] , but also gives some other interesting inequalities as special cases. Some closely related new results are also discussed. Perturbed midpoint and trapezoid inequalities are obtained in the form of remarks. In Section 4, we give some applications in numerical integration.
Preliminaries
In [2] , Ostrowski proved the following interesting and useful integral inequality.
for all x ∈ [a, b]. The constant 1 4 is sharp in the sense that it cannot be replaced by a smaller one. For some applications of Ostrowski's inequality to special means and numerical quadrature rule, we refer to [6] . In [1] , the Grüss inequality is defined as the integral inequality that establishes a connection between the integral of the product of two functions and the product of the integrals. The inequality is as follows.
where the constant 1 4 is sharp. In [3] 
for all x ∈ [a, b].
In [4], Barnett et al. pointed out a similar result to the above for twice differentiable mappings in terms of the upper and lower bounds of the second derivative.

Theorem 4. Let f : [a, b] → R be continuous on [a, b] and twice differentiable on (a, b), and assume that the second derivative
Some new results
We assume that the weight function (or density) w : (a, b) −→ [0, ∞) to be non-negative and integrable over its entire domain and consider
The domain of w may be finite or infinite and may be vanish at the boundary point. We denote
Now we give our main result. 
, b). Then we have the weighted inequality:
Proof. The weighted integral inequality [7] is
In [4] , the approach of obtaining the bounds for a particular quadrature rule has depended on peano kernal P :
Here we use the weighted peano Kernel, P(., .) :
that has been extensively used to obtain Ostrowski type results [7] [8] [9] .
We observe that the mapping P(., .) : [a, b] −→ R satisfies the estimation:
Consider,
Applying Grüss integral inequality for P(x, t) and f ′ (t), we get:
Using (7), inequality (9) gives:
Using (6), inequality (10) gives:
Now, let us observe that
Using (12) in (11), we get our main result (5).
Remark 1.
If we put w(t) = 1, in (5), we get a new inequality which is similar to inequality (4). Inequality (5) is a source of numerous particular inequalities that can be obtained by using different weights.
Corollary 1. Under the assumptions of Theorem 5, we have the following perturbed midpoint inequality:
Proof. Put x = a+b 2 in inequality (5), we get the above inequality (13).
Corollary 2. Under the assumptions of Theorem 5, we have the perturbed trapezoidal inequality:
Proof. Put x = a and x = b in (5), then sum up these two inequalities. Using the triangle inequality and dividing by 2, we get (14).
Application in numerical integration
. We have the following quadrature formula: 
and remainder satisfies the estimation:
Summing over i from 0 to n − 1
Using the generalized triangular inequality, we deduce the desired estimation.
Remark 2. Choosing
, we have perturbed midpoint quadrature formula:
where
and where the remainder R M (f , I n ) satisfies the estimation:
Corollary 3. The following perturbed trapezoid rule holds:
and the remainder R T (f , I n ) satisfies the estimation:
|R T (f , , I n )| ≤ 
Conclusion
Inspired and motivated by the work of Barnett et al. [4] , we establish a new inequality, which is more generalized as compared to previous inequalities developed and discussed in [4, 3, 5] . In addition, approach of Barnett et al. [4] for obtaining the bounds of a particular quadrature rule has depended on the peano kernal but we use weighted peano kernal in our findings. This approach not only generalizes the results of [4] , but also gives some other interesting inequalities as special cases. The applications in numerical integration have also given.
