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Abstract
Integrable mixed models have been used as a generalization of traditional integrable mod-
els. However, a map from a traditional integrable model to a mixed integrable model is
not well understood yet. Here, it is studied the relation between the mKdV-Liouville
hierarchy and the mKdV hierarchy by employing an extended version of the modified
truncation approach. This paper shows some solutions for the mKdV-Liouville hierarchy
constructed from the soliton solutions of the mKdV hierarchy. The last section deals with
the possibility of define new transcendental functions from the self-similarity reduction of
the mKdV-Liouville hierarchy.
Keywords: mKdV-sinh-Gordon, mKdV-Liouville, mKdV, modified truncation
approach, Painleve´, transcendental function
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1. Introduction
The mKdV equation has been widely studied in the last decades and possess some
well know solutions [1, 2, 3, 4]. A generalization of the mKdV equation which combines
the mKdV and the sinh-Gordon equations was proposed in [5] as a mixed integrable
model. Later, this mixed model showed to be suitable for describing few-optical-cycles
pulse in transparent media [6]. The generalized mKdV-sinh-Gordon hierarchy [7] is an
mixed model which include the mixed mKdV-sinh-Gordon (δ(t) = −β(t)) and the mixed
mKdV-Liouville hierarchies (δ(t) = 0), namely
0(t)
∂
∂x
( ∂
∂x
+ yx
)
Ln
[
x; yxx − 1
2
y2x
]
+ yxt + β(t)e
y + δ(t)e−y = 0, (1)
where Ln[x;u] is the Lenard recurrence relation, i.e.
∂
∂x
Ln+1[x;u] =
( ∂3
∂x3
+ 2u
∂
∂x
+ ux
)
Ln[x;u], L0[x;u] = 1,
such that the first equation of the hierarchy is
0(t)
(
yxxxx − 3
2
y2xyxx
)
+ yxt + β(t)e
y + δ(t)e−y = 0 (2)
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It was shown in [7] that the self-similarity reduction of (2) yields Kudryashov’s equation
[8]. Such equation passes the necessary condition for absence of movable branches points,
called Painleve´ property, and it can reduce to two Painleve´ equation by appropriate choices
of the parameters. The Painleve´ equations are second-order nonlinear ODEs (ordinary
differential equations) which define new transcendental functions [9] and it has motivated
many studies in higher order ODEs [7, 8, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. Due
the connection with two Painleve´ equations, Kudryashov’s equation was conjectured as
a possibility of defining a new transcendental function [8, 21]. The representation of the
solutions of (1) and its self-similarity reduction in terms of a simpler hierarchy is not
well understood yet. In this paper, we study this relation in the particular case of the
mKdV-Liouville hierarchy.
The modified truncation approach was introduced in [22] as a technique to find auto-
Ba¨cklund transformations for an hierarchy of ODEs. Here, we employ an extended version
of this approach in order to obtain one transformation from soliton solutions for the mKdV
hierarchy to the mKdV-Liouville hierarchy. Besides, we obtain a transformation from the
PII hierarchy to a particular case of the Kudryashov’s hierarchy.
2. Transformations for the mKdV-Liouville hierarchy
Let us consider the hierarchy (1) with δ(t) = 0 and 0(t) 6= 0. Due to theorem 2
of appendix, we can choose 0(t) = 1 without lost of generality. So we consider the
mKdV-Liouville hierarchy as
∂
∂x
( ∂
∂x
+ yx
)
Ln
[
x; yxx − 1
2
y2x
]
+ yxt + β(t)e
y = 0. (3)
In order to transform Ln
[
x; yxx − 12y2x
]
in a Mo¨bius invariant element, we do the
transformation
y = ln[g(t)σx], (4)
where g(t) is a arbitrary function. Thus, the hierarchy (3) becomes
∂
∂x
( ∂
∂x
+
σxx
σx
)
Ln[x;S(σ)] + d
dt
(σxx
σx
)
+ β(t)g(t)σx = 0 (5)
where S(σ) is the Schwarzian derivative, i.e.
S(σ) =
d
dx
(σxx
σx
)
− 1
2
(σxx
σx
)2
.
By doing the Mo¨bius transformation σ = −1/φ and defining y˜ = ln[g(t)φx], we obtain
the relation
y = ln
[
g(t)
φx
φ2
]
= ln[g(t)φx]− 2 lnφ ≡ y˜ − 2 lnφ (6)
and the hierarchy (5) is transformed into
∂
∂x
( ∂
∂x
+
φxx
φx
− 2φx
φ
)
Ln[x;S(φ)] + d
dt
(φxx
φx
− 2φx
φ
)
+ β(t)g(t)
φx
φ2
= 0, (7)
2
which it can be rewrite as
∂
∂x
( ∂
∂x
+ y˜x − 2φx
φ
)
Ln
[
x; y˜xx − 1
2
y˜2x
]
+
d
dt
(
y˜x − 2φx
φ
)
+ β(t)g(t)
φx
φ2
= 0 (8)
Two cases are considered in the following subsections by using equation (8), i. e. the
partial differential equation (3) and a self-similarity reduction of it.
2.1. From a soliton solution of the mKdV hierarchy to a mKdV-Liouville solution
Observe that g(t) only appears multiplying β(t) in (8). As we can redefine β(t) using
theorem 2 of appendix, we can assume g(t) = 1 without lost of generality.
If y˜x = 2v, such that v satisfies the mKdV hierarchy, i.e.
∂
∂x
( ∂
∂x
+ 2v
)
Ln
[
x; 2(vx − v2)
]
+ 2vt = 0, (9)
then expression (8) yields the following condition on φ
∂
∂x
(
−2φx
φ
Ln
[
x; y˜xx − 1
2
y˜2x
])
+
d
dt
(
−2φx
φ
)
+ β(t)
φx
φ2
= 0 (10)
By integrating the above equation in x, we have
2φxLn
[
x; y˜xx − 1
2
y˜2x
]
+ 2φt + β(t) + α(t)φ = 0, (11)
where α(t) is an arbitrary function. Condition (11) is similar to one found in [23] for the
mKdV equation, although it was not derived any explicit solutions there.
In order to check that the equation (11) is compatible with the assumption (9), let us
isolate Ln
[
x; y˜xx − 12 y˜2x
]
, i. e.
Ln
[
x; y˜xx − 1
2
y˜2x
]
= −φt
φx
− (β(t) + α(t)φ)
2φx
(12)
The above expression together with the definition y˜ = ln[φx] yields
∂
∂x
Ln
[
x; y˜xx − 1
2
y˜2x
]
= −φxt
φx
+
φtφxx
φ2x
+
(β(t) + α(t)φ)φxx
2φ2x
− α(t)
2
(13)
y˜xLn
[
x; y˜xx − 1
2
y˜2x
]
= −φtφxx
φ2x
− (β(t) + α(t)φ)φxx
2φ2x
(14)
By summing (13) and (14), we have( ∂
∂x
+ y˜x
)
Ln
[
x; y˜xx − 1
2
y˜2x
]
+ y˜t +
α(t)
2
= 0, (15)
which gives (9) through a derivation and the transformation y˜x = 2v. Hence y˜ is given in
terms of v by
y˜ = 2
∫ x
v(x′, t)dx′ + Γ(t) (16)
3
where Γ(t) is an arbitrary function. If we consider a soliton solution for v, we must choose
α(t) = −2Γ′(t). This can be verified by substituting (16) in (9). Thus, we can rewrite
equation (11) as
∂
∂t
(
e−Γ(t)φ
)
+
β(t)e−Γ(t)
2
= −ey˜−Γ(t)Ln
[
x; y˜xx − 1
2
y˜2x
]
(17)
As the right hand side of the equation (17) is expressed in terms of known elements,
we can integrate it in order to determine φ, i.e.
φ = −eΓ(t)
(∫ t
−∞
ey˜−Γ(t
′)Ln
[
x; y˜xx − 1
2
y˜2x
]
dt′ +
∫ t
−∞
β(t′)e−Γ(t
′)
2
dt′ + Φ0(x)
)
(18)
where Φ0(x) must be determined for (18) to be consistent with the definition y˜ = lnφx.
Let us derive (18) in x and use (15) such that
∂φ
∂x
= −eΓ(t)
(∫ t
−∞
ey˜−Γ(t
′)
( ∂
∂x
+y˜x
)
Ln
[
x; y˜xx−1
2
y˜2x
]
dt′+Φ′0(x)
)
= ey˜−eΓ(t)
(
lim
t′→−∞
ey˜(x,t
′)−Γ(t′)+Φ′0(x)
)
.
(19)
By using the definition of y˜, the above expression yields the condition
Φ0(x) = −
∫ x
lim
t′→−∞
ey˜(x
′,t′)−Γ(t′)dx′ + c1, c1 ≡ constant
Observe that a soliton solution from the mKdV hierarchy yields Φ0(x) = −x+ c1. Let
us see three examples that work for the whole mKdV-Liouville hierarchy:
Example 1) The vacuum solution of the mKdV hierarchy, i. e. v = 0 yields y˜ = Γ(t)
and
φ = eΓ(t)
(
−
∫ t β(t′)e−Γ(t′)
2
dt′ + x− c1
)
y = −2 ln
(
−
∫ t β(t′)e−Γ(t′)
2
dt′ + x− c1
)
− Γ(t) (20)
Example 2) The 1-soliton solution of the mKdV hierarchy, i. e.
v =
∂
∂x
ln
(2− eη
2 + eη
)
η = kx− k2n+1t,
yields
φ = eΓ(t)
(
− 4e
η
k(2 + eη)
−
∫ t β(t′)e−Γ(t′)
2
dt′ + x− c1
)
y = 2 ln
(2− eη
2 + eη
)
− 2 ln
(
− 4e
η
k(2 + eη)
−
∫ t β(t′)e−Γ(t′)
2
dt′ + x− c1
)
− Γ(t) (21)
Example 3) The 2-soliton solution of the mKdV hierarchy, i. e
v =
∂
∂x
ln
 4+2(eη1+eη2 )+( k1−k2k1+k2)2eη1+η2
4−2(eη1+eη2 )+
(
k1−k2
k1+k2
)2
eη1+η2
 , ηj = kjx− k2n+1j t, j = 1, 2
4
yields
φ = eΓ(t)
(
−4(k1 + k2)
k1k2
( k21eη2(eη1 − 2)− 2k1k2(eη1 + eη2 + eη1+η2) + k22eη1(eη2 − 2)
k21(e
η1 − 2)(eη2 − 2)− 2k1k2(2eη1 + 2eη2 + eη1+η2 − 4) + k22(eη1 − 2)(eη2 − 2)
)
−
∫ t β(t′)e−Γ(t′)
2
dt′ + x− c1
)
y = 2 ln
 4+2(eη1+eη2 )+( k1−k2k1+k2)2eη1+η2
4−2(eη1+eη2 )+
(
k1−k2
k1+k2
)2
eη1+η2

− 2 ln
(
−4(k1 + k2)
k1k2
( k21eη2(eη1 − 2)− 2k1k2(eη1 + eη2 + eη1+η2) + k22eη1(eη2 − 2)
k21(e
η1 − 2)(eη2 − 2)− 2k1k2(2eη1 + 2eη2 + eη1+η2 − 4) + k22(eη1 − 2)(eη2 − 2)
)
−
∫ t β(t′)e−Γ(t′)
2
dt′ + x− c1
)
− Γ(t) (22)
If we choose β(t) = 0, the results of this section represent a map from the mKdV
hierarchy into itself. By defining the field v˜ = yx/2, we have solutions for the mKdV
hierarchy which appears to be new to the author knowledge. Below, we show the solutions
for the mKdV equation which can be obtained from the examples we have just used:
Example 1) v˜ =
1
c1 − x
Example 2) v˜ =
k[4 + 4eη(k(x− c1)− 2)− e2η]
4k(c1 − x) + 8eη + e2η(k(x− c1)− 4)
Example 3) v˜ =
[
−4 + 4eη1(k1(x− c1)− 2) + 4eη2(k2(x− c1)− 2) + e2η1 + e2η2
+
8(k41 − k21k22 + k42)
k1k2(k1 + k2)2
eη1+η2 − (k
2
1 − k22)2
k1k2(k1 + k2)2
[k1e
η1+2η2(k1k2(x− c1)− 4k1 − 2k2)
+k2e
2η1+η2(k1k2(x− c1)− 2k1 − 4k2)]− (k1 − k2)
4
4(k1 + k2)4
e2(η1+η2)
]/[
4(x− c1)
+
8eη1
k1
+
8eη2
k2
+ e2η1
(
c1 − x+ 4
k1
)
+ e2η2
(
c1 − x+ 4
k2
)
+
8k1k2(c1 − x) + 2(k1 + k2)
(k1 + k2)2
eη1+η2 − 2(k1 − k2)
2
k1(k1 + k2)2
eη1+2η2
− 2(k1 − k2)
2
k2(k1 + k2)2
e2η1+η2 +
(k1 − k2)4(k1k2(x− c1)− 4(k1 + k2))
4k1k2(k1 + k2)4
e2(η1+η2)
]
2.2. Self-similarity reduction
Let us consider the expression (9) again. By theorem 2 of the appendix, we always
can choose
β(t) = β0[(2n+ 1)t]
−(2n+2)/(2n+1).
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(a) Example 1 (b) Example 2 (c) Example 3
Figure 1: It was showed we can obtain solutions for the mKdV-Liouville hierarchy from
the solutions of the mKdV hierarchy. In these figures, we illustrate some solutions for the
first equation of the mKdV-Liouville hierarchy (n = 1) with β(t) = 1. Figure 1a shows
solution (20) with Γ(t) = 0 and c1 = 1. Figure 1b shows solution (21) with Γ(t) = 0,
c1 = 1 and k = −2. Figure 1c shows solution (22) with Γ(t) = 0, c1 = 1, k1 = −1 and
k2 = −2.
Thus, by assuming the self-similarity reduction
z = x[(2n+1)t]−1/(2n+1) y(x, t) = y(z), Lk
[
x; yxx−1
2
y2x
]
= [(2n+1)t]−2k/(2n+1)Lk
[
z; yzz−1
2
y2z
]
,
the mKdV-Liouville hierarchy reduce to
∂
∂z
( ∂
∂z
+ yz
)
Ln
[
z; yzz − 1
2
y2z
]
− (zyz)z + β0ey = 0 (23)
Hierarchy (23) is a particular case of the hierarchy proposed in [8]. If we choose
g(t) = [(2n+ 1)t]1/(2n+1), the definition (6) reduce to
y˜(x, t) = y˜(z), φ(x, t) = φ(z)
Thus, the self-similarity reduction of (8) yields
∂
∂z
( ∂
∂z
+ y˜z − 2φz
φ
)
Ln
[
z; y˜zz − 1
2
y˜2z
]
− d
dz
(
zy˜z − 2zφz
φ
)
+ β0
φz
φ2
= 0 (24)
which can be integrated and the integration constant defined as 2(α− 1), i. e.( ∂
∂z
+ y˜z − 2φz
φ
)
Ln
[
z; y˜zz − 1
2
y˜2z
]
− zy˜z + 2zφz
φ
− β0
φ
+ 2(α− 1) = 0 (25)
Let us assume that y˜ satisfies( ∂
∂z
+ y˜z
)
Ln
[
z; y˜zz − 1
2
y˜2z
]
− zy˜z − 2α = 0, (26)
such that (25) is simplified to
− 2φz
φ
Ln
[
z; y˜zz − 1
2
y˜2z
]
+ 2z
φz
φ
− β0
φ
+ 2(2α− 1) = 0 (27)
6
In order to check the compatibility between (26) and (27), let us isolate Ln
[
z; y˜zz −
1
2
y˜2z
]
, i.e.
Ln
[
z; y˜zz − 1
2
y˜2z
]
= z − β0
2φz
+ (2α− 1) φ
φz
(28)
such that
∂
∂z
Ln
[
z; y˜zz − 1
2
y˜2z
]
=
β0φzz
2φ2z
+ 2α− (2α− 1)φφzz
φ2z
y˜zLn
[
z; y˜zz − 1
2
y˜2z
]
= zy˜z − β0φzz
2φ2z
+ (2α− 1)φφzz
φ2z
It is trivial to check that (26) is true with the above expressions. The transformation
y˜ = 2
∫ z
v(z′)dz′ + C
maps the hierarchy (26) into the the PII hierarchy, i. e.( ∂
∂z
+ 2v
)
Ln
[
z; 2(vz − v2)
]
− 2zv − 2α = 0, (29)
which has the PII equation as the first equation, namely
vzz = 2v
3 + zv + α.
From (27), we have
φ =
ey˜
(
Ln
[
z; y˜zz − 12 y˜2z
]
− z
)
+ β0/2
(2α− 1) ,
provided that α 6= 1/2. Therefore, the solution for (23) is related with the solution of the
PII hierarchy by the transformation
y = 2
∫ z
v(z′)dz′ + C + 2 ln(2α− 1)− 2 ln
[
ey˜
(
Ln
[
z; 2(vz − v2)
]
− z
)
+ β0/2
]
(30)
Observe that the first equation of the hierarchy (23) is a forth order equation, i.e.
yzzzz − 3
2
y2zyzz − zyzz − yz + β0ey = 0, (31)
which is a particular case of the equation proposed in [8] as a possibility to define a new
transcendental function.
The general solution of the PII equation define a transcendental solution with two
arbitrary constants plus the parameter α. The solution (30) for n = 1 has the arbitrary
constants C, α and two constants of integration from the general solution of the PII
equation. Thus, solution (30) represent the general solution for the equation (31), which
is a particular case of the Kudryashov’s equation.
As examples, we show some solutions for equation (31) based on rational solutions for
the PII equation in table 1.
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Table 1: Solutions for equation (31) based on rational solutions from PII equation
α = −2 v = 2(z3−2)
z(z3+4)
y = C − 2 ln
(
2eC(z6+20z3−80)−β0z
10(z3+4)
)
α = −1 v = 1
z
y = C − 2 ln
(
2eC(z3+4)−β
6z
)
α = 0 v = 0 y = C − 2 ln
(
eCz − β0
2
)
α = 1 v = −1
z
y = C − 2 ln
(
β0z
2
− eC
)
α = 2 v = −2(z3−2)
z(z3+4)
y = C − 2 ln
(
β0(z3+4)−2eC
6z
)
3. Conclusion
In this paper, it was shown the relation between the mKdV and mKdV-Liouville
hierarchies by using an extension of the modified truncation approach. Some solutions for
the mKdV-Liouville was presented, such that a particular case of these solutions yields new
solutions for the mKdV hierarchy. Also, it was showed the general solution for a particular
case of the Kudryashov’s equation in terms of the second Painleve´ transcendent.
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Appendix A. Properties of the generalized mKdV-sinh-Gordon hierarchy
Consider the generalized mKdV-sinh-Gordon hierarchy
En(y; 0(t), β(t), δ(t)) : 0(t)
∂
∂x
( ∂
∂x
+ yx
)
Ln
[
x; yxx− 1
2
y2x
]
+ yxt + β(t)e
y + δ(t)e−y = 0
(A.1)
where Ln[x;u] is the Lenard recurrence relation, i.e.
∂
∂x
Ln+1[x;u] =
( ∂3
∂x3
+ 2u
∂
∂x
+ ux
)
Ln[x;u], L0[x;u] = 1.
In this appendix we show that the generalized mKdV-sinh-Gordon hierarchy can be
reduced in two simpler cases, namely, the mKdV-sinh-Gordon hierarchy or the mKdV-
Liouville hierarchy. In order to show this, let us divide Ln[x; yxx − 12y2x] in two parts
as
Ln
[
x; yxx − 1
2
y2x
]
= L(e)n
[
x; yxx − 1
2
y2x
]
+ L(o)n
[
x; yxx − 1
2
y2x
]
. (A.2)
8
where we define L(e)n [x; yxx − 12y2x] and L(o)n [x; yxx − 12y2x] as the parts of Ln[x; yxx − 12y2x]
with even and odd dimension of the field respectively. For example
L1
[
x; yxx−1
2
y2x
]
= yxx−1
2
y2x ⇒ L(e)1
[
x; yxx−1
2
y2x
]
= −1
2
y2x, L(o)1
[
x; yxx−1
2
y2x
]
= yxx.
From the definition of equation (A.2), observe that
L(e)n
[
x; yxx − 1
2
y2x
]
= L(e)n
[
x;−yxx − 1
2
y2x
]
L(o)n
[
x; yxx − 1
2
y2x
]
= −L(o)n
[
x;−yxx − 1
2
y2x
]
Hence, the Lenard recurrence relation is equivalent to the following system
∂
∂x
L(e)n+1
[
x; yxx−1
2
y2x
]
=
( ∂3
∂x3
−y2x
∂
∂x
−1
2
(y2x)x
)
L(e)n
[
x; yxx−1
2
y2x
]
+
(
2yxx
∂
∂x
+yxxx
)
L(o)n
[
x; yxx−1
2
y2x
]
(A.3)
∂
∂x
L(o)n+1
[
x; yxx−1
2
y2x
]
=
( ∂3
∂x3
−y2x
∂
∂x
−1
2
(y2x)x
)
L(o)n
[
x; yxx−1
2
y2x
]
+
(
2yxx
∂
∂x
+yxxx
)
L(e)n
[
x; yxx−1
2
y2x
]
(A.4)
With the above properties, we can proof the following auto-Ba¨cklund transformation.
Theorem 1. Let y = y(x, t) be the solution of En(y; 0(t), β(t), δ(t)), then y˜ = −y is the
solution of En(y˜; 0(t),−δ(t),−β(t)).
Proof. Consider the hierarchy
En(y˜; ˜0(t), β˜(t), δ˜(t)) : ˜0(t)
∂
∂x
( ∂
∂x
+ y˜x
)
Ln
[
x; y˜xx− 1
2
y˜2x
]
+ y˜xt + β˜(t)e
y˜ + δ˜(t)e−y˜ = 0
(A.5)
By the transformation y˜ = −y, we have
˜0(t)
∂
∂x
( ∂
∂x
− yx
)
Ln
[
x;−yxx − 1
2
y2x
]
− yxt + β˜(t)e−y + δ˜(t)ey = 0
Let us assume ˜0(t) = 0(t) 6= 0, β˜(t) = −δ(t) and δ˜(t) = −β(t). In order to proof
that y satisfy (1), we need to proof that( ∂
∂x
− yx
)
Ln
[
x;−yxx − 1
2
y2x
]
= −
( ∂
∂x
+ yx
)
Ln
[
x; yxx − 1
2
y2x
]
(A.6)
Observe we can rewrite equation (A.6) as
∂
∂x
L(e)n
[
x; yxx − 1
2
y2x
]
+ yxL(o)n
[
x; yxx − 1
2
y2x
]
= 0 (A.7)
By deriving twice the above equation, we have
∂3
∂x3
L(e)n
[
x; yxx−1
2
y2x
]
+yxxxL(o)n
[
x; yxx−1
2
y2x
]
+2yxx
∂
∂x
L(o)n
[
x; yxx−1
2
y2x
]
+yx
∂2
∂x2
L(o)n
[
x; yxx−1
2
y2x
]
= 0
(A.8)
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Expression (A.7) is verified by induction. It is ease to verify that (A.7) is true for
n = 0 and n = 1, i.e.
L0
[
x; yxx − 1
2
y2x
]
= 1 ⇒ L(e)0
[
x; yxx − 1
2
y2x
]
= 1, L(o)0
[
x; yxx − 1
2
y2x
]
= 0
L1
[
x; yxx−1
2
y2x
]
= yxx−1
2
y2x ⇒ L(e)1
[
x; yxx−1
2
y2x
]
= −1
2
y2x, L(o)1
[
x; yxx−1
2
y2x
]
= yxx.
Now, let us assume that expression (A.7) is true for n = k− 1. Using (A.3) and (A.4)
in expression (A.7) with n = k yields( ∂3
∂x3
− y2x
∂
∂x
− 1
2
(y2x)x
)
L(e)k−1
[
x; yxx − 1
2
y2x
]
+
(
2yxx
∂
∂x
+ yxxx
)
L(o)k−1
[
x; yxx − 1
2
y2x
]
+
yx
{( ∂2
∂x2
− y2x
)
L(o)k−1
[
x; yxx − 1
2
y2x
]
+ yxxL(e)k−1
[
x; yxx − 1
2
y2x
]
+∫ x
yxx
( ∂
∂x
L(e)k−1
[
x; yxx − 1
2
y2x
]
+ yxL(o)k−1
[
x; yxx − 1
2
y2x
])
dx
}
= 0
Therefore, by using (A.7) and (A.8) with n = k − 1, the above equation is verified.
Theorem 2. Let y = y(x, t) be the solution of En(y; 0(t), β(t), δ(t)), then the transfor-
mation
y˜ = y(x, t˜) + ln f(t˜), t˜ =
∫ t dt′
0(t′)
gives the solution for En
(
y˜; 1, β(t)f(t˜)
0(t)
, δ(t)
f(t˜)0(t)
)
, with t = t(t˜), provided that 0(t) 6= 0 and
f(t˜) 6= 0.
Proof. It is a direct substitution.
Using theorem 2 with f(t˜) = ±i
√
δ(t)
β(t)
, we can reduce the hierarchy (A.1), with 0(t),
β(t) and δ(t) non-null, to the usual mKdV-sinh-Gordon hierarchy
∂
∂x
( ∂
∂x
+ y˜x
)
Ln
[
x; y˜xx − 1
2
y˜2x
]
+ y˜xt˜ + η(t˜) sinh y˜ = 0, η(t˜) = ±
2i
√
δ(t)β(t)
0(t)
(A.9)
The hierarchy (A.1) with δ(t) = 0 is the mixed mKdV-Liouville hierarchy and, by
theorem 2, can be reduced to
∂
∂x
( ∂
∂x
+ y˜x
)
Ln
[
x; y˜xx − 1
2
y˜2x
]
+ y˜xt˜ + β˜(t˜)e
y˜ = 0, β˜(t˜) =
β(t)f(t˜)
0(t)
(A.10)
Observe that the case β(t) = 0 and δ(t) 6= 0 can be mapped on hierarchy (A.10) by
theorem 1.
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