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1. INTRODUCTION 
Consider the process x(t) defined by the linear stochastic differential 
equation 
dx(t) = 4x(t) dt + B da(t), x(0) = x, (11 
where A and B are constant fi x n and n x HZ matrices respectively, and w(t) 
is the standard m-dimensional Brownian motion. The initial value of (1), x,, , 
is assumed to be a random variable independent of m(t), t > 0, taking values 
in the real Euclidean n-space E, . Let P,,(dx) be the probability measure 
induced by x0 on En and let P,(dx) be the measure induced on E, by x(t). This 
paper deals with the problem of stationary (invariant) probability measures 
for the process defined by (l), i.e., probability measures satisfying 
Pa(&) = P,(dx) for all t > 0. 
The problem of stationary probability measures for the particular case of 
(1) where 
has been treated by Dym [l]. Results for other particular cases of (1) appear 
in [2], [3], [4]. For results on the general case of Markov processes we refer 
the reader to [5]. 
Since the state x(t) can be represented in terms of the modes (eigenvectors) 
of A, it is intuitively clear that in order to impose on (1) a stationary pro- 
bability distribution the noise should effect only the modes which correspond 
to eigenvalues with negative real parts. The concept of the controllability 
subspace of the pair (A, B) and the stability of the restriction of A to the 
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controllability subspace of (A, B) (to be defined in the next section) play an 
important role in giving a precise meaning to the results of heuristic con- 
siderations. 
Some preliminary results on matrices are derived in Section 2; some results 
on the solution to (1) are summarized in Section 3. Several equivalent neces- 
sary and sufficient conditions for the existence of a stationary probability 
distribution for (I) are given in Section 4. The structure of the invariant 
probability distribution, when it exists, is also discussed in Section 4. 
2. NOTATION AND PRELIMINARIES 
Let X be any m x n matrix, its transpose will be denoted by x’. Unless 
otherwise specified, all matrices considered in this paper will be over the real 
field. An eigenvalue belonging to the open left half plane will be called 
stable. A square matrix A will be called stable if all its eigenvalues are stable. 
The subspaces spanned by all the (generalized) eigenvectors of A which are 
associated with stable, purely imaginary (possibly zero), open right half plane 
eigenvalues will be denoted by E-(A), EO(A), E+(A), respectively. As is well 
known, given any n x n matrix A, the Euclidean n-space E, may be decom- 
posed into the direct sum E, = E-(A) @ EO(A) @ E+(A), and 
(E-(A))l = EO(A’) @ E+(N) 
where S- denotes the orthogonal complement of a subspace S. 
Let A and B be n x n and n x m matrices, respectively. The control- 
lability subspace associated with the pair (A, B) is defined as the subspace 
of E, spanned by the columns of the matrices 
B, AB, A”B ,..., A-IB (3) 
and will be denoted by [A, B]. The pair (,4, B) is said to be controllable if 
[A, B] = E, . The letter q will denote the dimension of [A, B]. It can be 
shown ([6], 11.3.13) that [A, B] is an invariant subspace of A. Let the n x n 
matrix T be constructed in the following way: the first 7 rows of T span 
[A, B], the last (n - 7) rows of T span [A, B]l. Since the columns of B are 
in [A, Bl, 
where bI is an 7 x m matrix. Also, we have ([6], 11.3.16) 
TAT-l = (F ;:t) 
where a,, is an 77 x 17 matrix. I f  A and B are real then T can also be real. 
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Some of the results of this paper will be stated in terms of the following 
definition: 
DEFINITION. Let A be an n x n matrix and let S be an invariant subspace 
of E, . We will say that the restriction of A to S is stable ifand only if E-(A) 3 S. 
It is easily verified that if 4 and B are n x n and n x m, respectively, then 
the restriction of A to [&4, B] is stable if and only if, for any representation 
of the form (4)-(3, the matrix a,, is stable. 
Let X be an eigenvalue of A and let k be dimension of the Jordan block 
associated with X. The ordered set of generalized eigenvectors associated 
with the block (Ax, = XX,, Axj = hxj + ?cjdl , k > j > 2) will be called a 
characteristic chain of -4 related to X. The ordered subsets of a characteristic 
chain (x1 ,... , x~); K 3 j 3 1 will be called characteristic subchains associated 
with h. 
LJZMMA 2.1. Let A and B be n x n and n x m matrices, respectively, then 
L-4, B]” is spanned by those subchains of A’ which belong to the null space of B’. 
Proof. It follows from (5) that the subspace [A, BIL is an invariant sub- 
space of -4. By the Jordan representation theorem, every invariant subspace 
of a matrix is spanned by a set of subchains of the matrix. Therefore if 
( x1 , xp ,..., zcA) is a subchain of A’ which belongs to the null space of B’ then, 
x,‘AqB = [(z49)’ xi]’ B = 0. 
This follows since xi is an eigenvector of -4’, therefore (A9 xi can be expressed 
as a linear combination of x1 ,..., xi and x,‘B = (B/x;)’ = 0 by our assump- 
tion. Therefore (x1 , x’a ,..., xF) belongs to [-4, B]I. Conversely for any x in 
[A, B]I we have x’B = 0, hence B’x = 0 which proves the lemma. 
Since B’x = 0 if and only if BB’x = 0, it follows from Lemma 2.1 that: 
LEMMA 2.2. [A, B]‘- = [A, BB’]l and [A, B] = [A, BB’]. 
3. THE SOLUTION TO EQUATION (1) 
A direct application of Ito’s formula ([8], 7.2) verifies that the solution to 
equation (I) is 
Note that the two terms in the right hand side of (6) are independent. 
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u(t) = f  eA(t-s’ B dzu(s). 
0 
(7) 
By the fundamental properties of the stochastic integral, u(t) is a random 
vector with zero mean and covariance matrix 
Z(t) = E{u(t) u’(t)} = /l eA(t-S)BB’eA’(t-S) ds = 11 &SBB’eA’S ds. 
Since the integrand in (7) is nonrandom, u(t) has a Gaussian distribution 
(which may be singular), namely the characteristic function of u(t) is 
E{Exp(iv’u(t)} = Exp(-iv%(t) ZJ). (8) 
From (6) we also have 
J-G(t) 4t)l ~(ON = eAtx(0) x’(0) eA’t + Z(t). (9) 
Let f&v) denote the characteristic function of the transition distribution of 
(l), namelyf,,,(v) = E(Exp k’x(t)l x(0) = x} and 
f&) = Exp{iv’&.r(O) - @‘Z(t) v}. (10) 
Assuming that the process defined by (1) possesses an invariant pro- 
bability measure P(dx), let f(v) denote the characteristic function associated 
with this measure. Then by (6) 
f(v) = f(& %) Exp (-+z)’ 1: eAsBB’eAfS dm). (11) 
Furthermore, assuming that a covariance matrix D associated with P(dx) 
exists, it follows by the averaging of (9) over P(dx) that 
D = &tDe*‘t $ 1” 
t 
eA(t-S,BB’&‘(t-S, ds = &t&43 + 
0 s 
ZSBB’eAfS ds. 
0 
(12) 
Differentiating with respect to t and setting t = 0 we get 
AD + DA’ = -BB’. (13) 
Therefore, if .D solves (12) it also solves (13) and conversely, if D solves (13), 
then the right hand side of (12) is independent of t, and D solves (12). The 
existence of a nonnegative solution to (13) is therefore a necessary condition 
for the existence of an invariant probability measure with finite second 
moments. 
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Necessary and sufficient conditions for the existence of positive definite 
solutions to (13) are well known [7]. It seems that the problem of non- 
negative solutions to (13) has not been considered till now. The results of the 
next section will include necessary and sufficient conditions for the existence 
of nonnegative solutions to (13). This problem is discussed in detail in [9]. 
4. NECESSARY AND SUFFICIENT CONDITIONS FOR THE EXISTENCE 
OF A STATION~Y PROBABILITY MEASURE 
THEOREM 4.1. The following conditions are equivalent: 
(a) The process dejined by (1) p assesses a stationary probability measure. 
(b) The restriction of A to [A, B] OT to [A, BE] is stable (i.e., 
E-(A) 3 [a, B] = [A, BB’]). 
(c) The liwzit of $, eASBB’eA’S ds as t + co exists (finite). 
(d) There exists a nonnegative solution to the nzatrix eqzuztio?z 
AD + DA’ = -BB’. 
Proof of (a) to (b):r Suppose that (b) is violated, which means that 
EyA’) @ E’(L4’) is not contained in [A, B]‘-. Then, by Lemma 2.1, there 
exists a (generalized) eigenvector y  of A’ corresponding to the eigenvalue h 
with the following properties: Re h > 0; B’y # 0; y  is the last member of a 
subchain of a’ whose members other than y  belong to the null space of B’. 
Furthermore y  (the complex conjugate of y) is an eigenvector of A’ with 
eigenvalue 5 and has the same properties as y. Assume, first, that X is real. 
We may, therefore, assume that y  is real. Then as t -* co 
I 
t 
y’eASBB’eAfSy ds = y’BB’y Jl e2AS ds -+ CO. (14) 
0 
Setting ~1 = ay in (11) with 01 a real and nonzero number it follows that 
f(v) = 0 for all 01 f  0. The continuity off (v)([lO], p. 194) implies that 
f  (0) = 0. This is the required result since f(v) is a characteristic function, 
therefore satisfies f  (0) = 1. 
If  X is not real then the same argument holds with (14) replaced by 
‘tiJ2 s 1 (Y +3 eASBB’eA’@)(y -+ 7) ds = CO. 
1 We wish to thank the referee for his suggestion to shorten this part of the proof. 
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This follows from 
and 
B’eA’s(y + y) = &+Re,’ . &{B’yeisIm”) 
Re B’y # 0. 
Proof of(b) to (c): Let T be the transformation of (4)-(5), then 
.t 
at eAsBB’& s ds = T-1 
J 
T&sT-lTBB’T’(T’)-l eA’T ds( T/)-l 
0 0 
= T-1 
&~b b r&s 
11 
0 
;) ds( T’)-l. (15) 
Since the restriction of A to [A, B] is stable, aIl is stable and, therefore [7], 
the limit of (15) as t + co exists. 
Proof of(c) to (d): Let 
m D= 
s 
eAsBB’eA’S a!~-, 
then 
D= m 
s 0 
eASBB’&‘S is = (Jr + jl) eASBB’eA’S ds 
= eAtDeAlt + Jl eAsBBreA’e ds. 
Therefore D satisfies (12) and therefore (13) is also satisfied. 
Proof(d) to (a): Let r(O) be a zero mean Gaussian random vector with 
the covariance matrix D. The characteristic function of the distribution of 
x(0) is, therefore, 
E{Exp(iv’~(O))) = Exp( +v’Dv). (16) 
According to (12) this characteristic function satisfies (1 l), which proves the 
theorem. [This does not imply that the solution to (13) is unique ([9]), the 
result holds for any nonnegative solution to (13). Note also that not all the 
invariant distributions have characteristic functions which are of the form 
of (16), as the example dx(t) = y(t) dt, dJj(t) = -x(t) dt shows.] 
Remark. A direct (non probalistic) proof of the equivalence between (b), 
(c), and (d) will be given elsewhere [9]. 
TmoREM 4.2. Let (1) possess a stationary probability measure P(dx) and 
let f  (v) be its characteristic function. Then f  (v) is the product of two characte- 
ristic functions: f  (v) = fi(v)fz(v); fi(v) is given by 
f&) = Exp{-+‘D,v} 
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where 
‘co Do = J eASBB’eArS ds 0 
and f2(v) is the characteristic function of a stationary probability nzeaswe of (1) 
with B = 0. Comersely, if fi(v) is any characteristic function of a stationary 
probabikty of (1) for B = 0 andfl(v) is as above thenfl(v)f2(v) is the charac- 
teristic function of a statiorzayy probability distribution fw (1). 
The proof follows directly from (11) and is, therefore, omitted. It afso 
follows from (11) that the support of the measure corresponding to J,(z.:) is in 
[A, B] and the support of the measure corresponding to f2(v> is in E”(A). 
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