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Abstract
Major accident hotspots in road traffic are intersections that are in the fo-
cus of driver assistance systems research. In this publication a system is
presented that warns drivers of possible collisions at intersections using a
probabilistic situation analysis. For this purpose algorithms are used which
utilize a driver intent prediction to enhance the quality of the situation ana-
lysis.
The system uses an environmental model based on a graph that can be gene-
rated from digital map data. This graph includes detailed road information
like dimensions of intersections, speed limits and the geometry of lanes. The
driver’s own vehicle as well as by sensors detected vehicles are matched to the
edges of the model’s graph. Furthermore, the prototypical integration of the
system in a test vehicle is presented. Besides, the utilized sensors, the applied
human machine interface concept and the developed system architecture are
described.
The intentions of the own vehicle’s driver and of other vehicles’ drivers within
the intersection area are predicted with a probabilistic network. Therefore
information of the environmental model, vehicle dynamic data and driver
inputs are utilized. The developed intent prediction is evaluated in detail
with data of a study that was processed with 30 subjects in real world
driving.
Derived from the driver intent prediction, the information from the environ-
mental model and the vehicle dynamic data, multiple possible developments
of a scene are determined using probabilistic reachable sets. These sets de-
scribe locations that can be reached by a vehicle at a certain time with a
defined probability. They are determined for all relevant vehicles and inter-
sected to obtain collision probabilities. Depending on these probabilities the
driver is warned by several human machine interfaces. Using a simulation
framework this method to warn the driver is compared to a simple warn
method that only considers the most probable development of a scene.
iii
iv
Zusammenfassung
Ein Unfallschwerpunkt im urbanen Straßenverkehr sind Kreuzungen, die im
Fokus der Fahrerassistenzforschung stehen. In dieser Arbeit wird ein Sys-
tem vorgestellt, das mit Hilfe einer probabilistischen Situationsanalyse eine
Kollisionswarnung an Kreuzungen ermöglicht. Hierzu werden Verfahren zur
Fahrerwarnung verwendet, die eine entwickelte Fahrerintentionsvorhersage
zur Erhöhung der Prädiktionsgüte nutzen.
Das System verwendet ein Umfeldmodell, das auf einem gerichteten Gra-
phen basiert, der aus digitalen Straßenkarten generiert werden kann. Dieser
Graph enthält detaillierte Straßeninformationen wie Kreuzungsdimensionen,
Geschwindigkeitsbegrenzungen und Fahrstreifengeometrien. Den Kanten des
Graphen werden sowohl das eigene Fahrzeug als auch andere Fahrzeuge zu-
geordnet, die mit Hilfe von Umfeldsensorik wahrgenommen werden. Ferner
wird die prototypische Integration des Systems in ein Versuchsfahrzeug dar-
gestellt. Neben der verwendeten Sensorik werden das genutzte HMI-Konzept
sowie die entwickelte Systemarchitektur beschrieben.
Die Intentionen des eigenen Fahrers und von Fahrern anderer Fahrzeuge im
Kreuzungsbereich werden mit einem probabilistischen Netz prädiziert. Die-
ses Netz verwendet Informationen des Umfeldmodells, Fahrdynamikdaten
sowie Fahrereingaben. Die entwickelte Intentionsprädiktion wird in dieser
Arbeit mit Daten aus Realfahrten einer mit 30 Probanden durchgeführten
Studie ausführlich evaluiert.
Die Fahrerintentionsvorhersage sowie die Informationen des Umfeldmodells
und Fahrdynamikdaten werden genutzt, um mehrere zukünftige Entwicklun-
gen einer Szene mit probabilistischen Erreichbarkeitsmengen zu bestimmen.
Diese beschreiben alle Orte, die ein Fahrzeug zu einem bestimmten Zeit-
punkt mit einer gewissen Wahrscheinlichkeit erreichen kann. Diese Mengen
werden für relevante Fahrzeuge im Kreuzungsbereich ermittelt und über-
lagert, um Kollisionswahrscheinlichkeiten abzuleiten. In Abhängigkeit die-
ser Wahrscheinlichkeit wird der Fahrer mit verschiedenen Warnkanälen vor
einer möglichen Kollision gewarnt. Dieses Warnverfahren wird in einer Si-
mulationsumgebung einem einfachen Warnverfahren gegenübergestellt, das
ausschließlich die wahrscheinlichste Entwicklung einer Szene betrachtet.
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Kapitel 1
Einleitung
Bei der Reduzierung der Anzahl von Verkehrstoten wurden in der Vergan-
genheit große Erfolge erzielt. Die Europäische Kommission strebte mit der
eSafety Initiative eine Halbierung der Zahl der bei Verkehrsunfällen Getö-
teten von 2001 bis zum Jahr 2011 an (Europäische Kommission 2008). In
Abbildung 1.1 ist zu erkennen, dass die Zahl der Verkehrstoten in diesem
Zeitraum sowohl in Europa als auch in der Bundesrepublik Deutschland fast
kontinuierlich sank. Eine weitere Reduzierung der Anzahl der tödlich verun-
glückten Personen ist erstrebenswert.
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Abbildung 1.1: Anzahl der bei Verkehrsunfällen Getöteten in a) Europa
(EU-27) b) Bundesrepublik Deutschland (Europäische Kom-
mission 2012b; Statistisches Bundesamt 2012a, b).
Ein anderes Beispiel für politische Bestrebungen zur Erhöhung der Verkehrs-
sicherheit ist die „Vision Zero“ Initiative in Schweden, die 1997 mit der Auf-
nahme in das schwedische Gesetz legitimiert wurde. Sie fordert als Oberziel
für verkehrspolitische Maßnahmen, die Zahl der bei Verkehrsunfällen Getö-
teten und schwer Verletzen auf Null zu senken. Hierzu werden neben Inno-
vationen in der Fahrzeugtechnik auch die bessere Ausbildung von Fahrern
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sowie Infrastrukturmaßnahmen gefördert. So konnte im Jahr 2008 eine Zahl
von 4,3 Verkehrstoten pro 100.000 Einwohnern in Schweden erreicht werden.
In Westeuropa verstarben 5-6, in Nordamerika 10-12 und in Osteuropa 15-
20 Personen pro 100.000 Einwohnern bei Verkehrsunfällen (Swedish Trade
Council 2012).
Im Wesentlichen ist der Erfolg des letzten Jahrzehnts bei der Reduktion der
Anzahl der Verkehrstoten auf die hohe Marktdurchdringung des Fahrerassis-
tenzsystems Elektronisches Stabilitätsprogramm (ESP) und Insassenschutz-
systeme (z. B. Kopf-Seitenairbag, Pre-Crash Systeme) zurückzuführen (Jun-
ge 2012; Winner und Weitzel 2012). Das elektronische Stabilitätsprogramm
nutzt u. a. Raddrehzahl-, Gierraten- und Lenkradwinkelsensoren, um den Zu-
stand des eigenen Fahrzeugs zur Erhöhung der Fahrstabilität zu ermitteln.
Neuere Fahrerassistenzsysteme können Umfeldsensoren nutzen, um andere
Verkehrsteilnehmer sowie die Umgebung des Fahrzeugs wahrzunehmen (Stil-
ler 2005; Maurer 2000). Als Beispiel für neuere Systeme können Frontkollisi-
onsschutzsysteme genannt werden, die den Fahrer vor möglichen Kollisionen
warnen und ggf. mit Lenk- und Bremseingriffen unterstützen. Ferner kann
eine automatische Bremsung zur Unfallvermeidung oder Unfallschweremin-
derung erfolgen (vgl. Abschnitt 2.2). Es wird prognostiziert, dass mit Hilfe
von Frontkollisionsschutzsystemen die Zahl der Unfälle mit Sachschäden in
Großbritannien im Jahr 2018 von 2,1 Millionen auf 1,85 Millionen verringert
werden kann (The Motor Insurance Repair Research Centre 2011).
Auch zukünftig ist die Reduktion der Anzahl von Unfällen im Straßenverkehr
sowie der Verkehrstoten im Fokus der Öffentlichkeit. Im Jahr 2011 startete
die Weltgesundheitsorganisation der Vereinten Nationen die Initiative „De-
cade of Action for Road Safety 2011-2020“. Es wird prognostiziert, dass sich
die Zahl der Verkehrstoten auf Grund steigenden Verkehrsaufkommens welt-
weit von ca. 1,3 Millionen im Jahr 2011 auf ca. 1,9 Millionen im Jahr 2020
ohne weitere Maßnahmen erhöhen wird. Diese Initiative hat das Ziel, Maß-
nahmen und Innovationen zu fördern, damit sich die Zahl der bei Verkehrs-
unfällen Getöteten kontinuierlich auf 0,9 Millionen im Jahr 2020 verringert.
Damit könnte erreicht werden, dass in diesem Jahrzehnt insgesamt 5 Millio-
nen Menschen weniger tödlich verunglücken (Weltgesundheitsorganisation
2012).
Neben den politischen Rahmenbedingungen werden technische Innovationen
zur Unfallvermeidung bzw. Unfallschwereminderung auch direkt von den
Kraftfahrzeugkäufern gefordert. Von Capgemini Deutschland Holding GmbH
(2010) wird angeführt, dass für ca. 90% der Kunden sowohl in Industrie-
als auch in Schwellenländern die Sicherheitsausstattung eines Fahrzeugs ein
sehr wichtiges oder wichtiges Merkmal ist. Ein Maß für die Sicherheit eines
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Autos auf dem europäischen Markt ist die Beurteilung des European New
Car Assessment Programme (Euro NCAP). Hierbei werden Fahrzeuge mit
Hilfe standardisierter Tests verschiedener Kategorien auf einer Skala zwi-
schen einem und fünf Sternen bewertet. Das Euro NCAP Konsortium hat
angekündigt, ab dem Jahr 2014 Frontkollisionsschutzsysteme ebenfalls stan-
dardisiert zu testen und die Bewertungskriterien für Fahrzeuge entsprechend
anzupassen (Euro NCAP 2012). Es ist anzunehmen, dass diese und weitere
Fahrerassistenzsysteme zur Unfallvermeidung bzw. Unfallschwereminderung
in Zukunft weltweit von verschiedenen Institutionen bewertet werden und
somit die Anforderungen der Kunden an neue Innovationen auf diesem Ge-
biet erhöhen.
1.1 Motivation der Aufgabenstellung
Im Jahr 2009 ereigneten sich in Deutschland 44% aller Unfälle mit schweren
Sachschäden, 35% aller Unfälle mit Verletzten und 18% aller Unfälle mit
Todesfolge bei Abbiege- und Querverkehrssituationen (Mages u. a. 2012). In
Abbildung 1.2a ist die Anzahl der bei Verkehrsunfällen an Kreuzungen Getö-
teten in Europa im letzten Jahrzehnt dargestellt. Es ist zu erkennen, dass die
Anzahl fast kontinuierlich abnimmt. Abbildung 1.2b zeigt, dass das Verhält-
nis von Verkehrstoten bei Unfällen an Kreuzungen zu allen Verkehrstoten
während dieses Zeitraums annähernd konstant blieb und somit Kreuzungen
weiterhin einen Unfallschwerpunkt darstellen.
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Abbildung 1.2: Bei Verkehrsunfällen an Kreuzungen Getötete in Euro-
pa (EU-18): a) Absolute Anzahl b) Anteil bezüglich aller
bei Verkehrsunfällen Getöteten (Europäische Kommission
2011).
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Als häufige Unfallursachen an Kreuzungen werden folgende Aspekte ange-
führt (Mages u. a. 2012):
Fehlinterpretationen Mindestens ein Verkehrsteilnehmer interpretiert wahr-
genommene Informationen falsch. Beispielsweise wird die Geschwin-
digkeit eines Fahrzeugs falsch eingeschätzt.
Unaufmerksamkeit Die notwendigen Informationen der Szene werden nicht
wahrgenommen, da ein Verkehrsteilnehmer nicht aufmerksam ist. Bei-
spielsweise wird ein anderes Fahrzeug nicht gesehen, da das Autoradio
bedient wird und der Blick der Fahrers von der Fahrsituaton abge-
wandt ist.
Sichtbehinderungen Auf Grund von Sichtbehinderungen können notwendi-
ge Informationen vom Fahrer nicht wahrgenommen werden. Beispiels-
weise wird der Fahrer geblendet oder Gegenverkehr wird von anderen
Fahrzeugen verdeckt.
Fahrerassistenzsysteme mit Umfeldsensorik besitzen das Potential den Fah-
rer hierbei zu unterstützen, indem sie die Situation erfassen, analysieren und
geeignete Empfehlungen geben. Eine Kollisionswarnung an Kreuzungen auf
Basis einer probabilistischen Situationsanalyse ist Gegenstand der Forschung
in dieser Arbeit.
Im von der Europäischen Kommission geförderten Projekt INTERSAFE-2
(vgl. Abschnitt 2.3) wurden Unfälle in der Bundesrepublik Deutschland von
07.1999 bis 12.2006 mit Hilfe der Datenbank der German In-Depth Accident
Study (GIDAS)1 analysiert (INTERSAFE-2 2009a). Es wurde ermittelt,
dass sich 15,7% aller Kreuzungsunfälle und 17,9% aller Unfälle an Kreuzun-
gen mit schweren Verletzungen oder Todesfolge beim Linksabbiegen ereigne-
ten. 43,4% aller Kreuzungsunfälle und 49% aller Unfälle an Kreuzungen mit
schweren Verletzungen oder Todesfolge ereigneten sich bei Kollisionen mit
Querverkehr. Das betrachtete Fahrerassistenzsystem zur Kollisionswarnung
adressiert die in Abbildung 1.3 angeführten Szenarien Linksabbiegen (a)
und Querverkehr (b), die einen Großteil der Unfälle am Unfallschwerpunkt
Kreuzung darstellen. Beim Linksabbiegen ist eine Kollision mit entgegen-
kommendem Verkehr möglich, bei Querverkehr können sich Kollisionen mit
Verkehr von links oder rechts ereignen.
1Im Rahmen des GIDAS Projekts werden jährlich ca. 2000 Unfälle in den Großräumen
Hannover und Dresden detailliert erfasst (German In-Depth Accident Study 2012).
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(a) (b)
Abbildung 1.3: Adressierte Szenarien: a) Linksabbiegen b) Querverkehr.
1.2 Zielsetzung
Das in dieser Arbeit beschriebene Kollisionswarnsystem betrachtet Situatio-
nen, in denen der Fahrer ohne aktive Längs- oder Querführungssysteme im
Kreuzungsbereich fährt (vgl. Abschnitt 2.2). Erkennt das System mögliche
Kollisionen, wird der Fahrer mit Hilfe verschiedener Kanäle einer Mensch-
Maschine-Schnittstelle (MMS)2 informiert (vgl. Unterabschnitt 5.1.3). Im
Kontext der adressierten Szenarien sollen folgende Leitfragen in dieser Ar-
beit beantwortet werden:
1. Wie können die Intentionen von Kraftfahrzeugführern im Kreuzungs-
bereich für eine Situationsanalyse eines Kollisionswarnsystems vorher-
gesagt werden?
2. Wie können verschiedene zukünftige Entwicklungen einer Szene in ei-
ner Kreuzung ermittelt und zur Kritikalitätsbeurteilung für ein Kolli-
sionswarnsystem genutzt werden?
Hierbei sollen die ermittelten Fahrerintentionen zur Erhöhung der Prädikti-
onsgüte der zukünftigen Entwicklungen einer Szene herangezogen werden.
1.3 Vorgehen
In Kapitel 2 wird der Stand der Technik im Kontext dieser Arbeit darge-
stellt. Zunächst werden Sensoren und andere Datenquellen vorgestellt, die
2Englisch: Human Machine Interface (HMI)
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für Fahrerassistenzsysteme genutzt werden können. Dabei wird eine Über-
sicht über Lidar-, Radar- und Ultraschallsensoren sowie Visuelle Sensoren
gegeben. Als weitere wichtige Datenquellen werden Kommunikationstech-
nologien für Kraftfahrzeuge sowie die Lokalisierung auf digitalen Karten
beschrieben. Anschließend werden aktuelle Fahrerassistenzsysteme katego-
risiert dargestellt, die Fahrer vor möglichen Kollisionen warnen und ggf. kol-
lisionsvermeidend oder unfallschweremindernd eingreifen. Nachfolgend wer-
den nationale, europäische und außereuropäische Forschungsprojekte auf die-
sem Gebiet vorgestellt. Am Ende des Kapitels werden Arbeiten zur urbanen
Fahrerintentionsprädiktion und zur urbanen Kollisionsprädiktion angeführt.
Diese werden als Grundlage genutzt, um den Forschungsbedarf aufzuzeigen,
der in dieser Arbeit adressiert wird.
Die erste Leitfrage dieser Arbeit (Fahrerintentionsprädiktion) wird in Ka-
pitel 3 betrachtet. Um die Situation für die urbane Fahrerintentionsprädik-
tion an Kreuzungen zu erfassen, wird ein graphenbasiertes Umfeldmodell
genutzt. Dieses Umfeldmodell kombiniert alle genutzten Sensoren und Da-
tenquellen, um Fahrerassistenzapplikationen Informationen über eine generi-
sche Schnittstelle zur Verfügung zu stellen. Anschließend werden die Grund-
lagen zu Bayes’schen Netzen erläutert, die in dieser Arbeit zur Fahrerin-
tentionsprädiktion genutzt werden. Einführend werden hierbei zunächst die
Aussagenlogik und die Bayes’sche Statistik dargestellt. Danach wird die Mo-
dellierung der Fahrsituation für den Anwendungsfall mit Hilfe Bayes’scher
Netze beschrieben. Hierzu werden Eingangsgrößen zur Fahrerintentionsprä-
diktion ermittelt und in eine Netzstruktur überführt. Abschließend wird eine
Visualisierung vorgestellt, die zur Analyse und zur Bewertung der Prädiktion
genutzt wird.
In Kapitel 4 wird die zweite Leitfrage dieser Arbeit (zukünftige Entwicklun-
gen einer Szene, Kritikalitätsbeurteilung) untersucht. Zunächst wird hier-
zu ein eindimensionales Zeitlückenverfahren vorgestellt, das die Kritikalität
einer Fahrsituation auf Basis der wahrscheinlichsten zukünftigen Entwick-
lung einer Szene ermittelt. Hierbei wird die wahrscheinlichste Entwicklung
von der entwickelten Fahrerintentionsprädiktion vorhergesagt. Anschließend
wird ein Verfahren vorgestellt, das mehrere zukünftige Entwicklungen ei-
ner Szene betrachtet, um die Kritikalität der Situation der bestimmen. Da-
zu werden probabilistische Erreichbarkeitsmengen verwendet, die alle Or-
te beschreiben, welche zu einem bestimmten Zeitpunkt mit einer gewissen
Wahrscheinlichkeit erreicht werden können. Zur Bestimmung dieser Mengen
werden sowohl die Fahrerintentionsprädiktion als auch Informationen aus
digitalen Karten sowie Fahrdynamikdaten genutzt. Abschließend wird eine
Visualisierung dieser Erreichbarkeitsmengen vorgestellt, die es ermöglicht,
verschiedene zukünftige Prädiktionszeitpunkte zu betrachten.
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Die in den Kapiteln 3 und 4 erläuterten Ansätze zur Beantwortung der Leit-
fragen werden in Kapitel 5 evaluiert. Hierzu wird zunächst die Validierungs-
umgebung, beginnend mit der entwickelten Systemarchitektur, vorgestellt.
Anschließend wird eine Simulationsumgebung dargestellt, welche es ermög-
licht, Fahrerassistenzapplikationen in verschiedenen Situationen zu testen.
Weiterhin wird ein Versuchsfahrzeug beschrieben, in welches die beschriebe-
nen Module integriert wurden. Das im Fahrzeug umgesetzte HMI-Konzept
mit verschiedenen Warnkanälen wird ebenfalls erläutert. Danach wird die
Konzeption und Auswertung einer Realfahrstudie beschrieben, die zur Eva-
luation der Fahrerintentionsprädiktion mit 30 Probanden durchgeführt wur-
de. Bei der Studienauswertung werden die Vorhersagegüte der Fahrerintenti-
onsprädiktion an verschiedenen Kreuzungstypen sowie die fahrerindividuelle
Anpassung des Bayes’schen Netzes analysiert. Abschließend werden die ent-
wickelten Verfahren zur Fahrerwarnung mit Hilfe der Simulationsumgebung
verglichen. Hierzu werden exemplarische Szenarien mit und ohne Kollisi-
onsgefahr betrachtet. Sowohl bei konsistentem als auch bei inkonsistentem
Fahrerverhalten werden die ermittelten Kritikalitätsverläufe der einzelnen
Warnverfahren gegenübergestellt.
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Kapitel 2
Stand der Technik
In diesem Kapitel werden der aktuelle Stand der Technik und der For-
schungsbedarf im Kontext dieser Arbeit dargestellt. Abschnitt 2.1 erläutert
Sensoren und Datenquellen, die in Fahrerassistenzsystemen als Eingangsda-
ten genutzt werden. Anschließend werden heutige Fahrerassistenzsysteme in
Abschnitt 2.2 und aktuelle Forschungsprojekte in Abschnitt 2.3 vorgestellt,
deren Ziel es ist, Fahrer von Kraftfahrzeugen vor möglichen Kollisionen zu
warnen. Der Stand der Wissenschaft und Forschung sowie der Forschungs-
bedarf auf dem Gebiet dieser Arbeit wird in Abschnitt 2.4 erläutert.
2.1 Sensoren und Datenquellen
Fahrerassistenzsysteme zur Warnung des Fahrers bei möglichen Kollisionen
nutzen je nach Ausprägung des Systems Sensoren und weitere Eingangs-
daten wie Informationen, die über Kommunikationstechnologien übertragen
werden, und die Lokalisierung auf digitalen Karten. Zunächst werden ver-
schiedene Sensortechnologien zur Umfeldwahrnehmung in Abschnitt 2.1.1
vorgestellt, die im Fahrzeug oder an festen Orten im Straßenverkehr wie
Ampelmasten oder Brücken angebracht sind. Anschließend werden in Ab-
schnitt 2.1.2 Kommunikationstechnologien erläutert, die eine Kommunikati-
on zwischen Fahrzeugen sowie zwischen Fahrzeug und Infrastruktureinrich-
tungen ermöglichen. Zur Lokalisierung auf digitalen Karten werden einer-
seits Ortungslösungen für Kraftfahrzeuge und andererseits digitale Karten
sowie Technologien zur Aktualisierung und stetigen Prüfung dieser benötigt.
Dieser Themenbereich wird in Abschnitt 2.1.3 beschrieben.
2.1.1 Sensoren
Sensoren zur Umfelderfassung für Fahrerassistenzsysteme lassen sich in die
vier Kategorien Light Detection and Ranging (Lidar), Radiowave Detection
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and Ranging (Radar), Ultraschall und visuelle Sensoren gliedern (Stiller u. a.
2011). Je nach Anwendungsfall und den daraus resultierenden geforderten
Sichtbereichen und Anforderungen werden diese Technologien an verschie-
denen Positionen im Fahrzeug oder Orten im Straßenverkehr eingesetzt. Zur
Erhöhung der Detektionsgüte können die verschiedenen Informationen der
Sensoren fusioniert werden. Im Folgenden werden nun diese einzelnen Tech-
nologien vorgestellt.
Lidar
Lidarsensoren erfassen ihr Umfeld, indem sie Licht emittieren und die Refle-
xionen detektieren. Das ausgesendete Licht wird von der Umgebung reflek-
tiert und kann im Sensor wahrgenommen werden. Mit diesem Messprinzip
wird der Abstand r zu den Reflexionspunkten bestimmt. Die Winkel zu die-
sen Punkten werden mit Hilfe des Sendewinkels des Strahls ermittelt. In der
Regel wird r mit Hilfe der Laufzeit1 tflight zwischen Emission und Detektion
sowie der Lichtgeschwindigkeit c0 ermittelt (Geduld 2012):
r =
c0 · tflight
2
. (2.1)
Im Automobilbereich werden zurzeit Lidarsensoren der Kategorien Multi-
Beam, Scanning und Flashing2 verwendet. Multi-Beam Sensoren besitzen
mehrere Emittoren und Detektoren, um mehrere Lichtstrahlen in unter-
schiedlichen Winkeln auszusenden und zu empfangen. Scannende Sensoren
besitzen einen oder mehrere Emittoren und Detektoren mit einem Linsen-
system zum Scannen, z. B. einen rotierenden Spiegel, um Strahlen in unter-
schiedliche Richtungen auszusenden und empfangen zu können. Flash Lidar-
sensoren senden einen Lichtimpuls aus, der das gesamte Messgebiet erleuch-
tet. Die Reflexionen dieses Impulses werden von einem Detektor mit einer
Pixelmatrix empfangen (Rasshofer und Gresser 2005; Aue u. a. 2011).
Radar
Radarsensoren emittieren elektromagnetische Wellen, die von der Umgebung
reflektiert und vom Sensor detektiert werden können. Dabei werden der Ab-
stand, der Winkel und die Relativgeschwindigkeit zu den Reflexionspunkten
bestimmt. Sensoren im Automobilbereich nutzen hierzu in der Regel die Fre-
quenzbereiche 24,0-24,5GHz zur Erfassung im Mittelbereich bis ca. 100m
und 76-77GHz für den Fernbereich (Winner 2012b).
1Englisch: Time of Flight
2Diese Sensoren werden in der Literatur auch als 3D-Kamera (Buxbaum u. a. 2012)
oder Laufzeitkamera (Schiller 2011) bezeichnet.
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Radarsensoren nutzen neben der Abstandsbestimmung über eine Laufzeit-
betrachtung den Doppler-Effekt zur Bestimmung der Relativgeschwindigkeit
zu einem Hindernis oder Objekt:
fDoppler = −2 r˙
λ
. (2.2)
Die Frequenzverschiebung fDoppler entsteht, wenn elektromagnetische Wel-
len mit der Wellenlänge λ bei Vorliegen einer Relativgeschwindigkeit r˙ von
der Umgebung reflektiert werden. Bei negativer Relativgeschwindigkeit (An-
nähern) gilt fDoppler > 0, beim Entfernen gilt fDoppler > 0. Zur Bestim-
mung des Doppler-Effekts werden Frequenz- und Pulsmodulationsverfahren
genutzt (Winner 2012b).
Ultraschall
Ultraschallsensoren senden und detektieren mechanische Wellen, um Abstän-
de und Winkel zu Reflexionspunkten der Umgebung zu messen. Im Automo-
bil werden Wellen der Frequenz 40-50 kHz genutzt, die sich mit der Schallge-
schwindigkeit cS ausbreiten. Dabei ist cS vor allem von der Lufttemperatur
abhängig. Zur Emission und Detektion der Wellen werden piezoelektrische
Keramiken genutzt, die mit einer Membran verbunden sind. Sie werden in
heutigen Automobilen für Parkassistenzsysteme genutzt (Noll und Rapps
2012).
Zur Abstandsmessung wird die Laufzeit der Wellen analog zum Lidarsensor
mit Gleichung 2.1 und cS statt c0 bestimmt. Um den Winkel zum Reflexi-
onspunkt zu ermitteln, werden mehrere Ultraschallsensoren und das Trila-
terationsprinzip genutzt. Hierbei misst ein Sensor die Laufzeit seiner selbst
emittierten Wellen und der Wellen benachbarter Sensoren. (Noll und Rapps
2012).
Visuelle Sensoren
Visuelle Sensoren erfassen ihre Umgebung, indem sie Licht detektieren. Da-
bei wird das Licht mit Hilfe einer Linsenoptik im Sensor gebündelt und von
einem Strahlungsaufnehmer wahrgenommen, sodass ein digitales Bild ent-
steht. In heutigen Automobilen werden Kameras verwendet, deren Strah-
lungsaufnehmer Grauwerte sowie ggf. einen oder mehrere Farbwerte ermit-
teln. Weiterhin werden derzeit Stereokameras in Serienfahrzeugen eingeführt
(Toyota Motor Corporation 2012a). Sie bestehen aus zwei Kameras, die
so angeordnet sind, dass ihre Messbereiche überlappen. Durch den Versatz
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von korrespondierenden Bildpunkten ist eine Tiefenmessung im Bild möglich
(Stiller u. a. 2012).
Eine weitere Art der visuellen Sensoren sind Infrarotsysteme, die in die zwei
Kategorien Fern- und Nahinfrarotsysteme gegliedert werden können. Fernin-
frarotsysteme empfangen Wärmestrahlung mit Wellenlängen im Bereich von
7-12 µm, die von Lebewesen und Gegenständen emittiert wird. Nahinfrarot-
systeme senden Licht im Bereich von 780-980 nm aus und detektieren die
Reflexionen der Umgebung. Bilder von Nahinfrarotsystemen sind für An-
zeigen im Fahrzeug geeignet, wogegen Ferninfrarotsysteme unter anderem
über eine höhere Reichweite verfügen und von anderen Lichtquellen weniger
beeinflusst werden (Wallentowitz und Reif 2011).
Tabelle 2.1: Vergleich von Lidar, Radar und visuellen Sensoren (Stiller u. a.
2012).
Lidar Radar Visuell
Wellenlänge/m 10−6 10−3 − 10−2 10−7 − 10−6
Wetterabhängig ja gering ja
Primäre Messungen
Position + + -
Geschwindigkeit - + -
Helligkeitsmuster + - +
Funktionsbeispiele
Objektdetektion + + +
Fahrbahnerkennung +/- - +
Verkehrszeichenerkennung - - +
In Tabelle 2.1 ist ein Vergleich von Lidar, Radar und visuellen Sensoren
gezeigt. Alle drei Sensoren lassen sich zur Objektdetektion nutzen und eig-
nen sich somit prinzipiell für ein Kollisionswarnsystem. Ultraschallsensoren
können ausschließlich im Nahbereich eingesetzt werden.
2.1.2 Telematik
Heutige Fahrerassistenzsysteme nutzen vermehrt Kommunikationstechnolo-
gien, um zusätzliche Informationen zu erhalten. Die Verknüpfung von In-
formationssystemen mittels Kommunikationstechnologien wird allgemein als
Telematik bezeichnet. In der Regel besteht solch ein System aus einem Server
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mit Telekommunikationseinheit und einem Endgerät mit Sende-/Empfangs-
modul. In einigen Anwendungsfällen ist auch eine Verbindung zwischen End-
geräten ohne Server möglich (Kleine-Besten u. a. 2012).
Unabhängig von der Übertragungstechnologie werden Telematikdienste zwi-
schen zwei Fahrzeugen Car-To-Car (C2C) Dienste genannt. Verbindungen
zwischen der Infrastruktur und dem Fahrzeug werden als Car-To-Infrastruc-
ture (C2I) Kommunikation bezeichnet. C2C und C2I werden allgemein zu
Car-To-X (C2X) zusammengefasst (Schnieder 2007).
Neben Rundfunkanwendungen, bei denen Informationen unidirektional an
alle Empfänger verteilt werden, können in Fahrzeugen Mobilfunk und Wire-
less Local Area Network (WLAN) Technologien zur bidirektionalen Kommu-
nikation genutzt werden. In heutigen Fahrzeugen wird zur Kommunikation
meistens der Mobilfunkstandard Universal Mobile Telecommunications Sys-
tem (UMTS) genutzt. Dieser ermöglicht Datenübertragungsraten von bis zu
2Mbit/s. In den nächsten Jahren wird sich der Standard Long Term Evolu-
tion (LTE) mit kürzeren Latenzzeiten und höheren Datenraten etablieren.
Für die WLAN Kommunikation im Automobil wurde der Standard IEEE
802.11p entwickelt, der eine Datenübertragung bei Geschwindigkeiten bis zu
200 km/h ermöglicht (Kleine-Besten u. a. 2012).
2.1.3 Lokalisierung auf digitalen Karten
Digitale Karten beinhalten Informationen, die für diverse Fahrerassistenzsys-
teme genutzt werden können. Um diese Informationsquelle nutzen zu können,
ist es erforderlich, die Position des eigenen Fahrzeugs in einem geeigneten
Koordinatensystem, wie dem Universal Transverse Mercator (UTM) oder
dem World Geodetic System (WGS), zu ermitteln. Hierzu wird ein Global
Navigation Satellite System (GNSS) genutzt, das mit Hilfe einer Laufzeit-
analyse von Satellitensignalen die Position bestimmen kann. Da die Signale
vor allem in urbanen Umgebungen, z. B. von Bäumen oder Häusern, ge-
stört werden können, nutzen Ortungssysteme Sensoren im Fahrzeug, um die
Positionsschätzung zu stützen. Darüber hinaus kann die Güte der Ortung
durch Fusion mehrerer GNSS Empfänger in Verbindung mit Fahrzeugsen-
soren weiter verbessert werden. In Tabelle 2.2 sind mögliche Datenquellen
zur Eigenlokalisation eines Kraftfahrzeugs aufgeführt (Kleine-Besten u. a.
2012).
Ist die Position in einem Koordinatensystem bestimmt, muss diese anschlie-
ßend einer Position auf den Straßen einer Karte zugeordnet werden (Map
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Tabelle 2.2: Datenquellen zur Eigenlokalisation eines Kraftfahrzeugs
(Kleine-Besten u. a. 2012).
Sensor Information Fehlerquelle
Kreisel Winkeldifferenz Rauschen
Temperaturgang
Einbauwinkel
GNSS-Empfänger Absolute Position Empfangs-
Weg- und Winkeldifferenz störungen
Beschleunigungs- Beschleunigungsänderung Temperaturgang
sensor Einbauwinkel
Radimpulse Weg- und Winkeldifferenz Reifenausdehnung
Lenkwinkelgeber Winkeldifferenz Reifenausdehnung
Matching). Auf Grund von Unsicherheiten der Ortungslösung und Modellie-
rungsfehlern im Kartenmaterial ist diese Zuordnung nicht immer eindeutig.
Map-Matching-Algorithmen betrachten die Position und die Bewegung des
Fahrzeugs sowie dessen Historie, um die aktuelle Position auf der Karte zu
ermitteln (White u. a. 2000). Ebenfalls können Umfeldsensoren genutzt wer-
den, um deren Informationen mit Landmarken und Fahrstreifenverläufen aus
dem Kartenmaterial zu vergleichen und somit Rückschlüsse auf die eigene
Position in der Karte zu ziehen (Berns und Puttkamer 2009).
Das Kartenmaterial kann beispielsweise mit Hilfe von Messfahrzeugen mit
hochgenauen Ortungssystemen oder aus bestehenden Karten von öffentli-
chen Einrichtungen erstellt werden. Ebenfalls können Luftbilder genutzt wer-
den, um aus verschiedenen Merkmalen ein Straßennetz zu extrahieren (Mena
2003; Rajeswari u. a. 2011). Diese Verfahren haben den Nachteil, dass kurz-
fristige Änderungen des Kartenmaterials, wie z. B. bei einer Baustelle, nicht
berücksichtigt werden können.
Ein Ansatz aktuelle Daten verfügbar zu haben, ist die Generierung von Kar-
ten über Ortungsinformationen vieler Verkehrsteilnehmer. Über eine C2I
Verbindung werden die Positionsdaten des eigenen Fahrzeugs an einen Ser-
ver übermittelt. Dieser kann mit Hilfe statistischer Verfahren Abweichungen
erkennen und die Karten entsprechend anpassen. Die aktualisierten Karten
werden dann an die Fahrzeuge im relevanten Bereich übertragen (Schroedl
u. a. 2004).
Derzeit wird an Verfahren geforscht, die Karten aus Umfeldsensordaten ge-
nerieren bzw. bestehendes Kartenmaterial verbessern. Beispielsweise deuten
Bereiche, in denen vermehrt bewegende Objekte wahrgenommen wurden, auf
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einen Fahrstreifen hin. Ebenso können detektierte Fahrstreifenmarkierungen
sowie Haltelinien und Richtungspfeile als weitere Eingangsquellen genutzt
werden (Rössler und Westhoff 2010; Konrad und Dietmayer 2010).
2.2 Heutige Fahrerassistenzsysteme
Eine grundlegende Kategorisierung von Fahrerassistenzsystemen kann mit
Hilfe des Grads der Automatisierung erfolgen. Die Projektgruppe „Rechts-
folgen zunehmender Fahrzeugautomatisierung“ der Bundesanstalt für Stra-
ßenwesen definiert folgende Automatisierungsgrade (Gasser 2012):
Driver only Der Fahrer führt während der gesamten Fahrt die Längs- und
Querführung des Fahrzeugs aus.
Assistiert Das System führt unter bestimmten Rahmenbedingungen entwe-
der die Längs- oder die Querführung des Fahrzeug aus. Der Fahrer
muss das System überwachen und stets übernahmebereit sein.
Teilautomatisierung Das System führt die Längs- und Querführung zeitwei-
se oder in bestimmten Situationen aus. Der Fahrer muss das System
überwachen und stets übernahmebereit sein.
Hochautomatisierung Das System führt die Längs- und Querführung des
Fahrzeugs zeitweise oder in bestimmten Situationen aus. Der Fahrer
muss das System nicht dauerhaft überwachen. Die Übergabe zum Fah-
rer erfolgt mit ausreichender Zeitreserve. Das System kann nicht in
jeder Situation den risikominimalen Zustand selbständig erreichen.
Vollautomatisierung Das System führt die Längs- und Querführung im defi-
nierten Anwendungsfall aus. Der Fahrer muss das System nicht dauer-
haft überwachen. Die Übergabe zum Fahrer erfolgt mit ausreichender
Zeitreserve. Erfolgt die Übergabe nicht, kann das System den risikomi-
nimalen Zustand selbständig erreichen.
Heutige Fahrerassistenzsysteme zur Kollisionswarnung sind den Automati-
sierungsgraden Driver only oder Assistiert zuzuordnen. Dies bedeutet, dass
der Fahrer entweder ohne aktive Längs- und Querführungssysteme oder mit
aktiven Längsführungsystemen, wie einem Abstandsregeltempomaten3, bzw.
Querführungsystemen, wie einer Spurhalteassistenz, fährt.
3Englisch: Adaptive Cruise Control (ACC)
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Donges (1982) teilt die Aufgaben des Fahrers eines Kraftfahrzeugs in die
drei Ebenen Navigation, Führung und Stabilisierung ein. Auf der Naviga-
tionsebene beschäftigt sich der Fahrer mit der Routenplanung durch das
Straßennetz. Ausgehend von der ermittelten Route und der Situation, in der
sich das Fahrzeug befindet, wird auf der Führungsebene die Solltrajekto-
rie bestimmt. Auf der Stabilisierungsebene regelt der Fahrer die Trajektorie
durch Abgleich von Soll- und Istzustand des Fahrzeugs. Heutige Fahreras-
sistenzsysteme unterstützen den Fahrer bei seiner Fahraufgabe auf diesen
Ebenen.
Tabelle 2.3: Ausstattungsgrad von Fahrerassistenzsystemen in Deutschland
im Jahr 2011 (Deutsche Automobil Treuhand GmbH 2012).
Assistenzsystem Ausstattungsgrad
ABS 88%
ESP 60%
Tempomat 38%
Navigationssystem 21%
Einparkhilfe 32%
Kurvenlicht 12%
Einparkassistenz 3%
Fahrstreifenhalteassistenz 2%
Fahrstreifenwechselassistenz 1%
Abstandsregeltempomat 1%
Wie in Tabelle 2.3 dargestellt, sind Assistenzsysteme zur Unterstützung auf
der Stabilisierungsebene, wie das Antiblockiersystem (ABS) und das Elektro-
nische Stabilitätsprogramm (ESP), bereits in vielen Fahrzeugen verfügbar.
In Deutschland lag der Ausstattungsgrad des ESP im Jahr 2011 beispiels-
weise bei 60%. Innerhalb der Europäischen Union müssen neu zugelassene
Personen- und Lastkraftwagentypen serienmäßig mit ESP ausgestattet sein
(Europäisches Parlament und Rat der Europäischen Union 2009). Auf der
Navigationsebene wird der Fahrer durch Navigationssysteme unterstützt.
Assistenzsysteme zur Unterstützung des Fahrers auf der Führungsebene, zu
denen auch Kollisionswarnsysteme gehören, erhielten in den letzten Jahren
Einzug am Kraftfahrzeugmarkt.
Winner (2012a) nennt folgende drei Strategien für Fahrerassistenzsysteme
zur Verhütung von Kollisionen im Straßenverkehr:
Präventive Assistenz Reduzierung der Gefahr durch Erweiterung der fahr-
dynamischen Möglichkeiten mit Assistenzsystemen wie dem ESP sowie
16
2.2 Heutige Fahrerassistenzsysteme
Entlastung des Fahrers mit z. B. Abstandsregelautomaten und Schu-
lung des Fahrers durch beispielsweise Sicherheitstrainings.
Reaktionsunterstützung Informieren des Fahrers über die Gefahrensituati-
on und Unterstützung bei Lenk- und Bremsmanövern, z. B. mit einer
Bremskraftverstärkung.
Notmanöver Noteingriffe zur Vermeidung oder zur Minderung der Schwere
von Unfällen, wie eine automatische Bremsung.
Im Fokus dieser Arbeit stehen Fahrerassistenzsysteme, die mit Hilfe der
Strategien Reaktionsunterstützung und Notmanöver, den Fahrer dabei un-
terstützen, Kollisionen zu vermeiden oder die Unfallschwere zu mindern. Im
Folgenden werden daher heutige Assistenzsysteme vorgestellt, die diese Stra-
tegien anwenden.
Totwinkelassistenz
Totwinkelassistenzsysteme können den Fahrer bei Fahrstreifenwechseln auf
Autobahnen und Straßen mit parallelen Fahrstreifen gleicher Orientierung
unterstützen. Nach hinten und zur Seite gerichtete Umfeldsensoren, meist
Radarsensoren oder Kameras, detektieren Verkehrsteilnehmer, mit denen ei-
ne Kollision bei einem Fahrstreifenwechsel möglich ist. Hierbei wird dem Fah-
rer die Existenz eines potentiellen Kollisionsobjekts mitgeteilt, z. B. durch
das Leuchten von LEDs am Außenspiegel. Betätigt der Fahrer in dieser Si-
tuation den Fahrrichtungsanzeiger, wird bei einigen Systemen angenommen,
dass er einen Fahrstreifenwechsel durchführen wird. Diese Systeme warnen
dann den Fahrer akustisch oder optisch zur Vermeidung einer möglichen
Kollision (Daimler AG 2012).
Heckkollisionsschutzsystem
Heckkollisionsschutzsysteme können den Fahrer bei Auffahrkollisionen und
Querverkehrskollisionen unterstützten. Einige Systeme erkennen Auffahrun-
fälle im Heckbereich des eigenen Fahrzeugs und aktivieren Insassenschutzsys-
teme. Sie nutzen Umfeldsensoren, in der Regel Radarsensoren, zur Detektion
von Objekten, die hinter dem eigenen Fahrzeug in gleicher Richtung fahren.
Ist eine Kollision wahrscheinlich, können beispielsweise die Kopfstützen nach
oben und nach vorn bewegt sowie die Sitze in eine aufrechte Position gefah-
ren werden (Toyota Motor Corporation 2012b).
Heckkollisionsschutzsysteme für Querverkehrskollisionen finden beim langsa-
men Rückwärtsfahren Anwendungen. Bei solchen Rangiermanövern werden
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Objekte von Umfeldsensoren, meist Ultraschall und Radarsensoren, detek-
tiert, die sich im Heckbereich des eigenen Fahrzeugs bewegen. In Abbildung
2.1 ist ein typisches Szenario für mögliche Heckkollisionen mit Querverkehr
dargestellt. Ist eine Kollision möglich, wird der Fahrer optisch und akustisch
gewarnt (Volvo Car Corporation 2012a).
Abbildung 2.1: Szenario für Heckkollisionen mit Querverkehr.
Frontkollisionsschutzsystem
Frontkollisionsschutzsysteme erkennen mögliche Kollisionen im vorderen Be-
reich des Fahrzeugs. Sie können den Fahrer warnen und bei der Unfallvermei-
dung unterstützen. Unter bestimmten Randbedingungen können sie aktiv
eingreifen. Zur Detektion von Objekten werden nach vorn gerichtete Um-
feldsensoren, meist Radar-, Lidarsensoren oder Kameras, genutzt. Wird eine
mögliche Kollision erkannt, lösen die Systeme in Abhängigkeit der Kritika-
lität verschiedene Warnstufen bzw. Eingriffe aus (Winner 2012a).
In der Regel wird der Fahrer in der ersten Warnstufe optisch und akustisch
gewarnt. Weiterhin wird das Bremssystem des Fahrzeugs so vorbereitet, dass
bei Fahrereingriff Ansprech- und Schwellzeit des Systems verkürzt werden.
In Abhängigkeit des Geschwindigkeitsbereichs des eigenen Fahrzeugs wer-
den weitere verschiedene Warnstufen ausgelöst. Bleibt der Fahrereingriff im
niedrigen Geschwindigkeitsbereich aus, wird eine automatische Bremsung
mit hoher Verzögerung vorgenommen, um die Unfallschwere zu mindern
oder die Kollision zu vermeiden. Im höheren Geschwindigkeitsbereich leiten
einige Systeme zunächst eine automatische Bremsung mit niedriger Verzöge-
rung ein. Reagiert der Fahrer mit einer Bremsung, kann er dabei wenn nötig
durch eine Erhöhung des Bremsdrucks unterstützt werden. Liegt keine Fah-
rerreaktion vor und ist die Kollision unvermeidbar, wird eine automatische
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Bremsung mit hoher Verzögerung zur Reduktion der Unfallschwere vorge-
nommen. Ferner werden Insassenschutzsysteme in beiden Geschwindigkeits-
bereichen aktiviert. Einige Systeme verändern zudem das Ansprechverhalten
der Lenkung, um den Fahrer zu unterstützen, wenn er ausweichen möchte.
(Robert Bosch GmbH 2011; Toyota Motor Corporation 2011a; Volvo Car
Corporation 2012a).
Seitenkollisionsschutzsystem
Seitenkollisionsschutzsysteme detektieren mögliche Kollisionen mit Querver-
kehr, in der Regel an Kreuzungen, und unterstützen den Fahrer. Seitlich
gerichtete Umfeldsensoren, meist Radarsensoren, nehmen Objekte wahr, die
sich von links oder rechts auf das Fahrzeug zubewegen. Ist eine Kollision
wahrscheinlich, wird der Fahrer optisch und akustisch gewarnt. Bremst der
Fahrer, wird er falls nötig durch eine Erhöhung des Bremsdrucks unterstützt.
Liegt eine sehr hohe Kollisionswahrscheinlichkeit vor, werden Insassenschutz-
systeme aktiviert (Toyota Motor Corporation 2009).
Fußgängerschutzsystem
Viele verfügbare Systeme zur Vermeidung von Kollisionen mit Fußgängern
lassen sich in zwei Kategorien gliedern. Systeme der ersten Kategorie sind
eine weitere Ausprägung eines Frontkollisionsschutzsystems. Umfeldsenso-
ren, wie Radar und Kamera, erkennen Fußgänger im vorderen Bereich des
Fahrzeugs. Wird eine mögliche Kollision erkannt, werden meist die gleichen
Warnstufen wie bei anderen Frontkollisionsschutzsystemen ausgelöst (Volvo
Car Corporation 2012b).
Systeme der zweiten Kategorie sind für Fahrten bei Nacht im höheren Ge-
schwindigkeitsbereich bestimmt. Hierbei werden Fußgänger mit Hilfe von
Infrarotsystemen detektiert und auf einem Bildschirm für den Fahrer visua-
lisiert. Ebenfalls werden die Fußgänger bei einigen Systemausprägungen mit
LED-Scheinwerfern für einen Zeitraum von ca. 5 s angeblinkt, sodass sie der
Fahrer früher als mit Abblendlicht allein erkennen kann. Dabei erfolgt das
Anleuchten gerichtet, sodass andere Verkehrsteilnehmer möglichst nicht ge-
blendet werden. Durch dieses Vorgehen werden die Fußgänger ebenfalls vor
einer möglichen Kollision gewarnt und können entsprechend handeln (Daim-
ler AG 2010).
Multikollisionsbremse
Eine Multikollisionsbremse hilft bei der Vermeidung von Folgeunfällen. Hat
eine Kollision stattgefunden und hat das eigene Fahrzeug noch eine Rest-
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geschwindigkeit, wird eine Bremsung mit großer Verzögerung eingeleitet. So
soll vermieden werden, dass das eigene Fahrzeug mit weiteren Objekten oder
Gegenständen kollidiert (Volkswagen AG 2012).
2.3 Aktuelle Forschungsprojekte
Die Vermeidung von Kollisionen oder die Minderung von Unfallfolgen sind
Forschungsschwerpunkte für Fahrerassistenzsysteme im Automobilbereich.
Dieser Themenbereich wird von öffentlich geförderten Forschungsprojekten
adressiert, an denen sich Industrie und öffentliche Einrichtungen beteiligen.
Im Folgenden werden nationale (2.3.1), europäische (2.3.2) und außereuro-
päische (2.3.3) Forschungsprojekte vorgestellt.
2.3.1 Nationale Forschungsprojekte
FAMOS
Im vom Bundesministerium für Wirtschaft und Technologie geförderten Pro-
jekt Galileo for Future AutoMOtive Systems (FAMOS) wurden auf Ortungs-
technologien basierte Fahrerassistenzsysteme untersucht. Hierbei wurden die
Themengebiete Sicherheit im Straßenverkehr, Reduzierung der Umweltbelas-
tung und Steigerung der Effizienz adressiert (Junge u. a. 2012).
In dem Projekt wurden die drei Fahrerassistenzsysteme Green Driving, Un-
fallschwerpunktwarnung sowie eine Ein- und Ausfädelassistenz entwickelt.
Das System Green Driving optimiert die Fahrweise eines Abstandsregelau-
tomaten4 (ACC) mit Hilfe von Karteninformationen, indem beispielsweise
Geschwindigkeitsbeschränkungen frühzeitig berücksichtigt werden. Die Un-
fallschwerpunktwarnung informiert den Fahrer über Unfallschwerpunkte, die
aus digitalen Karten ermittelt werden. Die Ein- und Ausfädelassistenz un-
terstützt den Fahrer beim Ein- und Ausfädeln auf Straßen höherer Ordnung.
Hierbei wird er vor möglichen Kollisionen gewarnt und die Fahrgeschwindig-
keit wird automatisch angepasst.
SIM-TD
Im Projekt Sichere Intelligente Mobilität - Testfeld Deutschland (SIM-TD),
das von den Bundesministerien für Wirtschaft und Technologie, Bildung und
Forschung sowie Verkehr, Bau und Stadtentwicklung gefördert wird, werden
4Englisch: Adaptive Cruise Control
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C2X-Kommunikation und deren Anwendungen untersucht. Dieses Projekt
wird in die drei Bereiche Verkehr, Fahren und Sicherheit sowie Ergänzende
Dienste gegliedert (Weiß 2010).
Im Bereich Verkehr werden Systeme zur Optimierung des Verkehrsflusses mit
Hilfe von Infrastruktur- und Fahrzeuginformationen sowie C2X-Kommunika-
tion entwickelt. Im Bereich Fahren und Sicherheit werden Fahrerassistenzsys-
teme untersucht, die unter anderem vor Stauenden, Einsatzfahrzeugen und
kritischen Wetterlagen warnen. Ebenfalls werden Verkehrszeichen-, Ampel-
und Kreuzungsassistenz betrachtet. Im Bereich Ergänzende Dienste werden
u.a. internetbasierte Dienste entwickelt.
Ko-FAS
Die vom Bundesministerium für Wirtschaft und Technologie geförderte For-
schungsinitiative Ko-FAS untersucht Fahrerassistenzsysteme, die kooperati-
ve Sensorik und Perzeption nutzen. Hierbei werden die drei Bereiche Koope-
rative Transponder, Kooperative Perzeption und Kooperative Komponenten
betrachtet (Zecha 2010; Forschungsinitiative Ko-FAS 2012).
Im Bereich Kooperative Transponder werden Transponder genutzt, um vor
Kollisionen mit Fußgängern und Fahrradfahrern zu warnen. Hierbei werden
u.a. Abstandsinformationen zwischen einem Fahrzeugtransponder und einem
Transponder eines ungeschützten Verkehrsteilnehmers ausgetauscht, um die
Kritikalität der Situation zu bestimmen.
Im Bereich Kooperative Perzeption werden Informationen zwischen Fahrzeu-
gen und der Infrastruktur ausgetauscht. Hierbei stellen die Fahrzeuge Daten
über ihren eigenen Zustand und über die erkannten Objekte ihrer Umfeldsen-
soren bereit. Zusammen mit Infrastruktursensorik kann so ein umfassendes
Verständnis der Szene entwickelt werden. Im Bereich Kooperative Kompo-
nenten wird die Wirksamkeit der Ansätze von Ko-FAS analysiert.
UR:BAN
Aufbauend auf den Ergebnissen der Forschungsprojekte PROMETHEUS,
MoTiV, invent und aktiv werden im Projekt UR:BAN, das vom Bundes-
ministerium für Wirtschaft und Technologie gefördert wird, Fahrerassistenz-
systeme für urbane Gebiete entwickelt. Dabei gliedert sich das Projekt in die
drei Schwerpunkte Kognitive Assistenz, Mensch im Verkehr und Vernetztes
Verkehrssystem (UR:BAN 2012).
Im Bereich Kognitive Assistenz werden unter anderem neue Umfeldwahrneh-
mungstechnologien für das städtische Umfeld untersucht. Ebenfalls werden
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der Schutz von Fußgängern, Fahrrad- und Motorradfahrern sowie die Kolli-
sionsvermeidung durch Ausweichen und Bremsen adressiert.
Im Bereich Mensch im Verkehr werden neben anderen Themen Mensch-
Maschine-Schnittstellen für urbane Fahrerassistenzsysteme analysiert. Fer-
ner werden die Prädiktion der Fahrerabsicht für verschiedene Manöver un-
tersucht und geeignete Simulationsumgebungen entwickelt.
Der Bereich Vernetztes Verkehrssystem adressiert die Telematik für Fah-
rerassistenzsysteme. Hierbei werden regionale Netze sowie Infrastrukturein-
richtungen mit Kommunikationsmöglichkeiten und Sensorik untersucht.
2.3.2 Europäische Forschungsprojekte
INTERSAFE-2
Das Projekt INTERSAFE-2 wurde von der Europäischen Kommission ge-
fördert. Das Ziel des Projekts war die Entwicklung von Fahrerassistenzsyste-
men, die an urbanen Kreuzungen Unfälle vermeiden können. Hierzu wurden
Umfeldsensoren an Fahrzeugen sowie an Ampelmasten, C2X-Kommunikati-
on und digitale Karten genutzt. Zur Vermeidung von Unfällen wurden in die-
sem Projekt Kollisionswarnsysteme und Vorfahrtsassistenzsysteme betrach-
tet (Knaup u. a. 2010).
Bei den Kollisionswarnsystemen wurden Linksabbiege-, Querverkehrs- und
Rechtsabbiegeapplikationen entwickelt. Beim Linksabbiegen wird vor mög-
lichen Kollisionen mit entgegenkommenden Kraftfahrzeugen gewarnt, beim
Rechtsabbiegen vor möglichen Kollisionen mit Fahrrädern, die sich von vorn
oder hinten nähern. Die Querverkehrsassistenz warnt vor Querverkehr beim
Durchqueren der Kreuzung. Die Vorfahrtsassistenzsysteme warnen bei zu
schnellem Annähern an eine rote Ampel oder ein Stoppschild.
GENEVA
Das Projekt Galileo/EGNOS Enhanced Driver Assistance (GENEVA), das
von der Europäischen Kommission gefördert wurde, untersuchte Fahreras-
sistenzsysteme für den Stadtbereich. Hierbei wurden Ortungslösungen sowie
hochgenaue digitale Karten entwickelt, die für die Situationsinterpretation
eines Assistenzsystems genutzt wurden. Mit Hilfe dieser Informationen sowie
Umfeldsensorik und C2X-Kommunikation wurde eine Linksabbiegefunktion
und eine Warnung bei zu schnellem Annähern an eine rote Ampel entwickelt
(Herrmann und Schroven 2011).
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interactIVe
Das Projekt interactIVe wird von der Europäischen Kommission gefördert
und hat das Ziel, Unfälle durch aktive Eingriffe zu vermeiden. In diesem
Projekt werden unter anderem Umfeldwahrnehmung, Warn- und Ausweich-
strategien sowie deren Nutzen zur Unfallzahlreduktion untersucht. Hierbei
werden Kollisionen bei Fahrstreifenwechseln, Auffahrunfälle und Unfälle mit
Fußgängern adressiert (interactIVe 2012).
ARTRAC
Im von der Europäischen Kommission geförderten Projekt ARTRAC wer-
den Fahrerassistenzsysteme zur Vermeidung von Kollisionen mit Fußgängern
entwickelt. Dabei soll die Wahrnehmung auf einem einzelnen Radarsensor
basieren. Ziel des Projekts ist die Entwicklung eines günstigen Systems, wel-
ches zuverlässig Fußgänger erkennt, sodass ein Assistenzsystem den Fahrer
warnen und ggf. eingreifen kann (Europäische Kommission 2012a).
2.3.3 Außereuropäische Forschungsprojekte
Intelligent Transportation Systems Program
Das Intelligent Transportation Systems Program des U.S. Departement of
Transportation hat das Ziel, innovative Verkehrskonzepte und Fahrerassis-
tenzsysteme in den USA zu fördern. Der Schwerpunkt des Programms ist
die Weiterentwicklung von C2X-Technologien und Telematikdiensten. Hier-
zu werden Standards definiert und Sicherheits- sowie Komfortapplikationen
entwickelt (U.S. Departement of Transportation 2012).
Crash Avoidance Research Program
Im Crash Avoidance Research Programm der National Highway Traffic Safe-
ty Administration in den USA werden Systeme zur Reduktion des Unfallri-
sikos und der Auswirkungen eines Unfalls untersucht. Neben der Forschung
an Stabilisierungssystemen und Insassenschutzsystemen werden Bremsunter-
stützungssysteme, automatische Notbremsungen sowie Kollisionswarnsyste-
me für PKW und LKW entwickelt (National Highway Traffic Safety Admi-
nistration 2012).
Driving Safety Support System
In Japan wird ein Driving Safety Support System von der Japanese Natio-
nal Police Agency gefördert. Mit Hilfe von Infrastruktursensorik und C2I-
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Kommunikation werden verschiedene Fahrerassistenzsysteme entwickelt. Bei
zu schneller Anfahrt auf ein Stoppschild oder eine rote Ampel wird der
Fahrer von einer Vorfahrtsassistenzfunktion gewarnt. Eine Stauendeassis-
tenz teilt dem Fahrer die über C2I-Kommunikation empfangene Position
eines Stauendes frühzeitig mit. Nähert sich der Fahrer einer Kreuzung, wird
er von einer Querverkehrsfunktion vor Fahrzeugen gewarnt, die aus einem
schlecht einsehbaren Ast in die Kreuzung fahren. Ferner wird der Verkehrs-
fluss durch eine Grünlichtinformation mit Geschwindigkeitsempfehlung op-
timiert (Toyota Motor Corporation 2011b).
2.4 Stand der Wissenschaft und Forschung
In diesem Abschnitt wird der Stand der Wissenschaft und Forschung der
beiden Schwerpunkte dieser Arbeit, der urbanen Fahrerintentionsprädiktion
(2.4.1) und der urbanen Kollisionsdetektion (2.4.2), betrachtet. Hierzu wer-
den derzeitige Forschungsarbeiten auf diesen Gebieten dargestellt und der
Forschungsbedarf sowie die gewählten zu untersuchenden Themen (2.4.3)
herausgestellt.
2.4.1 Urbane Fahrerintentionsprädiktion
Zur weiteren Entwicklung von Fahrerassistenzsystemen wird vermehrt das
Verhalten von Fahrern analysiert, um zielgerichtetere Unterstützung zu er-
möglichen und ein besseres Situationsverständnis zu erlangen. Dabei werden
folgende Aspekte des Fahrers betrachtet (Herrmann und Schroven 2011):
• Fahrerzustand
– Müdigkeit
– Aufmerksamkeit
– Emotion
– Stress
• Fahrertyp
• Fahrerintention
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Hierbei drückt Müdigkeit die Erschöpfung des Fahrers aus. Die Aufmerk-
samkeit sagt aus, ob der Fahrer das Fahrgeschehen wahrnimmt oder ob er
abgelenkt ist bzw. Teilinformationen der Szene nicht verarbeitet. Die Emoti-
on drückt die Stimmung des Fahrers aus, der Faktor Stress die Anspannung.
Ferner kann der Fahrertyp, z. B. sportlich, bestimmt werden. Die Fahrerin-
tention zeigt an, welches Manöver der Fahrer in Zukunft durchführen wird.
Diese Arbeit beschäftigt sich mit der Prädiktion der Fahrerintention zur
Verbesserung eines Kollisionswarnsystems.
Die Mehrzahl an Publikationen zur Fahrerintentionsprädiktion befasst sich
mit Fahrten auf Autobahnen und Landstraßen. Daher werden zunächst Ar-
beiten aus diesem Gebiet vorgestellt. Anschließend werden Intentionsprädik-
tionen für den Stadtverkehr erläutert.
Eine Überholmanöver-Prädiktion auf Landstraßen und Autobahnen realisie-
ren Blaschke u. a. (2008), indem Fahrereingaben, wie Fahrpedalgeschwindig-
keit und Bremsdruck, sowie Informationen von Umfeldsensoren ausgewertet
werden. Mit Hilfe der Fuzzy-Set-Theorie werden ca. 100 Regeln ermittelt
und zur Vorhersage genutzt. Meyer-Delius u. a. (2009) analysieren Fahrdy-
namikinformationen sowie Umfelddaten und erstellen für jede betrachtete
Situation ein Hidden-Markov-Model, um auf die Fahrerintention zu schlie-
ßen. Dabei werden Überholmanöver auf Autobahnen betrachtet.
Schroven (2011) sagt die Fahrstreifenwechselintention auf Autobahnen und
Straßen höherer Ordnung zu einer situationsangepassten Parametrisierung
eines ACC Systems voraus. Hierzu werden Expertenwissen und Lerndaten
mit Hilfe eines Bayes’schen Netzes (vgl. Unterabschnitt 3.2.3) kombiniert,
um ein Inferenzsystem zu generieren, dessen Verhalten menschlich nachvoll-
ziehbar ist. Das Expertenwissen wird genutzt, um die Variablen und deren
Abhängigkeiten zu definieren. Die Lerndaten werden zur Bestimmung der
quantitativen Zusammenhänge verwendet. Diese Prädiktion nutzt Umfeld-
sensoren zur Detektion von anderen Fahrzeugen und Fahrstreifenmarkierun-
gen sowie Fahrereingaben.
Weitere Informationsquellen zur Vorhersage von Fahrmanövern nutzt Gerdes
(2006). Mit Hilfe einer Innenraumkamera wird die Blickrichtung des Fahrers
erfasst. Weitere Sensoren messen physiologische Daten wie Hautwiderstand
und Herzschlag, um die Prädiktion zu verbessern. Tran u. a. (2012) prädizie-
ren Anhalte- und Beschleunigungsmanöver, indem Fußbewegungen des Fah-
rers mit Kameras erfasst werden. Doshi und Trivedi (2008) vergleichen die
Qualität von Fahrstreifenwechselprädiktionen, die entweder Kopfbewegungs-
oder Blickrichtungsbetrachtungen nutzen. Sie folgern, dass Kopfbewegungen
in der Regel mehr Informationen für diesen Anwendungsfall enthalten. Mc-
Call und Trivedi (2007) nutzen Umfeldsensoren sowie Fuß- und Kopfkame-
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ras, um die Anhalteabsicht zu erkennen. Mit dieser Information und dem
Fahrerzustand wird ein Frontkollisionsschutzsystem parametrisiert.
Gunnarsson u. a. (2006) beschreiben einen Objekt Tracking Algorithmus für
kurvige und gerade Straßenverläufe mit parallelen Fahrstreifen. Eine Fah-
rerabsichtserkennung detektiert Fahrstreifenwechsel von Objekten zur Ver-
besserung des Trackings. Hierbei werden Fahrdynamikmodelle, Objektlisten
und Fahrstreifenverläufe aus Umfeldsensoren genutzt. Weiser (2010) detek-
tiert Fahrstreifenwechsel von anderen Verkehrsteilnehmern zur Anwendung
beim automatischen Fahren auf Autobahnen. Hierzu nutzt er Umfeldsen-
soren mit Fahrstreifenerkennung und Fahrdynamikmodelle, die von einem
Bayes’schen Netz zur Inferenz genutzt werden.
Ein System zur Prädiktion der Fahrerintention auch im Stadtbereich wird
von Bauer (2012) erläutert. Dazu werden Fahrereingaben, Fahrdynamik-
und Umfeldinformationen mit der Fuzzy-Set-Theorie ausgewertet, um un-
ter anderem Fahrstreifenwechsel, die Abbiegeabsicht und Anhaltemanöver
zu detektieren. Schneider (2009) prädiziert Fahrstreifenwechsel und Anhal-
temanöver zur Parametrisierung von Sicherheitsassistenzsystemen. Hierzu
werden probabilistische Netze mit Fuzzy-Eingangsvariablen verwendet.
Lefèvre u. a. (2011) prädizieren mit einem Bayes’schen Netz die Abbiegein-
tention des eigenen Fahrers an Kreuzungen. Hierbei werden Kartendaten
sowie der Fahrtrichtungsanzeiger als Informationsquelle genutzt. Sie weisen
darauf hin, dass ein maschinelles Inferenzsystem, ähnlich wie ein Mensch, bei
inkonsistenten Daten, z. B. Fahrtrichtungsanzeiger und Fahrstreifen deuten
auf unterschiedliche Richtungen hin, keine eindeutige Aussage treffen kann.
Klanner (2008) nutzt Bayes’sche Netze zur Prädiktion der Abbiegeabsicht
an Kreuzungen. Hierbei werden u. a. die Zeitpunkte der Pedalbetätigungen
sowie Fahrtrichtungsanzeiger und Empfehlung des Navigationsgeräts aus-
gewertet. Rössler (2010) nutzt digitale Karten, um die Abbiegeabsicht an
Kreuzungen zu erkennen. Hierzu wird ein dynamisches Bayes’sches Netz
verwendet, dessen Variablen die möglichen Positionen innerhalb festgeleg-
ter Bereiche der Fahrstreifen beschreiben.
Eine weitere Möglichkeit zur Abbiegeprädiktion ist die Nutzung der Fahr-
historie (Krumm 2008). Fährt ein Fahrer regelmäßig die gleiche Route,
kann die Absicht für jede der durchfahrenen Kreuzungen prädiziert werden.
Hierbei ist ggf. eine Fahreridentifikation notwendig. Für ungelernte Routen
oder andere Fahrer kann ohne weitere Informationen, wie Algorithmen die
Straßenkategorien vergleichen, keine Aussage getroffen werden.
Dyckmanns u. a. (2011) nutzen für einen Objekt Tracking Algorithmus für
Fahrzeuge im urbanen Umfeld unter anderem digitale Karten als Informati-
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onsquelle. In diesen Karten sind die Häufigkeiten der Abbiegemanöver in Ab-
hängigkeit der Einfahrtsrichtung der Verkehrsteilnehmer eingetragen. Diese
Daten wurden mit Hilfe von Langzeitbetrachtungen des Verkehrs an den
Kreuzungen ermittelt. Somit wird in Kombination mit Fahrdynamikbetrach-
tungen gefolgert mit welcher Wahrscheinlichkeit ein Objekt in eine bestimm-
te Richtung fährt.
2.4.2 Urbane Kollisionsdetektion
Zur Warnung vor einer möglichen Kollision muss die Szene, in der sich die
Fahrzeuge befinden, analysiert und die Kollisionswahrscheinlichkeit bzw. die
Kritikalität ermittelt werden. Die Ansätze zur Analyse einer Szene lassen sich
mit den folgenden vier Kriterien kategorisieren (Herrmann u. a. 2012):
Fahrdynamikannahmen Wird der fahrdynamisch mögliche Bereich oder der
Komfortbereich der Fahrer betrachtet?
Vielfalt der Szenenentwicklungen Wird nur eine oder werden mehrere zu-
künftige Entwicklungen einer Szene prädiziert?
Wahrscheinlichkeitsverteilung der Szenenentwicklungen Wird beim Vorlie-
gen mehrerer zukünftiger Entwicklungen einer Szene eine Gleichvertei-
lung oder eine andere Wahrscheinlichkeitsverteilung angenommen?
Karteninformationen Werden Karteninformationen zur Prädiktion genutzt?
Lages (2000) beschreibt ein System für eine automatische Notbremsung zur
Vermeidung von Kollisionen mit stehenden oder längsbewegten Objekten.
Hierzu wird bestimmt, ob das Vermeiden einer Kollision möglich ist, indem
die Ausweichmanöver des Fahrers mit Kreissegmenten genähert werden. Da-
bei wird für die Objekte konstante Geschwindigkeit angenommen. Dieser
Ansatz wird von Kopischke (2000) erweitert, indem die Ausweichtrajekto-
rien mit Splines genähert werden. Ameling (2002) nutzt hierzu Klothoiden,
um das Lenkverhalten des Fahrers geeignet abzubilden.
Werden mehrere zukünftige Entwicklungen einer Szene betrachtet, lassen
sich Erreichbarkeitsmengen bestimmen, die alle im Modell erreichbaren Auf-
enthaltsorte des Fahrzeugs zu einem Zeitpunkt beinhalten. Jansson u. a.
(2002) prädizieren Erreichbarkeitsmengen unter der Annahme, dass sich
Fahrzeuge auf Geradenstücken und Kreissegmenten bewegen. Durch Schnei-
den dieser Mengen werden Kollisionswahrscheinlichkeiten bestimmt. Busch
(2004) nutzt diese Arbeit und erweitert sie um reale Ausweichtrajektorien.
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Das Ausweichverhalten des Fahrers wird von Karrenberg (2008) mit Trajek-
torien modelliert, die kollisionsfrei sind und deren Ausnutzung des Reibbei-
werts minimal ist. Die Kritikalität der Situation für ein automatisch fah-
rendes Straßenfahrzeug wird von Kämpchen u. a. (2009) mit Kollisionsindi-
zes beschrieben. Diese Indizes geben den Grad der möglichen zukünftigen
Überdeckung der Grundflächen von zwei Fahrzeugen an. Reichel u. a. (2010)
nutzen eine Belegungskarte mit Daten von Umfeldsensoren, um komfortabel
und kollisionsfrei erreichbare Aufenthaltsorte zu ermitteln.
Mages (2008) bestimmt die Kritikalität der Situation mit Hilfe der Zeit
bis zum Erreichen eines Gefahrenbereiches innerhalb der Kreuzung. Hier-
zu werden Trajektorien von Objekten und des eigenen Fahrzeugs prädiziert.
Klanner (2008) verwendet fahrdynamikbasierte und kartenbasierte Positi-
onsprädiktionen, um die Situation bei Querverkehrsszenarien zu beurteilen.
Im Fernbereich einer Kreuzung wird angenommen, dass sich die Fahrzeuge
entlang der in Kartendaten modellierten Fahrstreifen bewegen. Im Nahbe-
reich wird nur die Fahrdynamik betrachtet.
Probabilistische Ansätze zur Situationsanalyse nutzen Eidehall und Peters-
son (2008), indem mögliche zukünftige Positionen von Verkehrsteilnehmern
mit einer Monte-Carlo-Simulation bestimmt werden. Hierzu werden sowohl
Fahrdynamikmodelle als auch Karteninformationen genutzt. Es wird weiter-
hin angenommen, dass sich andere Fahrzeuge kooperativ verhalten, d. h. sie
versuchen eine mögliche Kollision unter einigen Randbedingungen zu ver-
meiden. Zur Situationsanalyse eines autonomen Fahrzeugs nutzen Althoff
u. a. (2009) hochgenaue Karteninformationen, um probabilistische Erreich-
barkeitsmengen von anderen Verkehrsteilnehmern zu bestimmen. Weiterhin
werden Geschwindigkeitsbegrenzungen bei Kurvenfahrten und Interaktio-
nen zwischen Objekten genutzt. Sandblom und Brännström (2011) nutzen
ein Fahrermodell, um zu beurteilen in welchem Maße die Objektbewegung
von einem Fahrer prädiziert werden kann. Mit Hilfe dieser Beurteilung wer-
den die Objekttrajektorien zur Bestimmung der Kritikalität unterschiedlich
gewichtet.
2.4.3 Forschungsbedarf
Der Stand der Wissenschaft und Forschung für die Fahrerintentionsprädik-
tion zeigt, dass viele Untersuchungen für Straßen außerorts durchgeführt
wurden und zahlreiche Arbeiten die Bewegungen des Fahrers (u. a. Kopfbe-
wegung, Lenkrad- und Pedalbedienung) betrachten. Einige Berichte analy-
sieren Intentionsprädiktionen für den urbanen Straßenverkehr. Dabei liegt
der Fokus auf der Erkennung der Absicht des eigenen Fahrers. Es ist das
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Ziel dieser Arbeit eine Fahrerintentionsprädiktion zu entwickeln, die sowohl
für den eigenen Fahrer als auch für andere Fahrer in Personenkraftwagen im
Kreuzungsbereich genutzt werden kann.
Der Großteil der Arbeiten betrachtet Fahrdynamikinformationen zur Prä-
diktion des Manövers. Neuere Arbeiten nutzen hingegen Karteninformatio-
nen zur Intentionsvorhersage ohne die Fahrdynamik zu berücksichtigen. In
dieser Arbeit sollen beide Informationsquellen kombiniert werden, um die
Vorhersage zu verbessern.
Der Stand der Wissenschaft und Forschung für die Kollisionswarnung zeigt,
dass vermehrt Algorithmen im Fokus sind, die mehrere zukünftige Entwick-
lungen einer Szene untersuchen. Hierbei hat sich gezeigt, dass probabilis-
tische Erreichbarkeitsmengen zur Analyse komplexer Situationen geeignet
sind. Ferner werden in neueren Ansätzen Karteninformationen zur Erhöhung
der Prädiktionsgüte genutzt sowie ein Fahrermodell zum besseren Szenenver-
ständnis verwendet. In dieser Arbeit soll ein Algorithmus entwickelt werden,
der mehrere zukünftige Entwicklungen von Szenen an urbanen Kreuzungen
mit Hilfe der bewährten Analysemethode probabilistische Erreichbarkeits-
mengen erfasst. Dabei sollen Karteninformationen verwendet werden, um
komplexere Manöver im Kreuzungsbereich vorhersagen zu können. Weiter-
hin soll die in dieser Arbeit entwickelte neuartige Fahrerintentionsprädiktion
zur Erhöhung der Prädiktionsgüte der probabilistischen Erreichbarkeitsmen-
ge verwendet werden.
Bei der Modellierung zukünftiger Manöver werden in der Literatur meist
Fahrten mit konstanter Geschwindigkeit oder Beschleunigung zur Beschrei-
bung des fahrdynamisch möglichen Bereichs betrachtet. In dieser Arbeit sol-
len sowohl mögliche Fahrstreifenwechsel als auch die Anpassung der Ge-
schwindigkeit vor Kurven bzw. Abbiegefahrstreifen im Komfortbereich be-
trachtet werden. Zur Beurteilung des Mehrwerts der probabilistischen Er-
reichbarkeitsmengen wird der entwickelte Algorithmus einem Verfahren ge-
genübergestellt, das ausschließlich die wahrscheinlichste Entwicklung einer
Szene analysiert.
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In diesem Kapitel wird die Prädiktion der Fahrerintention betrachtet. Dabei
beziehen sich die Ausführungen auf den öffentlichen Straßenverkehr an Kreu-
zungen in der Bundesrepublik Deutschland, der in der Straßenverkehrsord-
nung (StVO) geregelt wird. Um die komplexen Situationen an städtischen
Kreuzungen zu erfassen, wird ein graphenbasiertes Umfeldmodell genutzt,
das in Abschnitt 3.1 dargestellt ist. In Abschnitt 3.2 werden die Methoden
beschrieben, mit denen aus unsicheren Informationen maschinell Schluss-
folgerungen über die Absichten der Kraftfahrzeugführer getroffen werden.
Nach diesen Grundlagen wird die Modellierung der Fahrsituation für den
gewählten Anwendungsfall in Abschnitt 3.3 behandelt.
3.1 Graphenbasiertes Umfeldmodell
Zur Erfassung von städtischen Kreuzungssituationen wird ein graphenbasier-
tes Umfeldmodell genutzt, das auf den Arbeiten von Knaup und Homeier
(2010) (siehe auch Homeier und Wolf (2011)) basiert. Dieses Modell hat
das Ziel die Informationsquellen digitale Karten, Daten von Umfeldsensoren
mit Objekt- bzw. Gridfusionen und Kommunikationsdaten von Fahrzeugen,
zentralen Datenbanken sowie Infrastruktur zusammenzuführen und der Fah-
rerassistenzapplikation zur Verfügung zu stellen. Eine Übersicht einer Syste-
marchitektur für n mögliche Applikationen undm Sensoren ist in Abbildung
3.1 dargestellt. Im Folgenden wird der Aufbau dieses graphenbasierten Mo-
dells erläutert.
Die Grundlage des verwendeten graphenbasierten Umfeldmodells ist ein ge-
richteter Graph, bestehend aus Kanten und Knoten, der aus digitalen Stra-
ßenkarten generiert werden kann. Diese Straßenkarten können mit den in
Abschnitt 2.1.3 genannten Methoden erstellt, validiert und aktualisiert wer-
den. Jede Kante stellt einen Fahrstreifen dar, der per Definition in nur einer
Richtung befahrbar ist. Diese Kanten werden über Knoten verbunden, um
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Applikation 1 · · · Applikation n
Graphenbasiertes Umfeldmodell
Objektfusion Gridfusion
Sensor 1 · · · Sensor m Karte C2X
Abbildung 3.1: Architektur für Fahrerassistenzsysteme mit graphenbasier-
tem Umfeldmodell (Homeier und Wolf 2011).
Verzweigungen, wie Kreuzungen und Einmündungen, darzustellen. Mehre-
re parallele Kanten mit der gleichen Orientierung werden unter dem Begriff
Fahrbahn zusammengefasst. Eine Straße besteht aus mindestens einer Kante
und maximal aus zwei Fahrbahnen. Jeder Ast einer Kreuzung wird als Sek-
tor bezeichnet. Abbildung 3.2 veranschaulicht die Begriffe Sektor, Straße,
Fahrbahn und Fahrstreifen in diesem Umfeldmodell.
Neben geometrischen Daten besitzt der Graph Detailinformationen, wie Ge-
schwindigkeitsbegrenzungen und Vorfahrtsregelungen, die aus den Karten-
daten übernommen und den Kanten im Graphen zugeordnet sind. Weiterhin
können mit C2X-Kommunikation empfangene Informationen, wie der Sta-
tus einer Lichtsignalanlage oder aktuelle Daten von elektronischen Wechsel-
verkehrszeichen, ergänzt werden. Es ist ebenfalls möglich, diese Quellen zu
kombinieren und so beispielsweise die Position einer Lichtsignalanlage aus
der digitalen Karte und ihren derzeitigen Status aus C2X-Informationen zu
verwenden (Knaup und Homeier 2010).
Zur Lokalisierung des eigenen Fahrzeugs auf dem Graphen ist eine Ortungs-
lösung und ein Map-Matching, wie in Abschnitt 2.1.3 dargestellt, notwendig.
Ist die Position und die Orientierung eines Fahrzeugs bekannt, kann es auf
dem Graphen lokalisiert werden. Die Zuordnung zu Kanten kann hierbei
mehrdeutig sein, wenn sich mehrere Fahrstreifen in der Nähe der Fahrzeug-
position befinden (Abbildung 3.3). Für die Kantenzuordnungen von Fahrzeu-
gen werden mehrere mögliche Kanten innerhalb eines Relevanzbereiches er-
mittelt (Zuordnungshypothesen). Die Zuordnungshypothesen werden unter
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Fahrbahn
Fahrstreifen
Straße
Sektor 0
Sektor 1
Sektor 2
Sektor 3
Abbildung 3.2: Sektor, Straße, Fahrbahn und Fahrstreifen im verwendeten
graphenbasierten Umfeldmodell.
Berücksichtigung der Position, der Orientierung und deren zeitlichen Verlauf
sowie der Geschwindigkeit bewertet. Insbesondere durch die Messunsicher-
heit der Ortung kann so eine wahrscheinlichkeitsbehaftete Zuordnung zu
mehreren Kanten entstehen. Beispielsweise wird das linke Fahrzeug in der
Abbildung mit einer Wahrscheinlichkeit von 0,6 dem Geradeausfahrstreifen
und mit einer Wahrscheinlichkeit von 0,4 dem Linksabbiegefahrstreifen zu-
geordnet (Homeier und Wolf 2011).
Mit Hilfe des Umfeldmodells können Objektlisten verschiedener Sensoren fu-
sioniert werden, die im eigenen Fahrzeug integriert sind oder ihre Daten mit
C2X-Kommunikation übermitteln. Hierzu wird das oben beschriebene Map-
Matching genutzt, um Zuordnungshypothesen für jedes Objekt zu erstellen
und deren Wahrscheinlichkeiten zu ermitteln. Sind die Objekte den Kan-
ten zugeordnet, können Objekte verschiedener Sensoren bei überlappenden
Sichtbereichen fusioniert werden. Die Zuordnung zu Kanten hat den Vorteil,
Fehldetektionen der Sensoren zu erkennen, wenn die Entfernung der mög-
lichen Objekte zu den Kanten zu groß ist oder deren Geschwindigkeitsvek-
toren nicht mit der Bewegungsrichtung der Kanten übereinstimmen. Eben-
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Abbildung 3.3: Mehrdeutigkeit bei der Zuordnung zu Kanten im verwende-
ten graphenbasierten Umfeldmodell.
falls kann auf das zukünftige Verhalten der Objekte aus der Geometrie des
Graphen geschlossen werden. Eine stetige Prüfung der Aktualität der Kar-
tenbasis ist Voraussetzung für dieses Vorgehen, da sonst die Gefahr besteht,
echte Objekte zu verwerfen. Neben der Objektfusion können Informationen
von Sensoren mit gitterbasierter Umfeldrepräsentation genutzt und ggf. fu-
sioniert werden1 (Homeier und Wolf 2011).
Der Zugriff der Fahrerassistenzapplikationen auf die Objekt- und Gridfu-
sionsdaten sowie auf die Karten- und C2X-Informationen erfolgt über das
graphenbasierte Umfeldmodell. So kann quellenunabhängig auf Daten über
das Modell zugegriffen werden und einzelne Quellen können modular ausge-
tauscht werden. Weiterhin kann die Applikation selektiv die für sie relevan-
ten Daten aller Eingangsquellen auswählen. Beispielsweise wird die Schnitt-
stelle für die in dieser Arbeit betrachtete Linksabbiegeassistenzfunktion ge-
nutzt. Da in dieser Situation nur der Gegenverkehr an der derzeitigen Kreu-
zung relevant ist, können alle Objekte des Gegenverkehrs aller Eingangsquel-
len gesammelt in einer fusionierten Objektliste inklusive Zuordnungshypo-
thesen abgerufen werden.
1Eine Einführung in die gitterbasierte Fusion und ein Vergleich mit der Objektfusion
ist in Nguyen u. a. (2009) dargestellt.
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Betrachtet ein Kraftfahrzeugführer ein anderes Fahrzeug in einer Kreuzung,
schließt er auf Basis seiner Wahrnehmung und Erfahrung auf das Verhalten
dieses Verkehrsteilnehmers. Um diese Schlussfolgerungsfähigkeit des Men-
schen maschinell nachzubilden, werden in dieser Arbeit Bayes’sche Netze als
eine Methode der künstlichen Intelligenz (KI)2 genutzt. Zunächst wird als
Einführung zum Schlussfolgern beziehungsweise Schließen die Aussagenlogik
in Unterabschnitt 3.2.1 erläutert. Im Anschluss wird die Bayes’sche Statistik
in Unterabschnitt 3.2.2 vorgestellt, die als Grundlage für die statistische Mo-
dellierung mit Bayes’schen Netzen in Unterabschnitt 3.2.3 verwendet wird.
3.2.1 Aussagenlogik
Die Aussagenlogik ist eine zweiwertige Logik, die sich mit der Verknüpfung
und Kombination von Aussagen befasst. Die Variablen dieser Logik sind
Aussagen und werden in dieser Arbeit mit K˜i gekennzeichnet. Jede Variable
kann zwei Werte (wahr; falsch) oder (1; 0) annehmen. Hierbei wird die Nega-
tion einer Variable K˜i mit ¬K˜i ausgedrückt. Aussagen können mit logischen
Operatoren verknüpft werden, um komplexe Aussagen zu generieren. Der
Operator ∧ beschreibt in der Aussagenlogik das logische UND, das logische
ODER wird mit ∨ beschrieben und das Symbol ⇒ impliziert die logische
Folgerung (Darwiche 2009; Pearl 2009).3
Zur Veranschaulichung wird ein Abbiegemanöver an einer Kreuzung betrach-
tet, für das drei Aussagen relevant seien:
K˜F Der Fahrtrichtungsanzeiger ist gesetzt.
K˜S Das Fahrzeug befindet sich auf einem Abbiegefahrstreifen.
K˜A Der Fahrer wird abbiegen.
Dabei sei angenommen, dass der Fahrer abbiegen wird, wenn der Fahrtrich-
tungsanzeiger gesetzt ist und sich das Fahrzeug auf einem Abbiegefahrstrei-
fen befindet. Formell wird dies wie folgt ausgedrückt:
K˜F ∧ K˜S ⇒ K˜A . (3.1)
2Englisch: Artificial Intelligence (AI).
3Eine Übersicht von Operatoren und deren Verknüpfungsgesetzen ist in Darwiche
(2009) dargestellt.
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Treffen jeweils eine Aussage oder beide nicht zu, ist modelliert, dass der
Fahrer nicht abbiegen wird:
¬K˜F ∧ K˜S ⇒ ¬K˜A (3.2)
K˜F ∧ ¬K˜S ⇒ ¬K˜A (3.3)
¬K˜F ∧ ¬K˜S ⇒ ¬K˜A . (3.4)
Die Aussagenlogik ist monoton. Dies bedeutet, dass eine Folgerung aus einer
Aussage weiterhin gilt, wenn neue Aussagen hinzugefügt werden. Wenn aus
einer beliebigen Aussage K˜1 eine Aussage K˜2 folgt:
K˜1 ⇒ K˜2 , (3.5)
muss bei einer UND-Verknüpfung einer beliebigen Aussage K˜3 mit K˜1 wei-
terhin K˜2 folgen:
K˜1 ∧ K˜3 ⇒ K˜2 . (3.6)
Auf Grund der Monotonie kann eine falsche Aussage durch Hinzufügen neuer
Aussagen nicht widerrufen werden, d. h. die falsche Aussage muss korrigiert
oder entfernt werden. Dieses Problem wird als Qualifikationsproblem be-
zeichnet und erfordert, dass bei der Formulierung der Regeln alle Möglichkei-
ten berücksichtigt werden müssen. Ist das Kraftfahrzeug im oben genannten
Beispiel fahruntüchtig, wird unabhängig davon weiterhin auf ein Abbiege-
manöver geschlossen, wenn der Fahrtrichtungsanzeiger gesetzt ist und das
Fahrzeug auf einem Abbiegefahrstreifen steht (Ertel 2009).
Die Aussagenlogik modelliert keine zeitlichen und lokalen Zusammenhän-
ge. Es ist also nicht möglich zu modellieren, dass Aussagen zu bestimm-
ten Zeitpunkten beziehungsweise in einer bestimmten Reihenfolge auftreten.
„Wenn zuerst K˜1 dann K˜2 folgt K˜3“ ist mit der Aussagenlogik nicht abbild-
bar. Ebenfalls können Aussagen nicht an bestimmte Orte gebunden werden
(Rautenberg 2008).
Die genannten Probleme werden in der Literatur mit mehrwertigen und
nicht-klassischen Logiken oder mit der Einführung von Vertrauensmaßen
bzw. Unsicherheiten behandelt.4 Es wird angenommen, dass bei der Mo-
dellierung der menschlichen Fahrerintention stets Unsicherheiten vorhanden
sind und daher werden Logiken in dieser Arbeit nicht verwendet. Wie in
4Ertel (2009) erläutert mehrere Methoden, die Vertrauensmaße nutzen, andere Formen
der Logik werden in Berzati (2007) und Rautenberg (2008) diskutiert.
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Unterabschnitt 2.4.1 beschrieben, haben sich Bayes’sche Netze zur Model-
lierung von Unsicherheiten bei der Fahrermodellierung in mehreren Publika-
tionen als geeignet herausgestellt und werden in den folgenden Abschnitten
erläutert.
3.2.2 Bayes’sche Statistik
Bayes (1763) hat mit seiner Arbeit die Bayes’sche Statistik begründet. Hier-
bei wird der Wahrscheinlichkeitsbegriff erweitert, der in der klassischen Sta-
tistik die Häufigkeit des Eintritts eines Ereignisses bei Zufallsexperimenten
beschreibt. In der Bayes’schen Statistik gilt der Wahrscheinlichkeitsbegriff
ebenfalls für Aussagen, sodass die Wahrscheinlichkeit das Vertrauen in die
Informationen über eine Aussage ausdrückt. Aussagen bzw. Zufallsvariablen
in der Bayes’schen Statistik können mehrere Zustände besitzen und werden
in dieser Arbeit mit Ki bezeichnet. Dabei ist kki der Zustand k der Varia-
ble Ki. Die Wahrscheinlichkeit eines Zustands k einer Variable Ki wird mit
P
(
Ki = kki
)
beschrieben. Vereinfacht wird mit P (Ki) die Wahrscheinlich-
keit eines beliebigen Zustands einer Variable Ki dargestellt.
Auf Basis dieser Erweiterung wird die bedingte Wahrscheinlichkeit definiert,
welche die Wahrscheinlichkeit eines Zustands einer Zufallsvariable P (K1)
ausdrückt, wenn der Zustand einer weiteren Variable K2 bekannt ist. Sie ist
formal definiert als (Koch 2007):
P (K1|K2) = P (K1 ∧K2)
P (K2)
, mit P (K2) 6= 0 . (3.7)
Die Notation |K2 gibt an, dass eine Abhängigkeit von K2 vorliegt. Gleichung
3.7 ist ein Spezialfall für 2 Variablen der Produktregel (Bronststein u. a.
2001):
P (K1 ∧K2 ∧ . . . ∧Kn) =P (K1)P (K2|K1) . . .
P (Kn|K1 ∧K2 ∧ . . . ∧Kn−1) .
(3.8)
In der Bayes’schen Statistik sind zwei Variablen K1 und K2 unabhängig,
wenn folgender Zusammenhang gilt:
P (K1|K2) = P (K1) und P (K2|K1) = P (K2) . (3.9)
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Weiterhin ist in der Bayes’schen Statistik der Begriff der bedingten Unab-
hängigkeit definiert. Zwei Variablen K1 und K2 sind bedingt unabhängig,
wenn der Zustand einer weiteren Variable K3 bekannt ist und folgender Zu-
sammenhang gilt (Krickeberg und Ziezold 1995):
P ((K1 ∧K2) |K3) = P (K1|K3) · P (K2|K3) . (3.10)
Durch Umformen der Gleichung 3.7 zu:
P (K1 ∧K2) = P (K1|K2)P (K2) = P (K2|K1)P (K1) (3.11)
ergibt sich die Bayes’sche Regel:
P (K1|K2) = P (K2|K1) · P (K1)
P (K2)
. (3.12)
P (K1) beschreibt die Wahrscheinlichkeit, wenn der Zustand von K2 unbe-
kannt ist und wird als Anfangswahrscheinlichkeit oder A-priori-Wahrschein-
lichkeit bezeichnet. Ist der Zustand von K2 bekannt, ergibt sich die A-
posteriori-Wahrscheinlichkeit P (K1|K2). Die Wahrscheinlichkeit P (K2|K1)
wird in der Literatur auch als Likelihood bezeichnet, P (K2) ist ein Normie-
rungsfaktor (Koch 2007).
Ist eine Aussage K1 nur von den untereinander unabhängigen Aussagen Ki
(i = 2, 3, . . . , n) abhängig, gilt der Satz der vollständigen Wahrscheinlichkeit
(Bronststein u. a. 2001):
P (K1) =
n∑
i=2
P (K1|Ki)P (Ki) . (3.13)
3.2.3 Bayes’sche Netze
Bayes’sche Netze (BN) werden mit Graphen G = (V,E) dargestellt, die als
Struktur des Netzes bezeichnet werden. Die Variablen werden als Knoten
V des Graphen G definiert. Die Abhängigkeiten werden mit den Kanten E
ausgedrückt. Die Graphen eines Bayes’schen Netzes erfüllen folgende Eigen-
schaften: Die Graphen sind einfach, d.h. dass keine Kante (Ki,Ki) existiert,
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die eine Variable mit sich selbst verbindet. Dabei existiert jede Kante höchs-
tens einmal in G. Weiterhin sind sie gerichtete azyklische Graphen5. Dies
bedeutet, dass bei Vorhandensein einer Kante (Ki,Kj) ∈ E eine Kante mit
umgekehrter Orientierung nicht existieren darf, sodass (Kj ,Ki) /∈ E gel-
ten muss. Weiterhin dürfen für eine beliebigen Variable K1 keine Variablen
K2, . . . ,Km vorliegen, sodass (K1,K2, . . . ,Km,K1) einen gerichteten Pfad
ergibt. Dabei ist ein gerichteter Pfad eine Menge von verbundenen gerichte-
ten Kanten. In Abbildung 3.4 ist als Beispiel ein Bayes’sches Netz mit den
Variablen K1,K2,K3,K4 dargestellt. K1 und K2 haben gerichtete Kanten
zu K3 und werden daher als Elternknoten von K3 bezeichnet (Koski und
Noble 2009).
K1 K2
K3
K4
Abbildung 3.4: Beispiel eines Bayes’schen Netzes.
Wahrscheinlichkeitsverteilungen können mit Bayes’schen Netzen strukturiert
und in ihrer Komplexität reduziert werden, indem Unabhängigkeiten von
Zufallsvariablen modelliert werden (Ertel 2009). In der Literatur werden
hierbei bei verschiedenen Anwendungen Abhängigkeiten bei geringer Kor-
relation vernachlässigt (Elkan 1997). Das Beispiel in Abbildung 3.4 zeigt,
dass Aussage K1 und Aussage K2 als unabhängig oder gering korreliert an-
genommen wurden, da sie nicht auf einem gerichteten Pfad liegen.
Bayes’sche Netze sind konsistente und vollständige Darstellungen, weil ei-
ne eindeutige Verteilung für die Variablen definiert wird. Jedem Knoten
mit Eltern hinterliegt eine Wahrscheinlichkeitswertetabelle6, die bedingte
Wahrscheinlichkeiten enthält. Jedem Knoten ohne Eltern hinterliegt eine
Tabelle mit A-priori-Wahrscheinlichkeiten. Diese Wahrscheinlichkeitstabel-
len werden als die Parameter des Bayes’schen Netzes bezeichnet, sodass ein
Bayes’sches Netz über den Graphen und die Parameter definiert wird (Dar-
wiche 2009).
5Englisch: Directed Acyclic Graph (DAG).
6Englisch: Conditional Probability Table (CPT).
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Knoten in einem Bayes’schen Netz werden als beobachtete oder instanziierte
Knoten bezeichnet, wenn Informationen zu ihrem Zustand vorliegen. Knoten,
zu denen keine Informationen bekannt sind, werden als unbeobachtete oder
nicht instanziierte Knoten bezeichnet. Beobachtete Knoten werden in dieser
Arbeit schattiert, nicht instanziierte Knoten werden in weiß dargestellt. Wer-
den neue Informationen bekannt, d.h. ein Knoten wird instanziiert, können
alle unbeobachteten Knoten im Netz mit Hilfe der Bayes’schen Regel aktua-
lisiert werden. Somit wird auf den Zustand der unbeobachteten Knoten über
die Bayes’sche Statistik geschlossen. Wird zum Beispiel der Zustand von K1
im Bayes’schen Netz in Abbildung 3.4 bekannt, wird P (K3) zu P (K3|K1)
aktualisiert.7
Informationen können mit Unsicherheit behaftet sein, wenn beispielsweise
eine Objektklassifikation ein Objekt den Klassen Fahrradfahrer und Motor-
radfahrer zuordnet. Mit der Bayes’schen Regel können jedoch ausschließlich
sichere Informationen modelliert werden. Das Konzept der Soft Evidence er-
weitert diesen Ansatz um Unsicherheiten. Zur Abgrenzung werden sichere
Beobachtungen in der Literatur auch als Hard Evidence oder Crisp Evidence
bezeichnet (Darwiche 2009; Xiao u. a. 2009).
Es existieren zwei Definitionen des Soft Evidence Konzepts, die sich hin-
sichtlich der Berücksichtigung der A-priori-Wahrscheinlichkeiten des beob-
achteten Knotens unterscheiden. In der ersten Variante werden die A-priori-
Wahrscheinlichkeiten eines beobachteten Knotens KA nicht berücksichtigt.
Dies bedeutet, dass die A-posteriori-Wahrscheinlichkeit P´ (KA) der Wahr-
scheinlichkeit der unsicheren Beobachtung P
(
KA
)
entspricht und somit
P´ (KA) = P
(
KA
)
gilt (Darwiche 2009).
Die zweite Variante, die in der Literatur auch abweichend als Virtual Evi-
dence bezeichnet wird, berücksichtigt die A-priori-Wahrscheinlichkeiten. Da-
bei liegt eine Information mit UnsicherheitKi zum Zustand kki einer Variable
Ki in folgender Form vor:
Ki =
{(
k1i ; p
1
i
)
, · · · , (krii ; prii )
}
, mit pki = P
(
Oi = Ki|Ki = kki
)
. (3.14)
Dies kann so interpretiert werden, dass ein Hilfsknoten Oi wie in Abbil-
dung 3.5 zum Netzwerk hinzugefügt wird, der als einzigen Elternknoten den
Knoten Ki besitzt. Dieser Hilfsknoten wird mit der Evidenz Ki instanziiert.
7Da die Berechnung komplexer Bayes’scher Netze mit der Bayes’schen Regel rechen-
aufwendig sind, können spezielle Update-Algorithmen genutzt werden, die unter an-
derem in Lepar und Shenoy (1999) und Darwiche (2009) erläutert werden (Koski und
Noble 2009).
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· · · · · ·
Oi Ki
· · · · · ·
Abbildung 3.5: Hilfsknoten für Soft Evidence in einem Bayes’schen Netz.
Die A-posteriori-Wahrscheinlichkeit P´ (Ki) wird dann mit Jeffreys Regel wie
folgt ermittelt (Koski und Noble 2009; Bilmes 2004):
P´ (Ki) =
ri∑
k=1
P
(
Oi = Ki
)
P
(
Ki = k
k
i |Oi = Ki
)
. (3.15)
In dieser Arbeit wird die zweite Definition des Soft Evidence Konzepts ange-
wandt, da die Informationen aus den A-priori-Wahrscheinlichkeiten des be-
obachteten Knotens berücksichtigt werden sollen. In Kapitel A des Anhangs
wird zur Veranschaulichung ein Beispiel mit dieser Soft Evidence Definition
erläutert.8
Die Struktur und die Parameter eines Bayes’schen Netzes können mit fol-
genden Verfahren ermittelt werden (Darwiche 2009):
1. Modellierung von Expertenwissen
2. Automatisiertes Generieren aus formellem Wissen
3. Maschinelles Lernen aus Daten
Bei der ersten Methode werden Wissen und Erfahrungen von Experten ge-
sammelt und strukturiert. Hierbei gilt es, relevante Variablen zu definieren
und ggf. Kausalzusammenhänge zu modellieren. Ist bereits formelles Wis-
sen über die Struktur vorhanden, wie zum Beispiel die Architektur eines
abzubildenden Systems, kann dieses Wissen beim zweiten Verfahren auto-
matisiert zur Generierung des Graphen und der Parameter benutzt werden.
Diese beiden Verfahrensweisen werden allgemein unter dem Begriff Wissens-
repräsentation9 zusammengefasst. Liegen Daten wie beispielsweise ein Satz
8In Bilmes (2004) wird ein ausführlicher Vergleich der Soft Evidence Konzepte vorge-
nommen.
9Englisch: Knowledge Representation (KR).
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von Messdaten vor, können Netzstruktur und Wahrscheinlichkeitsverteilung
maschinell gelernt10 werden.
Wird die Netzstruktur mit Hilfe von Messdaten gelernt, werden die Ver-
bindungen der Knoten und die entsprechenden Parameter ermittelt. Diese
gelernte Netzstruktur ist nicht zwangsläufig von Menschen nachvollziehbar.
Diese Verfahren sind unter anderem dazu geeignet, Systeme zu beschreiben,
zu denen wenig Modellwissen existiert. Liegt Expertenwissen zur Netzstruk-
tur und zu den Parametern des Bayes’schen Netzes vor, kann das gesamte
System von Menschen modelliert und interpretiert werden. In dieser Ar-
beit werden die Parameter des Netzwerks aus Messdaten gelernt, während
die Netzstruktur mit Expertenwissen modelliert wird. Somit wird fehlendes
Expertenwissen über die Parameter durch Messungen ergänzt. Durch die-
ses Vorgehen ist sichergestellt, dass die Ergebnisse des Lernalgorithmus auf
Plausibilität von Experten geprüft werden können (Darwiche 2009).
Im Folgenden wird der Lernalgorithmus von Xiao u. a. (2009) erläutert, der
die Parameter eines Bayes’schen Netzes bei Vorliegen von Messdaten mit
Soft Evidence lernt. Ziel dieses Algorithmus ist das Schätzen des Erwar-
tungswerts
θijk = P
(
Ki = k
k
i |wji
)
. (3.16)
Hierbei wird der Zustand kki der Zufallsvariable Ki bei der Konfiguration
wji der Elternknoten betrachtet. Als Randbedingung liegen Trainingsdaten
D sowie die Struktur G des Bayes’schen Netzes vor und das Netz muss bei
jeder Messung vollständig instanziiert sein.
Zur Schätzung dieses Erwartungswerts wird die Suffizienz Nijk eingeführt,
welche die Zahl der Messungen beschreibt, in denen sich Variable Ki in Zu-
stand kki bei Elternkonfiguration w
j
i befindet. Da Soft Evidence vorliegt, wer-
den die Messungen nicht direkt addiert, sondern mit einer Wahrscheinlich-
keit behaftet zu Nijk hinzugefügt. Hierzu wird eine Variable Ei eingeführt,
welche die Aussage beschreibt, dass Variable Ki und deren Elternknoten pii
eine unbekannte Instanziierung annehmen. Mit Hilfe dieser Variable wird
die Suffizienz Nijk in wie folgt definiert:
Nijk =
m∑
h=1
P (Ei = eijk|Ch) . (3.17)
10Englisch: Machine Learning (ML).
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Dabei werden die Messungen aus D mit Ch (h = 1 . . .m) bezeichnet, eijk ist
der Zustand von Ei, in denen sich Variable Ki in Zustand kki bei Elternkon-
figuration wji befindet. Jede Messung liefert somit einen Beitrag im Intervall
[0; 1] zu Nijk.
Die Soft Evidence pki wurde bereits in 3.14 definiert. p
jn
in
mit n = 1 . . . l
beschreibt analog die Soft Evidence der Elternknoten von Ki. Die Wahr-
scheinlichkeit P (Ei = eijk|Ch) wird damit wie folgt bestimmt:
P (Ei = eijk|Ch) = pki
l∏
n=1
pjnin . (3.18)
Mit der Summenbildung
Nij =
ri∑
k=1
Nijk (3.19)
lässt sich nun der gesuchte Erwartungswert ermitteln:
E (θijk|G ∧D) = Nijk + 1
Nij + ri
. (3.20)
Zusammenfassen werden folgende Schritte durchgeführt, um den Erwar-
tungswert θijk zu bestimmen:
1. Initialisieren mit Nijk = 0.
2. Ermitteln der Beiträge aller Messungen mit 3.18 und Addition zu Nijk.
3. Bestimmen des Erwartungswerts θijk mit 3.19 und 3.20.
3.3 Modellierung der Fahrsituation
Zur Detektion von möglichen Kollisionen an urbanen Kreuzungen im öffent-
lichen Straßenverkehr ist eine Analyse der Situation erforderlich. Hierzu wird
im Folgenden ein Bayes’sches Netz beschrieben, das diese Fahrsituation mo-
delliert, um das Verhalten der Fahrer im Kreuzungsbereich zu prädizieren.
Das Ziel der Prädiktion ist das Erkennen der Navigationsabsicht der Fahrer
an der betrachteten Kreuzung.
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Anreize
Fahrmanöver
Indikatoren
Abbildung 3.6: Drei-Ebenen-Modell zur Fahrerintentionsprädiktion (vgl.
Schroven 2011).
Schroven (2011) schlägt ein Drei-Ebenen-Modell zur Fahrerintentionsprä-
diktion mit Bayes’schen Netzen für Fahrerassistenzsysteme vor. Hierbei ver-
hält sich der Fahrer abhängig von Motivatoren und Inhibitoren. Motivatoren
wirken verstärkend auf die Wahl eines bestimmten Verhaltens, Inhibitoren
hingegen wirken negativ. Weiterhin werden Handlungen des Fahrers, die
Indikatoren, in Abhängigkeit von der Intention modelliert. Dieses Modell
unterscheidet somit die Ursache der Fahrerintention, den Motivatoren und
Inhibitoren, von der beobachtbaren Wirkung der Intention, den Indikatoren.
In dem Modell wird vorausgesetzt, dass keine Wechselwirkungen vorliegen,
wie zum Beispiel die Interaktion von Fahrzeugen. Für den Anwendungsfall
der Prädiktion der Navigationsabsicht wird angenommen, dass Wechselwir-
kungen mit Fahrzeugen keinen Einfluss auf die Intention des Fahrers haben
und somit diese Voraussetzung weiterhin gilt.
In der Motivationspsychologie werden Anreize definiert als „[...] ein Kon-
strukt, dass situative Reize bezeichnet, die einen Motivationszustand anregen
können.“ (Beckmann und Heckhausen 2010) . Der Motivationszustand einer
Person bedingt ihr Verhalten, dies bedeutet, dass Anreize den Motivations-
zustand verändern können und sich somit auf das Verhalten von Personen
auswirken können (Brunstein 2010). Beim Drei-Ebenen-Modell können so-
mit die Motivatoren und Inhibitoren allgemein als Anreize zusammengefasst
werden. Dies hat den Vorteil, dass Anreize modelliert werden können, die be-
stimmtes Verhalten positiv, jedoch anderes Verhalten negativ beeinflussen.
Das beschriebene modifizierte Drei-Ebenen-Modell in Abbildung 3.6 wird in
dieser Arbeit zur Modellierung der Fahrsituation herangezogen.
Aufbauend auf dem beschrieben Modell zur Intentionserkennung wurde die
Situation an städtischen Kreuzungen mit dem Bayes’schen Netz in Abbil-
dung 3.7 modelliert (Herrmann und Schroven 2011). Das Netz besteht aus
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zwölf beobachteten Knoten und einem unbeobachteten Knoten in der Mitte
des Netzes, der die Fahrerabsicht darstellt. Die Knoten KN und KK be-
schreiben die Anreize, die Knoten KO, KE , KL, KS , KR, KD, KG, KP , KB
und KF die Indikatoren der Situation. Im Folgenden werden die einzelnen
Knoten des Bayes’schen Netzes beschrieben.
KN KK
KA
KO
KE KF
KL KB
KS KP
KR KG
KD
Abbildung 3.7: Bayes’sches Netz zur Fahrerintentionsprädiktion (vgl. Herr-
mann und Schroven 2011).
KN Richtungsempfehlung des Navigationssystems
KK Mögliche Fahrtrichtungen an der nächsten Kreuzung
KA Navigationsabsicht des Fahrers
KO Objekt auf vorherigem Fahrstreifen
KE Erweiterung der Richtungsmöglichkeiten durch
Fahrstreifenwechsel
KL Lenkradwinkel
KS Lenkradwinkelgeschwindigkeit
KR Richtungsmöglichkeiten des derzeitigen Fahrstreifens
KD Fahrdynamikdaten ermöglichen Fahrmanöver im
Komfortbereich
KG Längsgeschwindigkeit des Fahrzeugs
KP Fahrpedalstellung
KB Bremsdruck
KF Fahrtrichtungsanzeiger
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Der Knoten KN modelliert den Einfluss der Nutzung eines Navigationssys-
tems. Wenn die Routenführung aktiv ist, informiert das Navigationssystem
den Fahrer über zukünftige geplante Fahrmanöver. Es ist anzunehmen, dass
diese Empfehlung die Fahrerintention beeinflusst, wenn die Routenführung
vom Fahrer aktiviert wurde.
Der Knoten KK beschreibt in welche Richtungen der Fahrer an der nächsten
Kreuzung navigieren kann. Hierzu wird mit Hilfe des verwendeten graphen-
basierten Umfeldmodells geprüft, ob Verbindungen von dem Sektor, aus dem
sich das Fahrzeug annähert, zu den anderen Sektoren der Kreuzung beste-
hen.
Die Knoten KO und KE modellieren den Einfluss von Fahrstreifenwechseln
bei der Anfahrt zur Kreuzung. Hierzu werden durch Fahrstreifenwechsel hin-
zugefügte mögliche neue Fahrtrichtungen gespeichert und der Knoten KE
wird entsprechend instanziiert. Die gespeicherten neuen Richtungen werden
mit den Möglichkeiten auf dem aktuellen Fahrstreifen verglichen, sodass neue
Richtungen gelöscht werden, wenn sie durch weitere Fahrstreifenwechsel wie-
der entfernt wurden.
In Abbildung 3.8 sind zwei Fahrstreifenwechsel bei einer Kreuzungsanfahrt
dargestellt. Zum Zeitpunkt t0 ist eine Geradeausfahrt und Rechtsabbiegen
möglich und es wurde kein Fahrstreifenwechsel durchgeführt. Daher wird
Knoten KE mit dem Zustand „Keine neue Richtung“ instanziiert. Nach ei-
nem Fahrstreifenwechsel zu Zeitpunkt t1 kann der Fahrer geradeaus fahren
oder links abbiegen. Dies bedeutet im Vergleich mit t0, dass die Gerade-
ausfahrt weiterhin möglich ist, Rechtsabbiegen nicht mehr möglich ist und
Linksabbiegen hinzugefügt wurde, sodass KE mit der hinzugefügten Rich-
tungsmöglichkeit „Links“ instanziiert wird. Wird der zweite Fahrstreifen-
wechsel betrachtet, ist zum Zeitpunkt t2 im Vergleich mit t1 Linksabbie-
gen weiterhin möglich, die Geradeausfahrt und Rechtsabbiegen wurden ent-
fernt. Da Linksabbiegen beim ersten Fahrstreifenwechsel hinzugefügt wurde
und beide Wechsel zu einer Kreuzungsanfahrt gehören, wird KE wieder mit
„Links“ instanziiert.
Der Knoten KO modelliert, ob sich ein Hindernis auf dem letzten Fahrstrei-
fen befunden hat, wenn ein Fahrstreifenwechsel stattgefunden hat. Es wird
angenommen, dass Fahrstreifenwechsel sowohl durch das Hinzufügen neuer
Richtungsmöglichkeiten als auch durch Umfahren von Hindernissen moti-
viert sein können. Dabei werden unter Hindernissen auch langsamere oder
stehende Fahrzeuge verstanden. Ein erkanntes Hindernis soll den Einfluss
einer neuen Richtungsmöglichkeit relativieren.
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t0 t1 t2
Abbildung 3.8: Fahrstreifenwechsel bei der Anfahrt auf eine Kreuzung.
Die Knoten KL und KS modellieren die Lenkbewegung des Fahrers. Hierbei
ist KL der aktuelle Lenkradwinkel und KS die aktuelle Lenkradwinkelge-
schwindigkeit.
Der Knoten KR beschreibt die möglichen Fahrtrichtungen an der nächs-
ten Kreuzung bezüglich des derzeitigen Fahrstreifens. Wenn beispielsweise
Rechtsabbiegen nicht möglich ist, wird angenommen, dass es weniger wahr-
scheinlich ist, dass der Fahrer rechts abbiegen möchte. Da die Zuordnung
von Fahrzeugen zu Fahrstreifen mehrdeutig sein kann, wie in Abschnitt 3.1
dargestellt, werden die Zuordnungshypothesen des graphenbasierten Umfeld-
modells genutzt. Der Knoten KR wird auf Basis dieser Hypothesen mit Soft
Evidence instanziiert, um die Unsicherheiten des Map-Matchings zu berück-
sichtigen.
Der Knoten KD modelliert, basierend auf Fahrdynamikdaten und der di-
gitalen Karte, ob und wie komfortabel die ausgehenden Fahrstreifen der
Kreuzung erreicht werden können. Hierbei werden die drei Manöver Links-
abbiegen, Rechtsabbiegen und Geradeausfahrt jeweils mit einer Wahrschein-
lichkeit aus dem Intervall [0; 1] bewertet. Nach Ermittlung aller drei Wahr-
scheinlichkeiten werden sie normiert und mit Soft Evidence in Knoten KR
instanziiert.
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Zur Bewertung der Manöver werden die Kanten des verwendeten graphen-
basierten Umfeldmodells mit der in Unterabschnitt 4.2.1 beschriebenen Me-
thode interpoliert. Unter den Annahmen einer maximalen komfortablen ne-
gativen und positiven Querbeschleunigung ±ay,max sowie konstanter Ge-
schwindigkeit ax = 0 bei Abbiegemanövern wird eine maximale komfortable
Längsgeschwindigkeit vx,max für jede Kante ermittelt. Das entsprechende
Fahrmanöver wird mit einer Wahrscheinlichkeit von 1 bewertet, wenn zu
Beginn der Prädiktion t = t0 die Bedingung vx,t0 ≤ vx,max gilt. Trifft dies
nicht zu, muss der Fahrer in diesem Modell die Längsgeschwindigkeit re-
duzieren, um dieses Manöver komfortabel zu fahren. Unter den Annahmen
einer maximalen komfortablen negativen Längsbeschleunigung ax,neg,max,
Geradeausfahrt ay = 0 und ebener Fahrstrecke ergibt sich der minimale
Weg sV ,min zur Verzögerung auf vx,max wie folgt (Lindner 2010):
vx,max = vx,t0 + ax,neg,max · tV ,min . (3.21)
Hieraus ergibt sich die Verzögerungszeit
tV ,min =
vx,max − vx,t0
ax,neg,max
. (3.22)
Der minimale Verzögerungsweg lautet:
sV ,min = vx,t0 · tV ,min +
1
2
· ax,neg,max · t2V ,min (3.23)
und unter Berücksichtigung von 3.22:
sV ,min =
vx,max − vx,t0
ax,neg,max
(
vx,t0 +
1
2
(vx,max − vx,t0)
)
. (3.24)
Der Fahrer kann das betrachtete Manöver im Modell nicht komfortabel fah-
ren, wenn der Weg zum Anfangspunkt des Abbiegemanövers sM kleiner ist
als sV ,min. Folglich wird das Fahrmanöver bei sM < sV ,min mit der Wahr-
scheinlichkeit 0 bewertet. Kann der Anfangspunkt im Modell komfortabel
erreicht werden, d.h. es gilt sM ≥ sV ,min, wird die Wahrscheinlichkeit im
Bereich [0,1; 0,9] linear interpoliert. Dazu wird der Weg sV ,aus zur Verzöge-
rung auf vx,max bei einer angenommenen Ausrollbeschleunigung ax,neg,aus
durch Einsetzen in 3.24 bestimmt. Es wird angenommen, dass sV ,aus = sM
einer Wahrscheinlichkeit von 0,9 und sV ,min = sM einer Wahrscheinlichkeit
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von 0,1 entspricht. Liegt sM zwischen diesen Werten wird die Wahrschein-
lichkeit linear interpoliert. Alle Entfernungen in dieser Betrachtung beziehen
sich dabei auf die Weglänge entlang der Kanten des Umfeldmodells.
Um zu prüfen, ob der Fahrer andere Fahrstreifen vor oder innerhalb der
Kreuzung komfortabel erreichen kann, wird das in Unterabschnitt 4.2.1 be-
schriebene Fahrstreifenwechselmodell angewendet. Ist ein anderer Fahrstrei-
fen erreichbar, wird die maximale komfortable Längsgeschwindigkeit vx,max
des Zielfahrstreifens ermittelt. Analog zur Betrachtung ohne Fahrstreifen-
wechsel wird vx,max mit vx,t0 verglichen. Wenn notwendig werden sV ,aus
und sV ,min bestimmt und in Relation mit sM betrachtet. Hierbei werden
die Entfernungen an Hand der Weglänge entlang des modellierten Fahrstrei-
fenwechsels und der Kanten des Umfeldmodells ermittelt.
Der Knoten KG beschreibt die derzeitige Längsgeschwindigkeit des Fahrers.
Es wird angenommen, dass der Fahrer für die unterschiedlichen Richtungs-
möglichkeiten jeweils bestimmte Geschwindigkeitsbereiche nutzt. Während
Knoten KD mit Hilfe der Karteninformationen angibt, ob ein Manöver noch
komfortabel durchzuführen ist, wird bei KG direkt die Geschwindigkeit ge-
nutzt, um auf eine Absicht zu schließen.
Die Knoten KP und KB beschreiben die derzeitige Pedalnutzung des Fah-
rers. Hierbei ist KP die Stellung des Fahrpedals und KB der aktuelle Brems-
druck, von dem auf die Bremspedalbetätigung geschlossen werden kann.
Der Knoten KF modelliert die Nutzung des Fahrtrichtungsanzeigers. Nutzt
der Fahrer den Fahrtrichtungsanzeiger im Kreuzungsbereich, deutet dies auf
eine Abbiegeabsicht hin.
Das beschriebene Bayes’sche Netz wird genutzt, um die Intentionen des
Fahrers des eigenen Fahrzeugs und der Fahrer von anderen Fahrzeugen im
Kreuzungsbereich zu prädizieren. Dazu wird für jeden relevanten Fahrer ein
Bayes’sches Netz generiert und die Anreize und Indikatoren zyklisch zur
Instanziierung der Knoten bestimmt. In Abhängigkeit der Fahrzeugkonfigu-
ration und der vorhandenen Umfeldwahrnehmung werden bei Objekten die
Knoten KF für den Fahrtrichtungsanzeiger, KP sowie KB für die Pedalbetä-
tigung, KL sowie KS für die Lenkbewegungen und KN für die Empfehlung
des Navigationssystems nicht instanziiert. Nach Aktualisierung der Wahr-
scheinlichkeiten ergibt sich für jeden Zeitschritt eine prädizierte Intention
der Fahrer.
Zur Analyse und Bewertung der Prädiktion mit mehreren Bayes’schen Net-
zen wird das Visualisierungswerkzeug in Abbildung 3.9 verwendet. Zum bes-
seren Szenenverständnis sind dort im Hintergrund georeferenzierte Luftbil-
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Abbildung 3.9: Visualisierung der Fahrerintentionsprädiktion an einer
Kreuzung.
der11 abgebildet. Die Kanten des graphenbasierten Umfeldmodells sind für
Kraftfahrzeuge in Gelb und für Fahrradfahrer in Blau dargestellt. Lichtsig-
nalanlagen sind in Abhängigkeit von ihrem Zustand mit roten, gelben oder
grünen Zylindern eingezeichnet. Die aktuelle Position des eigenen Kraftfahr-
zeugs wird mit einem blauen Fahrzeug dargestellt, andere Fahrzeuge werden
durch rote Fahrzeuge repräsentiert.
In Abbildung 3.9 ist ein Linksabbiegeszenario mit dem Visualisierungswerk-
zeug dargestellt. In dieser Szene werden alle Fahrzeuge des Gegenverkehrs
als mögliche Kollisionsobjekte betrachtet. Deren Fahrerintention, zusätzlich
zur Intention des eigenen Fahrers, wird mit jeweils einem Bayes’schen Netz
bestimmt. Alle prädizierten Fahrerintentionen werden mit farbigen Kreisen
am derzeitigen Ort des entsprechenden Fahrzeugs visualisiert. Die Farbe der
Kreise kodiert die Aussage der Vorhersage, Rot bedeutet hierbei Linksab-
biegen, Blau Geradeausfahrt und Grün Rechtsabbiegen. Ist die Prädiktion
11Orthophotomosaik 1000 der Stadt Wolfsburg, Fachbereich IT - 15-3 GIS, 2008.
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nicht eindeutig, wird dies mit Mischung der Farben ausgedrückt. Wird bei-
spielsweise mit einer Wahrscheinlichkeit von 0,5 eine Geradeausfahrt und
mit 0,5 ein Rechtsabbiegen vorhergesagt, wird dies als Mischung aus Grün
und Blau mit Cyan dargestellt.
Jeder mit einem Kreis dargestellte Prädiktionspunkt kann mit einem Maus-
klick ausgewählt werden, um die Aussage näher im rechten Dialogfeld der
Visualisierung zu betrachten. Dort sind die derzeitigen Wahrscheinlichkeiten
aller Zustände aller Knoten des gewählten Bayes’schen Netzes am gewählten
Ort dargestellt. Weiterhin können diesem Dialogfeld weitere Informationen
wie Fahrzeuggeschwindigkeit, Prädiktionszeitpunkt und Gierwinkel entnom-
men werden. Somit können die Prädiktionen des eigenen Fahrzeugs sowie
anderer relevanter Fahrzeuge mit dem Visualisierungswerkzeug übersichtlich
und detailliert analysiert werden.
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Verfahren zur Fahrerwarnung
Zur Warnung eines Fahrers vor möglichen Kollisionen muss die Szene, in der
er sich befindet, maschinell erfasst und beurteilt werden. In diesem Kapitel
werden zwei Verfahren vorgestellt, die mit Hilfe der Fahrerintentionsprädik-
tion (Abschnitt 3.3) und des graphenbasierten Umfeldmodells (Abschnitt
3.1) die Kritikalität einer Situation in urbanen Kreuzungen bestimmen. Das
erste Verfahren in Abschnitt 4.1 betrachtet Zeitlücken zu möglichen Kolli-
sionspunkten, die aus Kartendaten ermittelt wurden. Es analysiert hierzu
ausschließlich die wahrscheinlichste Entwicklung der Szene. Das zweite Ver-
fahren in Abschnitt 4.2 verwendet probabilistische Erreichbarkeitsmengen
zur Bestimmung der Wahrscheinlichkeit einer Kollision. Es betrachtet hier-
bei mehrere mögliche Entwicklungen der Szene.
Beide Verfahren werden zur Kollisionsdetektion in den in Abbildung 1.3 dar-
gestellten Szenarien Linksabbiegen und Querverkehr genutzt. Hierbei exis-
tieren für jedes Szenario zwei mögliche Ausprägungen:
Kreuzungsdurchfahrt Das eigene Fahrzeug fährt durch eine Kreuzung und
kann möglicherweise mit Gegenverkehr oder Querverkehr kollidieren,
sodass der Fahrer entsprechend gewarnt bzw. informiert werden soll.
Anfahren Das eigene Fahrzeug steht vor oder in einer Kreuzung. Wird ein
Anfahren des Fahrers erkannt, soll eine Kollisionswarnung bei hinrei-
chender Kritikalität erfolgen.
Bei den folgenden Verfahren werden bei der Implementierung folgende Rand-
bedingungen berücksichtigt: Die Fahrerassistenzfunktion prüft fortlaufend
das Alter sowie die Genauigkeit der Eingangsdaten und deaktiviert sich ge-
gebenenfalls. Weiterhin wird sichergestellt, dass der Fahrer die Warnfunktion
jederzeit übersteuern kann.
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4.1 Eindimensionales Zeitlückenverfahren
Dieses eindimensionale Zeitlückenverfahren basiert auf einer Zeitlückenbe-
trachtung zu Kollisionspunkten, die mit Hilfe des Umfeldmodells bestimmt
werden (Herrmann und Schroven 2012a). Die möglichen Kollisionspunkte
werden aus den Schnittpunkten der Kanten des Modells bestimmt, wie es
in Abbildung 4.1 für den Fall einer möglichen Kollision mit Gegenverkehr
dargestellt ist. Auf Grund der Fahrzeugbreite wird in einigen Fällen bereits
bei einer festgelegten Distanz zwischen den Kanten ein Kollisionspunkt fest-
gelegt. Dies ist notwendig, wenn sich zwei Kanten nahezu parallel annähern,
beispielsweise eine Linksabbiegekante des eigenen Fahrzeugs und eine Kan-
ten für Verkehr von rechts. Der relevante Kollisionspunkt wird bestimmt,
indem mit Hilfe der Fahrerintentionsprädiktion der zukünftige Pfad des ei-
genen Fahrzeugs und des Objekts entlang der Kanten ermittelt wird.
Kollisionspunkt
Abbildung 4.1: Prädizierter Kollisionspunkt (Herrmann und Schroven
2012a).
Ist der relevante Kollisionspunkt für ein Objekt festgelegt, wird die Zeit bis
zum Erreichen dieses Punkts ermittelt. Im Umfeldmodell werden Objekte
durch ein Rechteck in der Ebene beschrieben, sodass es möglich ist, die
Eintritts- und Austrittszeitpunkte zu bestimmen. Hierzu werden die Zeit-
lücken des vorderen mittleren Punkts des Objekts tV,O und des hinteren
mittleren Punkts tH,O bezogen auf den Kollisionspunkt bei konstanter Ge-
schwindigkeit und Bewegung entlang der Kanten ermittelt:
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tV,O =
sV,O
vO
, tH,O =
sH,O
vO
. (4.1)
Dabei ist vO die Längsgeschwindigkeit des Objekts, der Weg entlang der
Kanten des Graphen für den vorderen Punkt ist sV,O und für den hinteren
Punkt sH,O.
Im Anschluss werden die Zeitlücken des eigenen Fahrzeugs für den vorderen
mittleren Punkt tV,E und den hinteren mittleren Punkt tH,E bestimmt. Um
die oben beschriebenen Ausprägungen der Szenarien zu berücksichtigen, wird
zwischen einer Kreuzungsdurchfahrt und einem Anfahren aus einer Warte-
position unterschieden.
Im Fall der Kreuzungsdurchfahrt werden folgende Annahmen zur Längsge-
schwindigkeit des eigenen Fahrzeugs vE getroffen. Ist der Betrag der derzei-
tigen Längsbeschleunigung aE hinreichend klein, wird vE als konstant be-
trachtet. Die Zeitlücken tV,E und tH,E ergeben sich dann analog zum Objekt
nach Gleichung 4.1. Bei einer hinreichend großen negativen Beschleunigung,
wird aE als konstant betrachtet. Für den vorderen Punkt ergibt sich mit
sV,E für den Weg des eigenen Fahrzeugs bis zum Kollisionspunkt (Lindner
2010):
tV,E = − vE
aE
±
√(
vE
aE
)2
+ 2
sV,E
aE
. (4.2)
Für den hinteren Punkt erfolgt die Berechnung mit dem Weg sV,H analog.
Kommt das Fahrzeug vor Erreichen des Kollisionspunkts mit dem vorderen
Punkt zum Stillstand, wird die Situation als nicht kritisch beurteilt.
Bei einer hinreichend großen positiven Beschleunigung wird angenommen,
dass der Fahrer auf eine Ziellängsgeschwindigkeit vZiel konstant beschleuni-
gen wird. Diese Geschwindigkeit wird aus der zulässigen Höchstgeschwindig-
keit, die im verwendeten graphenbasierten Umfeldmodell verfügbar ist, und
einer Toleranz ermittelt.
Sind nun die Zeitlücken für die jeweils vorderen und hinteren Punkte des
eigenen Fahrzeugs und der Objekte bestimmt, kann die Kritikalität der Si-
tuation beurteilt werden. Zur Parametrisierung und zur Beschreibung ver-
schiedener Kritikalitätsstufen werden Zeitparameter eingeführt. Es wird ein
hochkritischer Zeitraum vor (tV,K) und hinter (tH,K) dem Objekt definiert.
Jeweils vor (tV,U ) und nach (tH,U ) diesen hochkritischen Bereichen werden
Zeiträume bestimmt, in denen die Kritikalität linear ansteigt bzw. abfällt.
Auf Grund von Mess- und Prädiktionsunsicherheiten sowie dem subjektiven
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Vorläufige
Kritikalität
Zeit
tV,U tV,K tV,O tH,O tH,K tH,UtH,EtV,E
C´
(
tV,E
)
C´
(
tH,E
)
Ansteigend kritisch
vor Objekt
Hochkritisch
vor Objekt
Kollision
Hochkritisch
hinter Objekt
Abnehmend kritisch
hinter Objekt
Abbildung 4.2: Vorläufige Kritikalität im eindimensionalen Zeitlückenver-
fahren (vgl. Herrmann und Schroven 2012a).
Empfinden der Situation ist auch der Bereich hinter einem Objekt als kri-
tisch definiert. Die Zeiträume hinter dem Objekt werden dabei kleiner als
die vorderen gewählt, da die Situation beim Passieren vor einem Objekt vom
Fahrer in der Regel auch bei größeren Zeiträumen kritisch beurteilt wird.
Die vorläufige Kritikalität C´ wird in einem Intervall [0; 1] definiert. Zur Be-
stimmung von C´ werden die Zeiten des eigenen Fahrzeugs tH,E und tV,E zu
den beschriebenen Zeiträumen zugeordnet. Das Maximum aus C´ (tV,E) und
C´ (tH,E) wird zur Bestimmung der Kritikalität der Situation C verwendet.
In Abbildung 4.2 sind die Zeitlücken, die Parameter, die Kritikalität der
Situation und exemplarisch der Fall tV,U ≤ tH,E < tV,K veranschaulicht.
Da die Zeitlücken bisher hier lediglich auf Überdeckung geprüft werden, kann
eine hohe vorläufige Kritikalität auch bei sehr großen Zeitlücken auftreten.
Dies ist nicht gewünscht, da eine Fahrerwarnung erst in einem bestimmten
Zeitfenster ausgegeben werden soll. Dazu wird der von der vorderen Zeitlücke
des eigenen Fahrzeugs abhängige Faktor
α =


tV,E−tf
ts−tf
, ts ≤ tV,E ≤ tf
1 , 0 < tV,E < ts
0 , sonst
(4.3)
eingeführt mit dem die vorläufige Kritikalität C´ gewichtet wird, um die
Kritikalität der Situation C zu erhalten. tf beschreibt die Zeit bis zu einer
möglichen Kollision, bei der frühestens eine Warnung erfolgen soll, und ts
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die Zeit, bei der spätestens eine Warnung erfolgen soll, wenn C´ > 0 ist. C
ergibt sich dann wie folgt:
C = α ·max
(
C´ (tV,E) , C´ (tH,E)
)
. (4.4)
4.2 Analyse mit probabilistischen Erreichbarkeitsmengen
Probabilistische Erreichbarkeitsmengen beschreiben die Orte, welche von ei-
nem Verkehrsteilnehmer zu einem bestimmten Zeitpunkt mit einer gewissen
Wahrscheinlichkeit erreicht werden können (Herrmann u. a. 2012). Dabei
wird angenommen, dass sich die Verkehrsteilnehmer entlang der Kanten des
Umfeldmodells mit komfortablen Manövern bewegen. Aus dem Schnitt der
Erreichbarkeitsmengen des eigenen Fahrzeugs und von Objekten können Kol-
lisionswahrscheinlichkeiten und somit die Kritikalität der Situation abgelei-
tet werden.
Zunächst wird in Abschnitt 4.2.1 die Modellierung des Fahrverhaltens im
Komfortbereich für Quer- und Längsbeschleunigung sowie für Kurvenfahr-
ten und Fahrstreifenwechsel beschrieben. Mit Hilfe dieser Annahmen wer-
den zukünftige Positionen der Fahrzeuge entlang der Kanten des Graphen
in Abschnitt 4.2.2 prädiziert. Diese Positionen werden genutzt um die proba-
bilistischen Erreichbarkeitsmengen in Abschnitt 4.2.3 zu bestimmen. Hierbei
wird entlang und orthogonal zu den Kanten des Umfeldmodells eine Wahr-
scheinlichkeitsverteilung angenommen sowie die Fahrerintentionsprädiktion
für Manöver an Kreuzungen und Fahrstreifenwechsel berücksichtigt.
4.2.1 Modellierung des Fahrverhaltens
Das Fahrverhalten wird in dieser Arbeit im Wesentlichen durch Beschleu-
nigungsannahmen und Bewegungen entlang der Kanten des Umfeldmodells
modelliert. Dabei wird angenommen, dass sich der Fahrer innerhalb seines
Komfortbereichs bewegt.
Wegscheider und Prokop (2005) stellen den fahrdynamisch möglichen Längs-
(ax) und Querbeschleunigungsbereich (ay) eines durchschnittlichen Kraft-
fahrzeugs qualitativ wie in Abbildung 4.3 dar. Beschleunigungen außerhalb
dieser Kurve treten in der Regel nicht auf, da u. a. die Haftung der Reifen
sowie die Leistung des Fahrzeugantriebs die Beschleunigungsmöglichkeiten
begrenzen. Diesem fahrdynamisch möglichen Bereich wird der abgebildete
Komfortbereich eines durchschnittlichen Fahrers gegenübergestellt. Dieser
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ax
ay
Fahrdynamisch möglicher Bereich
Komfortbereich des Normalfahrers
Abbildung 4.3: Fahrdynamisch möglicher Beschleunigungsbereich und Kom-
fortbereich des Normalfahrers (Wegscheider und Prokop
2005).
wurde mit Daten von verschiedenen Fahrergruppen auf möglichst verschie-
denen Straßentypen und Geschwindigkeiten in einer Studie ermittelt. Er-
wartungsgemäß nutzen Normalfahrer in der Regel nicht den fahrdynamisch
möglichen Bereich für ihre Fahrmanöver. Es ist zu erkennen, dass meist ent-
weder längs oder quer beschleunigt wird, kombinierte Fälle sind weniger
ausgeprägt. Vereinfachend werden daher im Folgenden keine Manöver mit
kombinierter Längs- und Querbeschleunigung betrachtet.
Längsbeschleunigungsverhalten
Das Längsbeschleunigungsverhalten des Fahrers wird mit
ax (t) =
{
ax,Ziel + (ax,t0 − ax,Ziel) e−
t
T , t0 ≤ t ≤ ts
ax,ts · e−
t−ts
T˜ , t > ts
(4.5)
modelliert. Hierbei ist ax,t0 die Längsbeschleunigung zum Zeitpunkt t = t0
und ax,Ziel die positive oder negative Zielbeschleunigung, die zum Geschwin-
digkeitsab- bzw. -aufbau genutzt werden soll. Eine Zeitkonstante T verzögert
den Beschleunigungsaufbau bzw. -abbau. Hierbei ist das Ziel, ein möglichst
realistisches, einfaches und stetiges Beschleunigungsverhalten zu modellie-
ren.
Da eine dauerhafte Beschleunigung nicht betrachtet werden soll, ist für jedes
Manöver eine Zielgeschwindigkeit vZiel definiert. Diese Geschwindigkeit soll
mit einer Längsbeschleunigung von nahezu Null erreicht werden. Daher wird
ein Schaltzeitpunkt ts bestimmt, ab dem sich der Betrag der Beschleunigung,
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Abbildung 4.4: Beschleunigungsverlauf für positive Beschleunigung auf Ziel-
geschwindigkeit (Herrmann u. a. 2012).
ausgehend von der Beschleunigung ax,ts zu diesem Zeitpunkt, verzögert mit
der Zeitkonstante T˜ verringert. Soll der Beschleunigungsanstieg bzw. -abfall
erst ab einem bestimmten Zeitpunkt beginnen, wird dies mit einer Totzeit
berücksichtigt und der angenommene Verlauf zeitlich verschoben. In Abbil-
dung 4.4 ist exemplarisch der Beschleunigungsverlauf für ax,t0 = 1,5
m
s2
und
ax,Ziel = 4 ms2 dargestellt.
Mittels Integration ergeben sich Geschwindigkeit und Weg für t0 ≤ t ≤ ts
vx (t) = vx,t0 + ax,Zielt+ T (ax,t0 − ax,Ziel)
(
1− e− tT
)
(4.6)
s (t) =st0 + vx,t0t+
1
2
ax,Zielt
2 + T (ax,t0 − ax,Ziel) ·(
t+ T
(
e−
t
T − 1
)) (4.7)
und für t > ts
vx (t) = vx,ts + ax,ts T˜
(
1− e− t−tsT˜
)
(4.8)
s (t) = sts + vx,ts (t− ts) + ax,ts T˜
(
(t− ts) + T˜
(
e−
t−ts
T˜ − 1
))
. (4.9)
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Querbeschleunigungsverhalten
Schimmelpfennig und Nackenhorst (1985) ermittelten in Studien, dass das
Komfortempfinden des Fahrers für Querbeschleunigungen von der Längs-
geschwindigkeit abhängt. Der Betrag der maximalen komfortablen Querbe-
schleunigung ay,max lässt sich demnach über folgenden Zusammenhang, wie
in Abbildung 4.5 dargestellt, bestimmen:
|ay,max (vx)| = 0,558vxe
−
(
vx
19,444 m
s
)
1,85
· 1
s
. (4.10)
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Abbildung 4.5: Maximale komfortable Querbeschleunigung in Abhängigkeit
der Längsgeschwindigkeit (Schimmelpfennig und Nacken-
horst 1985).
Unter Berücksichtigung des angenommenen komfortablen Beschleunigungs-
verhaltens werden die beiden Manöver Kurvenfahrt bzw. Abbiegen und Fahr-
streifenwechsel modelliert, die ein Fahrer neben einer Geradeausfahrt durch-
führen kann.
Kurvenfahrten
Das Ziel bei der Betrachtung von Kurvenfahrten bzw. Abbiegevorgängen
ist die Bestimmung der maximalen komfortablen Geschwindigkeit für das
jeweilige Manöver. Der Graph des Umfeldmodells ist aus Geradenstücken
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l
r
β
Abbildung 4.6: Kreisapproximation der Linienzüge des Umfeldmodells.
zusammengesetzt, die auf Grund der sprunghaften Änderung der Ausrich-
tung für die Bestimmung von möglichen Kurvengeschwindigkeiten nicht ge-
eignet sind. Daher werden die Übergänge im Folgenden mit Kreissegmenten
approximiert.
In Abbildung 4.6 sind zwei Geradenstücke und das zugehörige Kreissegment
dargestellt. Dieses Segment wird so gewählt, dass jedes Geradenstück be-
rührt wird und l der halben Länge des kürzeren Geradenstücks entspricht.
Mit Gleichung 4.11 und dem Winkel β zwischen den Geradenstücken lässt
sich der Radius
r = l · tan
(
β
2
)
(4.11)
ermitteln. Da im Graphen mehrere Richtungsänderungen für eine Kurve
bzw. Abbiegefahrt auftreten können, wird für ein Manöver das arithmetische
Mittel aus den Radien mehrerer Kantenübergänge gebildet.
Es wird angenommen, dass sich die maximale komfortable Geschwindigkeit
für dieses Manöver mit dem Modell einer konstanten Kreisfahrt r = v
2
x
ay
ab-
schätzen lässt. Diese Geschwindigkeit kann so unter Berücksichtigung der
maximalen komfortablen Querbeschleunigung aus Gleichung 4.10 und dem
Mittelwert der Kreissegmentradien ermittelt werden. Da es keine explizite
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Lösung des Gleichungssystems für vx gibt, wird eine vorher erstellte Werte-
tabelle genutzt, um die Geschwindigkeit zu interpolieren.
Fahrstreifenwechsel
Ein Fahrstreifenwechsel wird in dieser Modellierung, wie in Abbildung 4.7
dargestellt, mit zwei Kreissegmenten und einem Geradenstück beschrieben.
Das erste Kreissegment stellt eine konstante Kurvenfahrt mit maximaler
komfortabler Querbeschleunigung dar. Mit r = v
2
x
ay
unter Zuhilfenahme von
Gleichung 4.10 kann die Winkelgeschwindigkeit ω = vx
r
für dieses Segment
ermittelt werden.
Geradenstück
Kreissegmente
X
Y
φ
P1 P2
Abbildung 4.7: Modellierung eines Fahrstreifenwechsels (Herrmann u. a.
2012).
Für die folgenden Betrachtungen wird das ortsfeste Koordinatensystem aus
Abbildung 4.7 verwendet, das seinen Ursprung an der Fahrzeugfront zu Be-
ginn des Manövers hat. Das erste Kreissegment wird dann wie folgt beschrie-
ben:
X (t) = r · sin (ωt)
Y (t) = r · (1− cos (ωt)) . (4.12)
Dieses Kreissegment wird bei dem Mittelpunktswinkel φ an der Position
P1 (X1, Y1) beendet. Da kombinierte Quer- und Längsbeschleunigungsma-
növer nicht betrachtet werden, wird auf den Kreissegmenten keine Längs-
beschleunigung modelliert. Auf dem Geradenstück wird konstante Längsbe-
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schleunigung angenommen, sodass sich dieses Element wie folgt bestimmen
lässt:
X (t) = X1 + cos (φ)
(
vxt+
1
2
axt
2
)
Y (t) = Y1 + sin (φ)
(
vxt+
1
2
axt
2
)
.
(4.13)
Wird eine Längsbeschleunigung auf dem Geradenstück zur Prädiktion ge-
nutzt, muss der Radius des zweiten Kreissegments entsprechend angepasst
werden, da sich die maximale komfortable Querbeschleunigung auf Grund
der Geschwindigkeitsabhängigkeit ändert. Ausgehend vom Endpunkt des Ge-
radenstücks P2 (X2, Y2) ergibt sich folgender Zusammenhang für das zweite
Kreissegment:
X (t) = X2 + r · sin (ωt− φ)
Y (t) = Y2 + r · (1− cos (ωt− φ)) .
(4.14)
Da im Stadtverkehr auch Wechsel zwischen nicht parallelen Fahrstreifen vor-
genommen werden können, wie beispielsweise von einem Geradeausfahrstrei-
fen auf einen Abbiegefahrstreifen in einer Kreuzung, wird die Modellierung
hierfür erweitert. Die Möglichkeit für einen Fahrstreifenwechsel wird anhand
des Differenzwinkels zwischen den Fahrstreifen abgeschätzt.
4.2.2 Graphenbasierte Positionsprädiktion
Unter Berücksichtigung der Modellierung des Fahrverhaltens werden für die-
senWarnalgorithmus mögliche zukünftige Positionen der Fahrzeuge mit Hilfe
der Karteninformationen des Umfeldmodells prädiziert. Hierzu werden Po-
sitionen für die folgenden drei Fälle ermittelt:
Verzögerte Fahrt Es wird eine Verzögerung auf eine Zielgeschwindigkeit von
0 mit maximaler negativer komfortabler Beschleunigung ax,neg,max an-
genommen.
Konstantfahrt Es wird konstante Fahrt für den Prädiktionszeitraum ange-
nommen. Ist der Betrag der Längsbeschleunigung hinreichend klein,
wird konstante Längsgeschwindigkeit zur Positionsprädiktion genutzt.
Anderenfalls wird die derzeitige Längsbeschleunigung für die Vorher-
sage als konstant betrachtet.
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Beschleunigte Fahrt Es wird eine Beschleunigung mit maximaler positiver
komfortabler Beschleunigung ax,pos,max auf eine Zielgeschwindigkeit
angenommen.
Auf Grund des Straßenverlaufs und der Straßenverkehrsordnung ist es not-
wendig, die Modellierung der Konstantfahrt und der beschleunigten Fahrt
bei bestimmten Bedingungen anzupassen. Liegt eine positive Beschleunigung
vor, wird die Zielgeschwindigkeit verändert. Diese wird aus dem Minimum
der zulässigen Höchstgeschwindigkeit zuzüglich einer Toleranz und der ma-
ximalen komfortablen Kurvengeschwindigkeit für einen Abschnitt ermittelt.
Da sich diese Zielgeschwindigkeit ändern kann, z. B. beim Durchfahren von
Kurven, wird diese Geschwindigkeit entsprechend angepasst. So wird beim
Beschleunigungsfall möglichst lang beschleunigt und vor einer niedrigeren
Zielgeschwindigkeit so spät wie komfortabel möglich verzögert. Bei der Kon-
stantfahrt wird vor einem Abschnitt mit einer niedrigeren Zielgeschwindig-
keit eine mittlere Verzögerung angenommen. Der durch Integration ermit-
telte Weg wird entlang der Kanten des Graphen angetragen und somit die
prädizierte Position bestimmt. Verzweigt sich während dieser Strecke eine
Kante, beispielsweise vor einer großen Kreuzung, wird für jede neue Kante
eine Position für den jeweiligen Fall bestimmt. Es wird ebenfalls geprüft, ob
und an welcher Position benachbarte Kanten erreicht werden können. Hier-
zu wird für das Geradenelement der Fahrstreifenwechselmodellierung eine
Beschleunigung in Abhängigkeit des Prädiktionsfalls angenommen. Ist ei-
ne benachbarte Kante erreichbar, wird der Weg entlang der modellierten
Strecke angetragen und auf der erreichten Kante fortgesetzt, sodass mehrere
mögliche Positionen entstehen. In Abbildung 4.8 ist eine Positionsprädiktion
für einen Fall mit einem möglichen Fahrstreifenwechsel und zwei Folgekanten
dargestellt.
Für den Fall, dass ein Fahrzeug steht und z. B. in einer Kreuzung auf passie-
renden Gegenverkehr wartet, wird folgendes Verhalten modelliert: Wird beim
eigenen Fahrer ein Anfahren über die Fahrpedalbetätigung festgestellt, wird
für die Konstantfahrt eine mittlere positive Beschleunigung angenommen.
Dies ermöglicht eine frühzeitige Warnung im Stand, bevor die Beschleuni-
gung aufgebaut wird. Für Objekte wird angenommen, dass sie sich nicht
spontan in Bewegung setzen.
4.2.3 Probabilistische Modellierung
Die im letzten Unterabschnitt prädizierten Positionen entlang der Kanten
des Umfeldmodells werden nun zur Bestimmung der Wahrscheinlichkeitsver-
teilungen der Erreichbarkeitsmengen genutzt. Hierzu wird je eine Verteilung
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Abbildung 4.8: Positionsprädiktion bei möglichen Fahrstreifenwechseln und
mehreren Folgekanten.
entlang und orthogonal zu den Kanten definiert und zu einer Gesamtvertei-
lung zusammengeführt. Weiterhin werden mögliche Fahrstreifenwechsel und
die beschriebene Fahrerintentionsprädiktion bei der Wahrscheinlichkeitsver-
teilung berücksichtigt.
Longitudinalverteilung
Entlang der Kanten des Umfeldmodells werden die prädizierten Positionen
zur Bestimmung der Wahrscheinlichkeitsverteilung genutzt. An den Punkten
für das Abbremsen XA und das Beschleunigen XB wird eine Wahrscheinlich-
keitsdichte von 0 angenommen, da sie die Grenzen der Geschwindigkeitswahl
darstellen. An den Punkten für die Konstantfahrt XK wird eine hohe Dich-
te definiert. Zwischen diesen Punkten wird die in Abbildung 4.9 dargestellte
Wahrscheinlichkeitsdichtefunktion mit einem stückweise linearen Verlauf wie
folgt festgelegt:
f(X) =


f(XK)
XK−XA
(X −XA) , XA ≤ X < XK
− f(XK)
XB−XK
(X −XB) , XK ≤ X ≤ XB
0 , sonst
. (4.15)
Mit der Forderung, dass die Wahrscheinlichkeit im Bereich [XA, XB ] den
Wert 1 ergibt, folgt mit Hilfe geometrischer Betrachtungen:
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f (X)
X
XA XK XB
Abbildung 4.9: Wahrscheinlichkeitsverteilung entlang des Straßenverlaufs.
∫ XB
XA
f (X) dX = 1
⇒ f (XK) = 2
XB −XA .
(4.16)
Orthogonalverteilung
Für die Querposition der Fahrzeuge wird eine Normalverteilung
g (Y ) =
1
σ
√
2pi
e−
1
2
(Y−µσ )
2
(4.17)
angenommen. Diese wurde auf Grund ihrer Symmetrie und der im Vergleich
zur linearen Interpolation höheren Wahrscheinlichkeitsdichten im mittleren
Bereich gewählt. Hierbei entsprechen, wie in Abbildung 4.10a dargestellt, der
Erwartungswert µ der Mitte des Fahrstreifens und die dreifache Standard-
abweichung 3σ außerhalb einer Kreuzung der Hälfte der Fahrstreifenbreite
bS , die aus den Karteninformationen ermittelt wird.
Innerhalb einer Kreuzung wird postuliert, dass Fahrer in Abhängigkeit der
Richtungsänderung dem Fahrstreifenverlauf weniger genau folgen, da u. a. an
vielen Kreuzungen keine Fahrstreifenmarkierungen vorhanden sind. Daher
wird die Standardabweichung in diesem Bereich erhöht, um dieses Verhal-
ten zu berücksichtigen. Hierzu wird die Richtungsänderung aus dem Dif-
ferenzwinkel η ∈ [−pi, pi] der eingehenden und zugehörigen ausgehenden
Kanten einer Kreuzung bestimmt. Die Standardabweichung wird mit der
maximal genutzten Fahrstreifenbreite bK (Abbildung 4.10b) innerhalb einer
Kreuzung wie folgt modelliert:
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g (Y )
Y
(a)
bS
bK η
(b)
Abbildung 4.10: a) Wahrscheinlichkeitsverteilung orthogonal zum Straßen-
verlauf b) Fahrstreifenbreite innerhalb und außerhalb einer
Kreuzung.
σ =
1
6
{
2
pi
(bK − bS) |η|+ bS , |η| < pi2
bK , sonst
. (4.18)
Zweidimensionale Verteilung
Die Longitudinal- und die Orthogonalverteilung werden als unabhängig an-
genommen. Die zweidimensionale Wahrscheinlichkeitsdichterverteilung h der
Erreichbarkeitsmenge auf Basis der kartenbasierten Positionsprädiktion er-
gibt sich dann zu:
h (X,Y ) = f(X) · g(Y ) . (4.19)
Für jeden Kantenzug Zi werden Einzelwahrscheinlichkeiten der Zellen in
der Gitterstruktur bestimmt, die zur Ablage der probabilistischen Erreich-
barkeitsmengen genutzt wird. Ein Kantenzug besteht aus allen Kanten, die
jeweils eine Punktegruppe (Abbremsen, Konstantfahrt und beschleunigte
Fahrt) zusammenhängend verbinden. Es wird angenommen, dass die Fläche
AB = ∆X · ∆Y einer Zelle GB mit Mittelpunkt B (XB , YB) hinreichend
klein ist, sodass für die Einzelwahrscheinlichkeit P
(
GB,i
)
dieser Zelle fol-
gende Näherung gilt:
P
(
GB,i
)
=
∫ XB+ 12∆X
− 1
2
∆X+XB
f (X) dX ·
∫ YB+ 12∆Y
− 1
2
∆Y+YB
g (Y ) dY
≈ h (XB , YB) ·AB .
(4.20)
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Berücksichtigung von Fahrstreifenwechseln
Für die Positionsprädiktion werden auch Kantenzüge betrachtet, die über
Fahrstreifenwechsel erreicht werden können. Die Wahrscheinlichkeit, dass
ein solcher Kantenzug befahren wird, soll mit steigender notwendiger Fahr-
streifenwechselanzahl abnehmen. Damit wird modelliert, dass Fahrer in der
Regel in ihrem derzeitigen Fahrstreifen bleiben. Mit der notwendigen Fahr-
streifenwechselanzahl ni,FSW zum Erreichen eines Kantenzugs Zi mit der
Ausgangswahrscheinlichkeit P (Zi) wird die gewichtete Wahrscheinlichkeit
P (Zi,FSW ) hier wie folgt bestimmt:
P (Zi,FSW ) =
P (Zi)
2 · ni,FSW . (4.21)
Anschließend werden die so bestimmten Wahrscheinlichkeiten auf den Wert
1 normiert.
Berücksichtigung der Fahrerintentionsprädiktion
Im nächsten Schritt soll die Fahrerintentionsprädiktion aus Kapitel 3 zur
Gewichtung der einzelnen Kantenzüge genutzt werden, um die Vorhersage
zu präzisieren. Die Intentionsprädiktion gibt die Wahrscheinlichkeit einer
Geradeausfahrt P (G) sowie eines Links- P (L) oder Rechtsabbiegens P (R)
an.
Bei Existenz mehrerer Kanten für eine Fahrtrichtung (Anzahl der Kanten
für Geradeausfahrt nG, Links- nL und Rechtsabbiegen nR.) muss die Wahr-
scheinlichkeit dieser Richtung auf die Kanten verteilt werden. Die Wahr-
scheinlichkeit eines Kantenzuges wird für die jeweilige Richtung, wie in Ab-
bildung 4.11 dargestellt, mit P (Zi,g), P (Zi,l), P (Zi,r) und allgemein mit
P (Zi,FI) bezeichnet. Damit die Anzahl der Kanten keinen Einfluss auf
das Verhältnis der Richtungswahrscheinlichkeiten nach ihrer Aufteilung hat,
muss gelten:
P (Zi,l)
P (Zi,r)
=
P (L)
P (R)
P (Zi,g)
P (Zi,r)
=
P (G)
P (R)
nLP (Zi,l) + nGP (Zi,g) + nRP (Zi,r) = 1 .
(4.22)
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P (Z1,l)
P (Z2,l)
P (Z3,g)
P (Z4,g)
P (Z5,r)
Abbildung 4.11: Verteilung der Wahrscheinlichkeiten der Fahrerintentions-
prädiktion auf mehrere Kanten.
Für die übrigen Richtungen lassen sich entsprechende Verhältnisse bilden.
Durch Lösen des Gleichungssystems ergeben sich die Wahrscheinlichkeiten
zu:
(
P (Zi,l)
P (Zi,g)
P (Zi,r)
)
=
1
nLP (L) + nGP (G) + nRP (R)
(
P (L) · P (Zi)
P (G) · P (Zi)
P (R) · P (Zi)
)
. (4.23)
Zur Gewichtung des Einflusses von Fahrerintentionsprädiktion und Fahr-
streifenwechselmodellierung wird der Parameter γ eingeführt. Die Gesamt-
wahrscheinlichkeit P (GB) einer Zelle GB der probabilistischen Erreichbar-
keitsmenge mit n Kantenzügen ergibt sich zu:
P (GB) =
n∑
i=0
P
(
GB,i
)
(γ · P (Zi,FI) + (1− γ)P (ZiFSW )) . (4.24)
Unsicherheiten des Umfeldmodells
Um die Unsicherheiten des Map-Matchings (vgl. Abschnitt 3.1) zu berück-
sichtigen, werden dessen Zuordnungshypothesen zu Kanten genutzt. Für jede
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Abbildung 4.12: Berücksichtigung der Zuordnungshypothesen für die proba-
bilistischen Erreichbarkeitsmengen.
Hypothese wird eine Erreichbarkeitsmenge bestimmt und mit der Hypothe-
senwahrscheinlichkeit gewichtet in der Gitterstruktur abgelegt. In Abbildung
4.12 ist ein Beispiel mit zwei Hypothesen dargestellt. Es wird jeweils eine
Erreichbarkeitsmenge ausgehend von der linken sowie der rechten Kante er-
stellt und anschließend gewichtet überlagert.
Kritikalität der Situation
Sowohl für das eigene Fahrzeug als auch für relevante Objekte im Kreuzungs-
bereich, d. h. Objekte, die sich von vorn oder von den seitlichen Kreuzungs-
ästen nähern, werden probabilistische Erreichbarkeitsmengen ermittelt. Die-
se werden für einen Prädiktionshorizont th in n äquidistanten Zeitschritten
tz = {∆t, 2∆t, . . . , (n∆t = th)} bestimmt. Um aus diesen Mengen eine Kol-
lisionswahrscheinlichkeit zu ermitteln, wird die Schnittmenge bestimmt. Für
das Kollisionswarnsystem in dieser Arbeit wird angenommen, dass sich die
Verkehrsteilnehmer unabhängig voneinander verhalten. Es wird davon aus-
gegangen, dass eine Warnung des Systems erfolgen soll, wenn ein Beteiligter
sein Verhalten anpassen muss, um eine mögliche Kollision zu vermeiden.
Mit dieser Unabhängigkeitsannahme kann ein Maß für die Kollisionswahr-
scheinlichkeit P
(
Cˆ
)
zum Zeitpunkt tz aus dem Maximum des Produkts der
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Aufenthaltswahrscheinlichkeiten des eigenen Fahrzeugs PE (Gi) und des an-
deren Verkehrsteilnehmers PO (Gi) ermittelt werden:
P
(
Cˆ (tz)
)
= max
∀Gi
{PE (Gi, tz) · PO (Gi, tz)} . (4.25)
Die Kritikalität einer Situation lässt sich aus diesen Kollisionswahrschein-
lichkeiten bestimmen. Hierzu können integrierende Ansätze oder eine Ma-
ximumsbetrachtung angewendet werden. Integrierende Ansätze betrachten
die Wahrscheinlichkeit einer Kollision bezogen auf eine festgelegte Fläche. In
dieser Arbeit wird eine Maximumsbetrachtung genutzt, bei der die höchste
Kollisionswahrscheinlichkeit die Kritikalität zu dem jeweiligen Prädiktions-
zeitpunkt angibt. Diese ermittelten Kritikalitäten werden analog zu Glei-
chung 4.4 mit dem Faktor α (tz) gewichtet, sodass weiter entfernte Prädik-
tionszeitpunkte einen geringeren Einfluss aufweisen. Das Maximum dieser
Kritikalitäten bestimmt die Gesamtkritikalität der Situation C:
C = max
tz
{
α (tz) · P
(
Cˆ (tz)
)}
, mit
α (tz) =


tz−tf
ts−tf
, ts ≤ tz ≤ tf
1 , 0 < tz < ts
0 , sonst
.
(4.26)
Visualisierung
Die probabilistischen Erreichbarkeitsmengen werden in einer Gitterstruk-
tur mit einer variablen Zellgröße abgelegt und verarbeitet. Da Mengen von
verschiedenen Quellen zu unterschiedlichen Zeitpunkten analysiert werden
müssen, wird die Visualisierung in Abbildung 4.13 verwendet. Für die Er-
reichbarkeitsmengen des eigenen Fahrzeugs wird die Farbe Blau verwendet.
Objektmengen werden in Grün und Kollisionswahrscheinlichkeiten werden in
Rot angezeigt. Die Höhe der Wahrscheinlichkeit wird über die Transparenz
visualisiert. Im Kontextmenü an der rechten Seite kann der zu visualisie-
rende Zeitpunkt fest ausgewählt werden oder ein automatischer Durchlauf
über alle Prädiktionszeitpunkte aktiviert werden. Weiterhin können die ein-
zelnen Erreichbarkeitsmengen und die Kollisionswahrscheinlichkeit ein- und
ausgeblendet werden sowie bestimmte Objekte herausgefiltert werden. In der
Abbildung ist die prädizierte zeitliche Entwicklung eines Linksabbiegeszena-
rios dargestellt.
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(a) (b)
(c)
Abbildung 4.13: Visualisierung probabilistischer Erreichbarkeitsmengen bei
einem Linksabbiegeszenario zum Prädiktionszeitpunkt a)
1 s b) 2 s c) 3 s.
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Simulation, Fahrversuche und Ergebnisse
In diesem Kapitel werden die in Kapitel 3 vorgestellte Fahrerintentionsprä-
diktion und die Kollisionswarnalgorithmen aus Kapitel 4 evaluiert. Hierzu
wird zunächst die Validierungsumgebung bestehend aus einer Simulations-
umgebung und einem Versuchsfahrzeug in Abschnitt 5.1 erläutert. Abschnitt
5.2 beschreibt die Konzeption und Auswertung einer Fahrstudie im öffentli-
chen Straßenverkehr zur Evaluation der Fahrerintentionsprädiktion. Die be-
schriebenen Warnalgorithmen werden in Abschnitt 5.3 mit Hilfe der Simu-
lationsumgebung verglichen.
5.1 Validierungsumgebung
Dieser Abschnitt erläutert die genutzte Validierungsumgebung beginnend
mit der Systemarchitektur (5.1.1), die beschreibt wie die entwickelten Mo-
dule untereinander und mit anderen Komponenten kommunizieren. Diese
Architektur kann sowohl in einer Simulationsumgebung (5.1.2) als auch in
einem Versuchsfahrzeug (5.1.3) für Realtests genutzt werden.
5.1.1 Systemarchitektur
In Abbildung 5.1 ist vereinfacht die genutzte Architektur dargestellt, in wel-
che die beschriebenen Algorithmen integriert sind. Im Eingangsdatenmodul
werden Ortungs-, Fahrzeug- und HMI-Informationen sowie Sensordaten be-
reitgestellt. Die Ortungsdaten enthalten die Position und die Orientierung
des Fahrzeugs sowie Beschleunigungs- und Geschwindigkeitsinformationen.
Die Fahrzeuginformationen enthalten ausgewählte Daten von den Steuerge-
räten im Fahrzeug, die über das Controller Area Network (CAN) Bussystem
übertragen werden. Das HMI stellt die Informationen bereit, welche Assis-
tenzfunktionen der Fahrer aktiviert hat und ggf. welche Parameter für diese
Funktionen gewählt wurden. Die Sensordaten enthalten Informationen von
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Sensoren aus dem eigenen Fahrzeug oder aus C2X Quellen, unter anderem
in Form von Objektlisten oder aufbereiteten Rohdaten.
Aktorik
Optische
Warnkanäle
Akustische
Warnkanäle
Funktionskoordinator
Warnkanal-
auswahl 1 · · ·
Warnkanal-
auswahl n
Funktion 1, . . . , n
Graphenbasiertes
Umfeldmodell
Intentions-
prädiktion
Eingangsdaten
Abbildung 5.1: Genutzte vereinfachte Architektur für prototypische Fahrer-
assistenzsysteme.
Das in Abschnitt 3.1 vorgestellte graphenbasierte Umfeldmodell nutzt das
Eingangsdatenmodul und stellt für mehrere Fahrerassistenzfunktionen eine
einheitliche Schnittstelle bereit. Die in Abschnitt 3.3 beschriebene Fahrer-
intentionsprädiktion nutzt dieses Umfeldmodell sowie weitere Informationen
vom Fahrzeug CAN Bussystem. Hierzu gehören beispielsweise der Status des
Fahrtrichtungsanzeigers oder die Pedalbetätigung des Fahrers. Zur Erstel-
lung und Implementierung der Bayes’schen Netze in C++ wurde die Soft-
ware GeNIe sowie die zugehörige Bibliothek SMILE1 genutzt, die um das in
1http://genie.sis.pitt.edu/.
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Unterabschnitt 3.2.3 beschriebene Lernverfahren für Soft Evidence erweitert
wurde.
Die Fahrerassistenzfunktionen nutzen das Umfeldmodell, die Intentionsprä-
diktion und das Eingangsdatenmodul als Eingangsquellen. Sie prüfen zy-
klisch, ob diese Daten definierte Voraussetzungen bezüglich ihres Alters
und ihrer Genauigkeit erfüllen. Anschließend wird mit Hilfe des Umfeldmo-
dells und der Intentionsprädiktion bestimmt, ob sich das Fahrzeug in einer
funktionsrelevanten Situation befindet. Gegebenenfalls wird eine Kritikali-
tät ermittelt. Diese Architektur ist neben der in dieser Arbeit betrachte-
ten Linksabbiege- und Querverkehrsfunktionen auch für weitere Funktionen
wie Stoppschild-, Ampel-, Rechtsabbiege- und Vorfahrtsassistenz geeignet
(INTERSAFE-2 2010b).
Der Funktionsstatus, die detektierte Situation und deren Kritikalität wer-
den an die Warnkanalauswahl der jeweiligen Funktion übermittelt. Dieses
Modul ordnet die Situation und deren Kritikalität den verschiedenen Warn-
kanälen und deren Ausprägung zu. Dieses Modul ist von der Funktion ge-
trennt implementiert, um eine unabhängige Bearbeitung und eine einfache
Austauschbarkeit der Warnkanäle zu ermöglichen.
Ein Funktionskoordinator entscheidet bei mehreren Warnkanalanforderun-
gen verschiedener Funktionen, welche Anforderungen ausgegeben werden,
um eine konsistente Interaktion mit dem Fahrer zu gewährleisten. Hierzu
werden die Funktionen in Abhängigkeit der übermittelten Situation und der
Kritikalität priorisiert. Beispielsweise hat eine Warnung vor einer roten Am-
pel eine höhere Priorität als eine Querverkehrswarnung an der gleichen Kreu-
zung, da die Ampel früher erreicht wird und eine rechtzeitige Fahrerreaktion
beide Situationen deeskalieren kann.
Die Warnkanalanforderungen werden an die einzelnen Warnkanalmodule
inklusive der Aktorik weitergeleitet. Diese beinhalten die hardwarespezifi-
sche Ansteuerungslogik ihres jeweiligen Kanals. Die Architektur erlaubt auf
Grund der Modularisierung eine einfache Anpassung, Substitution oder Er-
gänzung von Warnkanälen. Die in dieser Arbeit genutzten Warnkanäle wer-
den in Unterabschnitt 5.1.3 vorgestellt.
Als Entwicklungsumgebung wird die in Abbildung 5.2 dargestellte Softwa-
re Automotive Data and Time-Triggered Framework (ADTF)2 genutzt, die
für die Fahrerassistenzsystementwicklung konzipiert ist. Sie ermöglicht es,
Applikationen sowohl fahrzeugunabhängig zu testen, indem aufgenommene
2http://www.audi-electronics-venture.de/aev/brand/de/leistungen/
Entwicklungstools/adtf.html.
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Messdaten abgespielt werden, als auch in einem Fahrzeug in Echtzeit Daten
zu verarbeiten und ggf. Aktorik anzusteuern.
Abbildung 5.2: Entwicklungsumgebung Elektrobit Assist Automotive Data
and Time-Triggered Framework (ADTF).
Eine Applikation besteht aus Softwaremodulen (Filter), die zu einem Fil-
tergraphen über gerichtete Kanten verbunden werden können. Komplexe
Visualisierungen und Benutzeroberflächen können mit Hilfe von OpenScene-
Graph3 und Qt4 erstellt werden.
Die genutzte Architektur ist für ein verteiltes System konzipiert, bei dem
mehrere Anwendungen auf verschiedenen Plattformen arbeiten. Zur Kom-
munikation zwischen diesen Anwendungen wird der Real-Time Innovations
Connect Data Distribution Service (RTI DDS)5 genutzt. RTI DDS ermög-
licht den Datenaustausch zwischen Rechnern mit verschiedenen Betriebs-
systemen und unterschiedlichen Programmiersprachen. Hierbei veröffentlicht
eine Applikation Daten mit einem definierten Titel, den mehrere Anwendun-
gen abonnieren können, um diese Daten zu empfangen. Für jede Verbindung
kann festgelegt werden, mit welcher Priorität die Daten versendet werden
3http://www.openscenegraph.org/.
4http://qt.nokia.com/products/.
5http://www.rti.com/products/dds/index.html.
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sollen und ob jede Aktualisierung des Datensatzes empfangen werden muss.
So kann je nach Anforderung eine Echtzeitkommunikation hergestellt wer-
den. Im Anwendungsfall erfolgt die Übertragung des RTI DDS über das
Transmission Control Protocol/Internet Protocol (TCP/IP).
Zur zeitlichen Synchronisation des verteilten Systems wird das Network Ti-
me Protocol (NTP) genutzt. Ein Server bestimmt im Versuchsfahrzeug die
aktuelle Zeit mit Hilfe eines GNSS Empfängers und stellt diese im Netz-
werk zur Verfügung. Bei der Simulation stellt die Simulationssoftware die
Zeitbasis bereit.
5.1.2 Simulationsumgebung
Als Simulationsumgebung wird die in Abbildung 5.3 dargestellte Software
Virtual Test Drive (VTD)6 genutzt. VTD kann die Systementwicklung in
den folgenden Testkonfigurationen unterstützen (Depuis u. a. 2010):
Software in the Loop (SiL) Die Software wird am Arbeitsplatz getestet und
evaluiert. Die Simulationszeit kann je nach Anforderung beschleunigt
oder verlangsamt werden. Es können mit verhältnismäßig geringem
Aufwand sehr viele Testdurchläufe durchgeführt werden.
Driver in the Loop (DiL) In einem Simulator wird die SiL-Testkonfigura-
tion um die Möglichkeit der menschlichen Interaktion erweitert. Bei-
spielsweise durch Bedienung eines Lenkrad- und Pedalaufbaus kann ein
Fahrzeug in der Simulation gesteuert werden, um verschiedene Anfor-
derungen zu testen. Die Tests werden hierbei in Echtzeit durchgeführt.
Vehicle in the Loop (ViL) In dieser Testkonfiguration ist die Software in ein
Fahrzeug integriert und Teilkomponenten wie beispielsweise anderer
Verkehr und Sensordaten werden simuliert. Dieser Test ist ebenfalls
interaktiv und wird in Echtzeit durchgeführt. Der Aufwand ist ver-
gleichsweise hoch, da viele Module gleichzeitig getestet werden.
Hardware in the Loop (HiL) Bei dieser Testkonfiguration wird die Zielhard-
ware der Applikation genutzt. Die Eingangsdaten werden teilweise oder
vollständig simuliert, um verschiedene Tests in Echtzeit durchzuführen.
Diese Tests können automatisiert oder interaktiv durchgeführt werden.
Eine Simulation mit VTD benötigt grundlegend eine digitale Kartenbasis
sowie ein Szenario. Beides kann mit Werkzeugen von VTD erstellt werden.
6http://www.audi-electronics-venture.de/aev/brand/de/projekte/
virtual_test_drive.html.
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Abbildung 5.3: Simulationsumgebung Virtual Test Drive.
Die Kartenbasis unterstützt hierbei u. a. komplexe Kreuzungen mit mehre-
ren Fahrstreifen pro Ast. Mit verschiedenen Texturen wie Häusern und Bäu-
men kann diese Karte ergänzt werden. Das Szenario definiert die Fahrzeuge,
Zweiradfahrer oder Fußgänger und deren Aktionen. Durch diese Trennung
von Karte und Szenario können mehrere Szenarien in einer Karte simuliert
werden.
Das eigene Fahrzeug kann definierte Aktionen durchführen oder beispielswei-
se mit einem Lenkrad- und Pedalaufbau während der Simulation gesteuert
werden. Die Aktionen anderer Fahrzeuge können bei der Erstellung des Sze-
narios definiert werden. Hierbei sind Regeln und Interaktion mit dem eigenen
oder anderen Fahrzeugen abbildbar. Es sind verschiedene Fahrermodelle ver-
fügbar (z. B. aggressiver oder normaler Fahrer), die jedem Teilnehmer des
Szenarios zugewiesen werden können. Weiterhin können verschiedene an-
passbare Fahrdynamikmodelle für die Bewegungssimulation der Fahrzeuge
genutzt werden.
Zur Simulation der Umfeldsensorik können Bild- und Objektdaten verwendet
werden. VTD kann sowohl Farbbilder als auch Tiefenbilder generieren, um
beispielsweise verschiedene Bildverarbeitungsalgorithmen zu evaluieren. Fer-
ner sind ideale Objektlisten verfügbar, die mit anpassbaren Sensormodellen
zur Umfeldwahrnehmung genutzt werden können. Hierbei kann auch Verde-
ckung durch andere Fahrzeuge oder die Umgebung berücksichtigt werden.
VTD und die Entwicklungsumgebung ADTF können in Echtzeit kommuni-
zieren, sodass die Module in ADTF nicht angepasst werden müssen. So kann
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VTD als Eingangsdatenmodul in der in Unterabschnitt 5.1.1 beschriebenen
Systemarchitektur für Fahrerassistenzsysteme genutzt werden.
5.1.3 Versuchsfahrzeug
Zur Evaluation in Realfahrten wurde das in Abbildung 5.4 dargestellte Ver-
suchsfahrzeug genutzt. Dieser Volkswagen Passat CC wurde für die proto-
typische Entwicklung von Fahrerassistenzsystemen modifiziert.
Abbildung 5.4: Genutztes Versuchsfahrzeug.
Das Fahrzeug ist mit zusätzlichen prototypischen Sensoren ausgestattet, um
eine geeignete Umfeldwahrnehmung im Stadtbereich zu ermöglichen. Zur Er-
fassung des vorderen Bereichs ist ein Lidarsensor Hella7 IDIS 2.0 unterhalb
des Kennzeichens in der Fahrzeugfront integriert. Dieser hat einen horizon-
talen Sichtbereich von ca. 1-150m bei einem Öffnungswinkel von 162◦. Zur
Erfassung des vorderen seitlichen und des rückwärtigen Bereichs werden vier
24GHz Radarsensoren von Smart Microwave Sensors8 verwendet. Sie besit-
zen einen Messbereich von 0,5-70m bei einem horizontalen Öffnungswinkel
von 66◦. In der Nähe des Innenspiegels befindet sich eine Stereokamera zur
Erfassung des vorderen Bereichs, u. a. zur Detektion von Fußgängern. In
Abbildung 5.5 sind die Sichtbereiche der Sensoren schematisch dargestellt
(INTERSAFE-2 2009b).
Die integrierte Umfeldwahrnehmung basiert auf den Arbeiten von Matthaei
u. a. (2011) sowie Dyckmanns u. a. (2011). Ferner wird das in Abschnitt 3.1
dargestellte graphenbasierte Umfeldmodell von Knaup und Homeier (2010)
(siehe auch Homeier und Wolf (2011)) verwendet.
7http://www.hella.de/.
8http://www.smartmicro.de/.
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Lidar Stereokamera
Radar
Abbildung 5.5: Sensorsichtbereiche im Versuchsfahrzeug (schematisch).
Zur Kommunikation mit anderen Fahrzeugen oder der Infrastruktur wird
eine NEC9 LinkBird-MX Kommunikationseinheit genutzt, die eine WLAN
Verbindung nach dem IEEE 802.11p Standard ermöglicht (INTERSAFE-2
2010a). Eine UMTS-Verbindung zu Servern wird mit einem Modem Cinte-
rion10 HC25 ermöglicht.
Die Lokalisation des Fahrzeugs kann mit Hilfe einer hochgenauen Inertial-
plattform OXTS11 RT3000 mit Differential Global Positioning System (DG-
PS) oder mit einer Ortungslösung (GENEVA Ortung) basierend auf den
Arbeiten von Büsing u. a. (2010) sowie Sasse u. a. (2010) durchgeführt wer-
den. Das RT3000 ermöglicht eine Positions- und Orientierungsgenauigkeit12
von 0,02m bzw. 0,1◦ (Oxford Technical Solutions Ltd. 2012). Die GENE-
VA Ortung befindet sich derzeit im Entwicklungsstadium und hat das Ziel
eine Positions- und Orientierungsgenauigkeit von unter 1m bzw. 1◦ zu er-
reichen. Hierzu werden die serienmäßige Inertialsensorik des Fahrzeugs und
ein DGPS-Empfänger genutzt (GENEVA 2012).
Zur Interaktion mit dem Fahrer wird ein HMI-Konzept basierend auf den
Arbeiten von Rhede u. a. (2011) genutzt. Hierbei werden drei Warnstufen
definiert, in denen der Fahrer bei steigender Kritikalität gewarnt wird. Die
erste Warnstufe ist für sehr frühe Warnungen vorgesehen, wie beispielsweise
eine Warnung vor einem Stauende mittels C2X-Kommunikation, die mehre-
9http://www.nec.com/en/de/.
10http://www.cinterion.com/.
11http://www.oxts.com/.
12Die Genauigkeit entspricht hierbei der einfachen Standardabweichung bei Normalver-
teilung der Messdaten.
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(a) (b)
Abbildung 5.6: Zentrale Anzeige im Kombiinstrument: a) Alle Funktio-
nen inaktiv b) Querverkehrswarnung von links (Rhede u. a.
2011).
re hundert Meter vor Erreichen der Gefahrenstelle ausgegeben werden kann.
Die zweite (Vorwarnung) und die dritte Warnstufe (Akutwarnung) sind für
unmittelbare Gefahren bestimmt, bei denen schnelle Handlungen des Fahrers
erfolgen sollen. Sie werden für die betrachteten Linksabbiege- und Querver-
kehrsassistenzszenarien (vgl. Abbildung 1.3) verwendet.
Zentrales Element des HMI-Konzepts ist die Visualisierung in Abbildung
5.6, die in einem frei programmierbaren Kombiinstrument dargestellt wird.
Diese Visualisierung abstrahiert von den implementierten Warnfunktionen.
Das dargestellte Fahrzeug wird von drei Ringen mit jeweils vier Segmenten
umgeben, die den Status verschiedener Warnstufen richtungsabhängig anzei-
gen. Der Abstand der Segmente zum Fahrzeug drückt die Dringlichkeit aus,
die Position die Richtung, mit der die Warnung verknüpft ist. Die Farbe der
Segmente zeigt einerseits den Status der Warnstufe (weiß - aktiviert, grau
- passiv, schwarz - deaktiviert) oder andererseits eine Warnung (Warnstufe
1 - gelb, Warnstufe 2 und 3 - rot) an. In Abbildung 5.6a ist eine Situation
gezeigt, in der alle warnenden Assistenzfunktionen passiv sind, beispielswei-
se auf Grund nicht ausreichender Ortungsgüte. In Abbildung 5.6b ist eine
Warnung vor einem von links querenden Fahrzeug dargestellt. Hierbei sind
Assistenzfunktionen, die vor Gefahren im rückwärtigen Bereich warnen, vom
Fahrer deaktiviert oder im Fahrzeug nicht integriert. Der äußere Ring ist
vollständig deaktiviert, sodass keine Warnungen der ersten Stufe ausgege-
ben werden. Die Visualisierung kann ggf. durch Textinformationen ergänzt
werden.
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Kritikalität
Optische Warnung 1
Optische Warnung 2
Hinweiston
Warnton
Vorbereiten der Bremsanlage
Bremsruck
Aktives Fahrpedal 1
Aktives Fahrpedal 2
Abbildung 5.7: Fahrerwarnung bei Linksabbiege- und Querverkehrsassistenz
(vgl. INTERSAFE-2 2010b; Continental Automotive GmbH
2012).
Für die betrachteten Assistenzfunktionen werden die im Fahrzeug integrier-
ten Warnkanäle für die Vor- und Akutwarnung genutzt. Zunächst erfolgt
eine Vorwarnung, die den Fahrer auf die mögliche drohende Kollision hin-
weist. Wird die Situation kritischer, wird eine Akutwarnung ausgegeben, die
den Fahrer zum Bremsen auffordert. Diese Warneskalation ist in Abbildung
5.7 dargestellt. Die einzelnen Warnkanäle werden im Folgenden erläutert.
Im Fahrzeug ist an der Frontscheibenwurzel eine LED-Leiste angebracht, die
in verschiedenen Farben und Segmenten leuchten kann. Sie besteht aus 128
LED Modulen, die jeweils drei Leuchtdioden für die Farben Rot, Grün und
Blau (RGB) enthalten. Die Anordnung ermöglicht es, jedes Modul in einer
anderen Farbe anzusteuern. Die Helligkeit aller Module kann, z. B. an die
Umgebungshelligkeit, angepasst werden (INTERSAFE-2 2010b).
Optische Warnungen werden über das Leuchten von Segmenten der LED
Leiste ausgegeben. Da sich die LED-Leiste bei den meisten Fahrsituationen
im Sichtbereich des Fahrers befindet, können die Warnungen in der Regel
schnell wahrgenommen werden. Weiterhin ist es möglich, den Blick des Fah-
rers in die Richtung der Gefahr zu lenken, indem beispielsweise ein Segment
an der rechten Seite bei Querverkehr von rechts leuchtet (Rhede u. a. 2011).
Im Anwendungsfall wird bei der Vorwarnung ein rotes Segment in Richtung
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Abbildung 5.8: Optische Warnung der LED Leiste bei Verkehr von links
(INTERSAFE-2 2010b).
der Gefahr genutzt. Bei der Akutwarnung leuchtet die gesamte Leiste in
Rot, um den Fahrer unabhängig von der Gefahrenrichtung schnell zum Ver-
zögern aufzufordern. In anderen Anwendungen werden auch gelbe optische
Anzeigen genutzt. In Abbildung 5.8 ist eine Vorwarnung bei Querverkehr
von links dargestellt. Als weiterer Warnkanal werden akustische Signale ver-
wendet. Bei der Vorwarnung wird ein Hinweiston, bei der Akutwarnung ein
Warnton genutzt (INTERSAFE-2 2010b).
Das Bremssystem des Fahrzeugs wird bei der Vorwarnung vorbereitet, so-
dass Ansprech- und Schwellzeit verkürzt werden. Dies wird vom Fahrer nur
bemerkt, wenn er die Bremse betätigt. Bei der Akutwarnung wird ein Brems-
ruck ausgelöst, d. h. das Fahrzeug bremst kurz, ohne die Geschwindigkeit we-
sentlich zu verringern. Dies soll den Fahrer zum Bremsen auffordern. Befindet
sich das Fahrzeug im Stillstand und es wird ein Anfahren bei einer kritischen
Situation erkannt, wird das Anfahren mit einem geringen Bremsdruck signi-
fikant erschwert. Ein ansteuerbares Fahrpedal wird als Aufforderung zum
Verringern der Geschwindigkeit bzw. zum Abbrechen des Anfahrvorgangs
genutzt. Hierzu wird eine Gegenkraft genutzt, die den Fuß des Fahrers leicht
zurückdrückt. Dies wird bei der Vor- bzw. Akutwarnung mit unterschiedli-
chen Kräften ausgeführt. Der Fahrer kann bei Bedarf diese Gegenkraft stets
übersteuern.
5.2 Evaluation der Fahrerintentionsprädiktion
Nachdem die Validierungsumgebung vorgestellt wurde, wird im Folgenden
die Evaluation der in Abschnitt 3.3 erläuterten Fahrerintentionsprädiktion
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beschrieben. Diese Evaluierung wurde an Hand folgender Fragestellungen
durchgeführt:
Fahrdynamisches Verhalten Welche Längs- und Querbeschleunigungen nut-
zen Fahrer in der Stadt?
Validierung der Fahrerintentionsprädiktion Wie gut erkennt die Fahrerin-
tentionsprädiktion die Abbiegeabsicht?
Fahrerindividuelle Anpassung Kann die Fahrerintentionsprädiktion für den
eigenen Fahrer durch fahrerindividuelle Anpassungen verbessert wer-
den?
Zur Analyse dieser Fragen wurde eine Probandenstudie durchgeführt, deren
Konzeption in Unterabschnitt 5.2.1 und Auswertung in Unterabschnitt 5.2.2
erläutert werden.
5.2.1 Studienkonzeption
Die Studie wurde mit 30 Probanden im Zeitraum von zwei Wochen durch-
geführt. Die Probandenauswahl erfolgte so, dass Alter, Geschlecht und Fah-
rerfahrung möglichst gleichverteilt waren. Es war das Ziel der Studie mög-
lichst natürliches Verhalten von Probanden in einer gewohnten urbanen Um-
gebung zu beobachten. Dabei sollten verschiedene Studienteilnehmer unter
möglichst vergleichbaren Bedingungen und alltagsnahen Situationen in einer
Stadt fahren, um die Übertragbarkeit der Ergebnisse auf andere Personen
zu prüfen. Ferner sollten verschiedene Kreuzungstypen passiert werden, um
ein Anlernen des Prädiktionssystems für einen bestimmten Kreuzungstypen
zu vermeiden.
Als Testfahrzeug wurde das in Unterabschnitt 5.1.3 vorgestellte Versuchs-
fahrzeug genutzt. Die notwendige Messelektronik wurde so installiert, dass
sie während der Fahrt vom Fahrersitz nicht bemerkt wurde. Ein Versuchs-
leiter saß im Fond zur Überwachung des Versuchs und der Messungen.
Der in Abbildung 5.9 dargestellte Bereich in der Stadt Wolfsburg wurde
als Testgebiet ausgewählt. Dieses Gebiet umfasste sowohl große Kreuzun-
gen mit Lichtsignalanlagen und mehreren Fahrstreifen pro Kreuzungsast als
auch kleine Kreuzungen mit u. a. Rechts-Vor-Links Vorfahrtsregelung. Für
die Studie stand eine digitale hochgenaue Karte des Gebiets zur Verfügung.
Es wurden die vier eingezeichneten Punkte (eine Schule, ein Schnellrestau-
rant, ein Wohnhaus, eine Wohnung) definiert, die für die Aufgabenstellungen
der Studie genutzt wurden.
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Abbildung 5.9: Gebiet der Fahrstudie in Wolfsburg (vgl. Google Inc. 2012).
Der Studienablauf wurde in die drei Phasen Vorbereitung, Normalfahrt und
Fahrt mit aktivierter Routenführung durch das Navigationssystem geglie-
dert, die nacheinander von jedem Probanden durchlaufen wurden. Die Vor-
bereitungsphase wurde genutzt, um alle Fahrer mit dem Fahrzeug und der
Fahrumgebung vertraut zu machen. Damit sollten Lerneffekte in den fol-
genden Phasen vermieden werden und alle Probanden am Ende der Vorbe-
reitungsphase einen vergleichbaren Kenntnisstand der Umgebung und des
Fahrzeugs besitzen. Die Probanden fuhren mit dem Fahrzeug zu den vier
Punkten und wurden dabei vom Versuchsleiter geführt. Die Anfahrreihen-
folge der Punkte wurde hierbei variiert. Die Dauer der Phase betrug ca. 30
Minuten. Messungen wurden auf Grund der unterschiedlichen Probanden-
ausgangssituationen nicht durchgeführt.
Während der Normalfahrtphase sollten die Probanden die einzelnen Punkte
selbständig auf dem schnellsten Weg anfahren. Damit die Teilnehmer sich die
Punkte besser einprägen konnten, erhielten sie mehrere Aufgabenstellungen,
wie z. B. Kinder von der Schule abholen und zum Schnellrestaurant fahren.
Weiterhin wurde im Navigationssystem eine Karte des Gebiets angezeigt und
jeder Punkt mit einer Fahne markiert. Die Routenempfehlung war hierbei
deaktiviert. Die Anfahrreihenfolge wurde wie in der vorherigen Phase va-
riiert. Die Aufgabenstellungen wurden gewählt, um alltägliche Situationen,
d. h. Fahrten von Ort zu Ort in einer vertrauten urbanen Umgebung, nach-
zustellen. Die Erfüllung der Aufgaben selbst wurde nicht ausgewertet, da sie
genutzt wurde, Ablenkung der Probanden zu vermeiden und eine natürliche
Situation nachzubilden. Die Dauer dieser Phase betrug ca. 60 Minuten.
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Die dritte Phase wurde verwendet, um die Nutzung der Routenempfehlung
des Navigationssystems zu evaluieren. Es wurde angenommen, dass Fahrer
einer Empfehlung in der Regel folgen und abweichendes Verhalten selten auf-
tritt. Es wurde daher versucht, die untere Grenze des Vertrauens in die Rou-
tenempfehlung zu ermitteln, um eine Richtgröße für die Parametrierung des
Bayes’schen Netzes (vgl. Abbildung 3.7) zu bestimmen. Die Fahrer hatten
in dieser Phase weiterhin die Aufgabe die schnellste Route zu einem Punkt
zu fahren. Das Navigationssystem hatte entgegen der Probandenaufgabe die
kürzeste Route eingestellt, sodass von der Empfehlung abweichendes Verhal-
ten der Probanden provoziert wurde. Die Teilnehmer wussten nicht, welche
Routenart im Navigationssystem gewählt wurde. Die anzufahrenden Punk-
te wurden so ausgewählt, dass eine möglichst große Differenz zwischen den
Routentypen vorlag. Die Dauer dieser Phase betrug ca. 20 Minuten.
5.2.2 Auswertung
Im Folgenden wird die Auswertung der Probandenstudie hinsichtlich der
drei genannten Aspekte Fahrdynamisches Verhalten, Validierung der Fah-
rerintentionsprädiktion und Fahrerindividuelle Anpassung beschrieben. Alle
aufgenommenen Messdaten wurden nach Studienphase sowie Proband ge-
trennt und anschließend anonymisiert verwendet (Herrmann und Schroven
2012b).
Fahrdynamisches Verhalten
Zur Parametrierung der Fahrerintentionsprädiktion sowie der Warnalgorith-
men werden typische Komfortbeschleunigungen von Fahrern in urbanen Ge-
bieten benötigt. Die in der Studie aufgetretenen Beschleunigungen wur-
den getrennt nach Längs- und Querrichtung untersucht (vgl. Unterabschnitt
4.2.1).
In Abbildung 5.10 ist eine relative Häufigkeitsverteilung der aufgetretenen
Längsbeschleunigungen aller Probanden in der zweiten Studienphase sowie
eine approximierte Normalverteilung dieser Daten dargestellt. Es ist zu er-
kennen, dass das positive und negative Beschleunigungsverhalten annähernd
symmetrisch ist. Aus der Approximation mit einer Normalverteilung ergibt
sich:
3σ ≈ 2,5 m
s2
. (5.1)
86
5.2 Evaluation der Fahrerintentionsprädiktion
Längsbeschleunigung/m
s2
R
el
at
iv
e
H
äu
fi
gk
ei
t
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
1
Abbildung 5.10: Häufigkeitsverteilung der Längsbeschleunigungen in der
Studie und approximierte Normalverteilung.
Es wird im Folgenden für die Parametrierung des Systems angenommen,
dass die maximale positive und negative komfortable Längsbeschleunigung
±2,5m/s2 beträgt.
In Unterabschnitt 4.2.1 wurde erläutert, dass die maximale komfortable
Querbeschleunigung von Schimmelpfennig und Nackenhorst (1985) als ge-
schwindigkeitsabhängig betrachtet wird. In dieser Studie wurden zur Er-
mittlung der maximalen komfortablen Querbeschleunigung die Daten jedes
Geschwindigkeitsbereichs mit einer Normalverteilung approximiert und je-
weils der 3σ Wert bestimmt. In Abbildung 5.11 ist die so bestimmte Querbe-
schleunigung den Studienergebnissen von Schimmelpfennig und Nackenhorst
(1985) gegenübergestellt. Die Verläufe im niedrigen Geschwindigkeitsbereich
stimmen für den Anwendungsfall hinreichend überein. Im höheren Geschwin-
digkeitsbereich wurden in der durchgeführten Studie geringere Querbeschleu-
nigungen gemessen. Dieser Unterschied lässt sich u. a. auf die unterschiedli-
chen Testgebiete und -manöver zurückführen. Bei der Studie von Schimmel-
pfennig und Nackenhorst (1985) wurden vorrangig Kurvenfahrten betrach-
tet. In der hier durchgeführten Studie ist anzunehmen, dass Querbeschleu-
nigungen vor allem bei Abbiegemanövern auftraten. Lange Kurvenfahrten
konnten im Testgebiet nicht durchgeführt werden, sodass die Probanden nur
wenige Möglichkeiten hatten mit hohen Querbeschleunigungen zu fahren.
Im Folgenden werden die Ergebnisse von Schimmelpfennig und Nackenhorst
(1985) als obere Abschätzung für eine komfortable Querbeschleunigung auf
Grund der Vielzahl der betrachteten Kurvenfahrten verwendet.
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Abbildung 5.11: Vergleich der maximalen komfortablen Querbeschleuni-
gung auf Basis der durchgeführten Studie (gestrichelt) und
der Studie von Schimmelpfennig und Nackenhorst (1985)
(durchgezogen).
Validierung der Fahrerintentionsprädiktion
Im Bayes’schen Netz werden diskrete Zufallsvariablen verwendet, sodass kon-
tinuierliche Eingangsgrößen zunächst diskretisiert werden müssen. Um die
Anzahl der Zustände einer Variablen zu minimieren, werden Klassen mit
Hilfe von Gaußschen Mischverteilungen definiert. Dabei werden die Häufig-
keitsverteilungen der Variablen mit einer festgelegten Anzahl von gewichte-
ten Gaußverteilungen approximiert. Die Dichte der Gesamtverteilung Nges
mehrerer Gaußverteilungsdichten Ni und den zugehörigen Gewichtungsfak-
toren αi ergibt sich zu (Rabiner und Juang 2008):
Nges =
n∑
i=0
αiNi . (5.2)
Mit Hilfe einer Implementierung von Bauer (2012) wurden die Gaußschen
Mischverteilungen in Abbildung 5.12 ermittelt.13 Die Zustände der entspre-
chenden Zufallsvariablen im Bayes’schen Netz werden so festgelegt, dass jede
einzelne Normalverteilung einen Zustand darstellt. Ist die Zuordnung eines
Messwerts zu einer Verteilung nicht eindeutig, wird die Variable mit Soft
Evidence instanziiert (vgl. Unterabschnitt 3.2.3).
13Zur besseren Approximation wurden Messwerte nahe 0 separat betrachtet, da diese
sehr viel häufiger auftraten als die übrigen Messwerte.
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Abbildung 5.12: Approximation der Eingangsgrößen mit Gaußschen Misch-
verteilungen (Gesamtverteilung - grau, Einzelverteilungen -
schwarz).
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Die Studiendaten werden sowohl für das Anlernen des Bayes’schen Netzes als
auch zur Validierung genutzt. Hierzu werden 15 Probanden zufällig ausge-
wählt und deren Fahrten in der zweiten Phase zur Bestimmung der Parame-
ter des Bayes’schen Netzes verwendet. Die Fahrten der übrigen 15 Probanden
werden zur Validierung genutzt. Mit diesem Vorgehen soll die Übertragbar-
keit der Ergebnisse auf andere Personen überprüft werden. Das Lernen und
Validieren wird insgesamt 30-mal mit jeweils zufälliger Probandenaufteilung
durchgeführt. Im Folgenden werden jeweils die arithmetischen Mittelwerte
dieser Validierung dargestellt.
Beim Vergleich des Ergebnis der Intentionsprädiktion und der durchgeführ-
ten Manöver des Fahrers können sich die vier Fälle Richtig-Positiv rp, Falsch-
Positiv fp, Richtig-Negativ rn und Falsch-Negativ fn ereignen. Die Aus-
wertung kann hierbei entweder eindeutig oder wahrscheinlichkeitsbehaftet
erfolgen. Bei einer eindeutigen Auswertung wird das Ergebnis der Intenti-
onsprädiktion, z. B. mit Hilfe eines festgelegten Schwellwerts, als eindeutige
Aussage betrachtet. Das bedeutet, dass die Prädiktion entweder eine Gerade-
ausfahrt, ein Links- oder ein Rechtsabbiegen vorhersagt. Bei der wahrschein-
lichkeitsbehafteten Auswertung wird die Wahrscheinlichkeit der Prädiktion
betrachtet. Zum Beispiel kann die Aussage der Prädiktion sein, dass eine
Geradeausfahrt mit einer Wahrscheinlichkeit von 0,8 vorliegt. Da in dieser
Arbeit die probabilistischen Erreichbarkeitsmengen mit der wahrscheinlich-
keitsbehafteten Intentionsprädiktion erweitert werden, wird die wahrschein-
lichkeitsbehaftete Auswertung genutzt. In Tabelle 5.1 ist ein Beispiel zu die-
ser Auswertemethode dargestellt. Die Spalte Manöver zeigt das tatsächli-
che gefahrene Manöver des Fahrers, Prädiktion steht für das Ergebnis der
Fahrerintentionsprädiktion, Auswertung für die wahrscheinlichkeitsbehafte-
te Einteilung in die vier Fälle rp, fp, rn, fn. Die Abkürzungen L, G, R stehen
für Links, Geradeaus, Rechts.
Tabelle 5.1: Beispiel zur wahrscheinlichkeitsbehafteten Auswertung der
Fahrerintentionsprädiktion
Manöver Prädiktion Auswertung
rp fp rn fn
L G R L G R L G R L G R L G R L G R
1 0 0 0,6 0,3 0,1 0,6 0 0 0 0,3 0,1 0 0,7 0,9 0,4 0 0
0 1 0 0,2 0,5 0,3 0 0,5 0 0,2 0 0,3 0,8 0 0,7 0 0,5 0
0 0 1 0,1 0,2 0,7 0 0 0,7 0,1 0,2 0 0,9 0,8 0 0 0 0,3
Gesamt 1,8 1,2 4,8 1,2
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Zur Evaluierung der Fahrerintentionsprädiktion wird die Korrektklassifikati-
onsrate als Kennwert herangezogen. Sie beschreibt das Verhältnis aller rich-
tig erkannten Manöver zu allen durchgeführten Manövern und ist wie folgt
definiert (Zhu und Davidson 2007):
Korrektklassifikationsrate =
rp + rn
rp + fp + rn + fn
. (5.3)
Die Fahrerintentionsprädiktion soll sowohl für das eigene Fahrzeug als auch
für andere Fahrzeuge im Kreuzungsbereich angewendet werden. Zur Evalu-
ierung der Ergebnisse für andere Fahrzeuge werden die Messdaten der Stu-
die des eigenen Fahrzeugs genutzt und Informationen entfernt, die bei einem
anderen Fahrzeug ohne C2X-Kommunikation nicht vorliegen. Dies bedeutet,
dass der Fahrtrichtungsanzeiger sowie die Pedal- und Lenkradbenutzung in
diesem Fall nicht berücksichtigt werden. In beiden Fällen wird zunächst die
Normalfahrtphase ohne aktivierte Navigationsempfehlung analysiert.
Zur Betrachtung des Mehrwerts des Bayes’schen Netzes wird zusätzlich eine
einfachere Fahrerintentionsprädiktion betrachtet. Diese Vorhersage nutzt die
Zuordnung zur digitalen Karte und den Status des Fahrtrichtungsanzeigers.
Der Status des Fahrtrichtungsanzeigers bestimmt hier die Fahrerintention
an der Kreuzung, in der sich das Fahrzeug befindet bzw. auf die es sich
zubewegt. Dabei wird beispielsweise angenommen, dass ein Fahrer an der
nächsten Kreuzung links abbiegen wird, wenn der Fahrtrichtungsanzeiger
links gesetzt ist.
Weiterhin muss definiert werden, an welchen Orten oder zu welchen Zeit-
punkten die Vorhersage des Systems betrachtet werden soll. In dieser Ar-
beit wird die Intentionsprädiktion aus Sicht der betrachteten Fahrerassis-
tenzapplikation evaluiert. Hierzu werden alle Zeitpunkte ermittelt, an denen
die Applikation eine Warnung ausgeben könnte und somit die Fahrerinten-
tionsprädiktion ausgewertet wird. Die Menge dieser Zeitpunkte ist von der
Kreuzung sowie der jeweiligen Messreihe einer Kreuzungsdurchfahrt abhän-
gig und wird im Folgenden als Relevanzzeitraum bezeichnet. Mit Hilfe des
Umfeldmodells werden alle möglichen Kollisionspunkte im Kreuzungsbereich
ermittelt (vgl. Abschnitt 4.1). Im nächsten Schritt wird die Messreihe rück-
wärts betrachtet. Es wird zunächst der Messzeitpunkt bestimmt, bei dem der
letzte Kollisionspunkt der Kreuzung passiert wurde. Da das Assistenzsystem
nach diesem Zeitpunkt keine Warnung mehr auslöst, legt dieser Zeitpunkt
das Ende des Relevanzzeitraums fest. Anschließend wird der Messzeitpunkt
ermittelt, bei dem der früheste mögliche Kollisionspunkt passiert wurde. Bei
den in Kapitel 4 beschriebenen Warnalgorithmen ist eine früheste Warnzeit
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Relevanzzeitraum
Zuerst passierter
Kollisionspunkt
Zuletzt passierter
Kollisionspunkt
Abbildung 5.13: Relevanzzeitraum eines Kollisionswarnsystems für Kreu-
zungen.
tf vor einer möglichen Kollision festgelegt. Daher wird der Messzeitpunkt er-
mittelt, ab dem eine Warnung vor einer Kollision am ersten Kollisionspunkt
möglich ist. Dieser Messzeitpunkt stellt den Beginn des Relevanzzeitraums
für die Validierung dar. Abbildung 5.13 illustriert den Relevanzzeitraum bei
einem Linksabbiegemanöver.
Abweichend vom Relevanzzeitraum für die Validierung wird ein Lernzeit-
raum mit verändertem Anfangszeitpunkt für das Trainieren des Bayes’schen
Netzes untersucht. In Abbildung 5.14 ist die Korrektklassifikationsrate der
Prädiktion für das eigene Fahrzeug und für andere Fahrzeuge in Abhängig-
keit der Zeit bis zum Passieren des ersten Kollisionspunkts dargestellt. Zum
Lernen des Bayes’schen Netzes wurden jeweils die Zeitpunkte 1 s, 3 s und 5 s
bis zum Erreichen des ersten Kollisionspunkts als Beginn des Lernzeitraums
verwendet. Es ist zu erkennen, dass für das eigene Fahrzeuge im Bereich von
−7,5 s bis ca. −2 s die höchste Korrektklassifikationsrate bei einem Lern-
zeitraum mit Beginn bei 5 s vor dem ersten Kollisionspunkt erreicht werden
kann. Im Bereich von ca. −2 s bis 0 s zeigen alle Lernzeiträume vergleichbare
Ergebnisse. Für andere Fahrzeuge sind im gesamten betrachteten Bereich nur
geringe Unterschiede zwischen den Lernzeiträumen zu erkennen. Der Lern-
zeitraum mit 1 s zeigt hierbei leicht bessere Ergebnisse. Untersuchungen für
längere Lernzeiträume (6 s, 8 s, 10 s) zeigten keine signifikante Veränderung.
Ausgehend von diesen Betrachtungen wird der Beginn des Lernzeitraums bei
5 s bis zum Erreichen des ersten Kollisionspunkts festgelegt.
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Abbildung 5.14: Zeitliche Evaluierung der Intentionsprädiktion für a) das ei-
gene Fahrzeug b) andere Fahrzeuge mit Relevanzzeitraum-
beginn 1 s (schwarz), 3 s (dunkelgrau), 5 s (hellgrau) vor
dem ersten Kollisionspunkt.
Abbildung 5.15 zeigt die Korrektklassifikationsrate der drei Prädiktionen in
Abhängigkeit der Zeit bis zum Erreichen des ersten möglichen Kollisions-
punkts einer Kreuzung. Es ist zu erkennen, dass die Korrektklassifikations-
raten bei allen Prädiktionen mit abnehmender Zeit zum Kollisionspunkt an-
steigen. Die Korrektklassifikationsrate für andere Fahrzeuge erhöht sich ab
ca. 1 s vor dem ersten Kollisionspunkt stärker als im vorherigen Zeitraum.
Dies ist im Wesentlichen damit zu begründen, dass in der Nähe dieses Punk-
tes die Aussagen basierend auf Fahrdynamik- und Grapheninformationen
des Umfeldmodells eindeutiger werden. Bei der Anfahrt auf die Kreuzung
kann die Geschwindigkeit vom Fahrer noch komfortabel verändert werden,
um alle Manöver zu ermöglichen. Kurz vor Erreichen des ersten Kollisions-
punkts können hingegen einige Manöver auf Grund zu hoher Geschwindig-
keiten nicht mehr komfortabel durchgeführt werden. Ferner existieren im
Kreuzungsbereich meist Kanten, die nur eine Richtungsmöglichkeit erlauben,
z. B. eine Linksabbiegekante. Im Anfahrtsbereich zur Kreuzung sind in der
Regel bei einer Kante mehrere Richtungsmöglichkeiten vorhanden. Die Prä-
diktion mit dem Bayes’schen Netz für das eigene Fahrzeug und die einfache
Prädiktion zeigen im Kreuzungsanfahrtsbereich annähernd gleiche Ergebnis-
se, bevor die Korrektklassifikationsrate der Prädiktion mit dem Bayes’schen
Netz in der Nähe des ersten Kollisionspunkts stärker ansteigt. Dies ist darauf
zurückzuführen, dass beide Vorhersagen die Information des Fahrtrichtungs-
anzeigers nutzen und vor dem ersten Kollisionspunkt, wie oben beschrieben,
Fahrdynamik- und Grapheninformationen aussagekräftiger werden.
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Abbildung 5.15: Zeitliche Evaluierung der Prädiktionen (eigenes Fahrzeug -
schwarz, einfache Prädiktion - dunkelgrau, andere Fahrzeu-
ge - hellgrau).
Die Fahrerintentionsprädiktion für das eigene Fahrzeug zeigte in der Studie
eine Korrektklassifikationsrate von ca. 96%. Für die einfache Prädiktion auf
Basis der digitalen Karte und der Nutzung des Fahrtrichtungsanzeigers wur-
de eine Rate von 93% ermittelt. Bei der Prädiktion für andere Fahrzeuge
wurde eine Rate von 89% bestimmt. Weiterhin wurde eine Trivialaussage
definiert und deren Verhalten analysiert. Es ist anzunehmen, dass Fahrer öf-
ter geradeaus fahren als abzubiegen. Daher wurde eine Intention betrachtet,
die stets die Aussage trifft, dass der Fahrer an der nächsten Kreuzung ge-
radeaus fahren wird. Hierbei wurde eine Korrektklassifikationsrate von 74%
ermittelt.
Im Folgenden werden zur detaillierten Analyse der Fahrerintentionsprädik-
tion aus Sicht der Fahrerassistenzfunktion die Kennwerte Sensitivität und
Spezifität genutzt (Gorunescu 2011):
Sensitivität =
rp
rp + fn
Spezifität =
rn
rn + fp
.
(5.4)
Die Sensitivität beschreibt die Güte der positiven Erkennung eines Ereignis-
ses, die Spezifität die Güte der Erkennung, dass ein Ereignis nicht auftritt.
Es ist das Ziel sowohl eine hohe Sensitivität als auch eine hohe Spezifität
zu erreichen. Ein optimales System hat eine Sensitivität und Spezifität von
jeweils eins.
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Abbildung 5.16: Validierung verschiedener Kreuzungstypen (eigenes Fahr-
zeug - schwarz, einfache Prädiktion - grau, andere Fahrzeu-
ge - weiß).
Abbildung 5.16 zeigt die Sensitivität und Spezifität der betrachteten Fahrer-
intentionsprädiktionen bei verschiedenen Kreuzungstypen. Hierbei wurden
große Kreuzungen mit mehreren Fahrstreifen pro Kreuzungsast und kleine
Kreuzungen mit nur einem Fahrstreifen pro Ast getrennt analysiert. Es ist zu
erkennen, dass die Prädiktion für das eigene Fahrzeug mit dem Bayes’schen
Netz bei allen Typen eine bessere Vorhersage erreicht als die einfache Prä-
diktion. Bei großen Kreuzungen zeigt die Prädiktion für andere Verkehrs-
teilnehmer bessere Ergebnisse als bei kleinen Kreuzungen. Dies lässt sich
damit begründen, dass bei großen Kreuzungen in der Regel separate Fahr-
streifen für eine oder zwei Fahrtrichtungen vorhanden sind. Somit können
mit Hilfe der digitalen Karte früher präzisere Aussagen getroffen werden als
bei kleinen Kreuzungen, an denen von einem Fahrstreifen ausgehend meist
alle Richtungsmöglichkeiten erlaubt sind.
Die Sensitivität und Spezifität der einzelnen Fahrtrichtungen sind in Abbil-
dung 5.17 illustriert. Die Prädiktion mit dem Bayes’schen Netz für das eigene
Fahrzeug zeigt für alle Fahrtrichtungen bessere Ergebnisse als die einfache
Vorhersage. Bei der Prädiktion für andere Fahrzeuge und bei der einfachen
Prädiktion ist deutlich zu erkennen, dass die Vorhersage bei Geradeausfahr-
manövern eine hohe Sensitivität aufweist und bei Abbiegemanövern eine
hohe Spezifität vorliegt. Dies ist darauf zurückzuführen, dass Geradeaus-
fahrmanöver weitaus häufiger durchgeführt werden als Abbiegemanöver (vgl.
Trivialaussage Seite 94). In der zweiten Studienphase betätigten die Proban-
den den Fahrtrichtungsanzeiger im Relevanzzeitraum beim Linksabbiegen in
88,4%, beim Rechtsabbiegen in 83,8% der Kreuzungsdurchfahrten. Dies er-
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Abbildung 5.17: Validierung der Fahrtrichtungen Links (L), Geradeaus (G),
Rechts (R) (eigenes Fahrzeug - schwarz, einfache Prädiktion
- grau, andere Fahrzeuge - weiß).
klärt u. a. die bessere Erkennung von Linksabbiegemanövern im Vergleich zu
Rechtsabbiegemanövern bei der Prädiktion für das eigene Fahrzeug und der
einfachen Prädiktion. Ferner sind häufiger separate Fahrstreifen zum Links-
abbiegen als zum Rechtsabbiegen vorhanden, sodass auch die Prädiktion für
andere Fahrzeuge diese Manöver besser vorhersagen kann. Die Häufung von
separaten Linksabbiegefahrstreifen wirkt sich ebenfalls auf die Prädiktion
mit dem Bayes’schen Netz für das eigene Fahrzeug aus.
Zur Betrachtung des Einflusses der einzelnen Zufallsvariablen auf das Ergeb-
nis wurden elf Bayes’sche Netze erstellt, bei denen jeweils ein Knoten entfernt
wurde. Jedes dieser Netze wurde 30-mal mit zufällig bestimmten 15 Proban-
den trainiert sowie mit 15 Probanden evaluiert. Anschließend wurden die
Mittelwerte der Sensitivität und Spezifität ermittelt. In Abbildung 5.18 sind
die Differenzen zu den Ergebnissen des ursprünglichen Bayes’schen Netzes
(vgl. Abbildung 3.7) mit allen Knoten dargestellt. Insgesamt zeigt sich das
Bayes’sche Netz robust gegenüber dem Wegfall einzelner Knoten. Den größ-
ten Einfluss auf das Ergebnis hat die Nutzung des Fahrtrichtungsanzeigers
(KF ). An zweiter Stelle ist die Modellierung der möglichen Fahrtrichtungen
an der nächsten Kreuzung mit Hilfe der digitalen Karte (KK). Der Lenk-
radwinkel (KL), die Richtungsmöglichkeiten des zurzeit genutzten Fahrstrei-
fens (KR) sowie die kombinierte Betrachtung der Fahrdynamikdaten und des
Graphen des Umfeldmodells (KD) zeigen ähnliche Einflüsse zum Ergebnis.
Einen geringen Einfluss zeigt der Knoten des derzeitigen Bremsdrucks (KB).
Die Variablen KO und KE , die das Fahrstreifenwechselverhalten bei der
Kreuzungsanfahrt modellieren, haben einen sehr geringen Beitrag. Dies ist
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Abbildung 5.18: Differenzen zum Ergebnis der Prädiktion mit dem
Bayes’schen Netz in Abbildung 3.7.
darauf zurückzuführen, dass in der Studie nur sehr wenig Fahrstreifenwech-
sel durchgeführt wurden. Die Lenkradwinkelgeschwindigkeit (KS), die Ge-
schwindigkeit (KG) und die Fahrpedalstellung (KP ) hatten ebenfalls einen
sehr geringen Beitrag. Möglicherweise kann eine zeitliche Betrachtung dieser
Größen die Vorhersage weiter verbessern.
Zur Bewertung des Knotens KN , der Empfehlung des Navigationssystems,
wurde die dritte Phase der Studie herangezogen, deren Auswertung in Tabel-
le 5.2 dargestellt ist. War die Empfehlung des Navigationssystems geradeaus
zu fahren, folgten die Probanden in ca. 2% der Fälle nicht dieser Empfeh-
lung. Sollte an der nächsten Kreuzung links oder rechts abgebogen werden,
folgen 12-14% nicht der Empfehlung. Da versucht wurde, die untere Ver-
trauensgrenze in die Navigationsempfehlung zu ermitteln, zeigt sie sich in
dieser Studie damit als sehr gute Informationsquelle für die Vorhersage der
Fahrerintention.
Tabelle 5.2: Folgerate der Navigationsempfehlung in der dritten Studien-
phase.
Navigationsempfehlung
Links Geradeaus Rechts
Links 0,86 0,01 0,01
Manöver Geradeaus 0,04 0,98 0,11
Rechts 0,10 0,01 0,88
97
Kapitel 5 Simulation, Fahrversuche und Ergebnisse
Fahrerindividuelle Anpassung
Proband
K
o
rr
ek
tk
la
ss
ifi
k
a
ti
o
n
sr
a
te
10 20 30
0
0.5
1
Abbildung 5.19: Vergleich der Fälle „Gesamt“ (schwarz) und „Fahrerindivi-
duell“ (weiß).
Weiterhin wurde untersucht, ob individuelles Lernen des Bayes’schen Netzes
für einzelne Fahrer die Vorhersagegüte weiter erhöhen kann. Hierzu wurden
die zwei Fälle „Gesamt“ und „Fahrerindividuell“ definiert und gegenüber-
gestellt. Im Fall „Gesamt“ wurde ein Bayes’sches Netz mit 29 Probanden
trainiert und an einem Probanden evaluiert. Dies entspricht einem zuvor
gelernten Netz, das sich während der Fahrt nicht anpasst. Im Fall „Fahrer-
individuell“ wurde die zweite Studienphase eines Probanden in zwei Teile
mit ungefähr gleicher Anzahl von Kreuzungsdurchfahrten geteilt. Mit einem
Teil wurde das Netz trainiert, mit dem anderen Teil wurde eine Validierung
durchgeführt. In Abbildung 5.19 ist zu erkennen, dass bis auf wenige Pro-
banden der Fall „Gesamt“ bessere Resultate aufzeigt. Im Mittel hat der Fall
„Fahrerindividuell“ eine schlechtere Korrektklassifikationsrate und es konnte
kein Mehrwert festgestellt werden. Möglicherweise kann eine Erhöhung der
Lernzeit die Vorhersagegüte des Falls „Fahrerindividuell“ verbessern.
Weiterhin wurde die Möglichkeit untersucht, die gelernten Parameter des
Bayes’schen Netzes aus dem Fall „Gesamt“ als Initialparameter für die fah-
rerindividuelle Anpassung zu nutzen. Der verwendete Lernalgorithmus nutzt
die Suffizienzen Nijk, welche die Häufigkeiten von Ereignissen beschreiben
(vgl. Unterabschnitt 3.2.3). Mit unterschiedlichen Skalierungsfaktoren wur-
den die Suffizienzen des Falls „Gesamt“ und die der ersten Hälfte der Pro-
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Abbildung 5.20: Einfluss der fahrerindividuellen Anpassung zum Ergebnis
der Intentionsprädiktion (0: Fall „Fahrerindividuell“, 1: Fall
„Gesamt“).
bandenfahrt des Falls „Fahrerindividuell“ zusammengeführt, um neue Para-
meter zu lernen. Mit diesen Parametern wurde die zweite Hälfte der Pro-
bandenfahrt evaluiert. In Abbildung 5.20 ist die Differenz der Korrektklas-
sifikationsrate über der Skalierung dargestellt. Es ist zu erkennen, dass die
Korrektklassifikationsrate mit zunehmender Berücksichtigung fahrerindivi-
dueller Daten abnimmt und somit ohne größere Lernzeit kein Mehrwert des
fahrerindividuellen Lernens festgestellt werden kann.
5.3 Vergleich der Warnalgorithmen
Dieser Abschnitt beschreibt den Vergleich des eindimensionalen Zeitlücken-
verfahrens mit der Fahrerwarnung auf Basis probabilistischer Erreichbar-
keitsmengen. Hierzu wird zunächst die Vergleichskonzeption (5.3.1) beschrie-
ben und anschließend die Auswertung (5.3.2) dargestellt.
5.3.1 Vergleichskonzeption
Im von der Europäischen Kommission geförderten Projekt INTERSAFE-
2 wurde das eindimensionale Zeitlückenverfahren in Realfahrten auf einem
Prüfgelände evaluiert (INTERSAFE-2 2010c, 2011). Hierzu wurde das Ver-
fahren in einem Versuchsfahrzeug appliziert und getestet. Von geschulten
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Fahrern wurden verschiedene Szenarien auf einer Testkreuzung nachgestellt
und die Reaktion des Systems beurteilt. Die Ergebnisse dieser Tests sind in
Tabelle 5.3 angeführt. Hierbei ist anzumerken, dass die Intention des eigenen
Fahrers immer eindeutig über den Fahrtrichtungsanzeiger angezeigt wurde.
Mit dieser Evaluierung wurde u. a. gezeigt, dass die vorgestellte Systemar-
chitektur (vgl. Unterabschnitt 5.1.1) sowie das eindimensionale Zeitlücken-
verfahren zur Fahrerwarnung in einem prototypischen Versuchsfahrzeug ge-
eignet sind.
Tabelle 5.3: Evaluation des eindimensionalen Zeitlückenverfahrens in Real-
fahrten (INTERSAFE-2 2011).
Linksabbiegen Querverkehr
Sensitivität 96,43% 92,65%
Spezifität 95,71% 94,12%
Für den Vergleich der beiden Warnverfahren in dieser Arbeit wurde die vor-
gestellte Simulationsumgebung genutzt (vgl. Unterabschnitt. 5.1.2). Sowohl
für das eigene als auch für andere Fahrzeuge lagen ideale Eingangsdaten vor.
Weiterhin nutzten die Verfahren die Ausgabe der erläuterten Fahrerintenti-
onsprädiktion. Das eindimensionale Zeitlückenverfahren verwendete hierbei
ausschließlich die wahrscheinlichste prädizierte Intention, die Fahrerwarnung
mit Hilfe probabilistischer Erreichbarkeitsmengen nutzte alle wahrscheinlich-
keitsbehafteten Intentionen der Prädiktion.
In der durchgeführten Studie (vgl. Abschnitt 5.2) wurde u. a. die Nutzung
des Fahrtrichtungsanzeigers der Probanden während der Normalfahrtphase
evaluiert. In Tabelle 5.4 ist zu erkennen, dass beim Linksabbiegen in ca. 12%,
bei der Geradeausfahrt in ca. 12,5% und beim Rechtsabbiegen in ca. 18%
der Fälle der Fahrtrichtungsanzeiger nicht bzw. entgegen der Fahrtrichtung
in mindestens einem Messzeitpunkt im Relevanzzeitraum genutzt wurde.
Da solch ein inkonsistentes Fahrerverhalten die Situationsanalyse erschwert,
werden die beiden Warnverfahren im Folgenden bei Szenarien verglichen, in
denen der Fahrer des eigenen Fahrzeugs den Fahrtrichtungsanzeiger nicht
bzw. entgegen der Fahrtrichtung nutzt.
5.3.2 Auswertung
Dieser Unterabschnitt beschreibt die Auswertung des Vergleichs der Warn-
verfahren in exemplarischen Querverkehrs- und Linksabbiegeszenarien. Hier-
bei werden jeweils Szenarien mit und ohne Kollisionsgefahr betrachtet. Der
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Tabelle 5.4: Nutzung des Fahrtrichtungsanzeigers (in Prozent).
Angezeigt
Links Geradeaus Rechts Links u. Rechts
Links 87,9 11,7 0 0,4
Manöver Geradeaus 5,7 88,5 5,4 0,4
Rechts 0,6 16,5 81,9 1
Vergleich erfolgt dabei unter Berücksichtigung der Ziele der Warnverfahren,
frühzeitig mögliche Kollisionen zu erkennen und Falschwarnungen zu ver-
meiden.
Quervehrkehr
Zur Evaluation der Warnverfahren bei Querverkehrssituationen wurden die
in Abbildung 5.21 dargestellten Szenarien gewählt. Im Szenario in Abbildung
5.21a durchfährt das eigene Fahrzeug die Kreuzung im Bild von unten nach
oben. Es besteht Kollisionsgefahr mit einem Fahrzeug, das die Kreuzung
von rechts nach links quert. Dieses Szenario wurde in Abbildung 5.21b so
modifiziert, dass das eigene Fahrzeug nach rechts abbiegt und somit keine
Kollisionsgefahr besteht.
(a) (b)
Abbildung 5.21: Querverkehrsszenario mit a) Kollisionsgefahr b) keiner Kol-
lisionsgefahr (eigenes Fahrzeug - dunkelgrau, anderes Fahr-
zeug - hellgrau).
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Abbildung 5.22: Kritikalitätsverläufe des eindimensionalen Zeitlückenver-
fahrens (schwarz) und der probabilistischen Erreichbar-
keitsmengen (grau) bei Querverkehr mit a) Kollisionsgefahr
ohne Fahrtrichtungsanzeiger b) Kollisionsgefahr und Fahrt-
richtungsanzeiger „Rechts“ c) keiner Kollisionsgefahr ohne
Fahrtrichtungsanzeiger.
Für jedes Querverkehrsszenario wurden zwei Datensätze mit der Simulati-
onsumgebung erzeugt, bei denen der Fahrtrichtungsanzeiger in einem Fall
nicht genutzt und im anderen Fall „Rechts“ betätigt wurde, um konsisten-
tes bzw. inkonsistentes Fahrerverhalten darzustellen. In Abbildung 5.22 sind
die ermittelten Kritikalitätsverläufe der Warnverfahren dargestellt. In Fall
a) bei Kollisionsgefahr und keiner Nutzung des Fahrtrichtungsanzeigers ver-
halten sich die Warnverfahren ähnlich. Ab einer Kritikalität von ca. 20 sind
die Warnzeitpunkte nahezu gleich. Bei den Fällen b) und c) liegt inkonsis-
tentes Fahrerverhalten vor. In Fall b) ist der Fahrtrichtungsanzeiger rechts
gesetzt, obwohl der Fahrer geradeaus fährt und somit Kollisionsgefahr be-
steht. Die Fahrerwarnung mit Hilfe probabilistischer Erreichbarkeitsmengen
ermöglicht eine um ca. 1 s frühere Warnung, sodass die Applikation ggf. eine
frühere Warnung an den Fahrer ausgeben kann. Der Fahrer nutzt in Fall
c) den Fahrtrichtungsanzeiger nicht, biegt jedoch rechts ab, sodass keine
Kollisionsgefahr besteht. Beide Verfahren warnen den Fahrer in dieser Si-
tuation. Bei den probabilistischen Erreichbarkeitsmengen und ab einer Kri-
tikalität von ca. 20 ist der Warnzeitpunkt hierbei ca. 1,5 s später. Während
dieses Zeitraums ist es möglich, dass sich die Situation auf Grund verschie-
dener Handlungen, z. B. Abbremsen eines Fahrers oder spätes Nutzen des
Fahrtrichtungsanzeigers, verändert. Somit besteht das Potential mit den pro-
babilistischen Erreichbarkeitsmengen weniger Falschwarnungen als mit dem
anderen Verfahren hervorzurufen. Biegt der Fahrer rechts ab und nutzt den
Fahrtrichtungsanzeiger, liegt kein inkonsistentes Fahrerverhalten vor. Beide
Warnverfahren ermitteln hierbei im gesamten Zeitraum eine Kritikalität von
0.
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Linksabbiegen
Die in Abbildung 5.23 dargestellten Szenarien wurden zum Vergleich der
Warnverfahren beim Linksabbiegen gewählt. In Abbildung 5.23a biegt das
eigene Fahrzeug links ab und es besteht Kollisionsgefahr mit Gegenverkehr.
In Abbildung 5.23b fährt das eigene Fahrzeug geradeaus und es besteht daher
keine Kollionsgefahr.
(a) (b)
Abbildung 5.23: Linksabbiegeszenario mit a) Kollisionsgefahr b) keiner Kol-
lisionsgefahr (eigenes Fahrzeug - dunkelgrau, anderes Fahr-
zeug - hellgrau).
Analog zur Querverkehrsevaluation wurden für jedes Linksabbiegeszenario
zwei Datensätze mit der Simulationsumgebung erzeugt, bei denen der Fahrt-
richtungsanzeiger in einem Fall nicht genutzt und im anderen Fall „Links“ be-
tätigt wurde. Die ermittelten Kritikalitätsverläufe der Warnverfahren sind in
Abbildung 5.24 dargestellt. In Fall a) besteht Kollisionsgefahr und der Fah-
rer nutzt den Fahrtrichtungsanzeiger. Hierbei verhalten sich die Verfahren
nahezu gleich. Beim inkonsistenten Fahrerverhalten in Fall b) besteht Kolli-
sionsgefahr und der Fahrer nutzt den Fahrtrichtungsanzeiger nicht. Ab einer
Kritikalität von 40 kann die Situation mit den probabilistischen Erreich-
barkeitsmengen mehr als 1 s früher als kritisch beurteilt werden. In Fall c)
liegt ebenfalls inkonsistentes Fahrerverhalten vor, da keine Kollisionsgefahr
besteht und der Fahrer den Fahrtrichtungsanzeiger nutzt. Hierbei verhalten
sich die Warnverfahren nahezu identisch. Besteht keine Kollisionsgefahr und
der Fahrer nutzt den Fahrtrichtungsanzeiger nicht, liegt konsistentes Fahrer-
verhalten vor. Beide Warnverfahren ermitteln hierbei im gesamten Zeitraum
eine Kritikalität von 0.
In Abbildung 5.25 wurde eine Modifikation von Fall c) (inkonsistentes Ver-
halten, keine Kollisionsgefahr, Nutzen des Fahrrichtungsanzeigers) unter-
sucht. Die Anfahrgeschwindigkeit des eigenen Fahrzeugs wurde erhöht, so-
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Abbildung 5.24: Kritikalitätsverläufe des eindimensionalen Zeitlückenver-
fahrens (schwarz) und der probabilistischen Erreichbar-
keitsmengen (grau) beim Linksabbiegen mit a) Kollisions-
gefahr und Fahrtrichtungsanzeiger „Links“ b) Kollisionsge-
fahr ohne Fahrtrichtungsanzeiger c) keiner Kollisionsgefahr
und Fahrtrichtungsanzeiger „Links“.
dass ein Linksabbiegen im Komfortbereich mit abnehmender Distanz zum
möglichen Kollisionsbereich unwahrscheinlicher erscheint. Wird eine Fahrer-
warnung ab einer Kritikalität von 40 ausgegeben, wird mit den probabilisti-
schen Erreichbarkeitsmengen die Warnung ca. 0,5 s später ausgegeben. Somit
besteht das Potential, dass sich die Situation in diesem Zeitraum ändert und
Falschwarnungen mit den probabilistischen Erreichbarkeitsmengen vermie-
den werden können. Weiterhin wird die Situation nach der Warnung 0,5 s
früher als unkritisch beurteilt. Daher kann eine mögliche Falschwarnung mit
den probabilistischen Erreichbarkeitsmengen früher beendet werden.
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Abbildung 5.25: Kritikalitätsverläufe des eindimensionalen Zeitlückenver-
fahrens (schwarz) und der probabilistischen Erreichbar-
keitsmengen (grau) beim Linksabbiegen mit keiner Kolli-
sionsgefahr, Fahrtrichtungsanzeiger „Links“ und schneller
Anfahrt.
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5.3 Vergleich der Warnalgorithmen
Zusammenfassend sind beide Warnverfahren geeignet den Fahrer in Links-
abbiege- und Querverkehrsszenarien vor möglichen Kollisionen zu warnen.
Vor allem bei inkonsistentem Fahrerverhalten ermöglicht das Verfahren auf
Basis probabilistischer Erreichbarkeitsmengen eine frühere Warnung als das
eindimensionale Zeitlückenverfahren. Weiterhin besteht das Potential in Si-
tuationen ohne Kollisionsgefahr Falschwarnungen zu vermeiden.
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Fahrerassistenzsysteme können Fahrer in komplexen Kreuzungssituationen
unterstützen, indem sie die Situation mit Umfeldsensoren erfassen, analy-
sieren und geeignete Empfehlungen an den Fahrer geben. Ziel dieser Arbeit
war es, Verfahren für eine Kollisionswarnung an Kreuzungen zu identifizie-
ren und diese prototypisch in einem Versuchsfahrzeug zu applizieren. Hierbei
wurden zwei Schwerpunkte definiert: die Intentionsprädiktion von Fahrern
sowie Verfahren zur Fahrerwarnung im Kreuzungsbereich.
Zur Fahrerintentionsprädiktion wurden Bayes’sche Netze als Methode zum
Schließen mit Unsicherheiten gewählt. Hierzu wurden digitale Karteninfor-
mationen, Fahrdynamikdaten und Fahrereingaben in Zufallsvariablen über-
führt und mit Hilfe eines Drei-Ebenen-Modells in einer Netzstruktur geord-
net. Diese Struktur umfasst Anreize, die Entscheidungen des Fahrers positiv
oder negativ beeinflussen, z. B. Empfehlung eines Navigationssystems, und
Indikatoren, die Handlungen des Fahrers darstellen, welche von der Fah-
rerabsicht abhängen, z. B. das Betätigen des Fahrtrichtungsanzeigers. Die
Struktur wurde so gewählt, dass sie sowohl für den Fahrer des eigenen Fahr-
zeugs als auch für Fahrer anderer Fahrzeuge im Kreuzungsbereich genutzt
werden kann.
In einer Studie mit 30 Probanden, die ca. 2 Stunden mit einem Versuchs-
fahrzeug in einem ausgewählten Gebiet in der Stadt Wolfsburg fuhren, wur-
den Daten zur Evaluation der Fahrerintentionsprädiktion aufgenommen. Ein
Teil der Daten wurde zum Lernen der bedingten Wahrscheinlichkeiten des
Bayes’schen Netzes genutzt, der andere Teil zur Beurteilung der Prädiktion.
Hierbei wurden die Prädiktionen für das eigene Fahrzeug und für andere
Fahrzeuge, bei denen keine Informationen zu Fahrereingaben vorlagen, ge-
trennt beurteilt. Um den Mehrwert der Prädiktion mit Bayes’schen Netzen
für das eigene Fahrzeug zu zeigen, wurde eine einfache Prädiktion erstellt, die
aus dem aktuellen Status des Fahrtrichtungsanzeigers auf die Fahrerintention
an der nächsten Kreuzung schließt. Es wurde festgestellt, dass die Prädiktion
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mit Bayes’schen Netzen für das eigene Fahrzeug sowohl eine höhere Sensiti-
vität als auch eine höhere Spezifität erzielt als die einfache Prädiktion. Die
Intentionsprädiktion für andere Fahrzeuge zeigte sich ebenfalls als geeignet
für Fahrerassistenzanwendungen. Vor allem an großen Kreuzungen erzielte
sie sehr gute Ergebnisse.
Weitere Studien sind erforderlich, um die Fahrerintentionsprädiktion in an-
deren Umgebungen zu evaluieren. Gegebenenfalls müssen länderspezifische
Rahmenbedingungen, z. B. Linksverkehr, berücksichtigt und die Prädiktion
entsprechend angepasst werden. Ferner können weitere Eingangsquellen ge-
prüft und in zusätzliche Zufallsvariablen des Bayes’schen Netzes überführt
werden, um die Vorhersage weiter zu verbessern. Da der Fahrtrichtungsan-
zeiger eine sehr wichtige Informationsquelle darstellt, die bei anderen Fahr-
zeugen in dieser Arbeit nicht zur Verfügung stand, ist weitere Forschung an
Algorithmen zur Erkennung des Fahrtrichtungsanzeigers mit visuellen Sen-
soren erstrebenswert. Darüber hinaus kann C2C-Kommunikation genutzt
werden, um neben dem Status des Fahrtrichtungsanzeigers weitere Informa-
tionen zwischen Fahrzeugen auszutauschen (Lefèvre u. a. 2012).
Als zusätzliche Eingangsquelle bei der Intentionsprädiktion für den eigenen
Fahrer kann eine Innenraumkamera verwendet werden, mit der Blickrichtung
sowie Kopf- und Körperbewegungen des Fahrers analysiert werden können
(Cheng und Trivedi 2006; Doshi und Trivedi 2008). Ebenfalls kann eine
zeitliche Betrachtung von Fahrereingaben, wie Lenkradwinkel und Fahrpe-
dalstellung, erfolgen, um aus wiederkehrenden Mustern auf die Intention zu
schließen (Berndt u. a. 2008). Ist es möglich den Fahrer zu identifizieren,
z. B. mit fahrerindividuellen Schlüsseln oder mit Hilfe von Betrachtungen
des Fahrverhaltens (Wakita u. a. 2006) bzw. Körpermerkmalen (Wu und
Ye 2009), können fahrerindividuelle Verhaltensweisen berücksichtigt wer-
den. Für die in dieser Arbeit betrachteten Zufallsvariablen wurde festge-
stellt, dass eine große Anzahl von Kreuzungsdurchfahrten notwendig ist, um
mit der fahrerindividuellen Anpassung einen Mehrwert zu erzielen. Es sind
weitere Untersuchungen erforderlich, um zu prüfen, ob mit anderen Zufalls-
variablen in kürzerer Fahrzeit eine individuelle Anpassung an den Fahrer
möglich ist. Ferner ist es möglich, die Fahrstrecke zu lernen, die ein Fahrer
zu bestimmten Uhrzeiten bzw. Wochentagen fährt, um somit die Vorhersage
der Intention zu verbessern. Dabei ist anzumerken, dass der Datenschutz ein
wichtiger Untersuchungsgegenstand bei solchen Ansätzen ist.
Sowohl für die Prädiktion der Intention des eigenen Fahrers sowie für Fahrer
anderer Fahrzeuge im Kreuzungsbereich können um Geschwindigkeitsprofile
und Haltepunkte erweiterte digitale Karten genutzt werden. Solche Karten
können mit Hilfe von gesammelten Positions- und Geschwindigkeitsdaten aus
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Flottenversuchen erstellt werden (Hiestermann u. a. 2011). Kann eine Fahr-
situation solch einem Geschwindigkeitsprofil zugeordnet werden, kann dies
als weitere Eingangsquelle für die Intentionsprädiktion genutzt werden.
Digitale Karten und die Lokalisierung auf diesen sind grundlegende Voraus-
setzungen für das beschriebene System. Die Erzeugung von digitalen Karten
(Mena 2003), die stetige Aktualisierung dieser (Schroedl u. a. 2004), die
Ortung in urbanen Gebieten (Sasse u. a. 2010), Map-Matching Verfahren
(White u. a. 2000) und die Prüfung der Konsistenz der vorliegenden Infor-
mationen sind Gegenstand der Forschung und notwendig, um komplexe Si-
tuationen im urbanen Straßenverkehr erfassen und analysieren zu können.
In dieser Arbeit wurden zwei Verfahren zur Fahrerwarnung entwickelt. Das
erste Verfahren bestimmt die Kritikalität einer Situation mit Hilfe der wahr-
scheinlichsten Entwicklung einer Szene. Hierzu wurden das Ergebnis der Fah-
rerintentionsprädiktion und Informationen aus einer digitalen Karte verwen-
det, um mögliche Kollisionspunkte zu bestimmen. Unter Berücksichtigung
des Wegs entlang der Straßen dieser Karte wurden Aufenthaltszeitfenster
für Kollisionspunkte ermittelt. Aus den Zeitfenstern für das eigene und für
andere Fahrzeuge wurde die Kritikalität der Situation abgeleitet. Das zweite
Verfahren bestimmt probabilistische Erreichbarkeitsmengen, um eine Kollisi-
onswahrscheinlichkeit zu erhalten. Diese Erreichbarkeitsmengen modellieren
verschiedene mögliche Entwicklungen einer Szene und beschreiben alle Orte,
die ein Fahrzeug zu einem bestimmten Zeitpunkt mit einer gewissen Wahr-
scheinlichkeit erreichen kann. Hierzu wurde der Weg entlang der Straßen der
digitalen Karte unter Berücksichtigung möglicher Fahrstreifenwechsel, Än-
derung der Fahrgeschwindigkeit, Unsicherheiten im Map-Matching und der
Fahrerintentionsprädiktion ermittelt. Die probabilistischen Erreichbarkeits-
mengen wurden für das eigene Fahrzeug und andere Fahrzeuge für mehrere
Zeitpunkte bestimmt und eine Kollisionswahrscheinlichkeit als Kritikalitäts-
maß ermittelt. Beim Vergleich der Warnverfahren wurde gezeigt, dass die
probabilistischen Ereichbarkeitsmengen bei inkonsistentem Fahrerverhalten,
d.h. keine bzw. falsche Nutzung des Fahrtrichtunganzeigers, frühere Warnun-
gen als beim eindimensionalen Zeitlückenverfahren ermöglichen. Weiterhin
besteht das Potential in Situationen ohne Kollisionsgefahr Falschwarnungen
zu vermeiden.
Die Bestimmung der Warnzeitpunkte bzw. Parameter der Verfahren zur Fah-
rerwarnung erfolgte in dieser Arbeit subjektiv bei Verwendung eines HMI-
Konzepts von Rhede u. a. (2011). Weitere Studien mit Probanden sind not-
wendig, um die Wirkung von Informationen bzw. Warnungen auf den Fahrer
in verschiedenen Situationen mit unterschiedlichen HMI-Kanälen oder Aus-
prägungen dieser Kanäle zu evaluieren. Ferner hängt die Beurteilung der
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Kritikalität einer Szene sowohl vom Fahrertyp als auch vom Fahrerzustand
ab. Daher sind die Anpassung der Warnung an den Fahrertyp (Amata u. a.
2009) und an den Fahrerzustand, z. B. Aufmerksamkeit (Murphy-Chutorian
und Trivedi 2010), wichtige Forschungsfelder, um die Akzeptanz solcher
Systeme zu erhöhen. Die Effektivität des Fahrerassistenzsystems bezüglich
der Vermeidung von Unfällen bzw. der Minderung von Unfallfolgen kann ge-
zielt bei verschiedenen Unfalltypen betrachtet werden. Hierzu können reale
Unfälle in einer Simulationsumgebung nachgebildet und analysiert werden
(Wille u. a. 2012).
Die Güte der Prädiktion zukünftiger Entwicklungen einer Szene kann neben
der hier verwendeten Fahrerintentionsprädiktion mit weiteren Informationen
bzw. Betrachtungen erhöht werden. Aus u. a. zeitlichen Betrachtungen von
Fahrereingaben kann auf das Längsfahrverhalten, z. B. Anhalteprädiktion
(Bauer 2012), geschlossen werden und so die Positionsprädiktion präzisiert
werden. Weiterhin kann die Interaktion zwischen Fahrzeugen betrachtet wer-
den (Eidehall und Petersson 2008). In dieser Arbeit wurden digitale Karten
zur Vorhersage zukünftiger möglicher Positionen genutzt. Es ist denkbar im
Nahbereich des Fahrzeugs die probabilistischen Erreichbarkeitsmengen mit
kartenunabhängigen Ansätzen, z. B. Ausweichtrajektorien (Busch 2004), zu
vereinen (Klanner 2008), um ein Abweichen vom Straßenverlauf der Karte
zu berücksichtigen. Weiterhin ist zu prüfen, in welchen weiteren Situatio-
nen die probabilistischen Erreichbarkeitsmengen angewendet werden kön-
nen. Beispielsweise können Modelle von Fahrrädern oder Fußgängern (Röh-
der 2011) ergänzt werden.
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Beispiel für Soft Evidence
Zur Veranschaulichung von Soft Evidence sei das vereinfachte Beispiel in Ab-
bildung A.1 angeführt, bei dem die Wahrscheinlichkeit einer Kollision mit
einem stehenden Hindernis vorhergesagt werden soll. In Abhängigkeit vom
Abstand KA zum Hindernis und der Geschwindigkeit KG des eigenen Fahr-
zeugs wird eine Kollisionswahrscheinlichkeit KK bestimmt. Ein Sensor kann
drei mögliche Abstände zu einem Hindernis messen und die Geschwindig-
keit des Fahrzeugs wird mit zwei Zuständen beschrieben. Die zugehörigen
A-Priori-Wahrscheinlichkeiten sind in Tabelle A.1 dargestellt.
KA KG
KK
Abbildung A.1: Beispiel einer einfachen Kollisionsprädiktion.
Tabelle A.1: Vereinfachtes Beispiel einer Wahrscheinlichkeitsverteilung von
(a) Abstandsmessungen (b) Messwerten der Geschwindigkeit.
Abstand/m P (KA)
5 0,3
7,5 0,4
10 0,3
(a)
Geschwindigkeit/m
s
P (KG)
10 0,3
15 0,7
(b)
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Tabelle A.2: Beispiel einer Tabelle mit bedingten Wahrscheinlichkeiten.
Abstand/m 5 7,5 10
Geschwindigkeit/m
s
10 15 10 15 10 15
Kollision 0,6 1 0,3 0,6 0 0,3
Keine Kollision 0,4 0 0,7 0,4 1 0,7
In einer Studie seien die bedingten Wahrscheinlichkeiten in Tabelle A.2 er-
mittelt worden. Aus dieser Wahrscheinlichkeitswertetabelle kann beispiels-
weise folgendes abgelesen werden:
P
(
KK = Kollision|KA = 10m ∧KG = 15 m
s
)
= 1 . (A.1)
Es wird nun eine Sensormessung betrachtet, deren Aussage mit Unsicherheit
behaftet ist. Der Zusammenhang
KA = {(5; 0,8) , (7,5; 0,2) , (10; 0)} (A.2)
beschreibt, dass mit einer Wahrscheinlichkeit von 0,8 eine Distanz von 5m
und mit einer Wahrscheinlichkeit von 0,2 eine Distanz von 7,5m gemessen
wurde. Hierzu wird wie in Unterabschnitt 3.2.3 beschrieben ein Hilfsknoten
OA eingeführt, der den Elternknoten KA besitzt. Dieser Knoten wird mit
der vorliegenden Soft Evidence Beobachtung instanziiert. Weiterhin wird
angenommen, dass KG = 15 ms sicher gemessen wurde. Im Folgenden werden
die Einheiten zur besseren Übersicht nicht angegeben.
Zur Berechnung der aktualisierten Wahrscheinlichkeit einer Kollision mit
diesen Beobachtungen wird zunächst die Wahrscheinlichkeit P
(
OA = KA
)
mit 3.13 ermittelt:
P
(
OA = KA
)
=P (OA = 5|KA = 5)P (KA = 5)
+ P (OA = 7,5|KA = 7,5)P (KA = 7,5)
+ P (OA = 10|KA = 10)P (KA = 10)
P
(
OA = KA
)
=0,8 · 0,3 + 0,2 · 0,4 + 0 · 0,3 = 0,32 .
(A.3)
Die Wahrscheinlichkeiten des Objektabstands bei der vorliegenden Beobach-
tung mit Soft Evidence können mit der Bayes’schen Regel (3.12) ermittelt
werden:
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
 P
(
KA = 5|OA = KA
)
P
(
KA = 7,5|OA = KA
)
P
(
KA = 10|OA = KA
)

 =


P (OA=5|KA=5)P (KA=5)
P(OA=KA)
P (OA=7,5|KA=7,5)P (KA=7,5)
P(OA=KA)
P (OA=10|KA=10)P (KA=10)
P(OA=KA)


=

 0,8·0,30,320,2·0,4
0,32
0·0,3
0,32

 =
(
0,75
0,25
0
)
.
(A.4)
Die A-Posteriori-Wahrscheinlichkeit einer Kollision P´ (KK = 1) wird mit
Jeffreys Regel (3.15) wie folgt bestimmt:
P´ (KK = 1|KB) =P (KK = 1|(KA = 5|KB) · P (KA = 5|KB)
+ P (KK = 1|(KA = 7,5|KB) · P (KA = 7,5|KB)
+ P (KK = 1|(KA = 10|KB) · P (KA = 10|KB)
P´ (KK = 1|KB) =1 · 0,75 + 0,6 · 0,25 + 0.3 · 0 = 0,9
mit KB =
(
OA = KA
)
∧ (KG = 15) .
(A.5)
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