I. INTRODUCTION
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IGNAL classification algorithms typically comprise a feature extractor and a decision function. The feature extractor compresses the observed signal into a smaller set of variables containing the essential information. The decision function makes class assignments based on the features. This paper presents a decision function that is based on a time-varying probability density function (PDF). Given the feature set and labeled training data from each class, a working classifier is obtained by using the training data to estimate the PDF of the features for each class hypothesis: a process known as model training. The PDF models used here are parametric; therefore, training is implemented using the expectation-maximization (EM) algorithm to optimize the model parameters. An unknown signal is assigned to a class by calculating its features, using the Manuscript received September 28, 2000; revised February 8, 2002 . This work was supported by the Office of Naval Research. The associate editor coordinating the review of this paper and approving it for publication was Dr. Ali H. Sayed.
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optimized PDF models to evaluate the conditional likelihood for each class, and then selecting the maximum. When features exhibit a temporal dependence, there is a strong relationship between classification and tracking since much of the information regarding a signal can be inferred from the trajectory that its features form as a function of time. In spite of this, the classification and tracking fields have historically evolved independently, giving rise to two separate families of tools. From the tracking side comes the Kalman filter and a number of related smoothing algorithms. From the classification side comes the hidden Markov model (HMM) and its associated algorithms. This paper unifies these two families by developing a general theory of continuous-state HMMs (CS-HMMs) and then specializing the CS-HMM algorithms to models with linear Gaussian densities. These developments provide a PDF model for classes of signals with continuously varying features, in contrast to traditional HMMs that model features discontinuously in terms of a finite chain of stationary states.
The idea of an equivalence between Kalman filters and HMMs will come as no surprise to many readers since, for example, both models are represented using the same Bayesian inference network [1] . The specifics of the equivalence may be more surprising, however. The Kalman filter is much more than an analogy or sibling to the HMM. The Kalman-filter model is an HMM with linear Gaussian model densities. The Baum algorithm for this HMM is a Kalman smoother, as is the Viterbi algorithm. The likelihood defined by the HMM criteria is analytically the same as the likelihood defined for a Kalman filter. Finally, the EM algorithm for Kalman-filter models is obtained directly from the auxiliary function used to generate the Baum-Welch re-estimation algorithm for HMMs.
While the focus of this work is classification, the development of CS-HMMs and the equivalence of HGMMs with Kalmanfilter models has ramifications for tracking as well. A common criticism of Kalman filters and smoothers is the disproportionate amount of credence that they give to the a priori state model when processing data. A symptom of this "narcissistic-model syndrome" is that the error covariances depend only on the a priori values of the model parameters and are independent of the observed data. This problem might be eliminated by using the EM algorithm to adapt the model covariance matrices during tracking.
A. Related Literature
Discrete-state HMMs (DS-HMMs) were developed by Baum and his colleagues in the late 1960s and early 1970s [2] - [5] , in-cluding a method for estimating the model parameters (referred to as the Baum-Welch algorithm) and a method for estimating the sequence of individually most likely hidden states (referred to as the Baum or forward-backward algorithm). An alternative approach to state estimation is to seek the single most likely sequence of states, which is obtained using the Viterbi algorithm [6] , [7] . Dempster et al. [8] observed that the Baum-Welch algorithm for estimating the HMM parameters is an example of the EM algorithm. Heiser has since noted that the EM algorithm is a special case of iterative majorization [9] .
The primary applications of HMMs as a classification tool have been in speech recognition. In 1980, Ferguson [10] helped to solidify HMM theory for speech recognition by succinctly identifying the three fundamental problems, namely, state estimation, likelihood evaluation, and parameter estimation. This "HMM paradigm" was developed further by Levinson et al. [11] .
Most extensions of the basic HMM structure have focused on obtaining more general output densities. Liporace [12] treated HMMs with elliptically symmetric continuous output densities. Juang et al. [13] relaxed the elliptical symmetry requirement by treating models with Gaussian-mixture output densities. Other continuous-output HMMs include those whose measurements are governed by an autoregressive process [14] - [16] , a polynomial regression function [17] , and a linear Gaussian model [18] . When employed with models having variable-duration states [19] , such continuous-output distributions lead to the versatile class of segmental models [20] .
In contrast to these continuous-output models, the general class of CS-HMMs has received little attention in the signal processing literature. Kalman-filter models, on the other hand, have been extensively studied in the contexts of tracking [21] , control [22] , and optimal filtering [23] , [24] , although it is not generally known that these models are examples of CS-HMMs. Most early applications of Kalman filters considered the model parameters (i.e., the state-transition, output, and covariance matrices) to be known from physical considerations; therefore, parameter estimation was not considered. Two notable exceptions are Kashyap [25] and Gupta and Mehra [26] , who used gradient-based nonlinear optimization techniques to maximize the likelihood as expressed in terms of the measurement innovations. Parameter estimation in Gaussian models is more prominent in the time series and econometrics literature, where the first applications of the EM algorithm for this purpose appeared in the early 1980s. In particular, Shumway and Stoffer [27] and Watson and Engle [28] independently developed EM algorithms for estimating parameters in time-invariant Gaussian models with linear constraints. Building on this work, signal processing researchers began using the EM algorithm with linear Gaussian models in the early 1990s. Ziskind and Hertz [29] used this approach to estimate directions of arrival for narrowband autoregressive processes on a multisensor array. Weinstein et al. [30] estimated the parameters in a linear Gaussian model while performing noise removal in signals received on a pair of sensors with known coupling. Digalakis et al. [18] extended the EM algorithm to treat time-varying models and used the linear Gaussian model to represent segments of speech. Deng and Shen [31] later provided a decomposition algorithm to speed processing when the state space has a large dimension. Finally, Elliot and Krishnamurthy [32] derived an efficient filter-based implementation of the correlation matrices required during the E-step of the EM algorithm.
The equivalence between the state estimates obtained using the Baum and Viterbi algorithms and those obtained using a Kalman smoother was documented by the third author a decade ago [33] , but those results never appeared in the open literature. Relationships between the Viterbi algorithm and Kalman smoother were also examined by Delyon [34] using Legendre transforms of the appropriate quadratic forms. The dependency structure of HMMs and Kalman filters also make them amenable to representation using graphical models [1] , [35] , and the coding and artificial intelligence communities have developed general formalisms for computing a posteriori densities on such graphs. These include the generalized distributive law of Aji and McEliece [36] and the sum-product algorithm of Kschischang et al. [37] . When applied to the graph corresponding to the HMM and linear Gaussian model, these formalisms yield the forward-backward algorithm and Kalman filter. Previously, these results were derived by treating the HMM and linear Gaussian model as separate cases. In light of the present work, the two models need not be treated separately since, indeed, linear Kalman-filter models are HMMs.
B. Contributions
This paper presents a general theory of CS-HMMs, independent of the particular form of the model densities, addressing the state estimation, likelihood evaluation, and parameter estimation problems as outlined for DS-HMMs by Ferguson [10] . The first two problems are addressed by defining continuous-state versions of the Baum and Viterbi algorithms, which are obtained using methods outlined by Jazwinski [38] . Parameter estimation is addressed, to the extent possible, by giving a general formulation of the EM auxiliary function (the E-step of the EM algorithm). The M-step is then defined by maximizing the auxiliary function after the form is specified for the model densities.
The CS-HMM results are specialized to HGMMs using a novel "Gaussian refactorization lemma," which is a realization of Bayes rule for linear Gaussian densities [39] . This analysis demonstrates that the Baum and Viterbi algorithms are implemented by fixed-interval Kalman smoothers. In particular, the forward-backward algorithm is implemented by the two-filter smoother given by Mayne [40] and Fraser and Potter [41] , and the Viterbi algorithm is implemented using the RTS algorithm of Rauch, Tung, and Striebel [42] . While similar connections between the state-estimation algorithms are observed in [34] and [43] , the present work goes a step further by providing a comprehensive framework in which linear Kalman-filter models are subsumed by HMMs. This paper also gives more substance to the equivalence by showing that the HMM measurement likelihood function is identical to the likelihood expression from Kalman filter theory [44] and that the continuous-state formulation of the Baum-Welch auxiliary function results in the EM algorithm for Kalman-filter models given in [18] , [27] , and [28] . The conditional joint density of time-adjacent states in HGMMs is also derived, leading to a new expression for the cross covariance between states that is simpler than the recursive definition given by Shumway and Stoffer [27] , and the measurement likelihood for time-invariant HGMMs is shown to be invariant to a family of similarity transformations of the model parameters.
The CS-HMM and HGMM algorithms are extended to accommodate a priori state densities that are composed of mixtures. These new developments substantially extend previous work with mixture-based Kalman filters [45] , [46] , first by generalizing the mixture-based algorithms to the larger class of CS-HMMs and then by addressing the smoothing and parameter estimation problems. In the classification context, the inclusion of mixture-based prior densities allows the model to accommodate greater amounts of within-class variability than can be handled using "single-mode" models.
Detailed derivations of the results given here are provided in [47] and [48] .
II. CS-HMMS
Discrete-time HMMs represent a sequence of observed -dimensional measurements made at times , as probabilistic functions of the unobserved -dimensional states . The state vectors form a first-order Markov process, such that , and the measurements are conditionally independent, given the states. If the state vectors are constrained to take values on a finite discrete set, then the model is a DS-HMM. If the elements of the state vectors are allowed to assume values on a continuum, the model is a CS-HMM. Both DS-HMMs and CS-HMMs are characterized by the a priori distribution for the initial state, the state-transition distribution, and the output distribution. For DS-HMMs, these distributions are parameterized by discrete probabilities, which are typically denoted as , , and , respectively, for states and . For CS-HMMs, the distributions are governed by the density functions , , and , whose parameters are , , and . For notation, the following indices are defined globally.
th element of an -point sequence; th member of a -member set of training sequences; th iteration of the EM algorithm; th component of a -mode mixture density. These indices may appear as subscripts, superscripts, or function arguments, but their meaning is always the same. Symbol denotes the partial measurement sequence through time , and is the complement of in . The state evolution in CS-HMMs is characterized by the joint density of the measurement and state sequences, or simply joint likelihood, which is given by (1) where explicit parametric dependence on the model parameters is dropped for convenience. Class assignments are made using the likelihood of the measurement sequence, or measurement likelihood, which is obtained by marginalizing (1) over all possible state sequences, giving (2) Here, the shorthand denotes the multiple integral , where each single integral is an -dimensional integration over state space. Because of the intractable computational burden required to evaluate the discrete equivalent of (2), Baum et al. [4] developed recursive functions to characterize and marginalize the joint probability for DS-HMMs. The continuous-state counterparts to these functions are
• the forward density ; • the backward function ; • the conditional state density ; • the conditional joint density for time-adjacent states . These functions depend implicitly on the parameter set .
A. Baum Density Definitions
The forward densities are fundamental to all HMM algorithms and are defined as (3) which is initialized at as and is calculated recursively for as (4) It is convenient for later discussions to define (5) such that the recursion for proceeds by first computing and marginalizing and then multiplying by the output density.
The backward functions are needed primarily as an intermediate step in calculating the conditional densities and . These are defined as (6) While this expression cannot apply at since is empty, the terminal backward function is defined as for any (i.e., the "diffuse prior"). With this initialization, the recursion progresses in reverse time as (7) Introducing the function (8) allows the backward recursion to proceed by first computing and then multiplying by the state-transition density and marginalizing.
The conditional state densities characterize individual states when conditioned on a given measurement sequence, which is important for state and model parameter estimation. These are defined as (9) The conditional joint state densities, which are important for model parameter estimation, are defined as (10)
B. Likelihood Evaluation and State Estimation
Given the joint density of the measurement sequence and a single state vector, the measurement likelihood is . This marginalization is alternatively expressed as (11) where it has been noted that . This result demonstrates that the definition given for the conditional state density is properly normalized, that is, for all . A similar argument holds for the conditional joint state densities. Since by definition, the simplest likelihood formula is obtained by evaluating (11) at , giving (12) Maximum likelihood estimates for the hidden states are obtained by maximizing the state density at each time step, giving the sequence of individually most likely states. Alternatively, the Viterbi algorithm [6] , [7] can be used to find the most likely sequence of states. The Viterbi algorithm is discussed in the Appendix, where it is explicitly derived for HGMMs.
C. Parameter Estimation: Single-Mode Models
Hidden-state models are natural candidates for the EM algorithm, which distinguishes three types of data:
1) "incomplete" data, which are the observed measurements; 2) "hidden" data, which are the states; 3) "complete" data, which is the concatenation of the observed and hidden data. The likelihood of the complete data, or complete-data likelihood function (CDLF), is obtained from the joint density in (1).
Since time averaging cannot be performed with time-varying models, these models must be trained using multiple-independent measurement sequences. Single-sequence training can be performed for time-invariant models by averaging across time, although classification models so obtained may have poor generalization performance. The multisequence training set is denoted (13) where is the th training sequence. The training sequences need not have equal length, although they are assumed to be ordered so that . The EM algorithm estimates parameters iteratively, where each iteration selecting estimates that maximize the conditional expectation of the log of the CDLF, given the observed data and the parameter estimates from the previous iteration. Letting denote the state sequences corresponding to the measurement training sequences, the CDLF for the training set is (14) The estimates resulting from the th iteration are (15) where the auxiliary function, or -function, is the conditional expectation (16) The E-step evaluates the -function at from the previous iteration, yielding a function that depends only on . The M-step generates by optimizing the -function obtained from the E-step. Since the M-step optimizes the model parameters, it cannot be defined generically (i.e., the specific form of the model densities must be imposed). The E-step is generically specified in greater detail, however, by imposing the dependency structure of the HMM. Dropping the explicit dependence on the model parameters, the -function decomposes as (17) where each component corresponds to one of the three model densities. Parameter updates for the initial-state density are obtained by maximizing (18) The parameters in the state-transition density are updated by maximizing (19) where (20) The output-density parameters are updated using (21) The latter expressions in (18) , (19) , and (21) are obtained by considering the final form of (16), carrying out the integrations for all states (except those that appear as arguments in the current summand), and substituting the conditional state density . The order of summation over and is reversed by introducing the upper limit . For each time , is the number of training sequences with length (i.e., the number of available training samples at time ). These limits satisfy . With these so defined, any function satisfies (22) This equality is also satisfied for the lower limit , as in (19) .
If the continuous variables in (18)- (21) are replaced with their discrete counterparts and the -function components are maximized over those variables, the Baum-Welch re-estimation formulas [4] are obtained. Because the state-transition probabilities enter into the model linearly, subject to the constraint that the "exiting probabilities" for the th state must sum to unity, the re-estimation formula for is obtained by solving the constrained optimization problem whose Lagrangian is (23)
D. Mixed-Mode CS-HMMs
This subsection extends CS-HMMs to incorporate the prior initial-state mixture density (24) where is the th mode in the mixture, is the mode assignment index, and is the mode-assignment probability or mixing parameter. The mixing parameters satisfy for all and . Substituting (24) into (1) and (2), and interchanging summation and integration operations, gives the likelihood as (25) where and where (26) is the forward density obtained using the Baum recursion with the single-mode prior . The model generates a state sequence corresponding to each mode in the mixture, which is weighted by the appropriate assignment probability at any given time. The forward densities are (27) The backward function is the same for all and is identical to the single-mode case. The conditional mode-assignment probabilities are defined as (28) The conditional state densities are then expressed as (29) where (30) is the conditional density for a single-mode model with prior . Finally, the joint state densities are (31) where (32) Here, is computed during the forward recursion that produces .
E. Parameter Estimation-Mixed-Mode Models
For any particular measurement sequence, knowledge of the mode assignment would reduce the mixed-mode modeling problem to a single-mode problem. The natural choice of hidden data for mixed-mode models therefore includes the mode assignment in addition to the state sequence. In this context, the CDLF is (33) where is the mode assignment for the th measurement sequence, and represents the collection of mode assignments for all sequences. In this case, the function for the EM algorithm is (34) As before, the -function is decomposed such that each component depends on a different subset of model parameters. In the present case, the decomposition is (35) where (36) depends only on the mode-assignment probabilities, and (37) depends only on the parameters for the individual components in the initial-state mixture density. Components and are identical to those for the single-mode model given in (19) and (21) . This occurs because the relevant components from the CDLF (i.e., the product of state-transition densities for and of output densities for ) are independent of the mode assignment, such that the summation over serves to marginalize the mode assignments from the conditional density . Of course, the mixed-mode nature of the model shows up in the parameter estimates via the conditional state densities.
The update for the mixing parameters is independent of the model densities and is obtained using Lagrange multiplier techniques to maximize , subject to the constraint that the sum to one. This gives the update (38) The dimensions , , and are treated here as known because is dictated by the number of features, and and are dimensions that are not readily estimated using likelihood-based methods. Guidance on estimating is obtained from the traditional model-order selection literature (e.g., [49] - [51] ), and a heuristic approach for estimating goes as follows. First, estimate the parameters for a single-mode CS-HMM whose initial-state density is fixed with a large spread parameter. Use these parameters to estimate the maximum a posteriori state sequences for each of the training sequences, extract the initial state from each estimated sequence, and apply a multivariate clustering algorithm to the resulting collection of initial state vectors. The number of clusters provides an estimate for . The location and spread of each cluster might also be used to estimate the parameters in each mixture component. (46) and (47) are Kalman filter measurement updates. As noted by Parzen [39] , the GRL is a realization of Bayes rule . The GRL is now used to inductively derive the HGMM forward recursions. Standard Kalman-filter subscripting is adopted in the remainder of this section, for example, .
III. HGMMS This section specializes CS-HMMs
A. Forward Densities
The forward densities are obtained using a two-stage recursion, starting with the assumed form (48) The first stage of the recursion evaluates . Applying the GRL gives (49) whose variables are defined by Since all variables in the factor are constant, it is absorbed into to obtain the recursion (61)
The updated forward density then takes the desired form
The induction is completed by showing that the initialization matches the assumed form. The forward densities are initialized as (63) Applying the GRL yields expressions similar to (55)- (62), which satisfy the assumed form.
B. Measurement Likelihood
The likelihood of a measurement sequence is obtained by marginalizing the state vector from the forward density, which is defined in (62), at time . The term integrates to unity, leaving (64) where is the measurement innovation. This is identical to the traditional definition from Kalman-filter theory [44] .
C. Backward Functions
When deriving the backward functions, the state representation must be altered to accommodate . This function does not fit the form of a Gaussian density, but it is representable using (65) where is the information vector, is the information matrix, and is the pseudoinverse of (which satisfies among other properties; see [52, Ch. 6] ). When is singular, is well defined, even though there is no valid density corresponding to . When is nonsingular, a Gaussian density with covariance and mean is defined in terms of (65) as (66) When dealing with information representations of the form in (65), it is convenient to introduce a weaker statement of the GRL that handles both singular and nonsingular . Defining the -dimensional vectors and , the -dimensional vector , the symmetric (possibly singular) matrix , the nonsingular symmetric matrix , and the matrix (67) where the variables in the new factors are
Equations (68) and (69) are measurement updates, and (70) and (71) The second stage of the recursion marginalizes from the product . This product does not immediately fit the form of (67), but for invertible , the variables in the state-transition density can be rearranged to yield (80) Applying (67) to the resulting product and marginalizing gives the desired form (81) where the reverse time updates are defined by (82) (83) (84) and the scale constant is (85) Note that appears with an inverse instead of pseudoinverse because it is nonsingular. While recursions for the backward scale constants and are developed here to ensure that all are well defined, and are not required for the conditional state density and can be omitted from computational algorithms.
In classification applications, the state-space dimension is typically larger than the measurement dimension ( ). With , the rank of the information matrix therefore takes a few backward recursions to "grow" from 0 to . Assuming that has full row rank, then the measurement update in (74) is such that rank rank
The time update in (83), on the other hand, does not alter the rank of the information matrix, which is shown as follows. Let have rank , let the matrix contain its principal eigenvectors, and let diagonal matrix contain its nonzero eigenvalues. Substituting into (82), applying the matrix inversion lemma to invert , substituting the resulting expression for into (83), and simplifying gives (87) This structure has rank . Given the effects of the time and measurement updates, the information matrices are singular at time steps . At earlier times, is nonsingular, and is a weighted Gaussian density.
D. Conditional State Densities
The conditional state density is the normalized product of and as defined in (9) . Substituting (62) and (72) and expressing in the form of (66) gives the conditional density as (88) Since is properly normalized by definition, the scale constant in (88) need not be computed. The product of exponential functions in (88) takes a well-known form, which is normalized to obtain the density function (89) where the mean and covariance are (90) (91) The computations for , , and outlined above are identical to the two-filter implementation of the fixed-interval Kalman smoother [40] , [41] .
E. Conditional Joint State Densities
A full characterization of the states requires the joint density of time-adjacent states. Substituting (49) and (79) into (10) where is defined in (52) . The upper off-diagonal gives the adjacent-state cross-covariance matrix as (98) which is considerably simpler than the recursive definition given in [27] .
F. Parameter Estimation
For HGMMs, the E-step of the EM algorithm evaluates the -function components defined in (18) , (19) , and (21) 
and are evaluated using (99 
Maximizing using the same steps as for yields (117) If is known, the covariance is
The -function components are individually concave in the parameter sets , , and so that the parameter updates at each iteration are the unique maxima of the CDLF. The final EM parameter estimates are guaranteed only to be critical points of the measurement likelihood, however. Suboptimal local maxima are, therefore, a possibility, so multiple training runs from different starting points may be needed to find the global maximum.
The parameter update formulas are specialized to time-invariant HGMMs by performing a second averaging operation across time when calculating the sample correlation matrices in (109), (110), (115), and (116) and then using these correlation matrices in (111), (113), (117), and (119), which are each evaluated only once for all time. The measurement likelihood for these time-invariant models has a parameter invariance structure that is important for convergence considerations. Consider the time-invariant parameter set . Let be any nonsingular matrix, and let the matrix be any nonsingular matrix that commutes with . As an argument of the measurement likelihood function in (64), is equivalent to any , where
(123)
The invariance of the likelihood to this family of parameter estimates is demonstrated in [47, App. C] . While the EM algorithm may converge to any member of this invariant family, depending on the initial values for the parameter estimates, any member of this invariant family is theoretically as good as any other for classification. It may be desirable for numerical reasons, however, to constrain the EM algorithm to produce estimates of a given structure (e.g., forcing the state-transition and covariance matrices to be as close as possible to identity matrices).
G. Mixed-Mode HGMMs
Paralleling the development of CS-HMMs, HGMMs are extended to include a Gaussian mixture for the prior density of the initial state. In these mixed-mode HGMMs (MM-HGMM's), the single-mode prior in (39) is replaced by the -component mixture (125) where contains the parameters for each mode in the mixture. This more general model is introduced to represent classes of signals whose members are all well modeled by the same set of system matrices but exhibit significant within-class variability due to different initial-state values.
The forward densities for MM-HGMMs are obtained by substituting an indexed version of (62) into (27) and . An estimator for is given in (38) . The system-matrix estimators are given in terms of correlation matrices as in (111), (113), (117), and (119). The correlation matrices for MM-HGMMs are similar to those for single-mode HGMMs but with a weighted sum over the mode assignments. That is, the correlation matrix estimators take the form (131) where , , and are obtained using (109), (110), and (116) with and indexed by . The measurement correlation matrix is identical to (115) since the measurements do not depend on the mode index.
IV. SIMULATION TEST
Classification using HGMMs is illustrated in this section for a simulated three-class problem. This simple test uses time-invariant two-mode MM-HGMMs as class generators. An ideal set of model parameters are chosen for each class, and the models generate measurement data in a "free running" synthesis mode. The ideal models for the generators all have the same dimensions ( , , ), system covariance matrices ( , ), mixing parameters ( , ), and mixture-mode covariances (
). The classes differ in the transition and output matrices and and the mixture-mode mean vectors and . The ideal values for these parameters are randomly selected for each class, subject to certain observability and reachability constraints.
Cross-validation testing is used to demonstrate classification. The ideal class generators are used to synthesize a training set with 20 measurement sequences per class and an independent test set with five sequences per class. Variable-length sequences, with lengths randomly chosen within the range 96 to 128 time points, are used in both the training and test sets.
All of the model parameters, including the ones whose values are equal across classes, are optimized using the EM algorithm. The initial estimates for this algorithm are randomly selected. No constraints are imposed on any of the parameters during model training. After training models for all classes, the likelihood of each test sequence is evaluated using every class model. The desire, of course, is for each test sequence to score highest under the model whose parameters were estimated using the corresponding training set. Table I reports the likelihoods of the test sequences for each class under each model. The block rows of the table correspond to the test sequences for each class. The first column contains the ideal log-likelihood value for each test sequence, which is obtained by analyzing the sequence using the class generator MM-HGMM with the ideal parameter values. The last three columns contain the log-likelihoods produced by the estimated models for each class. The likelihoods for the "winning" model are shown in bold. In all cases, the winning model corresponds to the correct class, giving perfect classification performance on the test set. In addition, the likelihood values produced by the winning model are only slightly below those produced by the ideal model. Tests run across different variance levels for the transition and output densities showed similar performance.
V. SUMMARY
This paper has two primary goals: one practical and one theoretical. The practical goal is the development of PDF models for feature classes that exhibit a temporal dependence (e.g., features computed from segments of time-series data) and whose time samples lie along a continuous trajectory through feature space (e.g., the instantaneous amplitude and frequency of a squeal or whistle). In support of this first goal, linear Gaussian models are examined in the context of continuous-state HMMs (CS-HMMs), providing a framework for using these models in classification. Methods are given for estimating the PDF model parameters and for evaluating measurement likelihoods, thus providing the tools needed to design practical classifiers. The models are also extended to include Gaussian mixtures for the a priori density of the initial state.
The theoretical goal is the unification of two widely used tool sets, namely HMMs, which developed predominantly in the statistics and speech recognition arenas, and Kalman filters, whose historical roots reside in the control and tracking literature. This unification is achieved by developing the general class of CS-HMMs and then showing that linear Gaussian models are a special case. Two versions of the fixed-interval Kalman smoother are shown to be implementations of the Baum and Viterbi algorithms for CS-HMMs with Gaussian model densities, and an existing EM algorithm for linear Gaussian models is shown to arise naturally within the CS-HMM framework. A theoretical byproduct of this work is a derivation of the Kalman filter and smoother recursions in terms of the Gaussian refactorization lemma. A practical byproduct is a new expression for the cross-covariance between time-adjacent states that is more compact and numerically simpler than previously available.
APPENDIX VITERBI ALGORITHM FOR HGMMS
The maximum a posteriori (MAP) estimate of the state sequence for a CS-HMM is given by (132)
The joint likelihood is factored as in (1) . The Viterbi algorithm [6] , [7] evaluates (132) using a two-pass dynamic programming algorithm. The forward pass propagates a function , which, like the Baum forward pass, is initialized as . The forward recursion is then defined for as
This expression is similar to the Baum forward recursion for , except that (133) maximizes over the previous state at each step, whereas the Baum recursion marginalizes the previous state. For HGMMs, the difference between marginalization and maximization is just a scale factor. Noting (62), the Viterbi forward density is therefore (134) where and are defined in (59) and (60), respectively, and are obtained using a Kalman filter.
The backward pass of the Viterbi algorithm is a backsubstitution operation defined by (135) which is initialized at as . Since the constants and do not influence the operation, the backward recursion for HGMMs is (136)
Applying the GRL gives (137) where (138) and where and are defined in (49) and (52), respectively. The maximum of a Gaussian density occurs at its mean; therefore, the Viterbi estimate at time is
where . This recursion is initialized with , which is obtained from by inspection. The Viterbi estimate is identical to the smoothed state estimate from the RTS formulation of the fixed-interval Kalman smoother [42] . For HGMMs, the means of the Baum densities are therefore the same as the Viterbi track estimates. Matrix is not the error covariance for the state estimate, however. The Viterbi algorithm does not, in general, provide covariance estimates. An alternate derivation of the RTS algorithm, including the covariance matrices, is obtained in [47] by marginalizing the joint state density .
