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Abstract
We investigate the category of Eilenberg–Moore algebras for the Giry monad associated with stochastic
relations over Polish spaces with continuous maps as morphisms. The algebras are identiﬁed as the positive
convex structures on the base space. The forgetful functor assigning a positive convex structure the underlying
Polish space has the stochastic powerdomain as its left adjoint.
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1. Introduction
Modelling a computation through a monad (as suggested e.g., by Moggi [1]), one represents state
transitions or the transformation from inputs a to outputs b through a morphism a → Tb with T
as the functor underlying the monad. Working in a probabilistic setting, a state from a base space
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X is in this way associated with a subprobability distribution K(x) on X . Here K : X → S (X) is a
morphism for the probability monad, in which the functor assigns a space its probabilities. But we
now have only a distribution of the outputs, not the outputs proper. What is needed for this is a
map h : S (X) → X that would transform a distribution into a state proper.
Such a pair 〈X , h〉 is called an Eilenberg–Moore algebra (or simply an algebra) for this monad,
whenever it is compatible with the monad. Structurally, these algebras help to construct an adjunc-
tion for which the monad is just the given one [2, Theorem VI.2.1]. In fact, this adjunction and the
one constructed through the Kleisli category form in some sense the extreme points in a category
of all adjunctions from which the given monad can be recovered [2, Theorem VI.5.3]. Thus it is of
algebraic interest to identify these algebras in general, and in particular to the probability functor.
It has as a Kleisli construction stochastic relations and is in this sense quite similar to the powerset
functor; this is why we call this construction the stochastic powerdomain. For the powerset functor
the algebras are completely characterized, but the stochastic side of the analogy is not explored fully
yet. This paper proposes characterizations for these algebras under the assumption of continuity.
We work in the category of Polish spaces (these spaces are explained in Section 2) with continu-
ous maps as morphisms. In this category the algebras for the Giry monad are identiﬁed, and the
category of all algebras is investigated. The natural approach is to think of these algebras in terms
of an equivalence relation which may be thought to identify probability distributions, and to in-
vestigate either these relations or the partitions associated with them. These characterizations lead
to the identiﬁcation of the algebras as the positive convex structures on their base space. A simi-
lar result has been known for probability measures on compact Hausdorff spaces [3–5], but a full
characterization of the subprobabilistic case on Polish spaces is new. With these results we are able
to characterize the left adjoint to the forgetful functor that assigns each positive convex structure
its underlying Polish space: the left adjoint is just the stochastic powerdomain, assigning a Polish
space the space of all its subprobability measures together with a natural algebra, that comes with
the Giry monad.
The paper contributes to the theory of stochastic relations by providing a characterization
of the category of Eilenberg–Moore algebras for the subprobability functor in the category of
Polish spaces with continuous mappings as morphisms, and by characterizing the left adjoint to
the forgetful functor from above.
1.1. Organization
Wedeﬁne the objects we are dealingwith in Section 2, in particular, the space of all subprobability
measures on a Polish space is introduced together with the weak topology that renders it a Polish
space. The Giry monad is also introduced. Section 4 is devoted to the characterization of the alge-
bras for thismonad throughpartitions, smooth equivalence relations, andpositive convex structures
(which are given a deﬁning glance in Section 3). The category of algebras is shown to be isomorphic
to these categories. Some examples are given in Section 5, indicating amongothers that the search for
algebras in the—usually easily dealt with—ﬁnite case is somewhat hopeless. Section 6 identiﬁes the
subprobability functor together with the monad’s multiplication as the left adjoint to the forgetful
functor on the category of algebras. The case of probabilities is dealt with in a completely analogous
manner, only that positive convex has to be replaced by convex. Section 7 has a brief look at related
work, and ﬁnally Section 8 proposes further investigations along the lines developed here.
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2. The Giry Monad
In this section, the constructions underlying the Giry monad are collected. We remind the reader
of Polish spaces, of the topology of weak convergence on the space of all subprobabilities on a
Polish space, and ﬁnally of the monad investigated by Giry.
Let X be a Polish space, i.e., a separable metric space for which a complete metric exists, and
denote by S (X) the set of all subprobability measures on the Borel sets B(X) of X . The weak topol-
ogy on S (X) is the smallest topology which makes  → ∫X f d continuous, whenever f ∈ C(X) :={g : X →  | g is bounded and continuous}. It is well known that the discrete measures are dense,
and that S (X) is a Polish space with this topology [6, Section II.6]. Let d be the metric on X , and
put d(x,A) := inf{d(x, y) | y ∈ A} as the distance of x ∈ X to the subset A ⊆ X , then the Prohorov
metric dP on S (X) is deﬁned through
dP (1, 2) := inf{ε > 0 | ∀A ∈ B(X) : 1(A) ≤ 2(Aε)+ ε ∧ 2(A) ≤ 1(Aε)+ ε}
with Aε := {y ∈ X | d(y ,A) < ε} as the set of all elements of X having distance less that ε from A.
This metric topologizes the topology of weak convergence, see [7, Theorem 6.8].
More explicitly, a sequence (n)n∈ with n ∈ S (X) converges to 0 ∈ S (X) in this topology
(indicated by n ⇀w 0) iff
∀f ∈ C(X) :
∫
X
f dn →
∫
X
f d0
holds. The famous Portmanteau Theorem [6, II.6.1] states that this is equivalent to the condition
lim inf
n→∞ n(G) ≥ 0(G)
whenever G ⊆ X is an open set. We will assume throughout that S (X) is endowed with the weak
topology.
Denote by Pol the category of Polish spaces with continuous maps as morphisms. S assigns to
each Polish space X the space of subprobability measures on X ; if f : X → Y is a morphism in Pol,
its image S (f ) : S (X) → S (Y) is deﬁned through
S (f)()(B) := 
(
f−1 [B]
)
,
where  ∈ S (X) and B ∈ B(Y) is a Borel set. By virtue of the Change of Variable Formula
∫
Y
g dS (f)() =
∫
X
g ◦ f d
it is easy to see that S (f) is continuous. Thus S : Pol → Pol is functor.
Denote by X : S (S (X)) → S (X) the map
X (M)(A) :=
∫
S (X)
(A) M(d)
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which assigns to each subprobability measure M on the Borel sets of S (X) a subprobability mea-
sure X (M) on the Borel sets of X . Thus X (M)(A) averages over the subprobabilities for A using
measureM . It is immediate thatX () = , where  ∈ S (S (X)) is theDirac measure on  ∈ S (X),
thus
(A) :=
{
1, if  ∈ A,
0, if  /∈ A.
Standard arguments show that
∫
X
f dX (M) =
∫
S (X)
(∫
X
f d
)
M(d)
for each measurable and bounded map f : X → .
The map X is a morphism in Pol, as the following Lemma shows.
Lemma 2.1. X : S (S (X)) → S (X) is continuous.
Proof . Let (Mn)n∈ be a sequence in S (S (X)) with Mn ⇀w M0, then we get for f ∈ C(X) through
the Change of Variable Formula, and because
 →
∫
X
f d
is a member of C(S (X)), the following chain
∫
X
f dX (Mn) =
∫
S (X)
(∫
X
f d
)
Mn(d)
→
∫
S (X)
(∫
X
f d
)
M0(d)
=
∫
X
f dX (M0).
Thus X (Mn) ⇀w X (M0) is established, as desired. 
The argumentation in [8] shows that  : S2 •→ S is a natural transformation. Together with
X : X → S (X), which assigns to each x ∈ X the Dirac measure x on x, and which is a natural
transformation  : 1l •→ S , the triplet 〈S , ,〉 forms a monad [8]. It was originally proposed and
investigated by Giry and will be referred to as the Giry monad. This means that these diagrams
commute in the category of endofunctors of Pol with natural transformations as morphisms:
Deﬁnition 2.1. A stochastic relation K : XY between the Polish spaces X and Y is a Kleisli
morphism for the Giry monad.
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Equivalently, a stochastic relation K : XY may be represented as a map K : X → S (Y) with
the following properties:
(1) x → K(x) is (weakly) continuous, so that x → ∫Y f dK(x) deﬁnes a continuous map on X ,
whenever f : Y →  is continuous and bounded,
(2) B → K(x)(B) constitutes a subprobability measure on the Borel sets B(Y) of Y for each x ∈ X .
The composition L ◦ K of stochastic relations K : XY and L : YZ is the Kleisli product associ-
ated with the monad, thus
(L ◦ K)(x)(C) =
∫
Y
L(y)(C) K(x)(dy)
holds for x ∈ X and C ∈ B(Z) (we use the composition symbol ◦ both for the product in the base
category and for the Kleisli product, since no confusion can arise).
If the probability measures P (X ) on X are considered, then we obtain the monad 〈P, ,〉 which
is actually the monad that was investigated by Giry. We will concentrate on the subprobability
functor S with occasional sidelong glances to the probability functor. The former one is a bit more
convenient to work with because S (X) is positive convex.
3. Positive convex structures
Suppose the Polish space X is embedded into a vector space V over the reals as a positive convex
structure. This means that, if x1, . . . , xk ∈ X , 〈1, . . . ,k〉 ∈ , then ∑ki=1 i · xi ∈ X. Here, we have
put
 :=
{
〈1, . . . ,k〉 | k ∈ ,i ≥ 0,
k∑
i=1
i ≤ 1
}
for the rest of the paper, the elements of  being called positive convex tuples or simply positive
convex. In addition, forming positive convex combinations should be compatible with the topolog-
ical structure on X , so it should be continuous. This means of course that xi,n → xi,0 and n → 0
with 0,n ∈  together imply ∑ki=1 i,n · xi,n →
∑k
i=1 i,0 · xi,0. These requirements are quite like
those for a topological vector space, postulating continuity of addition and scalar multiplication.
This meets the intuition about positive convexity, but it has the drawback that we have to look
for the vector space V into which X to embed. It has the additional shortcoming that once we did
identify V , the positive convex structure on X is ﬁxed through the vector space, but we will see
soon that we need some ﬂexibility. Consequently, we propose an abstract description of positive
convexity, much in the spirit of Pumplün’s approach [9]. Thus the essential properties (for us, that
is) of positive convexity are described intrinsically for X without having to resort to a vector space.
This leads to the deﬁnition of a positive convex structure.
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Deﬁnition 3.1. A positive convex structureP on the Polish space X has for each  = 〈1, . . . ,n〉 ∈ 
a continuous map P : X n → X which we write as
P(x1, . . . , xn) =
P∑
1≤i≤n
i · xi,
such that
(1)
∑P
1≤i≤n i,k · xi = xk , where i,j is Kronecker’s  (thus i,j = 1 if i = j, and i,j = 0, otherwise),
(2) the identity
P∑
1≤i≤n
i ·


P∑
1≤k≤m
i,k · xk

 =
P∑
1≤k≤m


P∑
1≤i≤n
ii,k

 · xk
holds whenever 〈1, . . . ,n〉, 〈i,k , . . . ,i,k〉 ∈ , 1 ≤ i ≤ n.
Thus we will use freely the notation from vector spaces, omitting in particular the explicit refer-
ence to the structure whenever possible. Hence simple addition 1 · x1 + 2 · x2 will be written rather
than
∑P
1≤i≤2 i · xi, with the understanding that it refers to a ﬁxed positive convex structure P on
X .
It can be shown [9] that for a positive convex structure the usual rules for manipulating sums in
vector spaces apply, e.g., the law of associativity,
(1 · x1 + 2 · x2)+ 3 · x3 = 1 · x1 + (2 · x2 + 3 · x3)
or
n∑
i=1
i · xi =
n∑
i=1,i =0
i · xi.
Nevertheless, care should be observed, for of course not all rules apply: we cannot in general
conclude x = x′ from  · x =  · x′, even if  = 0.
A morphism 	 : 〈X1,P1〉 → 〈X2,P2〉 between continuous positive convex structures is a continu-
ous map 	 : X1 → X2 such that
	


P1∑
1≤i≤n
i · xi

 =
P2∑
1≤i≤n
i · 	(xi)
holds for x1, . . . , xn ∈ X1 and 〈1, . . . ,n〉 ∈ . In analogy to linear algebra, 	 will be called an afﬁne
map. Positive convex structures with their morphisms form a category StrConv.
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4. Characterizing the Algebras
The Eilenberg–Moore algebras are represented through partitions and through smooth equiva-
lence relations, both on the respective space of subprobabilitymeasures.We ﬁrst deal with partitions
and investigate the partition induced by an algebra. This leads to a necessary and sufﬁcient condi-
tion for a partition to be generated from an algebra which in turn can be used for characterizing the
category of these algebras by introducing a suitable notion of morphisms for partitions. The sec-
ond representation capitalizes on the fact that equivalence relations induced by continuous maps
(as special cases of Borel measurable maps) have some rather convenient properties in terms of
measurability. This is used for an alternative description of the category of all algebras.
4.1. Algebras
An Eilenberg–Moore algebra 〈X , h〉 for the Giry monad is an object X in Pol together with a
morphism h : S (X) → X such that the following diagrams commute
When talking about algebras, we refer always to Eilenberg–Moore algebras for the Giry monad,
unless otherwise indicated. An algebra morphism f : 〈X , h〉 → 〈X ′, h′〉 between the algebras 〈X , h〉
and 〈X ′, h′〉 is a continuous map f : X → X ′ which makes the diagram
commute. Algebras together with their morphisms form a category Alg. This construction is
discussed for monads in general in [2, Chapter IV.2].
Remark 4.1. Looking aside, we mention brieﬂy a well-known monad in the category Set of sets
with maps as morphisms. The functor P assigns each set A its power set P (A), and if f : A → B is a
map, P (f ) : P (A) → P (B) assigns each subset A0 ⊆ A its image f [A0] , thus P (f ) (A0) = f [A0] .
Deﬁne the natural transformation  : P2 •→ P through
A : P (P (A))  M →
⋃
M ∈ P (A) ,
and  : 1l •→ P through X : x → {x}, then the triplet 〈P , ,〉 forms a monad (the Manes monad).
It is well known that the algebras for this monad may be identiﬁed with the complete sup-semi
lattices [2, Exercise VI.2.1].
For the rest of this paper each free occurrence of X refers to a Polish space.
We need some elementary properties for later reference. They are collected in the next Lemma.
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Lemma 4.1.
(1) Let f : A → B be a map between the Polish spaces A and B, and let  = 1 · 1 + . . .+ n · n
be a positive convex combination of subprobability measures 1, . . . , n ∈ S (A). Then S (f)() =
1 · S (f)(1)+ . . .+ n · S (f)(n).
(2) Let M = 1 ·M1 + . . .+ n ·Mn be the positive convex combination of M1, . . . ,Mn ∈ S (S (X)).
Then X (M) = 1 · X (M1)+ . . .+ n · X (Mn).
Proof . S (f) : S (A) → S (B) and X : S (S (X)) → S (X) both are afﬁne maps. This follows im-
mediately from the respective deﬁnitions. 
4.2. Positive Convex Partitions
We will show in this section that an algebra may be characterized in the way its ﬁbres, i.e., the in-
verse images of points, partition the domain S (X). The point of interest here is that those partitions
are positive convex and take closed values, they have an additional property due to continuity. This
yields necessary and sufﬁcient conditions for the characterization of partitions spawned by these
algebras. A characterization of the morphisms in the category of all algebras is also derived.
Assume that the pair 〈X , h〉 is an algebra, and deﬁne for each x ∈ X
Gh(x) := { ∈ S (X) | h() = x}
(
= h−1 [{x}]
)
.
Then Gh(x) = ∅ for all x ∈ X : because h(x) = x, h is onto. The algebra h will be characterized
through properties of the set-valued map Gh. Deﬁne the weak inverse ∃R for a set-valued map
R : X → P (Y ) \ {∅} with non-empty images through
∃R(W ) := {x ∈ X | R(x) ∩ W = ∅}.
for W ⊆ Y . If Y is a topological space, if R takes closed values, and if ∃R(W ) is compact in X
whenever W ⊆ Y is compact, then R is called k-upper-semicontinuous (abbreviated as k.u.s.c.). If Y
is compact, this is the usual notion of upper-semicontinuity (cf. [10, Section 5.1]).
The importance of being k.u.s.c. becomes clear at once from
Lemma 4.2. Let f : A → B be a surjective map between the Polish spaces A and B, and put Gf (b) :=
f−1 [{b}] for b ∈ B. Then f is continuous iff Gf is k.u.s.c.
Proof . A direct calculation for the weak inverse shows ∃Gf (A0) = f [A0] for each subset A0 ⊆ A.
The assertion now follows from thewell-known fact that amap betweenmetric spaces is continuous
iff it maps compact sets to compact sets. 
Applying this observation to the set-valued map Gh, we obtain
Proposition 4.1. The set-valued map x → Gh(x) has the following properties:
(1) x ∈ Gh(x) holds for each x ∈ X.
(2) Gh := {Gh(x) | x ∈ X } is a partition of S (X) into closed and positive convex sets.
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(3) x → Gh(x) is k.u.s.c.
(4) Let ∼h be the equivalence relation on S (X) induced by the partition Gh. If i ∼h ′i (1 ≤ i ≤ n),
then
(1 · 1 + . . .+ n · n) ∼h
(
1 · ′1 + . . .+ n · ′n
)
for the positive convex coefﬁcients 〈1, . . . ,n〉 ∈ .
Proof . Because {x} is closed, and h is continuous, Gh(x) = h−1 [{x}] is a closed subset of S (X).
Because h is onto, every Gh takes non-empty values; it is clear that {Gh(x) | x ∈ X } forms a parti-
tion of S (X). Because h is continuous, Gh is k.u.s.c. by Lemma 4.2. Positive convexity will follow
immediately from part 4.
Assume that h(i) = h(′i ) = xi (1 ≤ i ≤ n) and observe that h(x) = x holds for all x ∈ X . Using
Lemma 4.1, we get
h(1 · 1 + . . .+ n · n) = (h ◦ X ) (1 · 1 + . . .+ n · n)
= (h ◦ S (h))(1 · 1 + . . .+ n · n)
= h (1 · h(1) + . . .+ n · h(n)
)
= h (1 · x1 + . . .+ n · xn
)
.
In a similar way, h(1 · ′1 + . . . n · ′n) = h
(
1 · x1 + . . . n · xn
)
is obtained. This implies the asser-
tion. 
Thus Gh is invariant under taking positive convex combinations. It is a positive convex partition
in the sense of the following deﬁnition.
Deﬁnition 4.1. An equivalence relation 
 on S (X) is said to be positive convex iff i 
 ′i for 1 ≤ i ≤ n
and 〈1, . . . ,n〉 ∈  together imply
(1 · 1 + . . .+ n · n) 

(
1 · ′1 + . . .+ n · ′n
)
for each n ∈ . A partition of S (X) is called positive convex iff its associated equivalence relation
is.
Note that the elements of a positive convex partition form positive convex sets. The converse to
Proposition 4.1 characterizes algebras
Proposition 4.2. Assume G = {G(x) | x ∈ X } is a positive convex partition of S (X) into closed sets
indexed by X such that x ∈ G(x) for each x ∈ X , and such that x → G(x) is k.u.s.c.Deﬁne h : S (X) →
X through h() = x iff  ∈ G(x). Then 〈X , h〉 is an algebra for the Giry monad.
Proof . 1. It is clear that h is well deﬁned and surjective, and that ∃G(F) = h [F ] holds for each subset
F ⊆ S (X). Thus h [K ] is compact whenever K is compact, because G is k.u.s.c. Thus h is continuous
by Lemma 4.2.
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2. An easy induction establishes that h respects positive convex combinations: if h(i) = h(′i ) for
i = 1, . . . , n, and if 1, . . . ,n are positive convex coefﬁcients, then
h
(
n∑
i=1
i · i
)
= h
(
n∑
i=1
i · ′i
)
.
We claim that (h ◦ X )(M) = (h ◦ S (h))(M) holds for each discrete M ∈ S (S (X)). In fact, let
M =
n∑
i=1
i · i
be such a discrete measure, then Lemma 4.1 implies that
X (M) =
n∑
i=1
i · i,
thus
(h ◦ X )(M) = h
(
n∑
i=1
i · i
)
= h
(
n∑
i=1
i · h(i)
)
= (h ◦ S (h))(M),
because we know also from Lemma 4.1 that
S (h)(M) =
n∑
i=1
i · h(i)
holds.
3. Since the discrete measures are dense in the weak topology [6, Theorem II.6.3], we ﬁnd for
M0 ∈ S (S (X)) a sequence (Mn)n∈ of discrete measuresMn withMn ⇀w M0. Consequently, we get
from the continuity of both h and X (Lemma 2.1) together with the continuity of S (h)
(h ◦ X )(M0) = lim
n→∞(h ◦ X )(Mn) = limn→∞(h ◦ S (h))(Mn) = (h ◦ S (h))(M0).
This proves the claim. 
We have established
Proposition 4.3. The algebras 〈X , h〉 for the Giry monad for Polish spaces X are exactly the positive
convex k.u.s.c. partitions {G(x) | x ∈ X } into closed subsets of S (X) such that x ∈ G(x) for all x ∈ X
holds.
We characterize the category Alg of all algebras for the Giry monad. To this end we package the
properties of partitions representing algebras into the notion of a G-partition. They will form the
objects of category GPart.
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Deﬁnition 4.2. G is called a G-partition for X iff
(1) G = {G(x) | x ∈ X } is a positive convex partition for S (X) into closed sets indexed by X ,
(2) x ∈ G(x) holds for all x ∈ X ,
(3) the set-valued map x → G(x) is k.u.s.c.
Deﬁne the objects of category GPart as pairs 〈X ,G〉 where X is a Polish space, and G is a G-par-
tition for X . A morphism f between G and G′ will map elements of G(x) to G′(f(x)) through its
associated map S (f). Thus an element  ∈ G(x) will correspond to an element S (f)() ∈ G′(f(x)).
Deﬁnition 4.3. A morphism f : 〈X ,G〉 → 〈X ′,G′〉 for GPart is a continuous map f : X → X ′ such
that G(x) ⊆ S (f)−1 [G′(f(x))] holds for each x ∈ X .
Deﬁne the functor F : Alg → GPart by associating with each algebra 〈X , h〉 its Giry partition
F(X , h) according to Proposition 4.3. Assume that f : 〈X , h〉 → 〈X ′, h′〉 is a morphism inAlg, and let
G = {G(x) | x ∈ X } and G′ = {G′(x′) | x′ ∈ X ′} be the corresponding partitions. Then the properties
of an algebra morphism yield
 ∈ S (f)−1 [G′(f(x))] ⇔ S (f)() ∈ G′(f(x))
⇔ (h′ ◦ S (f))() = f(x)
⇔ (f ◦ h)() = f(x).
Thus  ∈ S (f)−1 [G′(f(x))] , provided  ∈ G(x). Hence f is a morphism in GPart between F(X , h)
and F(X ′, h′). Conversely, let f : 〈X ,G〉 → 〈X ′,G′〉 be a morphism in GPart with 〈X ,G〉 = F(X , h)
and 〈X ′,G′〉 = F(X , h′). Then
h() = x ⇔  ∈ G(x)
⇒ S (f)() ∈ G′(f(x))
⇔ h′(S (f)()) = f(x),
thus h′ ◦ S (f) = f ◦ h is inferred. Hence f constitutes a morphism in category Alg.
Summarizing, we have shown
Proposition 4.4.The categoryAlg of algebras for the Giry monad is isomorphic to the categoryGPart
of G-partitions.
4.3. Smooth Relations
The characterization of algebras so far encoded the crucial properties into a partition of S (X),
thus indirectly into an equivalence relation on that space. We can move directly to a particular class
of these relations when looking at an alternative characterization of the algebras through smooth
equivalence relations. Hence we characterize algebras in terms of the kernel for the associated map,
and we show how from such a partition an algebra may be gained. In contrast to the character-
ization in section 4.2 that started from the ﬁbres h−1 [{x}] we study here the kernel of h, i.e., the
set {〈, ′〉 | h() = h(′)}. The characterization is interesting in its own right and permits another
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characterization of morphisms for algebras, it will also help in giving an intrinsic characterization
of algebras in terms of convex structures.
Deﬁnition 4.4. An equivalence relation 
 on a Polish space A is called smooth iff there exists a Polish
space B and a Borel measurable map f : A → B such that
a1 
 a2 ⇔ f(a1) = f(a2)
holds, thus 
 is just the kernel of f .
Smooth equivalence relations are a helpful tool in the theory of Borel sets [10] (where they are
called sometimes countably generated: 
 is smooth iff there exists a countable family (An)n∈ of
Borel sets such that x 
 x′ iff ∀n ∈  : [x ∈ An ⇔ x′ ∈ An], see [10, Exercise 5.1.10]). They have some
interesting properties that have been capitalized upon in the theory of labelled Markov transition
processes [11] and stochastic relations [12].
Some basic notations and constructions ﬁrst: denote for an equivalence relation 
 on A by A/

the factor space, i.e., the set of all equivalence classes [a]
, and by
ε
 : A → A/

the canonical projection. IfA is a Polish space, then let T /
 be the ﬁnal topology onA/
with respect
to the given topology and ε
, i.e., the largest topology on A/
 which makes ε
 continuous. Clearly
a map g : A/
 → B for a topological space B is continuous with respect to T /
 iff g ◦ ε
 : A → B
is continuous w.r.t. the given topologies. We will need this observation in the proof of Proposition
4.5.
Now let 〈X , h〉 be an algebra for the Giry monad. Obviously
1 
h 2 ⇔ h(1) = h(2)
deﬁnes a smooth equivalence relation on the Polish space S (X). Its properties are summarized in
Proposition 4.5. The equivalence relation 
h is positive convex, each equivalence class []
h is closed
and positive convex, and the factor space S (X)/
h is homeomorphic to X when the former is endowed
with the topology T /
h.
Proof . 1. Positive convexity of 
h follows from the properties of h exactly as in the proof of Prop-
osition 4.1, from this, positive convexity of the classes is also inferred. Continuity of h implies that
the classes are closed sets.
2. Deﬁne h([]
h) := h() for  ∈ S (X). Then h : S (X)/
h → X is well deﬁned and a bijection.
Let G ⊆ X be an open set, then ε−1
h
[
−1h [G]
]
= h−1 [G] . Because T /
h is the largest topology on
S (X)/
h that renders ε
h continuous, and because h
−1 [G] ⊆ S (X) is open by assumption, we infer
that −1h [G] is T /
h-open. Thus h is continuous. On the other hand, if (xn)n∈ is a sequence in
X converging to x0 ∈ X , then xn ⇀w x0 in S (X), thus
[
xn
]

h
→ [x0
]

h
in T /
h by construction.
Consequently −1h is also continuous. 
Thus each algebra induces a G-triplet in the following sense.
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Deﬁnition 4.5. A G-triplet 〈X , 
,〉 is a Polish space X with a smooth and positive convex equiva-
lence relation 
 on S (X) such that  : S (X)/
 → X is a homeomorphism with ([x]
) = x for all
x ∈ X . Here S (X)/
 carries the ﬁnal topology with respect to the weak topology on S (X) and ε
.
Now assume that a G-triplet 〈X , 
,〉 is given. Deﬁne h() := ([]
) for  ∈ S (X). Then 〈X , h〉
is an algebra for the Giry monad: h(x) = x follows from the assumption, and because h =  ◦ ε
,
holds, the map h is continuous. An argument very similar to that used in the proof of Proposition
4.2 shows that h ◦ X = h ◦ S (h) holds; this is so since 
 is assumed to be positive convex.
Deﬁnition 4.6. The continuous map f : X → X ′ between the Polish spaces X and X ′ constitutes a
G-triplet morphism f : 〈X , 
,〉 → 〈X ′, 
′,′〉 iff these conditions hold
(1)  
 ′ implies S (f)() 
′ S (f)′,
(2) the diagram
commutes, where S (f)
,
′
(
[]

) :=
[
S (f)()
]

′
.
G-triplets with their morphisms form a category GTrip.
Lemma 4.3.Eachalgebramorphismf : 〈X , h〉 → 〈X ′, h′〉 induces aG-tripletmorphismf : 〈X , 
h,h〉 →
〈X ′, 
h′ ,h′ 〉.
Proof . 1. It is an easy calculation to show that  
h ′ implies S (f)() 
h′ S (f)().This is so because
f is a morphism for the algebras.
2. Since for each  ∈ S (X) there exists x ∈ X such that []
h = [x]
h (in fact, h() would do,
because h() = h (h()
)
, as shown above), it is enough to demonstrate that
′h′
(
S (f)
h,
′h′
(
[x]
h
)) = f (h
(
[x]
h
))
is true for each x ∈ X . Because S (f)(x) = f(x), a little computation shows that both sides of the
above equation boil down to f(x). 
The morphisms between G-triplets are just the morphisms between algebras (when we forget
that these games play in different categories).
Proposition 4.6. Let f : 〈X , 
,〉 → 〈X ′, 
′,′〉 be a morphism between G-triplets, and let 〈X , h〉,
respectively, 〈X ′, h′〉 be the associated algebras. Then f : 〈X , h〉 → 〈X ′, h′〉 is an algebra morphism.
Proof . Given  ∈ S (X) we have to show that (f ◦ h)() equals (h′ ◦ S (f))(). Since h() = ([]
),
we obtain
(f ◦ h)() = f (([]
)
)
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= ′
(
S (f)
,
′([]
)
)
= ′
([
S (f)()
]

′
)
= (h′ ◦ S (f))(). 
Putting all these constructions with their properties together, we obtain
Proposition 4.7.The categoryAlg of algebras for the Giry monad is isomorphic to the categoryGTrip
of G-triplets.
The probabilistic case requires a separate discussion. It is treated similarly. We deﬁne an equiv-
alence relation 
 on P (X ) to be convex iff for each n ∈  the conditions i 
 ′i for 1 ≤ i ≤ n and〈1, . . . ,n〉 ∈ c together imply
(∑n
i=1 i · i
)


(∑n
i=1 i · ′i
)
, where
c := {〈1, . . . ,k〉 | i ≥ 0,1 + . . .+ k = 1}
are all convex coefﬁcients. Then the 
-classes form convex subsets of P (X ). We introduce PG-trip-
lets 〈X , 
,〉 for a Polish space X , a smooth convex equivalence relation 
 and a homeomorphism
 : P (X )/
 → X with  ([x]

) = x for all x ∈ X.A continuousmap f : X → X ′ then is a PG-triplet
morphism 〈X , 
,〉 → 〈X ′, 
′,′〉 iff
(1)  
 ′ ⇒ P (f ) () = P (f ) (′),
(2) ′ ◦ P (f )
,
′ = f ◦ 
Here P (f )
,
′ is deﬁned in analogy to S (f)
,
′ in Deﬁnition 4.6 as
P (f )
,
′
(
[]

) :=
[
P (f ) ()
]

′
.
We see then that each algebra morphism f : 〈X , h〉 → 〈X ′, h′〉 induces a PG-triplet morphism f :
〈X , 
h,h〉 → 〈X ′, 
h′ ,h′ 〉, and vice versa. The reader is invited to ﬁll in the details.
Summarizing, this yields
Proposition 4.8. The category of algebras for the Giry monad for the probability functor is isomorphic
to the full subcategory of G-triplets 〈X , 
,〉 with a smooth and convex equivalence relation such that
 : P (X )/
 → X is a homeomorphism.
We will show now that StrConv is isomorphic to Alg.
4.4. Positive Convex Structures
The algebras can also be described without having to resort to S (X) by an intrinsic characteriza-
tion through positive convex structures, and their morphisms as the afﬁne maps on these structures.
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This characterization is comparable to the one given byManes for the power setmonad, cp. Remark
4.1.
Lemma 4.4. Given an algebra 〈X , h〉, deﬁne for x1, . . . , xn ∈ X and the positive convex coefﬁcients
〈1, . . . ,n〉 ∈ 
n∑
i=1
i · xi := h
(
n∑
i=1
i · xi
)
,
then this deﬁnes a positive convex structure on X.
Proof . 1. Because
h
(
n∑
i=1
i,j · xi
)
= h(xj ) = xj ,
property 1 in Deﬁnition 3.1 is satisﬁed.
2. Proving property 2, we resort to the properties of algebras, and of a monad
n∑
i=1
i ·
(
m∑
k=1
i,k · xk
)
= h
(
n∑
i=1
i · ∑m
k=1 i,k ·xk
)
(1)
= h
(
n∑
i=1
i · h(∑mk=1 i,k ·xk )
)
(2)
= h
(
n∑
i=1
i · S (h)
(
∑m
k=1 i,k ·xk
)
)
(3)
= (h ◦ S (h))
(
n∑
i=1
i · ∑m
k=1 i,k ·xk
)
(4)
= (h ◦ X )
(
n∑
i=1
i · ∑m
k=1 i,k ·xk
)
(5)
= h
(
n∑
i=1
i · X
(
∑m
k=1 i,k ·xk
)
)
(6)
= h
(
n∑
i=1
i ·
(
m∑
k=1
i,k · xk
))
(7)
= h
(
m∑
k=1
(
n∑
i=1
i · i,k
)
xk
)
(8)
=
m∑
k=1
(
n∑
i=1
i · i,k
)
xk (9)
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The equations (1) and (2) reﬂect the deﬁnition of the structure, equation (3) applies h() = S (h)(),
equation (4) uses the linearity of S (h) according to Lemma 4.1, equation (5) is due to h being an al-
gebra, and nowwe are winding down. Equation (6) uses Lemma 4.1 again, this time forX , equation
(7) uses that X ◦  = , equation (8) is just rearranging terms, and equation (9) is the deﬁnition
again. 
Let conversely such a positive convex structure be given. We show that we can deﬁne a G-triplet
from it. Let
TX :=
{
n∑
i=1
i · xi | n ∈ , x1, . . . , xn ∈ X , 〈1, . . . ,n〉 ∈ 
}
,
then TX is dense in S (X). Put
h0
(
n∑
i=1
i · xi
)
:=
n∑
i=1
i · xi,
then h0 : TX → X well deﬁned. This is so since
n∑
i=1
i · xi =
m∑
j=1
′j · x′j
implies that
n∑
i=1,i =0
i · xi =
m∑
j=1,′j =0
′j · x′j ,
hence given i with i = 0 there exists j with ′j = 0 such that xi = x′j and vice versa. Consequently,
n∑
i=1
i · xi =
n∑
i=1,i =0
i · xi =
n∑
j=1,′j =0
′j · x′j =
n∑
j=1
′j · x′j
is inferred from the properties of positive convex structures.
The map h0 is uniformly continuous, because
d

h0
(
n∑
i=1
i · xi
)
, h0


m∑
j=1
j · yj



 ≤ dP


n∑
i=1
i · xi ,
m∑
j=1
j · yj

 .
This is immediate from the deﬁnition of dP . Note that we need uniform continuity here, because
otherwise a unique, continuous extension from the dense subset of discrete measures to all measures
cannot be guaranteed.
Deﬁne 
0 as the kernel of h0, then 
0 is a smooth equivalence relation on TX , and it is not difﬁcult
to see that the set of topological closures
{(
[t]
0
)cl | t ∈ TX
}
forms a partition of S (X):
(1) the closures of different equivalence classes are disjoint,
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(2) given  ∈ S (X), one can ﬁnd a sequence (tn)n∈ in TX with tn ⇀w . Since X is Polish, in par-
ticular complete, the sequence (h0(tn))n∈ converges to some t0, and because h0 is uniformly
continuous, one concludes that  ∈ ([t0]
0
)cl
. Thus each member of S (X) is in some class.
This yields an equivalence relation 
 on S (X). Uniform continuity of h0 gives a unique continuous
extension h of h0 to S (X), thus 
 equals the kernel of h, hence 
 is a smooth equivalence relation,
and it is evidently positive convex. Deﬁning on S (X)/
 the metric
D([1]
 , [2]
) := d(h(1), h(2)),
it is rather immediate that
(1) the metric space (S (X)/
,D) is homeomorphic to X with metric d ,
(2) the topology induced by the metric D is just the ﬁnal topology with respect to the weak
topology on S (X) and ε
.
It is clear that each afﬁne and continuous map between positive convex structures gives rise to a
morphisms between the corresponding G-triplets, and vice versa.
Thus we have established
Proposition 4.9. The category Alg of algebras for the Giry monad is isomorphic to the category
StrConv of positive convex structures with continuous afﬁne maps as morphisms.
For the probability functor we again mirror the development, but this time we need not go into
details. We obtain eventually for the category pAlg of algebras for the Giry monad, when restricted
to the probability functor (with the obvious necessary adjustments made for morphisms).
Proposition 4.10. The category pAlg of algebras for the Giry monad for the probability functor is
isomorphic to the full subcategory of continuous convex structures.
This characterization has been known for the probability functor in the case that X is a com-
pact Hausdorff space [3, 2.14] (the attribution to Swirszcz’s work [4] in [3] is slightly unclear). The
methods for the proof are, however, rather different: the compact case makes essential use of the
right adjoint of the probability functor as a functor between the respective categories of compact
Hausdorff spaces and compact convex sets. This adjoint is not yet characterized fully in the present
situation. Thus Corollary 4.10 generalizes the characterization to Polish spaces.
5. Examples
This section illustrates the concept and proposes some examples by looking at some well-known
situations, thus most of this section is not really new, probably apart from the proposed point of
view. We ﬁrst show that the monad carries for each Polish space an instance of an algebra with it.
Then we prove that in the ﬁnite case an algebra exists only in the case of a singleton set. Finally
a geometrically oriented example is discussed by investigating the barycenter of a probability in a
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compact and convex subset ofn. In each case it turns out that the convex structure associated with
the algebra is the natural one, i.e., the one provided through the existing geometric structure.
5.1. Monad multiplication
We show that 〈S (X),X 〉 is an algebra whenever X is a Polish space. This is not only interesting
in its own right, it shows moreover that each Polish space is associated in a natural fashion with a
strongly convex structure. This association is actually more than meets the eye: we will show in sec-
tion 6 that X → 〈S (X),X 〉 is the object part of the left adjoint to the forgetful functor Alg → Pol.
In analogy to [13], the pair 〈S (X),X 〉 is referred to (informally) as the stochastic powerdomain for
Polish space X , because it exhibits properties similar to the probabilistic powerdomains studied in
[13], and to the plain powerdomain that is based on the power set functor.
Example 5.1. The pair 〈S (X),X 〉 is always an algebra. We know from Lemma 2.1 that X :
S (S (X)) → S (X) is continuous. Because 〈S , ,〉 is amonad, the natural transformation : S2 •→
S satisﬁes
 ◦ S =  ◦ S
in the category of functors with natural transformations as morphisms, see the diagram at the end
of section 2. Since (S◦ )X = S (X ) and ( ◦ S)X = S (X), this translates to
X ◦ S (X ) = X ◦ S (X).
Because the equation X ◦ S (X) = idS (X) is easily established through a simple computation, the
deﬁning diagrams are commutative.
Since
X (1 · 1 + . . .+ n · n) = 1 · X (1)+ . . .+ n · X (n),
the positive convex structure induced on S (X) by this algebra is the natural one.
5.2. The ﬁnite case
The ﬁnite case can easily be characterized: there are no algebras for {1, . . . , n} unless n = 1. This
will be shownnow.As abyproductweobtain a simple geometric description as anecessary condition
for the existence of algebras.
We need a wee bit elementary topology for this.
Deﬁnition 5.1. A metric space A is called connected iff the decomposition A = A1 ∪ A2 with disjoint
open sets A1,A2 implies A1 = ∅ or A2 = ∅.
Thus a connected space cannot be decomposed into two non-trivial open sets. The connected
subspaces of the real line  are just the open, half-open or closed ﬁnite or inﬁnite intervals. The
rational numbers  are not connected. A subset ∅ = A ⊆  of the natural numbers which carries
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the discrete topology (because we assume that it is a Polish space) is connected as a subspace iff
A = {n} for some n ∈ .
The following facts about connected spaces are well known, see for example [14, Chapter 6.1], or
any other standard reference to set-theoretic topology.
Lemma 5.1. Let A be a metric space.
(1) If A is connected, and f : A → B is a continuous and surjective map to another metric space B,
then B is connected.
(2) If two arbitrary points in A can be joined through a connected subspace of A, then A is connected.
This has as a consequence
Corollary 5.1. If 〈X , h〉 is an algebra for the Giry monad, then X is connected.
Proof . If 1, 2 ∈ S (X) are arbitrary probability measures on X , then the line segment {c · 1 +
(1 − c) · 2 | 0 ≤ c ≤ 1} is a connected subspace which joins 1 and 2. This is so because it is the
image of the connected unit interval [0, 1] under the continuous map c → c · 1 + (1 − c) · 2. Thus
S (X) is connected by Lemma 5.1. Since h is onto, its image X is connected. 
Consequently it is hopeless to search for algebras for, say, the natural numbers or a non-trivial
subset of it:
Corollary 5.2. A subspace A ⊆  has algebras for the Giry monad iff A is a singleton set.
Proof . It is clear that a singleton set has an algebra. Conversely, if A has an algebra, then A is
connected by Corollary 5.1and this can only be the case when A is a singleton. 
The next example deals with the unit interval:
Example 5.2. The map
h : S ([0, 1])   →
∫ 1
0
t (dt) ∈ [0, 1]
deﬁnes an algebra 〈[0, 1] , h〉. In fact, h() ∈ [0, 1] because  is a subprobabilitymeasure. It is clear that
h(x) = x holds, and—by the very deﬁnition of the weak topology—that  → h() is continuous.
Thus by Proposition 4.2 it remains to show that the partition induced by h is positive convex. This
is a fairly simple calculation. Consequently, the partition induced by h is a G-partition, showing
that h is indeed the morphism part of an algebra.
It is not difﬁcult to see that the positive convex structure induced on [0, 1] is the natural one.
This is the only algebra that has an integral representation through Lebesgue measure: suppose
that
h∗() =
∫ 1
0
f(t) (dt)
for some continuous f . Then h∗(x) = f(x), from which f(x) = x is inferred for each x ∈ [0, 1].
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5.3. Barycenter
The ﬁnal example has a more geometric touch to it and deals only with the probabilistic case. We
work with bounded and closed subsets of some Euclidean space and show that the construction of
a barycenter yields an algebra. Fix X ⊆ n as a bounded, closed and convex subset of the Euclidean
space n (for example, X could be a closed ball or a cube in n).
Denote for two vectors x, x′ ∈ n by
xx′ :=
n∑
i=1
xi · x′i
their inner product. Then x.xx′ constitutes a continuous linear map on n for ﬁxed x′. In fact,
each linear functional on n can be represented in this way.
Deﬁnition 5.2. The vector x∗ ∈ n is called a barycenter of the probability measure  ∈ P (X ) iff
xx∗ =
∫
X
xy (dy)
holds for each x ∈ X .
Because X is compact, the integrand is bounded on X , thus the integral is always ﬁnite.
We collect some basic facts about barycenters and refer the reader to [15] for details.
Lemma 5.2. The barycenter of  ∈ P (X ) exists, it is uniquely determined, and it is an element of X.
Proof . Once we know that the barycenter exists, uniqueness follows from the well-known fact
that the linear functionals on n separate points. Existence of the barycenter is established in [15,
Theorem 461 E], its membership in X follows from [15, Theorem 461 H]. 
These preparations help in establishing that the barycenter constitutes an algebra:
Proposition 5.1.Let b() be the barycenter of  ∈ P (X ) .Then 〈X , b〉 is an algebra for the Giry monad.
Proof . 1. b : P (X ) → X is well deﬁned by Lemma 5.2. From the uniqueness of the barycenter it is
clear that b(x) = x holds for each x ∈ X.
2. Assume that (n)n∈ is a sequence in P (X ) with n ⇀w 0. Put x∗n := b(n) as the barycenter of
n, then (x∗n)n∈ is a sequence in the compact set X , thus has a convergent subsequence (which we
take w.l.g. as the sequence itself). Let x∗0 be its limit. Then we have for all x ∈ X :
xx∗n =
∫
X
xy n(dy) →
∫
X
xy 0(dy) = xx∗0
Hence b is continuous.
3. It remains to show that the partition induced by b is convex. This, however, follows immediately
from the linearity of y → x.xy. 
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Calculating the convex structure for b, we infer from afﬁnity of the integral as a function of the
measure and from
xb() =
∫
X
xy (dy)
that (0 ≤ c ≤ 1, i ∈ P (X ))
b(c · 1 + (1 − c) · 2) = c · b(1)+ (1 − c) · b(2)
that the convex structure induced by b is the natural one.
It should be mentioned that this example can be generalized considerably to metrizable topolog-
ical vector spaces. The terminological effort is, however, somewhat heavy, and the example remains
essentially the same. Thus we refrain from a more general discussion.
Although the characterization of algebras in terms of positive convex structures yields a some-
what uniform approach, it becomes clear from these examples that the speciﬁc instances of the
algebras provide a rather colorful picture uniﬁed only through the common abstract treatment.
6. The Left Adjoint
The identiﬁcation of the algebras for the Giry monad and the observation from Example 5.1 that
〈S (X),X 〉 is always an algebra puts us in a position where we are able to identify the left adjoint
for the forgetful functor U : Alg → Pol. Deﬁne L (X ) := 〈S (X),X 〉, for a Polish space X , hence
L (X ) is the stochastic powerdomain associated with X , for the continuous map f : X → Y put
L (f ) := S (f), then we know from Example 5.1 that L (X ) is an algebra. From Lemma 4.1, part
4.1, we see that L (f ) : L (X ) → L (Y ) , is a morphism in Alg, and since  : S2 •→ S is a natural
transformation, L (f ) is an algebra morphism. Thus L : Pol → Alg is a functor.
We will write as usual C(a, b) for the morphisms a → b in category C.
Lemma 6.1. Let 	 : L (X ) → 〈Y , h〉 be a morphism in Alg, and put (	)(x) := 	(x).
This deﬁnes a bijection
 : Alg(L (X ) , 〈Y , h〉) → Pol(X , Y).
Proof . 1. Since x → x deﬁnes a continuous map X → S (X), and since the morphisms in Alg are
continuous as well, (	) ∈ Pol(X , Y) whenever 	 ∈ Alg(L (X ) , 〈Y , h〉).
2. Now suppose that (	1)(x) = (	2)(x), holds for all x ∈ X , thus 	1(x) = 	2(x), for all x ∈ X.
Let  = ∑mi=1 i · xi , be a discrete subprobability measure, then
	1() = 	1
(
m∑
i=1
i · xi
)
=
P∑
1≤i≤m
i · 	1(xi )
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=
P∑
1≤i≤m
i · 	2(xi )
= 	2().
Here P is the positive convex structure associated with the algebra 〈Y , h〉 by Proposition 4.9. Thus
	1 agrees with 	2 on all discrete measures. Since these measures are dense in the weak topology, and
since 	1 as well as 	2 is continuous, we may conclude that 	1() = 	2() holds for all  ∈ S (X). Thus
 is injective.
3. Let f : X → Y be continuous, and put 	˜ := h ◦ S (f), the composition being formed in Alg.
We claim that 	˜ ∈ Alg(L (X ) , 〈Y , h〉).
In fact, consider the diagram
We have
h ◦ S (˜	), = h ◦ S (h) ◦ S (S (f )),
= h ◦ Y ◦ S (S (f )) (because 〈Y , h〉 is an algebra)
= h ◦ S (f ) ◦ X (since S (f ) is an Alg-morphism)
= 	˜ ◦ X
which implies that the diagram is commutative, establishing the claim. Since for each x ∈ X
(˜	)(x) = h(S (f)(x)) = h(f(x)) = f(x)
we conclude that (˜	) = f , thus  is onto. 
In order to establish the properties of an adjunction, we need to establish the naturalness of
 = X ,〈Y ,h〉, see [2, p. 80]. This means that we have to establish the commutativity of the diagrams
below, given f ∈ Alg(〈Y , h〉, 〈Y ′, h′〉) and g ∈ Pol(X ′,X).
The ﬁrst diagram takes care of the hom-set functor Alg(L (X ) , ·) :
with
f∗ : Alg(L (X ) , 〈Y , h〉)  	 → f ◦ 	 ∈ Alg(L (X ) , 〈Y ′, h′〉)
as composition from the left, similarly U(f )∗. We see
U(f )∗ ((	))(x) = (f ◦(	))(x) = f((	)(x)) = f(	(x)),
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and
(f∗(	))(x) = f∗(	)(x) = f(	(x)),
hence the diagram commutes. The second diagram takes care of the contravariant hom-functor
Alg(·, 〈Y , h〉) :
Here
f ∗ : Pol(X , Y)  g → g ◦ f ∈ Pol(X ′, Y)
is composition from the right, similarly for L (f )∗ . Because
f ∗((	))(x′) = ((	) ◦ f)(x′) = 	(f(x′)),
and since
(L (f )∗ (	))(x′) = L (f )∗ (	)(x′) = (	 ◦ S (f))(x′) = 	(f(x′))
we see that this diagram commutes as well.
Summarizing, we have established:
Proposition 6.1. The functor L : Pol → Alg with L (X ) := 〈S (X),X 〉 and L (f ) := S (f) is left
adjoint to the forgetful functor U : Alg → Pol.
The probabilistic case is dealt with using the same arguments. The only place where the difference
between subprobability measures and probability measures comes formally into the discussion is in
the proof of Lemma 6.1. Proving surjectivity of one has to take a convex combination of discrete
measures, rather than a positive convex combination, as in the proof above. With this minor change
all proofs carry over verbatim. We obtain for the category pAlg of algebras for the probabilistic
version of the Giry monad (the category has been introduced in Proposition 4.10).
Proposition 6.2. The functor Lprob : Pol → pAlg with Lprob(X ) := 〈P (X ) ,X 〉 and Lprob(f ) :=
P (f ) is left adjoint to the forgetful functor U : pAlg → Pol.
Hence the forgetful functor on the algebras for the Giry monad has the stochastic powerdomain
as its left adjoint. This emphasizes the close ties between positive convex, respectively, convex struc-
tures and probabilities and sheds further light on these functors. It also adds a formal underpinning
to the intuitive understanding prevailing in Computer Science which often expresses the probability
of an outcome as a convex combination of all the possible outcomes, see e.g., [16,13] for accounts in
different ﬁelds. The interplay between convexity and probability is strikingly present inHeckmann’s
work [17] (in fact, he often interchanges both), but surprisingly not made explicit.
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7. Related Work
The monad on which the present investigation is based was originally proposed and investigated
by Giry [8] in an approach to provide a categorical foundation of Probability Theory. The functor
on which it is based assigns each measurable space all probabilities deﬁned on its -algebra, it is
somewhat similar to the functor assigning each set its power set on which the monad investigated
by Manes is based. While the Kleisli construction for the latter one leads to relations based on sets,
it leads for the former one to stochastic relations as a similar relational construction. This point of
view was stressed again by Panagaden in [18] when pointing out similarities between set based and
probability based relations. It was extended further in [19]. In [20] this aspect is elaborated in depth
by showing how a software architecture can be modelled using a monad as the basic computation-
al model; the monad is shown to subsume both the Manes and the Giry monad as special cases.
Stochastic relations turned out to be a fruitful ﬁeld for investigations [19,21,12] in particular in such
areas as labelledMarkov transition systems andmodelling stochastically algebraic aspects ofmodal
and temporal logic [22]. Heckmann [17] discusses different approaches to probabilistic domains and
addresses the question of the equivalence of different axiomatizations. His most powerful theory is
called Multiple Choice with Divergence, and the axioms come very close to the axioms for positive
convex sets—he even uses the notion of a formal linear combination
∑n
i=1 pi · xi. The theory is
related to the probabilistic powerdomains investigated by Jones and Plotkin [23,13]. In contrast to
the work reported about in the present paper, however, no connection is drawn by Heckmann to
probabilistic scenarios based on other than ﬁnite sets, and no relation to categorical constructions
is attempted.
Another aspect of the Giry monad is dealt with in [24]: the discussion in the present paper uses
the Prohorov metric for a metric on the space of subprobability measures, but it is fairly possible
to work with the Kantorovich metric; van Breugel shows that this metric is particularly suited to
model probabilistic nondeterminism, because it is robust to small changes. It may be interesting to
pin down speciﬁcally which effect the choice of the metric has for the Giry monad and its associated
structures.
The investigation of Eilenberg–Moore algebras for the probability functor using convexity argu-
ments has been advocated e.g., in [25,9,5], pioneering work having been reported in [26,4], see [3]. It
is clearly intimately connected with the question of identifying the adjoints for this functor, which
are not yet completely known in the category of Polish spaces with continuous or with measurable
maps as morphisms.
8. Further Work
We characterize the algebras for the Giry monad which assigns each Polish space its space of
probabilities. The morphisms in this category are continuous maps between Polish spaces. Conti-
nuity is technically crucial for the argumentation. This approach will not work for general Borel
measurable maps serving as morphisms between Polish spaces (although these maps are fairly in-
teresting from the point of view of applications), thus a more general characterization for these
algebras is desirable.
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Continuity plays also a crucial role in some of the examples that are discussed. Through the geo-
metric argument of connectedness we could show that for the discrete case no algebras exist, except
in the very trivial case of a one point space. This argument also does work only when themorphisms
involved are continuous. So it is desirable to ﬁnd algebras for the general case of Borel maps over
ﬁnite domains (probably they do not exist usually there either: one would also like to know that).
The last example hints at a connection between these algebras and barycenters for compact convex
sets in topological vector spaces. It ends here where the fun begins there, viz., when looking at
Choquet’s theory of integral representations [27]. There is room for further work exploring this
avenue. The examples show that the world of algebras for this monad is quite colorfully polymor-
phous.
The most interesting question, however, addresses the expansion of the characterization given
here for Borel measurable maps which are based on Polish spaces, or, going one crucial step further,
on analytic ones. This goes hand in handwith the request for identifying adjoints for the probability
functor (or its close cousin, the subprobability functor).
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