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Metallic glasses (and glasses in general) offer unique material properties
compared to their crystalline counterparts. Yet the physics of the glass transition
remain poorly understood. By examining the evolution of properties in the liquid as it is
cooled toward the glass transition we hope to discern how they relate to glass formation.
Of particular interest is the concept of kinetic fragility, first defined in terms of the
viscosity behavior near the glass transition, and what it means for a high temperature
liquid to be “fragile” or “strong.” This dissertation presents several studies of metallic
liquids using the electrostatic levitation technique. A method for determining the
evaporation rate of samples is developed, an important factor for consideration in many
experiments and industrial applications. It may also yield further insights when coupled
with surface tension measurements, a technique for which is also developed here, with
encouraging preliminary results. A method of extracting additional structural
information from X-ray diffraction on a related set of alloys is presented and applied to
xvi

liquid Cu-Zr alloys; this is the first time to this author’s knowledge that this technique
has been applied to liquids. The high-temperature viscosity of a large set of alloys is
measured and it is found that they obey a simple universal curve with only two
parameters. These parameters are closely related to fundamental properties of the
liquid, the infinite temperature viscosity limit and the glass transition temperature. The
relationship of glass-formability to kinetic and thermodynamic properties is examined in
CuZrAl alloys. The existence of a structural crossover temperature is examined in the
Vit106 alloy and microgravity experiment designs are presented for upcoming
experiments on the International Space Station. Finally, a new procedure for acquiring
and analyzing surface tension data with the oscillating drop method is developed to
account for the effect of sample rotation, with results presented for a variety of samples,
creating intriguing possibilities for future research.
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Chapter 1
Introduction
It is structure that we look for whenever we try to understand anything. All science is built
upon this search; we investigate how the cell is built of reticular material, cytoplasm,
chromosomes; how crystals aggregate; how atoms are fastened together; how electrons
constitute a chemical bond between atoms. We like to understand, and to explain, observed
facts in terms of structure.
— Linus Pauling
‘The Place of Chemistry In the Integration of the Sciences’, Main Currents in Modern
Thought (1950), 7, 110.

1.1 The Glass Transition
Among the general populace, it is a commonly held belief that matter comes in
three phases: solid, liquid, and gas, with well-defined transitions between them:
melting/solidification and vaporization/condensation. Some remember plasmas as a
fourth phase, and some remember sublimation/deposition, but that’s often the limit of
common knowledge. Common soda-lime glass causes some confusion, as some consider it
a solid and some a liquid (though often for erroneous reasons). The public can hardly be
blamed for this confusion; glasses seem to embody traits of both phases, and scientists
have struggled for decades to fully explain the nature of the glass transition.
One usually thinks of solids as crystalline and liquids as amorphous, but the
reverse is also possible; the majority of modern electronic displays consist of liquid
crystals and amorphous solids. Crystals are defined by long-range periodicity of a unit
cell; while amorphous materials lack this long-range order (LRO), they still possess
varying levels of short- and medium-range order (SRO and MRO, respectively) (fig.
1

1.1). Network glasses like the common silicates are quite constrained in the number of
bonds and bond angles that are allowed. Metallic glasses are less constrained, but high
packing fractions still create some SRO and MRO.

Figure 1.1 – Two-dimensional examples of a (a) crystal, (b) network glass, (c) metallic
glass. The number of bonds and the bond angles become less constrained from left to
right. Metallic bonds are non-directional, with quasi-hard sphere atomic radii (varying
with coordination number and chemical interactions)
Any liquid, when cooled with sufficient rapidity, can bypass crystallization and
become supercooled. Eventually this metastable liquid becomes too viscous to flow and
passes through the glass transition (also referred to as vitrification, from the Latin
vitreum, meaning “glass”). Glasses may be reheated into the supercooled liquid and
plastically deformed (the defining technique of the glass blower), and may also devitrify
into the lower energy crystal phase. The reverse transition from crystal to glass is more
difficult, but is possible through mechanical alloying and grinding processes [1].
Deposition from a gas to a glass is also possible, and is sometimes the only way to
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achieve sufficiently high cooling rates to avoid crystallization, though this process is
unsuitable for creating samples on a macroscopic scale.
The glass transition temperature, Tg, is defined by the loss of ergodicity from the
supercooled liquid, hence it is a timescale-dependent second-order diffuse transition [2].
While it is commonly defined by a viscosity of 1012 Pa.s., a quickly cooled liquid will fall
out of equilibrium at a higher temperature than a slowly cooled liquid. Figure 1.2 shows
how thermodynamic properties behave at Tg. The first derivatives of the Gibbs free
energy (entropy, specific volume) change slope abruptly, while the second derivatives
(specific heat, thermal expansion) have a near discontinuity, dropping rapidly from the
supercooled liquid to the glass.

Figure 1.2 — First and second derivative thermodynamic properties of the liquid, glass,
and crystal. Because the glass is a metastable state, its properties depend on the sample
processing history. A glass may be ‘relaxed’ by annealing it near Tg for an extended
period of time.
3

1.2 Bulk Metallic Glasses
While silicates form glasses readily and the supercooling of water was used in
determining the lower end of the Fahrenheit scale, it was long thought impossible to
supercool metals more than a few degrees, let alone form into glasses. The first metallic
glass was a Au75Si25 alloy [3], and required a cooling rate of approximately 106 K/s to
avoid crystallization. This was little more than a scientific curiosity at the time, but
since then, new alloys have been found which can be quenched at drastically lower
cooling rates, allowing larger pieces to be created. As size is more directly important
than cooling rate for practical applications, alloys are often described by their Critical
Casting Thickness (CCT), the largest thickness that the narrowest dimension can be
made before the sample begins to contain crystalline regions. An alloy is classified as a
Bulk Metallic Glass (BMG) if its CCT is 1 mm or greater. The Critical Cooling Rate
(CCR) is sometimes also reported. This is the slowest rate that the alloy can be cooled
without nucleating. A Time-Temperature-Transformation plot (fig 1.3) can be used to
show the effects of different cooling rates, whereby one may create a glass, crystal, or
some combination of the two.
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Figure 1.3 – A schematic Time-Temperature-Transformation plot, showing three
hypothetical cooling paths. In the leftmost the sample is cooled faster than the CCR
and remains fully amorphous. In the second, some crystals nucleate but do not have
sufficient time to grow, leaving some portion of the sample amorphous. In the last path,
crystal growth will be able to completely transform the sample. The Growth curve may
be offset in temperature from the Nucleation curve.

Unfortunately, the CCT is a notoriously unreliable quantity to measure. Two
different groups may measure different thickness, perhaps because of a difference in
contaminant concentration or a difference in processing. Heating the liquid an additional
50 K before cooling may be incredibly important. Different casting geometries (rod,
wedge, etc) can also give different results. The stochastic nature of nucleation also
requires several samples to be made and tested, making any systematic study a
Herculean task. It also does not tell the investigator anything about why the CCT is
higher or lower than another sample. So while it is useful when only comparing
measurements made by a single group or when there are large differences in the CCTs,
additional metrics to describe glasses are highly desirable.
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1.3 Structure
It was first proposed by Frank [4] that the reason metallic liquids can be
undercooled is that they have preferred low-energy short-range order that is
incompatible with crystal periodicity. This order must be destroyed for the atoms to
rearrange into a crystal, creating an energy barrier to nucleation. Early X-ray diffraction
measurements had already shown that elemental liquids had a coordination number of
approximately 12, the same as the close-packed FCC and HCP crystal structures. This
had been used as an argument for why the liquid could not be significantly
undercooled—the liquid and crystal must have similar structures in order to have
similar coordination numbers. When experiments began to show that significant
undercooling was possible [5], Frank realized, as “any good schoolboy,” that a third
structure had a similar coordination number, the icosahedron (fig. 1.4). The five-fold
symmetry of an icosahedron is incompatible with LRO while having the same
coordination number as close-packed FCC and HCP crystal structures. This structural
order was later confirmed to be present in many metallic liquids [6].
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Figure 1.4 — In an icosahedral structure the central atom is surrounded by 12 atoms.
Each bond between the central atom and an edge atom (green) is surrounded by 5 other
atoms (red).

The structure of the material can be probed in a number of ways; the method of
relevance to this work is X-ray diffraction, the experimental details of which will be
explained in Chapter 2. Pair correlation functions (PCFs), which can be expressed
either in real space or momentum space, describe in various ways the probability of
finding two atoms a specific distance apart. Figure 1.5 shows several example PCFs, the
easiest to understand is the pair distribution function (PDF or g(r)), normalizes by the
density of the material, such that g(r) goes to 1 at large r. Similarly in momentum
space, the structure function S(Q) also goes to 1 at large Q. The regularly spaced atoms
of crystals create sharp Bragg peaks, while less ordered materials have increasingly
diffuse peaks. In multi-component alloys, the PCFs can be broken down into elementspecific partial pair correlation functions; this requires information from multiple
experiments, Chapter 4 presents one such method.
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Figure 1.5 — Schematic pair correlation functions g(r) and S(Q) for a crystal (top),
glass (middle), and liquid (bottom). The asymmetric “shoulder” that can be seen in the
glass’ second peak in S(Q) is often associated with icosahedral order, and is frequently
found in the liquid as well.
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The energy landscape model [7] is a useful qualitative means of explaining the
relationship between structure and dynamics. A hyper surface in 3N+1 dimensional
space corresponds to the potential energy for every possible configuration of the
system’s N atoms (fig. 1.6). Small atomic rearrangements (β-relaxation) move the
system between local minima (basins), while larger scale changes (α-relaxation) move
the system between “megabasins.” The lowest energy state is that of the crystal,
followed by the “Ideal glass,” a state kinetically inaccessible on laboratory timescales.
At high temperatures the system is ergodic: sampling all configurations and having
similar timescales for both relaxation modes as the sample moves across the landscape.
As the temperature decreases, the timescales begin to diverge, with the time needed for
α-relaxation increasing until the sample is no longer able to sample the entire surface
and becomes non-ergodic. This is the glass-transition.

9

Figure 1.6 — Illustration of an energy landscape, the horizontal axis represents all
3N+1 coordinates.

1.4 Kinetics
The kinetic fragility [8] (fig. 1.7) of the system is related to the number of
megabasins in the energy landscape[7]. Strong systems with only a few (or one)
megabasins have little α-relaxation. Because the β-relaxation timescale dominates at all
temperatures, the viscosity has Arrhenius temperature dependence with constant
activation energy,
(1.1)
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where η is the viscosity, η0 is the infinite temperature viscosity limit, EA is the
activation energy, and kb is the Boltzmann constant. As the fragility increases, so does
the number of megabasins and α-relaxation persists to lower temperatures. Near Tg the
shift to β-relaxation results in a sudden increase in the activation energy. The fragility
parameter m is traditionally defined by the slope of the Angell plot at Tg, essentially a
scaled activation energy and increases with fragility,
m=

d
d(Tg / T )

(1.2)

log10 (η )
T =Tg

At the high temperatures accessible in Electrostatic Levitation (ESL) studies such
as those used in this thesis (see section 1.6), the behavior of fragile alloys is reversed
from low temperatures; fragile alloys instead have lower activation energies. There is
evidence that fragility is also reflected in the volume expansivity [9]; when comparing
two closely related liquids, the expansivity of the stronger should be larger at high
temperature (after removal of an overall baseline). In Chapter 5 it is shown that
metallic liquids are a special case and can be rescaled into a universal curve using only 2
parameters.
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Figure 1.7 — Angell plot of the viscosity vs. inverse temperature, normalized to Tg. The
fragility parameter m is defined by the slope of the viscosity at T=Tg.

In general, a higher kinetic fragility is believed to be detrimental to glassformability. The atoms of a fragile liquid are better able to flow and rearrange at
temperatures where the thermodynamic free energy for crystallization is large,
increasing the odds that the liquid will crystalize before it reaches the glass transition.
However, thermodynamics also play an important role by determining how energetically
favorable crystallization is.
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1.5 Thermodynamics
At high temperatures, the Gibbs free energy of the liquid is less than that of the
crystal. As the temperature of a liquid decreases towards the equilibrium melting
temperature, this difference shrinks (fig. 1.8). Below the liquidus temperature the free
energy of the crystal phase becomes less than that of the liquid, driving nucleation of
the crystal phase.

Temperature

Free Energy

Stable Liquid
Liquid
Crystal
Metastable Liquid
Stable Solid
Time

Figure 1.8 – A schematic temperature vs. time plot, showing a common experiment
cycle in ESL. The sample cools rapidly via radiative transfer from the high temperature
liquid down in to a super-cooled liquid before recalescing into a (crystalline) solid. The
inset shows the difference in the Gibbs free energy between the solid and liquid phases
at different temperatures.
The classical nucleation theory [10] describes the work of cluster formation, W(n),
as a competition between this driving free energy and an interfacial free energy barrier
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arising from the boundary between the cluster of atoms in the nucleating phase and the
surrounding phase as
(1.3)
where n is the number of atoms in the cluster of the nucleating phase, ∆µ is the
difference in free energy between the two phases (crystal-liquid), A is the surface area of
the cluster, and σ is the interfacial free energy created by the mismatch in atomic
arrangements between the two phases. The first term is negative and promotes
nucleation, while the second term is positive and opposes it. At small cluster sizes the
cluster will tend to dissolve back into the liquid, while larger clusters above a critical
size n* will tend to grow. The rate at which atoms are added and removed from the
cluster can be described by the Volmer and Weber kinetic model [11], and is related to
the viscosity (and hence fragility). Crystallization is thus avoided by a combination of
maximizing the work of cluster formation and slowing the rate of atomic rearrangement.
This has led to several empirical rules for designing glasses [12]. The glass formability
(GFA) is often best near eutectic compositions where ∆µ remains positive to lower
temperatures. Furthermore, once the liquid is cooled below the liquidus temperature
(Tl), the temperature range it must cool through is smaller than at other compositions,
reducing the time available for nucleation; alloys with a larger reduced glass transition
temperature Trg = Tg/Tl consequently tend to make better glasses. Adding more
elements with mismatched atomic sizes can increase the interfacial free energy, and lead
to the formation of multiple crystal phases, some having compositions drastically
14

different from the liquid, leading to diffusion-limited nucleation and growth as described
by the coupled flux model [13]. One of the goals of the experiments planned in chapter 7
is to investigate diffusion limitations by using the microgravity environment of the
International Space Station (ISS) to remove normal convection. The sample can then be
electromagnetically stirred to marginalize the diffusion-limited barrier. Large negative
heats of mixing between elements can increase the stability of the liquid SRO and
hinder atomic rearrangement. Perhaps most importantly, heterogeneous nucleation sites
can drastically reduce the nucleation barrier by effectively catalyzing crystal nucleation,
negatively impacting GFA.

1.6 Containerless Processing
A significant challenge in the study of liquid metals is their (generally) extreme
reactivity. Oxygen contamination from the atmosphere, and even reactions with
container walls can easily ruin sample composition and alter properties of the liquid. In
addition container walls act as heterogeneous nucleation sites, severely limiting access to
the supercooled liquid region. By levitating the sample in a vacuum or inert atmosphere
these challenges can be avoided. Several approaches to levitation have been developed
over the years and their relative merits will be briefly discussed here.
Aerodynamic levitation [14] uses a jet of air to counteract the force of gravity. This
is a relatively simple and robust method (although inherently unstable), but the
continuous flow of air over the sample removes heat quickly. This makes high
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temperatures less accessible, and leads to large temperature gradients across the sample.
The shear force of the flowing air also perturbs the surface. In addition, the sample is
usually partially recessed into the air nozzle to provide lateral stability, limiting access
to the sample.
Acoustic levitation [15] uses the pressure of focused sound waves to levitate the
sample. This removes the temperature-dependent issues of aerodynamic levitation, at
the cost of some simplicity. The pressure waves do distort the sample surface. A
properly configured system can be extremely stable; by using a curved bottom reflector
a three-dimensional potential well is created for the sample to float in. Traditionally this
method has been limited to low density materials such as water and organic compounds,
but recent progress in the last decade has seen it used to float materials as dense as
iridium [16] (22.56 g/cm3) and the number of experiments on metallic alloys is growing.
Electromagnetic levitation (EML) [17] is a robust method that can be used both in
a vacuum or gas environment. It also uniformly heats the sample through inductive
heating, as opposed to the other methods that typically heat with a laser or array of
lasers. Unfortunately, these advantages are inseparably linked with two significant
disadvantages. The first disadvantage is that it can only levitate conductive materials.
The second disadvantage is heat dissipation. Because the induced eddy currents that
levitate the sample also heat it, the cooling rate is reduced and minimum temperature is
increased. Even in microgravity [18], where a much smaller positioning current is
needed, this effect can raise the minimum temperature to several hundred degrees above
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the ambient chamber temperature. Specific examples will be provided in Chapter 7,
where some upcoming EML experiments to be performed aboard the International Space
Station (ISS) are discussed. Besides the earlier mentioned diffusion experiments, another
unique advantages of microgravity EML is the ability to measure the specific heat of the
liquid separately from the emissivity of the sample. This is possible because heat is
added to the sample in a way that is not affected by the emissivity. Less uniquely, the
viscosity and surface tension can be measured using the oscillating drop method
described in chapter 2, although there are some differences in the implementation.
Finally, electrostatic levitation (ESL) [19] uses a strong electric field to levitate a
charged sample. Unlike EML, any type of material may be levitated, as even insulators
can have surface charges placed on them. ESL is typically performed under vacuum, but
can also be performed under gas if taken to a sufficiently high pressure to prevent arcing
between the electrodes [20]. Temperature is controlled with heating lasers and radiative
cooling. The smaller sample size in ESL is better suited than EML for transmissiongeometry X-ray diffraction; the absence of electromagnetic coils around the sample also
creates a less obstructed environment for diffraction. This technique faces significant
challenges in situations where larger samples are desirable, such as neutron scattering.
While difficult, appropriate engineering considerations make it possible to overcome.
The Neutron Electrostatic Levitator (NESL) [21, 22] designed and constructed by this
group and located at the Spallation Neutron Source at Oak Ridge National Laboratory
can levitate larger samples (up to 400 mg), while another ESL [23] designed for neutron
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diffraction has processed samples up to 800 mg. Smaller samples also cool more quickly,
improving undercooling when compared to EML. ESL pays for this flexibility with
complexity. Unlike Acoustic Levitation and EML, the sample floats in a saddle-point
potential. While curved electrode geometry can create a minimum in the x-y plane, the
z-direction is inherently unstable, necessitating a rapid feedback control algorithm to
maintain stable levitation. It is also vulnerable to sudden charge loss during the initial
heating as impurities are evaporated, which can make it difficult if not impossible to
maintain levitation.

1.7 Conclusion
Containerless processing methods are, by design, limited almost entirely to noncontact measurements of the properties described in the preceding sections. These
measurement techniques are described in detail in chapter 2. The remaining chapters
can be divided into two groups, focused on structural or thermodynamic properties.
Chapter 3 examines the evaporation rates of different alloys, primarily for the practical
reason of designing future experiments to have acceptable amounts of evaporated
material. Scientifically, the evaporation rate can also be used to examine chemical heats
of mixing. Chapter 4 probes the structure of CuZr alloys using X-ray diffraction, and
presents a technique for obtaining a common set of partial pair correlation functions for
all of the alloys. Chapter 5 presents viscosity measurements for a wide array of alloys
and shows that they can be collapsed simply onto a universal curve. The parameters of
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this curve are closely linked with fundamental properties of the liquid. In chapter 6, the
relationship of glass-formability to kinetic and thermodynamic properties is examined
using CuZrAl alloys. In chapter 7 the existence of a structural crossover temperature is
examined using density and X-ray diffraction measurements in the Vit106 alloy and
microgravity experiment designs for Vit106 and Vit106a are presented for upcoming
experiments on the International Space Station. Finally, in Chapter 8 a new procedure
for acquiring and analyzing surface tension data with the oscillating drop method is
developed to account for the effect of sample rotation, with results presented for a
variety of samples, creating intriguing possibilities for future research.
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Chapter 2
Experimental Methods
2.1 Sample Preparation
Samples were prepared from master ingots that were made by arc-melting on a
water cooled hearth in a high-purity (99.998%) argon environment. Elements of high
purity—ranging from 99.9% (Y & Co) to 99.9999% (Cu)—were used to prepare the
alloys. When possible, the source material was selected for minimum oxygen content
(e.g. <10 ppm in zirconium), since the oxygen concentration dramatically affected the
amount of super-cooling that was attainable before crystallization. To further prevent
oxygen contamination, the elemental materials were stored in an inert-atmosphere glove
box when not in use. For sample preparation, the arc-melting chamber was evacuated to
less than 2×10-5 Torr and backfilled with argon three times. A Ti-Zr getter was also
melted for approximately 30 seconds before arc-melting to further reduce the residual
oxygen in the atmosphere. The approximately one gram master ingot was melted three
to five times for 30-45 seconds each time to ensure a homogenous composition; ingots
with mass loss greater than 0.05% were discarded. Excess hearth or ingot discoloration,
typically attributed to oxygen or hydrocarbon contamination, was also grounds for
sample rejection.
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The master ingots were broken and portions were re-melted to prepare the samples
used in the ElectroStatic Levitation (ESL) studies. These had a mass ranging between
30 and 90 mg, but were typically between 50-70 mg. Portions from the master ingots
were also used for Differential Thermal Analysis (DTA) and Differential Scanning
Calorimetry (DSC) calibration measurements. Since most of the alloys studied were
glass formers, for the DSC measurements the liquid was typically quenched onto a
rotating copper wheel to form amorphous ribbons. The glass transition temperature can
be determined from DSC measurements using several different methods, pictured in
figure 2.1.
Additional details on sample preparation can be found elsewhere [1, 2].
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End
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Temperature (K)

Figure 2.1 — Tangent lines (in red) are used to define the three different methods for
determining Tg from a schematic DSC measurement. Onset and Tangent are the most
commonly used methods. Tx marks the beginning of crystallization.

2.2 Electrostatic Levitation
The majority of experiments presented here were done using the Washington
University Beamline ESL (WU-BESL)[3], which enabled a variety of in situ
measurements to be made on containerlessly processed samples under high vacuum
conditions. Thermophysical and structural properties can all be measured as a function
of temperature. The results from the thermophysical measurements presented here were
obtained between August 2012 and the writing of this thesis. X-ray scattering studies
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were performed in the WU-BESL at Station 6-ID-D of the Advanced Photon Source
(APS) at Argonne National Laboratory to obtain structural information for the liquids
as a function of temperature. A photograph of a levitated aluminum sphere in the WUBESL is shown in figure 2.2.

Figure 2.2 – An Aluminum sphere floating in the WU-BESL, as seen through the front
window (labeled “x-ray diffraction cone” in Figure 2.3).
The WU-BESL apparatus consists of a cylindrical vacuum chamber with numerous
ports for manipulation and measurement of the levitated samples (Figure 2.3). The
vacuum within the chamber is typically between 3×10-7 and 8×10-7 Torr, although it has
been operated at pressures as high as 5×10-6 Torr.
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Figure 2.3 – Top-view schematic of the WU-BESL, showing the various optical
components. When installed at Washington University, the X-ray Beam window is
instead used for a high-speed camera. Reprinted from [4] with permission.
Sample position is controlled using three sets of orthogonal electrodes (fig. 2.4).
The voltage of the top electrode is adjusted between 0 and −20 kV using a fast highvoltage amplifier, while the bottom electrode is grounded. This potential difference
induces a charge separation in the sample, which leads to a levitation force on the
sample, counteracting the downward force of gravity. The two sets of orthogonal
(termed lateral) electrodes consist of a grounded electrode and an electrode connected to
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a ±3 kV high-voltage amplifier. These are used to position the sample within in the x-y
plane. The lateral electrodes can also be used to alter the position of the sample, within
a limited extent. To further stabilize the sample position, the curved construction of
the top electrode results in a saddle-point in the electric field, which naturally pulls the
sample toward a particular point in the x-y plane (while increasing the instability in the
z-direction).
Top (0 to -20kV)
Sample Drop Shaft

Position Sensor

LED Backlight

Side

Bottom Side (±3kV)
Sample Post

Digital
Feedback
Control
Algorithm
&
High
Voltage
Amplifiers

Figure 2.4 — Schematic of the ESL positioning electrodes. The top and bottom
electrodes are copper, the side electrodes are stainless steel, and the sample post is
molybdenum. Molybdenum is used because it has a high melting temperature and is not
ferromagnetic; magnetic samples (such as the tungsten carbide density standards) are
difficult to launch from a stainless steel post. The sample post is typically lowered to
slightly below the level of the bottom electrode during processing. It can also be raised
to destabilize the sample and eject it if it is not needed.
The position of the sample is tracked by casting a shadow of the sample onto
position sensitive detectors (PSDs). Collimated orthogonal LEDs backlight the sample; a
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lens on the exit port magnifies the shadow. The magnification makes finer adjustments
in alignment possible compared to a previous configuration, as well as providing a boost
to the signal strength. Since each LED light is a different color bandpass filters placed
in front of the PSDs reduce crosstalk and noise. The signals from the PSDs are fed into
a dedicated computer that runs an algorithm to control the high-voltage amplifiers [5].
These LEDs were installed in June 2012, prior to that HeNe lasers were used as
backlights. They were inferior to the LEDs for several reasons. Because the long laser
tubes were mounted vertically and the light bounced off a mirror into the chamber,
alignment was difficult. Further the long lever arms made the setup vulnerable to
vibration. In addition, the lasers beam intensity profile of the lasers was unstable, with
the intensity changing dramatically as the laser warmed up. This necessitated a 20 to 30
minute waiting period before the system could be aligned. Also, the profile would
continue to drift throughout operation, requiring constant monitoring and adjustment
by the operator. Because of these various issues, realignment was necessary before every
operation of the ESL. The LEDs, by contrast, provide a stable intensity profile from the
moment they are turned on, and with their fixed mounting system can go for days or
even weeks without requiring realignment. As a result, sample stability under optimum
conditions has improved from ~50 µm with the HeNe lasers to ~10 µm with the high
intensity LEDs.
Samples are typically preprocessed before levitation while they are sitting on an
adjustable-height post. Preprocessing consists of heating the sample to the liquidus
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temperature to either partially or completely melt the sample. This removes some of the
surface impurities and makes subsequent processing while the sample is levitated much
easier, greatly decreasing the time necessary to melt the sample.
Two ultraviolet (UV) light sources are used to charge the sample during processing
by using the photoelectric effect. Charge is lost from the sample during initial heating as
positively charged contaminants are evaporated off the surface and out of grainboundaries. The primary vacuum ultraviolet (VUV) source uses a helium plasma arc to
generate very intense (1.1×1016 photons per second and steradian) and energetic
(21.2eV) light, and is also very well collimated, providing faster recharging of the
sample and a larger maximum charge compared to the secondary UV source. Once the
sample is melted and the volatiles are evaporated, thermionic emission is typically
sufficient to maintain the sample charge (with the exception of a few alloys with
unusually low liquidus temperatures, such as in the Au-Si binary alloys). Since the UV
is no longer needed after this point, shutters are closed to protect the UV sources from
vapor deposition. For synchrotron X-ray studies at the Advanced Photon Source (APS),
exposure to the intense beam can also cause sample charging in some alloys, resulting in
sample instability. The secondary UV source, a deuterium lamp, is used to remove this
excess charge. Since this source is not as collimated as the primary one, some of the UV
light strikes the electrodes as well as the sample. The light incident on the top electrode
ejects electrons from that which, because of the high negative potential, are attracted
toward the sample and the bottom electrode, leading to a steady-state situation.
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Obviously, the performance of both UV sources is very sensitive to alignment, as
discussed in Appendix D.
The ESL is controlled with several custom software programs. Levitation is
controlled by a MatLab™ algorithm [2, 5], which is loaded onto a dedicated PC and
interfaced via the xPC Target Explorer program. The other functions of the chamber
are controlled using in-house LabView™ programs on two computers or programs
supplied by the equipment manufacturer. The functions of the two computers are listed
in Table 2.1.
Table 2.1 — Control Computer Functions
Primary Computer

Secondary Computer

Temperature

Visualization (Color Camera)

Laser Power Control

Viscosity & Surface Tension

Laser Cooling Monitor

Residual Gas Analysis

X-ray Diffraction TTL Signal

High-speed Camera

Density Camera
xPC Target Explorer
Stepper Motor Control

2.3 Temperature Control and Measurement
2.3.1 Temperature Control
A fiber-coupled diode laser (980nm, 50 W continuous maximum power) is used to
heat the sample. The maximum cooling rate is limited by radiation heat transfer from
the sample to the surroundings, although slower rates are also obtainable by an
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appropriate adjustment of the laser power. The diameter of the heating laser beam is
similar to the diameter of the sample, and so also sensitive to alignment. Misalignment
can result not only in poor heating efficiency, but also in rapid rotation of the sample
from the uneven photon pressure. The ramifications of this are discussed in
measurements of the surface tension later in this chapter.
The diode laser itself produces a great deal of waste heat that must be actively
removed to prevent overheating and destruction of the laser. Initially the casing was
mounted to a water-cooled aluminum block, using indium foil and a Peltier heat pump
as a thermal contact between the two. This foil has a very high thermal conductance
and is extremely malleable, creating excellent surface contact. The water-cooling was
eventually replaced with air-cooling, for several reasons. First, the water-cooling line was
prone to deposit buildup, causing a decrease in water flow. If the flow rate became too
low or the water temperature became too high, then the waste heat accumulated and
leaked back into the laser casing, creating a destructive positive feedback loop.
Replacing water cooling with air cooling unit allowed improved and more dependable
cooling even in the warm hutch environment at the APS, allowing the temperature of
the laser to be maintained to within ±0.1 °C of the set temperature. As a side benefit,
the cooling system was also simpler, making it easier to set up the ESL at the APS.
2.3.2 Pyrometery
Non-contact

temperature

measurements

are

obtained

using

two

infrared

pyrometers. The low temperature pyrometer, a Process Sensors Metis MI18 MB8,
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operates at a wavelength of 1.89 µm and measures the temperature in the range 160-800
°C. For higher temperatures (600-2300 °C) a Process Sensors Metis MQ22 two color
ratio pyrometer is used, which operates at 1.40 and 1.64 µm. By using the ratio of the
two wavelengths temperature-dependent changes in the emissivity can be corrected for
without requiring knowledge of the emissivity values [6]. This is essential, as a single
color pyrometer often reports an apparent temperature that can easily be 100 °C lower
than the actual temperature, at only a few hundred degrees above the calibrated
reference temperature. Typically the melt plateau from the heat of fusion at the solidus
temperature is used as the reference temperature. Equation 2.1 describes how changing
the emissivity from its initial value, εi, to its final value, εf, shifts the temperature. C is
a pyrometer specific constant; for the low temperature pyrometer C = 7618K; for the
ratio pyrometer C = 1505K. Knowing the true value of the solidus allows ln(εi/εf) to be
calculated, so that knowledge of the effective emissivity is unnecessary.
(2.1)

Further discussion of optical pyrometry can be found in [4].

2.4 Density and Volume Expansivity
2.4.1 Calibration
The masses of the samples before processing are measured to within ±0.05 mg
(~0.1% relative uncertainty). The volumes of the levitated liquids are measured from
the shadow of the sample cast onto a camera. The liquid sample is assumed to have
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vertical axial symmetry, so that the cross-sectional area seen in the camera can be
readily integrated around the vertical axis to determine the volume of the spheroid.
However, this gives a volume in voxels (volume-pixels), so a sphere with precisely
known radius must also be measured to calibrate the conversion from voxels to cm3.
Grade-3 tungsten carbide (WC) spheres (diameter 3/32” with a tolerance of ± 3×10-5”)
are used for this standard volume. These spheres are cleaned before every use, as even
small dust particles can introduce spikes in the calibration value as the standard rotates.
Two standards are typically measured before and after each sample, in case some of the
standards are not sufficiently clean. This also helps to average the uncertainty in
distance to the camera (discussed later).
2.4.2 Data Acquisition
After the initial melting of the sample, it is cycled several times until maximum
undercooling is achieved. Experience has shown that expansivity values change wildly as
undercooling improves, indicating the probable presence of persistent surface features
that distort the symmetry of the sample. Once undercooling is established density data
are then taken at 25 fps. Temperature data may be recorded at either 10 fps or 100 fps;
an analysis by J. Bendert [4] indicates that any potential improvement from the higher
sampling rate is statistically insignificant. Especially noisy temperature data may even
be made worse by the higher sampling, as the interpolation at the lower rate will
smooth the temperature somewhat. Density data are best acquired during free-cool
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processing, since the radiation pressure from the heating laser can cause sample
movement. Typically 6 to 10 free cools are performed on a sample.
The most significant source of error in these measurements is the uncertainty in
the distance of the sample from the camera. While the camera lens is nearly telecentric,
the variable magnification from distance changes can result in a several percent error
between samples. To account for this, a method of tracking the sample distance is
needed that can be integrated with the existing density analysis. A camera located at a
90° angle from the density camera would be ideal, however only one 90° viewport is
feasible, i.e. the x-ray input/high-speed camera port. While in theory the high-speed
camera could be used, the user-interface is cumbersome and ill suited to integration with
the other software. A much more promising approach is to use the PixeLINK cameras
that are split off the positioning LEDs. These are at ±45° from the density camera, thus
at right angles from each other, and so capable of tracking the exact position of the
sample. Unlike the PSDs, they can also track the position of the electrodes as a
reference.
2.4.3 Data Analysis
A fully automated program processes each video file to create a table of pixelbased volumes and spherical harmonic coefficients. Two methods of fitting the sample
shadow are used in parallel, the user decides later which method he or she prefers. In
general a numerical method using line profiles is preferred over using Legendre
polynomials, however the difference between the two is usually only a small offset in the
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intercept. Temperature files are emissivity corrected, and the timestamps of the video
data matched, and calibrated with data taken from the WC reference spheres. Each free
cool cycle is then analyzed individually to produce the specific volume as a function of
temperature. Cycles are discarded if non-linear behavior is observed in the specific
volume or if the temperature range is substantially smaller than in other cycles. Data
from early cycles, before the sample has been sufficiently processed to achieve maximum
undercooling, are typically unreliable. Oxide layers, the usually assumed cause of poor
undercooling, often cause the sample to be non-axially symmetric. Even extremely small
distortions can be sufficient to corrupt the measured expansivity. The specific volume
(V) at a given temperature T0 (usually the solidus) and the temperature dependence
dV/dT are recorded along with their uncertainties. The expansivity at T0 is also
calculated, and a Chebyshev-criteria is used to remove any outlier cycles that may have
slipped through the visual inspection.
As mentioned earlier, the specific volume measurements are further complicated by
differences in sample position during processing. Even though the lens assembly for the
density camera is nearly telecentric; slight differences in magnification due to samples
floating at different distances can cause dramatic shifts in expansivity values obtained
for different samples of the same alloy. These shifts can be far larger than any
differences observed within the cycles of a single sample, and are comparable to
differences between compositions. As a result it is necessary to measure the volume for
several samples of each composition to attempt to average out this effect. Once this has
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been done, a weighted mean and weighted variance of the mean are calculated for V and
dV/dT from the remaining cycles using the following standard formulae:
x=

1 n
∑ wi xi
wn i=1
n

σ x2 =

∑ w (x − x )
i

i=1

(2.2)

2

i

w ( n − 1)

(2.3)

n

wi = 1 2 , w = ∑ wi
σi
i=1

The expansivity αV (T ) =

(2.4)

1 dV
is then recalculated from these average values at
V (T ) dT

the desired temperature. In the original study of the Cu-Zr system [7] the expansivity
was measured at temperature equal to 2Tg, where Tg is the glass transition temperature.
As will be discussed in Chapter 5 this empirically determined temperature actually
corresponds to a fundamental temperature, TA, which is the temperature below which
the viscosity begins to deviate from an Arrhenius behavior, signaling the onset of
cooperative flow.

2.5 Viscosity and Surface Tension
With the ESL, an oscillating drop technique can be used to measure both liquid
viscosity (η) and surface tension (σ). In this method, a driving sine wave is
superimposed on the vertical levitation voltage. The frequency of the modulation is
selected (through trial and error) to be near the n=2 mode’s resonant frequency. After
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one-second, the oscillations are established in the sample response and the driving
modulation is stopped. The sample then behaves as an underdamped simple harmonic
oscillator, exponentially decaying while oscillating at the n=2 resonant frequency. From
the decay constant the viscosity is readily determined, while the resonant frequency is
related to the surface tension. The magnitude of the oscillations is limited to keep it in
the simple harmonic regime and to avoid the need for complicated higher-order
corrections. The magnitude of the oscillation is also limited to avoid the possible danger
of shearing the sample in two or destabilizing the levitation. There are several additional
complications with surface tension that will be addressed later.
2.5.1 Viscosity
Equation 2.5 [8] relates liquid viscosity to the decay time of the nth surface
harmonic.
  

  

𝜏n =ρr2/[(n-1)(2n+1)η]

(2.5)

The sample oscillation is measured using a high-speed (1500+ fps), low-resolution
(64×64 pixels) camera. The camera is positioned to use (via a beam-splitter) the
collimated blue sample positioning LED as a backlight. The shape of the sample during
oscillation can be described using Legendre polynomials (eqn. 2.6), so in principle the
profile of the sample can be fit in each frame to determine the frequency and decay
time, as is done in density analysis. However this is a computationally expensive
approach and the low resolution of the camera would lead to significant uncertainty.
Instead the change in cross-sectional area can be exploited, which can be quickly
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tracked by summing the image intensity. The cross-sectional area is described by
equation 2.7.
(2.6)

(2.7)
While the total surface area of a sample is the same at both extremes, the sample crosssectional area (fig. 2.5) increases with vertical elongation (a2>0) and decreases with
compression (a2<0). For the small amplitudes used the a22 term is much less than the a2
term.
a2

a2
a0

Compression

Neutral

Extension

Figure 2.5 — Side view schematic of a sample during different points of n=2 oscillation.
For the small-magnitude oscillations used, the cross-sectional area changes linearly with
a2 (eqn. 2.7), and may be used to measure the oscillation frequency. Typical area change
is ±0.3%; the noise floor is typically approximately 0.02%.
Using automated data acquisition, measurements can be made approximately
every two seconds, allowing hundreds of measurements to be taken while the user
adjusts the temperature (and viscosity) of the sample. The acquisition program performs
a simplified on-the-fly estimate of the resonant frequency after each measurement so
that the user can adjust the driving frequency as needed. The magnitude of the
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oscillation is controlled by how viscous the sample is, how close the driving frequency is
to resonance, and how strong the driving signal is. In practice, it is easier to make
adjustments to the magnitude by adjusting the driving frequency, rather than the
intensity of the driving signal. An area change of .6% is considered ideal, although as
the viscosity increases the maximum possible area change decreases to much less than
that.
To minimize evaporation losses during measurement, a moderate initial sample
temperature is chosen (usually 50 to 100 K above the melt temperature) and the liquid
sample is subsequently cooled until it is too viscous for further measurements. It is then
reheated until the viscosity becomes too low to sustain stable oscillations. This low
viscosity limit is a result of higher order modes becoming excited; at low viscosity (5–10
mPa.s) these higher modes do not decay sufficiently quickly, making it impossible to
obtain an accurate measurement. Finally, the temperature of the sample is returned to
the initial measurement temperature to make surface tension corrections; these are
discussed in the next section.
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Figure 2.6 — An example measurement of Zr64Ni36. The sample has a natural frequency
of 153.44±0.61 Hz and a damping constant of 0.1220±0.0013 seconds.
The video analysis process is largely automated. The sample oscillation behaves as
an

under-damped

harmonic

oscillator

with

an

intensity

signal

given

by

(fig. 2.6). A is the initial amplitude, 𝜏 the decay
constant, f0 the frequency, and 𝜙   is a phase shift. The levitation voltage is recorded
during the measurement process; the analysis program uses the voltage signal to begin
the fitting only after the driving voltage is removed. The fit is stopped when the signal
envelope has decayed to 10% of its initial value. A high-pass Fourier transform filter is
applied to the signal to remove any baseline curvature before fitting. To minimize signal
distortion the cutoff frequency is defined to have a period that is twice the length of the
time data range. Measurements are then accepted or rejected based on the reduced chisquared of the fit, with an empirically determined cutoff value, although a user can also
later examine each measurement manually and accept or reject it.
An extended description of viscosity measurements can be found in ref. [4].
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2.5.2 Surface Tension
The frequency of oscillation (ω) of a viscous spheroid is related to the surface
tension (σ), density (ρ), and radius of the sample using equation 2.8 [8].
(2.8)
An additional correction can be added to account for the effect of the surface charge Q
(eqn. 2.9) [9, 10] needed for levitation.
(2.9)
For the ESL experiments, ε is the vacuum permittivity. The excess charges on the
surface of the sample are repulsive, giving the negative contribution in eqn. (2.9), which
masks the surface tension. For most samples, the correction is small (see next
paragraph), but depending on the work function and the method of charging
(thermionic emission, UV, or X-ray) may be considerably larger, particularly for heavy,
dense samples with low surface tension (such as AuAl). The charge on the sample can
be estimated by assuming that the ESL is a parallel plate capacitor with separation d =
8 mm, and balancing the force of gravity against the force of the electric field,
. A typical 50 mg sample may require a levitating voltage of V = 10kV,
giving a charge of Q = 3.9×10-10 C. The radius is approximately r = 1.25 mm. The
charge correction term then works out to approximately 0.056 N/m. A typical surface
tension is around 1.45 N/m, so for the n = 2 mode, the measured ω is 99.5% of what it
should be.
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The surface tension typically decreases linearly with temperature. However it is
also highly sensitive to the oxygen concentration [11-13]. The combination of these
effects results in a characteristic boomerang shape of σ as a function of T, where below
some temperature the surface tension drops rapidly as the temperature decreases. This
can drastically limit the usefulness of surface tension measurements if the bend-over is
too near the upper limit of the temperature range accessible by the oscillating drop
method.
One final complication is that the uncertainty in the measurement increases
dramatically from low to high temperature. In Zr64Ni36, for example, it increased from
0.07% to 10%. This is because the damping of higher-order harmonics is also decreasing.
As a result both their initial amplitudes and decay times increase, until eventually the
added noise is too much to pass the automatic fit criteria. This and evaporation are the
primary limits on the upper temperature limit.

2.6 X-ray Diffraction
One of the primary design goals of the WU-BESL was that it be transportable, so
that it could be taken to Argonne National Lab (ANL) and integrated into a highintensity X-ray beamline at the Advanced Photon Source (APS). As of this writing it
has made four trips to the APS, three times at Sector 6 and once at Sector 1 for smallangle X-ray diffraction. These are significant undertakings, but have firmly established
the feasibility of transportability.
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The chamber is mounted to a 30” x 30” optical mounting table surface, which can
be separated from a custom alignment stage for transportation. In addition to providing
mounting points for numerous pieces of equipment, the alignment stage is used to adjust
the position of the chamber, both up/down and left/right (relative to the X-ray
beam)[2, 3]. The gearing in the alignment stage is sufficiently fine that it is used to align
the sample position in the X-ray beam while it is levitated. No further adjustments of
sample position by adjusting the levitation algorithm are usually necessary.
As shown on Figure 2.3 there are entrance and exit ports for X-ray diffraction
(transmission geometry diffraction). At the APS the standard glass ports are replaced
with 0.015’’ thick Beryllium windows. While extremely fragile, these windows have a
low absorption cross-section for the high-energy X-rays and produce very little
extraneous scattering. A thin sheet of Kapton provides protection from sample
deposition on the inside of these windows. This vacuum-safe polymer does scatter xrays, but only at low angles that are usually blocked by a beam-stop located just
outside the second Be window (exit window). The beam-stop protects the detector from
the damaging effects of the un-scattered primary X-ray beam. The 160 mm diameter
exit window provides a large maximum scattering angle of 2θ ~ 20°. This is large
enough that at typical X-ray energies (~129keV), data are obtained to a maximum Q of
between 15 and 19 Å-1.
The detector used was a GE Revolution 41-RT amorphous Si flat panel X-ray
detector [14]. Figure 2.7 shows the relative geometry of the sample and detector. It
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generates a TTL signal when it is acquiring data, which is monitored by the primary
ESL control computer for synchronization with the temperature data. Another in-house
LabVIEW™ program developed by J. C. Bendert [4, 15] is used to process the raw data
into S(Q), and from there into the pair-distribution function, PDF or g(r).
2.6.1 X-ray Corrections
The first step in correcting the data is to remove background noise. This is done
by recording “dark” and “empty chamber” frames. Dark frames are taken with the Xray shutter closed before and after a measurement, therefore any counts registered are
either random noise in the detector or “burn-in” where pixels exposed to a strong signal
take some time to decay back to their resting value. In practice burn-in rarely has any
significant effect on the data. The more critical background comes from empty chamber
data, where the X-ray beam is allowed to pass through the chamber without
encountering any sample. These frames therefore contain both random noise and
secondary scattering from parts of the chamber.

If the tungsten collimator at the

entrance of the chamber and the beam-stop at the exit window are well aligned, then
there is very little chamber scattering. The corrected intensity of each pixel is ICorrected =
Γ (ISample − B×IBackground), where Γ is a pixel and energy-dependent scaling factor (gain),
unique to the particular detector used. The gain map for the GE Revolution 41-RT
detector was produced empirically by measuring the detection efficiency for different
energy X-rays and was supplied by the APS. In general, the background-scaling factor B
is 1, however for samples that absorb a significant fraction of the incident beam B may
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be less than 1. To further improve statistics, multiple data sets are collected whenever
possible and averaged. Therefore, the preferred method of data collection is called a
“step-hold,” where the sample is held at a given temperature for an extended period,
before quickly moving to the next temperature. The intensity of the X-ray beam at the
APS is sufficient, however, to obtain reasonable data with a single one-second exposure,
and so the sample may also be free-cooled to obtain diffraction data at maximum
undercooling.

Figure 2.7 – Schematic of a flat plate detector in a transmission geometry setup. A
beam-stop (not shown) is placed between the sample and the detector to prevent the
non-scattered primary beam from damaging the detector. This limits the minimum
measurable scattering angle.
In order to properly correct the data it is also necessary to know precisely how far
the detector is from the sample and what its relative orientation to the incident beam is.
Samples of pure silicon prepared in the arc-melter are used for this calibration. The
spinning polycrystalline sample produces powder diffraction rings. The lattice constants
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of Si are well known, enabling a back-correction of the resulting image and a
determination of the distance between the sample and detector and the orientation of
the detector. This is repeated each time after the chamber is opened, to account for any
accidental movement of the chamber or the detector.
Several other corrections are done made before the intensity is converted to S(Q),
including multiple-scattering (I2/I1), beam polarization P, and self-absorption. The most
significant of these is typically the absorption. Early efforts were limited by the
diffraction geometry options provided by the analysis program PDFgetX2, which did
not include corrections for spherical samples and samples with a dimension close to that
of the width of the X-ray beam. The closest approximation appeared to be the flat-plate
transmission geometry, however it was discovered that this correction was a poor
approximation for the correct spherical geometry correction [16]. It was also determined
that if the beam were offset from the center of the sample the effect on the absorption
correction did not average out when the azimuthal integration was performed (See
Appendix A for the results of a numerical simulation demonstrating this). Software
developed in our group at Washington University can determine this offset and correct
for it. The angle dependent effective volume V' is calculated and compared to the actual
volume V (determined by the density measurements).
With these corrections the resulting intensity pattern should be azimuthally
symmetric, reflecting the isotropic and homogeneous nature of liquids (and glasses). To
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obtain a one-dimensional diffraction pattern [17], an integration over the polar angle
(see fig. 2.7) is performed to obtain
(2.11)

The scattering angle is then converted to a momentum transfer Q, using the wavelength
λ of the X-ray beam.
(2.12)
The structure factor, S(Q), is obtained by scaling I(Q), subtracting off the fluorescence,
inelastic Compton scattering and the Laue diffuse scattering, and re-normalizing:

(2.13)

The intensity scaling factor, N, and the fluorescence correction, F, are difficult to
estimate, and so are adjusted by optimizing one of three behavioral metrics of S(Q) or
g(r), depending on the user choice. S(Q) should oscillate around 1 at high Q, this can be
used to set N & F, but is sensitive to the exact range of Q used. As can be seen in eqn.
2.14 and 2.15 (given on the next page), G(r) has a slope proportional to the density at
low r, this can also be used to constrain N & F. However, the default metric is to make
G(r) as linear as possible at low r; bad values of N & F lead to “ripples” in G(r),
spurious oscillations overlaying G(r) at approximately 2π/Qmax. nInc(Q) is the inelastic
Compton scattering, calculated by nInc(Q) = (EC/E)αi(M). (EC/E)α is the Breit-Dirac
recoil factor, and accounts for the radiation pressure on a scattering atom. The exponent
47

α is detector-dependent, and is set to 3 for intensity measuring detectors (as used in all
experiments presented here) and 2 for counting detectors [18]. The intensity of modified
scattering, i(M), depends on the electron form factors and atomic numbers of the
constituent elements in the sample, and is determined from published data [19]. ci and fi
are the atomic fraction and form factor of the ith element. Hence, Laue diffuse scattering
is the average of the squared form factor minus the square of the average form factor.
This is typically a small factor in X-ray diffraction, but can be dramatic in neutron
scattering where fi can be negative. In fluorescence an atom absorbs a photon and emits
a new photon at a lower energy. It generally scales with atomic number and creates a
uniform background over all solid angles as there is no preferred direction for the
reemitted photon. Many of the alloys presented in this work have negligible
fluorescence.
From S(Q) a Fourier transform is used to create a variety of real-space pair
distribution functions. These all start with G(r) (eqn. 2.14) and then modify it in some
way. The most used of these is g(r) (eqn. 2.15), so much so that it is often referred to
just as the pair distribution function or (PDF). The term g(r) and PDF may be used
interchangeably throughout this work, although g(r) will typically be used.
(2.14)

(2.15)
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Qmin and Qmax are limited by the physical experiment to approximately .9 Å-1 and 23 Å-1,
respectively at the X-ray energy of ~129 keV used for all the data presented in this
thesis. However, Qmax is routinely further limited to 15 Å-1 because of the poor signal-tonoise ratio at higher Q. Integrating to higher Q only adds more noise to the result.
Because the integration does not go from zero to infinity, there may be additional
truncation ripples introduced. This is limited by approximating the value of S(Q) below
Qmin as S(Qmin) and setting Qmax to a zero crossing in S(Q)-1. As in many cases in this
thesis, for more details see Bendert [4].
2.6.2 X-ray Diffraction on Amorphous Metallic Alloys
Several short trips were made to the APS specifically to collect data on amorphous
metallic alloys. While a special jig was constructed for the BESL2013 experiment to
hold the amorphous ribbon samples (prepared conventionally by liquid injection onto a
rapidly spinning cold copper wheel) in the ESL, this jig could not hold enough ribbons
to provide a good signal-to-noise ratio. It was far more efficient to measure glassy
samples on separate trips, with a specialized furnace for the task.
The process of controlling the temperature and acquiring data was simplified by
writing several small scripts. See Appendix A: Example Code for some example scripts.
The amorphous ribbon samples were cut into narrow ~1cm long strips, and then
carefully loaded into a glass capillary, with 8-10 ribbons layered together for improved
statistics. This capillary was then attached to a vacuum system to reduce the oxidation
rate at elevated temperatures. It was important that the ribbon width was not too close
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to the inner diameter of the capillary; if the ribbon was too wide it put uneven stress on
the fragile capillary walls and they imploded as the air was pumped out. The capillary
was then inserted into a custom furnace supplied by Doug Robinson at the APS.
Ribbons were heated to near Tg, pausing for measurements periodically, and then
cooled down to 200 °C. This was done to relax the glass, so that on subsequent heating
and cooling cycles the diffraction pattern was the same at a given temperature. The
maximum temperature was increased for each subsequent cycle. Depending on how
readily the glass de-vitrified, there may have been several cycles extending into the
supercooled liquid region, or only one or two, with crystallization sometimes occurring
even before reaching the assumed Tg. To calibrate the detector distance, a capillary with
silicon powder was also measured, analogous to the use of the silicon spheres in the
BESL. For more details of the furnace, including pictures, see Ref. [20].
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Chapter 3
Evaporation Rates
Portions of this chapter were originally published in the International Journal of
Thermophysics [1].
In this chapter a method for measuring the thermal evaporation loss rate of a
sample is developed using the electrostatic levitation (ESL) technique. The containerless
environment enables measurements not only for the equilibrium liquids but also for the
metastable supercooled liquids. Measurements of 14 alloys are presented and compared
to the predicted rates from the vapor pressures of the constituent elements using the
Langmuir equation. The activity coefficient of the solute atoms, a measure for the
deviation from the ideal solution behavior, is estimated for the simpler binary alloys, as
well as the quasi-binary (TiZr)-Ni system. A regular solution model is used to relate the
activity coefficient to the heat of mixing ∆Hm, and comparisons are made with literature
values.

3.1 Introduction
In industrial applications, many metal alloys and compounds are synthesized from
the liquid and cast into intricate shapes and sizes for practical use. Often, after casting,
additional heat treatments for extended periods of time at high temperatures are
necessary to achieve the desired microstructure and functional properties. All of these
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processes contribute to loss of mass due to evaporation.

Since evaporation is

preferentially of the most volatile components of the alloy there is a change in
stoichiometry, which could degrade the functional properties of the material. Remedial
measures to compensate for the evaporation loss require an accurate knowledge of the
rate of loss as a function of temperature and pressure and the dominant evaporating
elements. Due to the absence of such information from experimental studies, estimates
are generally made from the vapor pressure curves of the constituent elements, using the
Langmuir equation [2]. Based on the ideal rule of mixing, the Langmuir equation
assumes that the total vapor pressure is the sum of the partial pressures of the pure
elements. However, since there is often deviation from ideal behavior, knowledge of the
activity coefficient of the elements in the specific alloy is required to make realistic
estimates. Although the activity coefficients are known for many binary alloys [3], data
for ternary and multi-component systems are rather sparse.
For ESL studies of supercooling and the determination of physical properties it can
be even more critical to know the evaporation rate. Sample sizes are much smaller, and
the properties of interest may be exceptionally sensitive to composition. The optical
components in the ESL can be quickly coated with a layer of evaporated material,
drastically reducing transmission. In some cases sacrificial protective layers may be
used, but these require stopping the experiment to replace them. For the experiments on
the International Space Station (discussed further in chapter 7), the amount of material
allowed to evaporate is heavily constrained, for two reasons. One, there is the issue of
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material deposition on the heating and positioning coils. In this case, each sample is
allotted a certain thickness of deposition that they must not exceed. The coil budget for
Vit106a, for example, is 160 nm. The second issue is one of safety; in the unlikely event
that containment is breached and dust from evaporation is released into the space
station it must not exceed safe concentration levels (defined for each element). Neither
of these quantities can be measured during the experiment (and furthermore, the
experiments must be carefully defined well in advance and are not easily modified),
therefore it is necessary to develop models to predict them, both for initial planning and
to keep a running estimate during processing so that the experiment can be shut down if
it reaches either limit.
Conventional techniques are ill suited for high melting temperature alloys because
of reactions with the container material and the ambient environment, particularly for
oxygen-sensitive materials. This was aptly demonstrated when MUSC (Microgravity
User Support Center, a division of the DLR) attempted to measure the evaporation rate
of Vit106a (Zr58.5Cu15.6Ni12.8Al10.3Nb2.8) and the results suggested unfeasibly high
evaporation rates. To refute these measurements, a procedure was developed for
measuring evaporation in ESL, which, while time consuming, has proven so superior in
its results that many additional alloys have since been measured in ESL rather than in
MUSC’s container method.
The evaporation rates for alloys of fourteen compositions have been measured in
the course of this research. It was generally found that evaporation rates were lower
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than expected from ideal mixing arguments, due to the negative heats of mixing
between the constituent elements. For Ti-Zr-Ni alloy liquids we were also able to
measure the activity coefficient of Ni with respect to Ti-Zr. These Ti-Zr-Ni liquids are of
particular interest because of the formation of quasicrystals and glasses at some
compositions [4-6]. The large and negative heats of mixing of Ti-Ni and Zr-Ni (-52
kJ/mol, and -72 kJ/mol, respectively for equimolar mixtures [7]) make them interesting
for evaluating deviations from the Langmuir equation.

3.2 Theory
The Langmuir equation (3.1) can be used to provide an estimate of the expected
evaporation rate.
(3.1)
Where Mi, xi, and Pi0(T) are the molar mass, molar fraction and vapor pressure of the ith
element in the alloy, R is the gas constant, and T is the temperature of the liquid. The
vapor pressure is described by

[8]. The constants

in this equation for the relevant elements are listed in Table 3.1. The constants C and D
are only used for solid elements. For one element (Nb) only vapor pressure
measurements for the solid phase are available because of its high melting temperature.
This most likely slightly underestimates the contribution of this element; elements
generally have lower vapor pressures in the solid form than in the extrapolated
supercooled liquid form. However, the contribution of the evaporation of Nb to the total
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evaporation of the alloys studied is many orders of magnitude smaller than even Zr, so
it can be safely ignored.

Element
Al
Cu
Nb
Ni
Ti
V
Zr

A
10.917
10.855
13.828
11.672
11.364
11.935
11.812

Table 3.1 — Vapor Pressure Constants
B
C
-16,211
0
-16,415
0
-37,818
-0.2575
-20,765
0
-22,747
0
-25,011
0
-30,295
0

D
0
0
0
0
0
0
0

For the ideal mixing approximation, the activity coefficients γi (in eq. 3.1) are set
to 1. Measuring these coefficients in alloys with more than 2 elements is exceedingly
challenging, if not outright impossible. However this is unnecessary, for the purpose of
estimating mass loss for future experiments; it is sufficient to simply fit evaporation
data to the following empirical formula
.

(3.2)

Evaporation in these alloys is typically dominated by one, or perhaps two
elements. This fact, along with the small temperature range observed and the scatter in
the measurements, means that any non-linearity due to differences in the temperature
dependence of the partial pressures can be safely neglected. The activation energy γ
(expressed in Kelvin) should not be confused with the activity coefficient in eqn. 3.1; all
activity coefficients will have subscripts.
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3.3 Measurements
Figure 3.1 shows an example measurement for Zr64Ni36. At least 5 such
measurements were taken for each composition. After melting the sample was modestly
heated (typically 100-200K above the melt plateau for 20-30s) to ensure that all
contaminants that might impact levitation were evaporated. The sample was then
quickly heated to the desired temperature and held there for an extended period of time,
before being cooled to a solid and weighed with a microbalance. In most cases the
evaporation rates of these alloys at their liquidus temperatures, Tl, were too low to be
measured; it was required that they be heated to 300-400 K above Tl to observe
measurable mass loss. The lowest evaporation rate measured was 22 ng/(s cm2) in
Zr64Ni36; this required 3000 seconds of evaporation to obtain. For all other samples the
lowest measured rate was at least 10 times greater. Because of the exponential
dependence on temperature and the rapid heating rates for the liquids (15-40 K/s), any
mass losses below the hold temperatures were assumed to be negligible. The hold times
(30–3000 s) were selected so that the mass losses were sufficiently large to be
measurable (a few hundreds of µg), but not large enough to change the sample
stoichiometry significantly (< 1%) during processing. Temperatures were maintained to
within ±10 K at the evaporation temperature in most cases; temperature stability was
in general worse at higher temperatures. The mass loss rate was assumed to be
independent of time, which is expected to be valid as the mass losses are not sufficient
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to cause significant change in surface area or liquid composition. By using a standard
test mass to account for any day-to-day drift in the balance between initial and final
measurements, mass losses could be determined to within ±5 µg. However, adverse
environmental

conditions

(temperature,

humidity)

occasionally

degraded

the

repeatability of measurements on the electro-balance, raising the uncertainty to ±15 µg
in some cases. The dry air in winter was particularly bad for measurements, since
operator movement could generate small amounts of electrostatic charge. However,
measurements were also less reliable during the hot and humid summer months, despite
air-conditioning of the room. Precision of ±5 µg was still obtainable during those
months, but only on some days. The sample surface area was calculated using the
measured mass and density (as described in chapter 2). Table 3.2 lists the relevant
parameters used. In the case of Ti50Zr50, the sample position was unusually erratic at
high temperatures, making it difficult to accurately measure the temperature
dependence of the volume/density.
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Figure 3.1 — (left) A typical temperature profile as a function of time used in the
evaporation measurements; here shown for Zr64Ni36. At least 5 such measurements were
taken for each alloy composition to determine the data scatter. (right) The calculated
WT1/2 values for the data as a function of inverse temperature (eq. 3.2) and the
expected evaporation values from the Langmuir equation for ideal mixing (eqn. 3.1).

Composition

Table 3.2 — Thermophysical Properties
T0 [C] Specific Volume at T0
dV/dT (±1σ)
3 -1
(±1σ) [cm g ]
[cm3 g-1 s-1]
927
0.14301 (1.4×10-4)
9.17×10-6 (1.8×10-7)
953
0.14166 (1.3×10-4)
9.06×10-6 (1.6×10-7)
873
0.14540 (1.4×10-4)
9.960×10-6 (2.0×10-8)
1010
0.14582 (3.5×10-4)
7.13×10-6 (2.2×10-7)
1175
0.11780 (1.1×10-4)
7.97×10-6 (2.0×10-7)
1670
0.2361 (0.0024)
9.51×10-6 (2.1×10-7)
1420
0.1867 (0.0093)
Unknown
-4
812
0.17701 (1.3×10 )
1.005×10-5 (8.6×10-8)
820
0.17009 (1.2×10-4)
8.293×10-6 (6.7×10-8)
820
0.17009 (1.2×10-4)
8.293×10-6 (6.7×10-8)
782
0.15410 (1.1×10-4)
8.972×10-6 (6.8×10-8)

Cu46Zr54
Cu50Zr50
Cu47Zr47Al6
Zr64Ni36
Ni59.5Nb40.5
Ti90Al6V4 (wt%)
Ti50Zr50
Ti45Zr45Ni10
Ti39.5Zr39.5Ni21
Ti38.5Zr38.5Ni23
Vit105
(Zr52.5Ti5Cu17.9Ni14.6Al10)
Vit106
(Zr57Cu15.4Ni12.6Al10Nb5)
Vit106A
(Zr58.5Cu15.6Ni12.8Al10.3Nb2.8)
Zr50.75Cu36.22Ni4.03Al9.0

830

0.15359 (1.2×10-4)

7.966×10-6 (6.8×10-8)

834

0.15365 (1.0×10-4)

7.950×10-6 (1.2×10-8)

835

0.14945 (2.6×10-4)

9.537×10-6 (2.2×10-8)
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In general, the measurement error is dominated at low temperatures by small mass
loss, with a difficulty for accurate temperature measurement becoming the dominant
source of error at high temperatures. The high temperature measurement errors are
primarily due to sample instability, although there is also an increase in the emissivity
correction error as the measurement temperature moves farther away from the reference
temperature of the melt plateau. As a result, in many of the plots there is a shift
between large x- and y-error bars as a function of temperature. Standard linearregression is inappropriate in this situation; therefore the iterative York-algorithm [9],
which accounts for error bars in both x and y, was used. The results of these fits are
presented in Table 3.3, while plots for each composition are presented in the Discussion
section.
Table 3.3 — Eqn. 3.2 Fit Parameters
Composition
ln(W0) (±1σ) γ (±1σ) (K)
21.20 (0.93)
4.24×104 (1.3×103)
Cu46Zr54
20.11 (0.76)
4.14×104 (1.1×103)
Cu50Zr50
19.99 (0.72)
3.64×104 (1.0×103)
Cu47Zr47Al6
26.03 (0.48)
6.467×104 (8.5×102)
Zr64Ni36
22.33 (0.72)
5.26×104 (1.2×103)
Ni59.5Nb40.5
20.4 (2.0)
5.15×104 (3.5×103)
Ti90Al6V4 (wt%)
25.7 (4.4)
5.95×104 (8.2×103)
Ti50Zr50
28.6 (1.6)
6.21×104 (2.9×103)
Ti45Zr45Ni10
26.4 (1.9)
5.91×104 (2.9×103)
Ti39.5Zr39.5Ni21
25.05 (0.66)
5.78×104 (1.2×103)
Ti38.5Zr38.5Ni23
19.36 (0.71)
4.06×104 (1.0×103)
Vit105 (Zr52.5Cu17.9Ni14.6Al10Ti5)
18.89 (1.13)
3.90×104 (1.1×103)
Vit106 (Zr57Cu15.4Ni12.6Al10Nb5)
20.13 (0.68)
4.04×104 (1.0×103)
Vit106A (Zr58.5Cu15.6Ni12.8Al10.3Nb2.8)
19.91 (0.78)
4.07×104 (1.1×103)
Zr50.75Cu36.22Ni4.03Al9.0
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3.3.1 Measurement of Ti90Al6V4 (wt%)
This alloy serves to demonstrate some of the limitations of the BESL. The high
melting temperature results in a sudden increase in the evaporation rate as it begins to
melt, since the vapor pressure of Al is exceptionally high by this temperature. While in
solid form, Al must diffuse to the surface to evaporate. This quickly generates an Aldepleted surface layer, with subsequent evaporation due to the remaining Ti, which has
a low vapor pressure at this temperature. When the sample becomes liquid, the higher
diffusion rate and the convective stirring replenishes the Al at the surface more rapidly,
increasing the overall evaporation rate. The evaporated Al quickly coats the sacrificial
glass slide protecting the heating laser port, causing absorption of the light and a
decrease of laser intensity on the sample. Ultimately it proved impossible to melt the
alloy using the single 50-watt heating laser available on BESL. Published data for this
alloy from ESL experiments used more powerful heating laser setups, which allowed for
much quicker heating through the melt. They may also have positioned the laser port(s)
farther away from the sample, reducing the effect of deposition on the laser
transmission, as the deposition rate on a surface falls off with distance as 1/r2.
The six samples used in this study were provided by R. Wunderlich as part of the
THERMOLAB effort on the ISS. The samples were heated on the post to a temperature
of approximately 1100°C in an attempt to evaporate surface contaminants before
levitation. After pre-heating, all levitated samples exhibited extreme instability in the
range of 900 to 1100°C and all except one lost levitation and flew away. That one
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sample could be heated to 1300°C and held there for about 25 seconds before it also
became unstable and flew away.
Given the instability of the levitated samples during processing, an attempt was
made to estimate the evaporation loss from samples heated on a tungsten post inside
the ESL chamber. Two problems were encountered with this approach. First, deposition
on the sacrificial glass slides on the pyrometer and heating laser port windows caused a
decrease in the laser power that was delivered to the sample and introduced an error for
the measurement of the sample temperature. Second, the increased heat conductance
due to better thermal contact with the post made it difficult to maintain the sample
temperature over extended periods of time. This problem became worse as evaporated
aluminum was deposited in the small depression on the post below the sample. This
deposit melted and formed an even better thermal contact, resulting in a sudden drop in
temperature. Furthermore, when the sample was cooled, the solidified Al layer
effectively glued the sample to the post. When the samples were recovered from the
chamber, in a few cases it was found that the samples had gained mass, even though
there were copious deposits on the electrodes and surrounding areas. This suggests some
reaction with the material deposited on the post during heating.
The next attempt involved breaking two of the samples and re-melting them into
four smaller samples. Because of titanium’s low surface tension, the large samples that
were provided were non-spherical and had a tendency to tumble while levitated,
decreasing stability. These smaller samples were again heated (up to 1200°C) on the
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post before levitation. This process proved far more successful, and the instability
observed in the larger samples was almost entirely absent for the smaller samples. An
attempt was made to melt the first small sample; however, upon reaching the solidus
temperature aluminum was deposited so quickly that the protective glass slide covering
the heating laser port began to melt and then cracked into two pieces from the uneven
thermal expansion. Measurements of temperature by optical pyrometry was also
erroneous, showing a continuously decreasing temperature due to vapor deposition on
the windows, although the laser power was increased to its maximum setting. After
sample recovery, it was estimated that roughly 40% of the Al had been evaporated from
the sample. Further attempts to melt the other small samples were unsuccessful; the
evaporation rate was therefore estimated from measurements of levitated solid (fig. 3.2),
although this certainly underestimates the amount of material that would evaporate
from the liquid. These studies indicate that the Langmuir estimate from element vapor
pressures must be used for estimating mass loss of such samples. Fortunately, since
these elements have negative heats of mixing with each other, the Langmuir estimates
will provide an upper bound, which is sufficient for estimating mass loss during
processing on the ISS.
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Figure 3.2 – Evaporation rate for solid Ti90Al6V4 (wt %). It was not possible to process
this alloy as a liquid with the WU-BESL, so the data are limited to the solid phase.

3.4 Discussion
A wide spread of behavior was observed in these studies. Some compositions
appear to follow the expected behavior for ideal mixing (Langmuir equation), while
others show much lower evaporation rates than predicted from the Langmuir equation.
Several possible competing effects could be responsible. Negative heats of mixing could
cause the more volatile components to bond with less volatile components, lowering the
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evaporation rate. A solid oxide layer may form on the surface (or part of it), lowering
the evaporation rate. At low temperatures mass gain from oxygen gettering effects may
become significant. Supporting this, net mass gain was observed in several
measurements of Zr-Ni and Ti-Zr; Zr is known to be effective at getting oxygen. The
random mélange of compositions studied makes it difficult to isolate these effects,
however some interesting observations can be made, which are discussed in sections 3.41
through 3.4.3.
3.4.1 Heats of mixing in the (Ti50Zr50)100-XNiX System
Although the experimental data are in good agreement with both Eq. 3.1 and 3.2
for Ti50Zr50, increasingly larger deviations from Eq. 3.1 are observed with an increasing
Ni concentration in these ternary alloy liquids (Fig. 3.3). This is not unexpected, as the
heat of mixing between Ti and Zr is negligible; the binary alloy behaves almost like an
ideal solution. Increasingly larger deviations are observed for alloys with increasing Ni
concentrations because the heats of mixing of Ni with both Ti and Zr are large.
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Figure 3.3 – Evaporation rates of (TiZr)100-XNiX, X = 0, 10, 21, and 23. While Ti50Zr50
appears to behave as an ideal solution, the other compositions show a large reduction in
evaporation compared to the ideal solution prediction from eqn. 3.1, as a result of the
large negative heats of mixing between Ni and Zr/Ti.
The values of γi for Ni in Ti [10] and Zr [11] are known for binary alloys, they are
not known for the ternary alloys, although theoretical calculations have been made
based on the related binaries [12]. As can be seen from Eq. 3.1, evaporation
contributions from all three elements will account for the total mass loss. However,
estimates made using the data from ref. [8] show that the main contribution to the mass
loss in the measured temperature range is due to Ni. For example, the partial pressures
of Ti and Zr at 1500 K are 42 and 106 times smaller, respectively, than that of Ni. The
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partial pressures of Ti and Zr can therefore be neglected in Eqn. (3.1). If the
temperature range could be expanded significantly then it is conceivable that it would
become possible distinguish a difference in the results by including Ti, but the
measurements already extend over most of the range accessible in the ESL.

Figure 3.4 – Regular solution model for the heat of mixing of Ni in Ti-Zr. The effective
heat of mixing is Ω = -142.1 ± 2.5 kJ/mol.

We can then approximate γNi=wexp(T)/wtheory(T). Assuming a regular solution
model, lnγi = Ω(1-xi)2/RT, where Ω is—in theory—a temperature-and-composition
independent parameter that is related to the average energy per bond. The molar heat
of mixing is related to Ω by ∆Hm = xNixTiZrΩ = xNi(1-xNi)Ω. Figure 3.4 shows the plot of
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the derivative of R lnγNi with respect to inverse temperature vs (1-xNi)2, having a slope Ω
= -142.1 ± 2.5 kJ/mol.
Although Ti and Zr are miscible, the heats of mixing for Ti-Ni and Zr-Ni are quite
different [7]. This may change the effective interaction of the atoms in the liquid with
increasing Ni concentration and hence change Ω. Theoretical values for Ti-Zr-Ni, based
on experimental values of the binary boundary compositions, have been calculated [12].
A Hillert-2 asymmetric interpolation geometry [13] was used to calculate the ternary
values (eqn. 3.4). However, as discussed in the next section, the values for the binary
heats of mixing used as the boundary conditions are much larger than listed in other
sources. So for the critical Zr-Ni and Ti-Ni heats of mixing, values from ref. [7] were
used instead.

ΔH TiZr [ xTi ; xZr ] = −5.4xZr xTi
ΔH m =

(3.3)

#1+ xTi − xZr 1+ xZr − xTi & xTi
4xZr xTi
x
ΔH TiZr %
;
+
ΔH NiTi + Zr ΔΗ ZrNi (3.4)
(
$
' 1− x Ni
(2xZr + x Ni )(2xTi + x Ni )
2
2
1− x Ni

The asymmetric geometry is designed specifically for ternary systems like Ti-Zr-Ni,
where two of the interactions are strong (Ti-Ni, Zr-Ni) and the third is weak (Ti-Zr).
Inserting the arguments for ∆HTiZr used in eqn. 3.4 into eqn. 3.3 gives the effective
contribution of Ti-Zr, ΔH TiZr [ xTi ; xZr ] = −1.35 (1+ xTi − xZr ) (1+ xZr − xTi ) . This reduces to eqn.
3.3 when Ni is removed, but as the Ni concentration increases it becomes weighted
towards the value of equal parts Ti and Zr, regardless of the actual values of xZr and xTi.
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Eqn. 3.4 can be greatly simplified with the constraints of xZr = xTi, and xNi = 1-xZr-xTi.
The asymmetry disappears, with ∆HTiZr = -1.35 kJ/mol. Equation 3.4 then becomes

ΔH = (1− x Ni )2 ΔH TiZr +

1
ΔH NiTi + ΔΗ ZrNi )
(
2

(3.5)

Figure 3.5 – Comparison of the regular solution model from evaporation with the
interpolated values from the three binary boundary systems. Below 10% Ni the two are
in good agreement, suggesting that the evaporation technique is best suited for
determining heat of mixing in low solute concentrations.
Recall that in the regular solution model assumed earlier, ∆Hm = xNixTiZrΩ. As
stated earlier, the regular solution model gives Ω = -142.1 ± 2.5 kJ/mol. Figure 3.5
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shows the values for ∆Hm calculated from the evaporation data and from eqn. 3.5. At
10% Ni the two are in good agreement. It is not surprising that the agreement weakens
as the Ni concentration increases. Ni-Zr and Ni-Ti are not regular solutions, and the
larger the Ni concentration the more important it becomes to take that into account.
In addition there are other factors mentioned at the beginning of the discussion
section that may influence the heat of mixing when measured via evaporation, which
could lead to disagreement even when using a more complicated model. Since the Zr-Ni
bonding is stronger than Ti-Ni, preferential segregation of Ti-Ni atoms on the liquid
surface is expected to reduce the surface energy [14], although entropy will counter this
as the temperature increases. Compared to the surface-segregation-free alloys, the
evaporation rates would be larger for surface-segregated alloys and the deviation from
the ideal mixing values would be smaller. As a result, the measured values of β in
ternary Ti-Zr-Ni alloys may have additional composition dependence, as hinted here.
Evaporation rate measurements on more Ti-Zr-Ni alloys as well as surface tension
measurements are needed to determine if this is a significant factor, although
measurements on a similar alloy (Ti37Zr42Ni21) [15] showed a surface tension of 1.65-1.7
N/m, indistinguishable within error to a simple weighted average of the pure elements
[16, 17]. This suggests that the surface composition is probably quite close to the
average composition.
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3.4.2 Binary Alloys
Evaporation data for the four binary alloys studied (Fig. 3.6) can be analyzed in a
similar manner as discussed in § 3.4.1 to extract heats of mixing, assuming a regular
solution. This is not expected to work particularly well, as they all have fairly large
amounts of the evaporating element. The regular solution model works better near the
extremes of the phase diagram, where deviations from the model are not as obvious. The
results of these analyses are listed in Table 3.4.

Figure 3.6 – Evaporation rates of the four binary alloys: Cu46Zr54, Cu50Zr50, Ni59.5Nb40.5,
and Zr64Ni36.
Table 3.4 — Binary Alloy Heats of Mixing
Composition
Ω [kJ/mol]
∆Hm [kJ/mol]
-131
-32.6
Cu46Zr54
-120
-30.0
Cu50Zr50
-293
-70.7
Ni59.5Nb40.5
-342
-78.8
Zr64Ni36

The two CuZr alloys have values of ∆Hm that are quite similar to those found in
the literature [7], -32 kJ/mol (Cu46Zr54) and -34 kJ/mol (Cu50Zr50). However, the values
for Ni-Nb and Zr-Ni are much larger than expected. The value of ∆Hm for Ni59.5Nb40.5
should be -44 kJ/mol [7]. While a review of the literature shows that there is quite a bit
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of disagreement over the values of ∆Hm for Zr-Ni [7, 11, 12, 18], most agree that it
should be smaller than the estimated value from evaporation. Only one reference [12],
suggests a larger heat of mixing, but it also shows opposite asymmetry from the others,
skewing toward the Zr-rich side rather than the Ni-rich side of the diagram. While the
different experiments disagree on magnitudes, they should at least be able to agree on
where ∆Hm is largest. Plotted in figure 3.7 are the four different sets of published
values, and the regular solution estimate from the evaporation measurements. If we
discount the data from [12], then the evaporation method seems unsuitable for
calculating heats of mixing in these two systems, at least with the large amount of
evaporating Ni. Further measurements are needed on lower Ni-concentration alloys to
determine if they also suggest larger ∆Hm values.
One possible issue, present in most of the datasets, is the extrapolated behavior at
infinite temperature. The regular solution model assumes that the activity coefficient
will go to 1 and experiment will match theory, however this is rarely the case. Usually
the experimental intercept is larger than the predicted intercept. For example, in
Ni59.5Nb40.5 the vapor pressure predicts an intercept of 20.65, while the experimental data
shows an intercept of 22.33±0.72, a little more than 2 standard deviations larger. If this
difference is real, it suggests that Ω is weakly temperature dependent. However,
extrapolating out so far from the measured data is too unreliable to make any firm
conclusions. Without the ability to measure over a wider temperature range the results
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of even a slightly more complicated fit, such as a basic series expansion approach of Ω =
Ω0+Ω1T-1, are unconvincing.

Figure 3.7 – Comparison of four sets of published values with the calculated heat of
mixing from Zr64Ni36. Miedema [7], Wang [12], Witusiewicz [18], Zaitsev [11]

3.4.3 Other Alloys
The three, four, and five-component alloys are too complicated for a regular
solution model analysis. Both Cu and Al contribute significantly to the mass loss at the
experimental temperatures; the Ni and Zr contributions are negligible. Because of the
two additive terms for Cu and Al, containing different activity coefficients for the two
elements, an analysis in terms of the experimental W divided by estimates from ideal
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mixing is not possible. However, all of these alloys obey Eq. 3.1, although the physical
significance of the constant γ derived from the fit (Table 3.3) in this case is not clear.
Examining the three Vitreloy alloys (Fig. 3.8), it is somewhat surprising to see a
difference between Vit 105 and Vit 106/106a, since the concentrations of Cu and Al
(which make the dominant contribution to evaporation) are very similar. A possible
explanation is the change between Ti and Nb in the alloy. According to the Miedema
tables [7], Nb has a small positive heat of mixing with Cu (∆H50-50 = 4 kJ/mol), while Ti
has a negative heat of mixing with Cu (-13 kJ/mol). Likewise, while Nb has a negative
heat of mixing with Al (-44 kJ/mol), Ti has an ~40% larger heat of mixing (-61
kJ/mol). Given the noticeable effect of increasing Ni from 21% to 23% in Ti-Zr-Ni, it is
reasonable to deduce that the switch to Ti is responsible for the decrease in evaporation,
despite Ti’s larger vapor pressure.
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Figure 3.8 – Evaporation rates for Vitreloy 105, 106, and 106a.
The evaporation data for Cu47Zr47Al6 and Zr50.75Cu36.22Ni4.03Al9.0 are shown in Fig.
3.9. The rates of both alloys are less than the value predicted from the Langmuir
equation. However, since the temperature measurement of Cu47Zr47Al6 was uncertain
because of sample instability, it is unclear how accurate the data are. Given this, the
reliability of the heat of mixing is unclear and not discussed here. The Zr-Cu-Ni-Al alloy
measurements were much cleaner, however, like the Vitreloy alloys, both Cu and Al
contribute significantly to the evaporation rate, and so no estimates of heats of mixing
can be made.
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Figure 3.9 – Evaporation rates of Cu47Zr47Al6 and Zr50.75Cu36.22Ni4.03Al9.0. The additional
error in the temperature correction of Cu-Zr-Al because of its positional instability could
not be properly estimated, but it is clearly more significant than all other sources of
error.

3.5 Summary and Conclusion
The evaporation mass loss rates and the densities of several metallic liquids were
measured as a function of temperature using the ESL technique, the results of which are
summarized in tables 3.1 and 3.2. A systematic deviation from the ideal solution
behavior was observed to increase progressively on moving from the binary to ternary
and to multicomponent alloys, consistent with increasing negative heat of mixing. From
the temperature and composition dependence of this deviation in ternary Ti–Zr–Ni
alloys, estimates of the activity coefficient for Ni in Ti–Zr were made. The activity
constant Ω is smaller than that measured by others, closer in magnitude to that of Ni in
Ti than to Ni in Zr liquids. The activity constant in Zr-Ni and Ni-Nb, however, was
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much larger than expected. This was unexpected and further work is needed to explain
these results.
This work demonstrates that the ESL technique can be used to provide a
quantitative estimate of the activity in high melting-temperature liquid alloys, as an
alternative to the more commonly used Knudsen effusion and electrochemical
techniques. Questions remain, however, as to how deal with complications such multiple
evaporating elements (e.g. Cu & Al), possible surface segregation, and deviations from
the regular solution model. These questions must be answered before this technique can
be considered a reliable competing method.
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Chapter 4
Estimated partial pair correlation
functions in Cu–Zr liquids
This chapter was originally published in the Journal of Non-Crystalline Solids [1].
While X-ray scattering studies can provide some insight into the average
topological structures of liquids, they provide limited information on chemical ordering.
Combined X-ray and neutron scattering studies can address this limitation, but are
often difficult, time consuming and expensive, if isotopes are used for the neutron
scattering measurements. Further, it is extremely difficult to make neutron scattering
studies of reactive liquids like the Zr-based alloys of interest as metallic glass formers,
particularly in the supercooled state.
In this chapter a method for obtaining some chemical information that was applied
previously to Cu–Zr glasses is used to obtain estimates of the partial pair correlation
functions of their liquids. X-ray scattering data from Cu–Zr liquids with a range of
chemical combinations are combined with molecular dynamics study results for one
composition to consistently construct the partial pair correlations. To our knowledge
this the first time this method has been applied to temperature-dependent liquids. The
total pair correlation functions calculated using these partials agree well with the
experimental data.
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4.1 Introduction
It is widely believed that glass formability is a function of the atomic structures of
the amorphous phases. Icosahedral short range order (ISRO) presents a particularly
significant barrier to the nucleation of crystal phases [2] and is often invoked to explain
glass formation in metallic alloys [3]. Molecular dynamics studies of metallic liquids and
glasses support this, often revealing a high density of efficiently packed, non-repeating
icosahedral clusters [4, 5]. Experimentally, liquid and glass structures are generally
derived from a Reverse Monte Carlo (RMC) analysis of X-ray scattering data [6]. These
structures are then characterized in terms of their Bond Orientational Order, Voronoi
Polyhedra or Honeycutt–Anderson indices. While the reasonableness of the structures
obtained from a RMC analysis is debated, it is argued by many to provide useful
topological information. However, it does not provide information about the local
chemical order. The partial pair correlation functions (PPCFs) obtained from a RMC
analysis are most frequently unphysical. Since both chemical and topological orders are
important, a method to obtain more reasonable PPCFs is needed. The combination of
X-ray scattering experiments with neutron scattering ones, using the technique of
isotopic substitution, is the generally preferred method for obtaining these. However,
neutron scattering studies are time-consuming, since the scattering signals from
amorphous phases are weak, expensive if isotopes are used, and often impractical for
supercooled liquids, where the crystallization times are frequently shorter than the time
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needed to collect the data. An approach to obtain approximate PPCFs in glasses has
been proposed by Mattern et al. [7]. It assumes that changes in the PPCFs for a series
of glasses of different compositions are due primarily to changes in the Faber–Ziman
weighting factors; the PPCFs themselves change very little with composition. That
simple approach is evaluated here for a series of Cu–Zr liquids of different compositions.
While it cannot replace the neutron/X-ray scattering experiments, it may prove useful
for extending MD results for a liquid of one composition to other liquids of nearby
compositions. This is especially valuable for compositions where MD results are not
reliable due to a lack of good potentials. This is the case in the Cu–Zr system, where
MD only works well for the Cu-rich side of the phase diagram. The Cu28Zr72 composition
is inaccessible to MD, but with the concentration technique a reasonable estimation of
the structure can be made. Predictions can also be made for intermediate compositions
where no experimental data exist.

4.2 Experimental Procedure
Samples of CuxZr100−x (x = 28, 46, 50, 52, 54, 60, 64) were prepared from highpurity Cu (99.9999%) and Zr (99.95%) mixed in the desired ratios by arc-melting on a
water-cooled copper hearth under a high-purity Argon (99.998%) backfilled atmosphere.
A Ti50Zr50 getter was melted prior to melting the samples to reduce the oxygen present.
The final samples were small (2-3 mm diameter) spheres and had negligible (<0.1%)
mass loss during their preparation.
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The spheres were levitated in a vacuum environment (<10-6 Torr) and melted with a
high-power laser, using the Beamline ElectroStatic Levitation (BESL) facility [8]. BESL
was designed to be a transportable ESL, optimized for X-ray scattering studies, but also
capable of measurements of the liquid density, surface tension and viscosity. For these
studies, X-ray scattering data were obtained from the levitated Cu-Zr liquids at the
Advanced Photon Source on beamline 6ID-D using the GE Revolution 41-RT area
detector (see [9] for more details). The energy of the beam was 129.7 keV. The measured
data were used to obtain the total structure factor, S(Q); the pair distribution function,
g(r), was then constructed from a Fourier transform of S(Q). The data were first
corrected to remove the effects of extraneous scattering from the chamber, the Be exit
window, and the air between the exit window and the area detector, as well as
incoherent (Compton) and multiple scattering, using in-house software [10]. Sample
absorption was corrected using a method recently developed for the case of spherical
samples with a size comparable to that of the beam [11]. The densities were measured as
a function of temperature for all of the liquids studied using a backlit edge-detection
method described elsewhere [12, 13].

4.3 Results and Discussion
The total S(Q)s and g(r)s for a range for the equilibrium and supercooled CuxZr100−x
(x = 28, 46, 50, 52, 54, 60, 64) liquids are shown in Figure 1.1). For clarity only three
temperatures that span the range measured are shown. In the measured temperature
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range the values of S(Q) and g(r) change linearly with temperature for all values of Q
and r, allowing an interpolation to intermediate temperatures when desired. In all cases
the interpolated temperature is within 50 °C of a measured (or simulated in the case of
MD, as discussed later) temperature. Several features are immediately apparent. For x
= 28 the Zr–Zr pair partial correlation function (PPCF) gives the dominant
contribution to the first peak in g(r) in the Zr-rich liquids. For x = 64 the Cu–Cu and
Cu–Zr partials are more dominant. These changes cause the position of the first peak to
shift with changing concentration, moving to larger r in g(r) and smaller Q in S(Q) with
increasing Zr. The peak is broader for intermediate liquid concentrations, reflecting
contributions from all three partials. The developing shoulders on the peak suggest
chemical ordering with decreasing temperature, as discussed in [14] for Cu46Zr54.
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Figure 4.1 – Total static structure factors (left-hand side) and pair distribution
functions (right-hand side), for several temperatures (in °C), for CuxZr100−x liquids (x =
28, 46, 50, 52, 54, 60, 64, top to bottom).
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To go beyond these direct observations, it is necessary to obtain more quantitative
information on the behavior of the underlying PPCFs with composition and
temperature. One approach that has been used for the analysis of scattering data from
Au–Sn liquids assumes that the dominant contribution to changes observed in the total
correlation function with changes in alloy composition is due to the compositional
dependence of the Faber–Ziman weighting coefficients. The PPCFs themselves are
assumed to remain essentially constant with compositional changes. This technique,
called here the concentration method, has also been applied to analyze X-ray scattering
data from Cu–Zr glasses with Zr concentrations ranging from 30% to 65% [7].
As followed previously in the concentration method [7], the PPCFs, gij(r), for the
Cu–Zr liquids of interest here were obtained from the total g(r), minimizing the least
square error sum of the set of linear equations

(4.1)
where x is the copper concentration. Written explicitly,

(4.2)
and where
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(4.3)
The wij are the Faber-Ziman weighting functions [15], which reflect both the
concentrations c and the form factors f for the two elements. The values used for each
composition are included in equation 4.4.
While for X-ray scattering f is q-dependent, the q = 0 value is generally dominant
and is used here. For the calculation of the partials, each g(r) value is solved
independently. The statistical weighting used for the fits was based on the uncertainties
in the scattering data (e.g. counting statistics, I(Q) to S(Q) corrections, and truncation
ripples from the Fourier transform) and a one-sigma confidence band of the linear fit to
temperature.

Figure 4.2 – Generic partial pair correlation functions for the Cu-Zr system obtained
from Equation 4.2.
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Figure 4.3 – Comparison of the reconstructed g(r)s from the calculated PPCFs with the
measured data at the liquidus temperatures for each composition (1116°C, 940°C, and
927°C respectively from (a) through (c)). The unconstrained curve is constructed
directly from Eq. (4.2). The curve generated by constraining the fits to use the gCu-Cu
partial generated from MD simulations is also shown.
Figure 4.2 shows the partials obtained for the generic Cu–Zr liquid by a
simultaneous fit to the experimental g(r) for all liquids studied at their liquidus
temperatures. While the fits reproduce the input data well (Fig. 4.3), there are some
problems. Only the Zr–Zr partial (gZrZr) is well defined (evidenced by the smaller error
bars). This is not surprising since the Faber–Ziman factors are greater for zirconium
than for copper, particularly for the more Zr rich compositions. Also, the calculated Cu–
Cu (gCuCu) and Cu–Zr (gCuZr) partials disagree with results from MD simulations [16-18]
and studies of the glasses [19, 20]; gCuCu should be much smaller than gCuZr. The shoulders
at high-r on the first and second peaks in gCuZr are also much more pronounced than
expected from the glass data.
Similar problems were observed in the Cu–Zr glass studies [7]. The concentration
method for Cu–Zr glasses gave partials that reconstructed the total g(r) well. However

90

the first peak in gCuCu was split and negative values for the partials were observed, which
are clearly nonphysical. Later studies, combining X-ray diffraction, neutron diffraction
and EXAFS data for three Cu–Zr glasses (35%, 50%, and 65% Zr) [21] produced more
reasonable partials. Lacking the experimental neutron data for the liquids of interest
here, for the reasons discussed earlier, MD simulations were used to constrain the fits, as
has proven useful for Reverse Monte Carlo (RMC) fits to experimental X-ray scattering
data [22-25]. The concentration method assumes that the partials are independent of
composition. Therefore, MD results for Cu-Zr liquids of only one concentration are
needed, giving

(4.4)
MD results for Cu50Zr50 [26-28] were used to constrain the fits. They were provided for
the complete measured temperature range in 100K increments; these were interpolated
in a similar fashion as the experimental data to desired intermediate temperatures. The
details of the simulations can be found in Ref [26]. As with constrained RMC studies,
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however, it is important to not over-constrain the fits. If this is done the results will
simply reflect the input MD data. Since gCu-Cu is least constrained by the X-ray data
because of its smaller Faber-Ziman coefficient, only that partial was fixed to the MD
results; gCuZr and gZrZr were allowed to vary in the fits to eq. (4.4). The partials obtained
are shown in Figure 4.4. The fit to the total g(r) remains excellent (Fig. 4.3), but now
gCuZr does not show the strong sub-peaks on the high-r side of the peaks. It should be
noted that there are significant differences between the fit Cu-Zr and Zr-Zr partials and
those obtained from the MD simulations (compared in Fig. 4.4a). However, this may
reflect an inaccuracy of the MD results, since they give a poor fit to the measured data
for the total g(r) in Cu50Zr50, the composition at which the MD simulation was
performed (see Fig. 4.4b). The quality of the fit also decreases slightly with increasing
copper concentration of the liquid. This may arise from a discrepancy between the MD
gCu-Cu and the true value, since the contribution of this partial becomes more significant
with increasing Cu concentration.
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Figure 4.4 – (a) Partial pair correlation functions for the Cu-Zr liquids calculated from
eq. 4.4. For the fits gCu-Cu was held equal to the value obtained from MD simulations,
while gZr-Zr and gCu-Zr were allowed to vary. (b) Comparison of the measured g(r) of
Cu50Zr50 at 1000°C with the MD simulation. Other than some difficulties with the
precise peak shape, particularly of the second peak, the MD simulation is in good
agreement with the data.
The peaks of all of the computed partials shift to decreasing r with increasing
temperature (Fig. 4.5.a), giving an anomalous negative thermal expansion. Similar
behavior has been reported in the first shell of g(r)s that were obtained from
experimental measurements [29-31]. It appears to be partially the result of an increasing
first-shell coordination number with decreasing temperature, leading to a weakening of
the bond strengths in the first shell as the valence electrons are shared among more
atoms.

However, the results for g(r) are further complicated by the Faber-Ziman

weighting factors, which can cause both normal and anomalous expansion of the first
shell. This is illustrated in Fig. 4.5.b, where the different weighting factors for Cu28Zr72
and Cu50Zr50 give rise to opposite temperature dependences in g(r), even though the
partials all show a negative thermal expansion of the first shell.
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Figure 4.5 – (a) Evolution of partials with temperature. Note that all three partials
show a negative thermal expansion of the first coordination shell, with the peaks shifting
to lower r with increasing temperature. (b) An illustration of the influence of the Faber–
Ziman weighting, which can produce g(r) curves that display positive or negative
thermal expansion.

4.4 Conclusion
In summary, high quality X-ray diffraction data were obtained for liquid and
super-cooled liquid Cu–Zr samples over a range of concentrations. By using the gCuCu
obtained from molecular dynamics simulations for liquid Cu50Zr50 as a constraint, the
experimental data were used to obtain a set of approximant partial pair correlation
functions. For all liquids the experimentally measured g(r)s were in good agreement
with those computed from the approximant partials, indicating that the actual partial
pair correlation functions change little with changing concentration. Due to the rapid
dynamics in liquids, MD calculations made with proper atomic potentials are expected
to give accurate structural information. The results shown here indicate that scattering
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studies may be used to obtain reasonable pair correlation functions for binary liquids,
using MD results, even if the chemical compositions of the two studies are not the same.
Furthermore, it is possible to use this technique to investigate compositions that are not
well suited to MD, such as the low copper-concentration Cu28Zr72 liquid. It is doubtful
that a similar procedure will work for glasses, since the dynamics are much slower,
raising doubts about the accuracy of the MD results.
While some liquids showed normal thermal expansion, with the position of the first
peak in g(r) increasing with increasing temperature, others showed an anomalous
thermal expansion, where the position decreased. In all cases, however, the partial pair
correlation functions decreased with temperature. This behavior likely reflects changes
in the coordination number and bond lengths with the breakup of local clusters in the
liquid with increasing temperature [30]. The differences observed in the total pair
correlations are simply explained in terms of the differences in the Faber–Ziman
weighting factors for the partials.
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Chapter 5
Universal Scaling of Viscosity
This chapter is currently under review at Scientific Reports.
The range of the magnitude of the liquid viscosity, η, as a function of
temperature is one of the most impressive of any physical property, changing by
approximately 17 orders of magnitude from its extrapolated value at infinite
temperature (ηo) to that at the glass transition temperature, Tg. We present
experimental measurements of containerlessly processed metallic liquids that reveal that
log(η/ηo) as a function of TA/T is a universal curve. The temperature TA corresponds to
the onset of cooperative motion and is strongly correlated with Tg.

A surprising

universality in the viscosity of metallic liquids and its relation to the glass transition is
thus revealed. In stark contrast to previous approaches, this universality requires only
two parameters, which are on average predictable. Further, the correlation between TA
and Tg strongly suggests that the processes underlying the glass transition first appear
in the high temperature liquid.

5.1 Introduction
The nature of the dynamical processes in liquids and how liquids transform to
glasses are major outstanding questions in condensed matter science. The shear viscosity
is a particularly temperature-sensitive property for glass-forming liquids, changing by
about 17 orders of magnitude upon cooling from high temperatures to the glass
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transition temperature, Tg. The way in which the viscosity, or related relaxation times,
change with temperature scaled to Tg is the basis for the widely-used fragility
classification scheme introduced by Angell [1]. For very strong liquids the viscosity
shows an Arrhenius behavior, with a well-defined activation energy over a wide
temperature range that extends from above the melting temperature down to Tg. The
viscosities of fragile liquids are characterized by activation energies that are small at
high temperature and increase rapidly upon approaching Tg. The strongest glass-formers
are network oxides, while molecular liquids such as o-terphenyl, decalin and
isoquinoline, are among the most fragile. Upon close examination, some non-Arrhenius
behavior is observed near the glass transition, even in strong liquids, but this becomes
more dramatic as the fragility of the liquid increases. Thermodynamic [2] and direct
structural signatures [3] of fragility support a connection between structure and
dynamics in liquids, which has been long assumed. The concept of fragility appears to
provide a coherent scheme for classifying all liquids and linking to glass formability in
some cases. However, the use of the glass transition as the scaling temperature (as in an
Angell plot [1]) can be questioned since it is somewhat arbitrary, defined as the
temperature at which the viscosity reaches the value of 1012 Pa.s. The viscosity
experimental data for liquid metals presented here demonstrate the existence of a hightemperature universal scaling temperature, TA, which has been predicted from molecular
dynamics (MD) simulations of metallic liquids [4] and theoretical studies of non-metallic
glass-forming liquids [5-7]. Scaling the temperature, T, by TA (a temperature that
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corresponds to the onset of dynamical cooperativity in the liquid), and scaling the
viscosity by ηo (the high temperature limit on the viscosity in the liquid phase) yields a
universal curve that fits the viscosities of all liquid metals studied, from above the
melting temperature to the glass transition temperature.

5.2 Results
5.2.1 Measurements of the Liquid Viscosity and a Universal Curve
The viscosities of a variety of metallic liquids were measured at high
temperatures in a high-vacuum containerless environment, using electrostatic levitation
(see Supplementary Information). These are shown as a function of inverse temperature
in Figure 5.1.a. The liquids studied include liquids that easily form metallic glasses, such
as Zr57Cu15.4Ni12.6Al10Nb5 (Vit 106) and Zr58.5Cu15.6Ni12.8Al10.3Nb2.8 (Vit 106A), and more
marginal glass-forming fragile liquids, such as Ti-Zr-Cu-Pd, Cu-Zr, where faster cooling
rates are required for glass formation. Also included are liquids for which glass
formation has not been observed, such as Ni-Si. Figure 1.b shows an Angell plot for
these data, presenting log(η) as a function of Tg/T. Scaling the temperature by Tg
reduces the scatter of the data from Figure 5.1.a, but significant variations among the
data remain.
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Figure 5.1 – (a) Measured viscosity, η, as a function of temperature for metallic liquids.
Error bars are one s.d. (b) An Angell plot of the log(η) as a function of Tg/T.

Figure 5.2 – (a) Typical example of the behavior of log(η) at high temperature, showing
a departure from Arrhenius behavior on cooling below TA. Error bars are one s.d. (b)
Scaled universal curve for all measured viscosity data.
As illustrated in Figure 5.2.a for a Zr64Ni36 liquid, the viscosities of all of the data
in Figure 5.1 have Arrhenius temperature dependences at a sufficiently high
temperature. This agrees with the results from previous studies [5, 8, 9] and recent MD
simulations for several different types of metallic liquids [4]. The temperature at which
the measured viscosity departs from Arrhenius behavior is labeled in Figure 5.2.a as TA.
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While the departure is gradual and difficult to determine directly, it becomes clearer in
the residuals from a linear fit (insert to figure). The physical meaning of TA is
intriguing; from MD simulations [4] it corresponds to the temperature at which flow
first becomes cooperative.
The MD simulations revealed a universal curve for the ratio of the Maxwell
relaxation time for viscosity and the time required to change the local coordination
number in a cluster by one unit, by scaling the temperature with the temperature
corresponding to the onset of dynamical cooperativity (defined there also as TA). Those
results suggest that the measured viscosity data could be scaled by TA. As is verified in
Figure 5.2.b. by adopting two material-dependent parameters for scaling, TA and ηo, all
of the data can be collapsed into a unique curve that describes the temperature
dependent viscosity of all of the liquids studied. To construct this curve, the scaling
temperature, TA, was determined for each liquid as illustrated in Figure 5.2.a, defined as
the temperature below which the viscosity became non-Arrhenius. The value of ηo for
each liquid was then adjusted to collapse the data along the vertical axis.

For all

liquids studied, on average ηo ≈ nh [10], where n is the particle density and h is Planck’s
constant. Exact values and comparisons to nh can be found in Supplementary Table 5.2.
5.2.2 Functional Form of the Universal Curve
While it is shown that the measured data can lie on a universal curve when
properly scaled, the temperature range is small. An immediate consequence of the
observed data collapse is that, at intermediate temperatures, η = ηoF(T/TA). Here, F(z)
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is a universal function common to all of the metallic liquids studied (i.e., one exhibiting
no adjustable parameters). To examine whether the scaling holds over a larger
temperature range, measured viscosity data near Tg for the strong metallic glass-forming
liquid Vit 106a [11] were combined with the high temperature data reported here for the
same liquid. However, since the scaling in Figure 5.2.b is empirical, extending it to lower
temperatures requires knowledge of the functional form of the universal curve. Many
earlier proposed expressions for the viscosity exist, but it has not been previously
possible to extensively test them in metallic liquids over the wide temperature range
that is possible here, extending from above the melting temperature to the glass
transition temperature. The combined Vit 106a data, then, constitute a benchmark for
testing these expressions and for identifying the one (if any) that describes the universal
behavior. The fits to the Vit 106a data for some of the better-known expressions are
shown in Figure 5.3. These are (i) the commonly used Vogel-Fulcher-Tammann (VFT)
equation [12], (ii) the recently proposed Mauro-Yue-Elliston-Gupta-Allan (MYEGA)
equation [13], (iii) a relation derived within the Cohen-Grest free volume model (CG)
[14], (iv) the avoided critical point theory (KKZNT) [5-7], (v) a cooperative shear model
(DHTDSJ) [15], and (vi) a parabolic kinetically constrained model (EJCG) [16, 17].
Since the EJCG expression is only valid up to its onset temperature To, leaving higher
temperature behavior undefined, a new variant (BENK) is introduced here, for which
the constant Arrhenius type barrier is augmented to give to an expression that emulates
the avoided critical point theory when T is replaced by 1/T. Its crossover temperature
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T! is similar to T* in the KKZNT expression. These equations are defined in Table 5.1
and the corresponding optimal parameters are listed in Supplementary Table 5.1. Other
approaches [18-20] that are associated with scaling temperatures typically near the
mode-coupling temperature, below our experimentally accessible temperature region,
could not be examined.

Figure 5.3 – Comparison of the fits to the Vit 106a data for the expressions listed in
Table 5.1. The fit parameters can be found in Supplementary Table 5.1. Error bars are
one s.d.
All of these expressions fit the high-temperature viscosity data reasonably well,
although most do not fit the entire temperature range. In particular, the mostcommonly used VFT, and, to a lesser degree the MYEGA, expressions are both in poor
agreement with the slope of the data near Tg (672K). Further, in the high temperature
limit the MYEGA form approaches an Arrhenius temperature dependence far more
weakly than predicted by the MD simulations [4] and our experimental data. As a
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consequence, the fit values for ηo are much larger than from fits to the other models and
from the scaled data shown in Figure 5.2.b. The CG, DHTDSJ, BENK, and KKZNT
models all fit the data over the entire temperature range. The DHTDSJ expression and
to a lesser extent the CG form are, however, not consistent with a crossover to a high
temperature Arrhenius type behavior.
Table 5.1 — Tested Fitting Functions for Viscosity
Vogel-Fulcher-Tammann
D *T0
logη = logη0 +
(VFT)
T − T0
Configurational Entropy
(MYEGA)

logη = logη0 +

K
⎛ C⎞
exp ⎜ ⎟
⎝T⎠
T

(

Free Volume (CG)

logη = logη0 + 2B / T − T0 +

Avoided Critical (KKZNT)

logη = logη0 +

Cooperative Shear
(DHTDSJ)

(T − T0 )2 + CT

)

1
E∞ + T * B[(T * − T ) / T * ]z Θ(T * − T ))
(
T
⎛ T ⎞
W
logη = logη0 + 0 exp ⎜ − ⎟
kT
⎝ TW ⎠

Parabolic (EJCG)

⎛1 1⎞
logη = logη0 + J ⎜ − ⎟ ,T < TFitMax ≤ T0
⎝ T T0 ⎠

Modified Parabolic (BENK)

E
⎛ 1 1⎞
logη = logη0 +
+ J 2 ⎜ − ! ⎟ Θ T! − T
⎝T T ⎠
kT

2

2

2

(

)

Θ(x) is the Heaviside function (i.e., Θ(x > 0) =1 and Θ(x < 0) =0).
We now discuss a particular approximate expression to the universal function
F(z) appearing in our data collapse. In earlier studies, the avoided critical point
expression (KKZNT) was shown to fit the viscosity data for many non-metallic liquids
[5-7], albeit with five fitting parameters, compared to the three or four parameters for
the other models investigated here. The expression may be written as η=η0exp(E/T)
with a free energy barrier (expressed here in Kelvin) E = E∞ + TA (bTr)zΘ(TA-T), where
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Θ(x) is the Heaviside function and the “reduced temperature” is Tr ≡ (TA-T)/TA. Earlier
considerations suggested that some of those parameters are fixed. Bolstered by theory,
empirical tests [5-7] yielded an exponent z ≈ 8/3±1/3. The KKZNT expression includes
an “avoided critical point temperature” T*, which like TA in the MD results and the
scaling temperature TA introduced here, corresponds to the onset temperature for
dynamical cooperativity. Based on theoretical considerations [7], T*/Tl = 1.08

for

idealized liquids, where Tl is the liquidus, or melting, temperature - a tendency that is
on average, is obeyed, but with significant spread. The universal curve further
constrains the KKZNT expression, such that TA and ηo are the only remaining free
parameters, with the values of the other parameters (now constants) determined by the
fit to Vit 106a: E∞ = 6.466TA, b = 4.536, z = 2.889.

Figure 5.4 – (a) Collapse of viscosity data from Figure 5.1 onto a universal curve
assuming the avoided critical point form (KKZNT, black curve). Supplementary Figure
5.2 shows the residuals of the fit. (b) Data collapse of measurements reported in this
work and for literature data for additional metallic glass-forming liquids. See
Supplementary Table 5.2 for references to the data for the additional liquids broken
down by composition.
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As shown in Figure 5.4.a, with TA and ηo as the only free parameters this expression
gives an excellent fit to all of the high temperature viscosity data shown in Figure 5.1.
The values for TA and ηo obtained from the fits are listed in Supplementary Table 5.2.
The residuals of the fit are also plotted in Supplementary Figure 5.2. These TA values
are roughly 10% higher than those determined manually, with some scatter of a few
percent. That the human eye would pick a lower temperature where the curvature is
more apparent is unsurprising, the scatter is due to the difficulty in picking a
temperature by eye in some alloys (e.g., Zr-Pt). These fit values are predictable from
those obtained from the empirical scaling procedure used to find the universal curve for
the high temperature data (Figure 5.2.b). Additionally, as will be demonstrated shortly,
TA ≈ 2.02Tg and (with less precision, see supplementary figure 5.3) ηo ~ nh. Thus, the
KKZNT fits to the universal collapse are nearly parameter free. As shown in Figure
5.4.b, this same constrained expression also fits data obtained by other investigators [15,
21-31] over a wide range of metallic glass families. Excluding a section for which
measurements cannot be currently made, the universal curve fits well over 16 orders of
magnitude in the viscosity. The reason for the small deviation in the high temperature
data for Vit 1 [15] is unclear; no similar deviation was observed in our measured data
for other liquids. It may reflect an anomaly such as a reported fragile-strong transition
[32]. Such good agreement for a range of different metallic liquids provides a striking
demonstration of the validity of the KKZNT expression as an approximate functional
form for the universal curve. However, the possibility of other reasonable approximate
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forms is not ruled out. For example, the BENK expression (Table 1) also gives good
agreement. The precise functional form for η = ηoF(T/TA) is a matter for future
theoretical studies. However, the KKZNT gives sufficiently good agreement with the
experimental data over a very wide temperature range that it can be used here to
examine the nature of the experimental scaling parameters.

Figure 5.5 – Comparison between the experimentally measured glass transition
temperature, Tg, and TA from the fits to the high temperature viscosity data. The solid
line is a fit to the data, giving TA = (2.02±0.015)Tg. Error bars are one s.d.
Figure 5.5 shows the correlation between the values of TA and Tg for the glassforming liquids. The Tg values were obtained by us and by others from differential
scanning calorimetry measurements, using a range of heating rates from 10 to 40 K per
minute. The fit line shows that TA/Tg = 2.02 ± 0.015. This correlation is remarkable,
and suggests a deep connection between the onset of cooperative dynamics in the liquid
and the dynamical slowing down at the glass transition temperature. It is also the
reason that Tg remains a useful scaling temperature.
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This correlation also suggests novel approaches for the search for good glass
forming liquids, at least for metallic glasses. For example, assuming the Turnbull
criterion of good glass formability when (Tg/Tl) is large [33], makes it possible to assess
trends in glass formability from liquid data alone, without actually forming a glass and
measuring Tg. A study of the change in TA values with the chemical composition of the
liquid would show whether such a survey is practically useful.
5.2.3 Further Discussion of the Scaling Parameters
As discussed, the scaling parameters ηo and TA can be obtained from fits to the
KKZNT theory. However, it is important to underscore that they can also be
determined empirically by collapsing all of the experimental data onto a universal curve,
making them fundamentally theory independent. Several interesting points emerge from
an examination of the values obtained for the parameters.
The values for the extrapolated high-temperature viscosity, ηo, suggest that there
may exist a universal high-temperature limit of the viscosity. For the liquid metals
studied here, this is on average equal to nh (ηo=nh), where h is Plank’s constant and n
is the particle density per unit volume. Such typical values for ηo have been predicted
many times, first by Eyring [10] from a reaction rate theory argument. It may have an
even deeper significance, however, that extends beyond that of liquid metals.
Fundamental lower limits on the viscosity are discussed widely in various contexts, with
recent interest [34] driven by predictions from string theory and holographic dualities,
which were compared with measurements at the Relativistic Heavy Ion Collider [35].
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The strong correlation between TA and Tg (TA ∼ 2.02 Tg) for all of the metallicglass-forming liquids examined supports a long-held belief from other complementary
approaches that glass formation might be a consequence of a high temperature
transition crossover. Theories of this crossover include an avoided critical point [5-7], a
random first order transition [36, 37], and mode coupling theories [38], among others
(e.g. [39]). In the avoided critical point theory TA corresponds to the transition
temperature of the supercooled liquid in an idealized template – a transition that is
avoided by frustration. There have been previous experimental hints of non-trivial
dynamics associated with a viable dynamical crossover temperature, Tcross (above Tg).
These include (a) the appearance (at T < Tcross) of short time, or β, relaxation processes
accompanying the primary, or α, relaxation rates that are the focus of this work [40],
(b) the broadening of relaxation times about these two principal processes (typically this
broadening is manifest in response functions that have a stretched exponential behavior)
[18, 41], (c) nonuniform dynamics in different spatial regions (dynamical heterogeneities)
[42], (d) violation of the Stokes-Einstein relation [43], and (e) decoupling of translational
and rotational diffusivity [44], and (f) phonon localization [4]. These phenomena appear
and are strongly indicative of transformations that have an onset above Tg, yet at
temperatures that are lower than 2 Tg in most studied non-metallic liquid systems. It is
also important to note that TA is much above the other predicted dynamic crossover
temperature [39] and the mode-coupling temperature [45].
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5.3 Emerging Questions
The results presented here raise several questions.

For example, what is the

origin of the observed universal behavior and the connection between Tg and TA? It has
long been known that supercooled metallic liquids veer towards locally preferred low
energy icosahedral structures [5-7, 46-48], a tendency that other liquids generally do not
share. This general propensity towards locally preferred structures lies at the origin of
the avoided critical point model [5-7]. MD simulations show that on decreasing the
temperature below TA metallic glass forming liquids progressively develop more
pronounced icosahedral order, with a length scale of connected icosahedral cluster
networks that monotonically increases until they percolate throughout the entire system
near Tg (see, e.g., Figure 7 of Ref. [49]). This is in agreement with predications from
avoided critical point theory [5-7], and could be the source of the connection between Tg
and TA that is experimentally observed here. Additionally, over the ensemble of metallic
liquids that were examined, TA/Tl ≈ 1.075 ± 0.188 (where Tl is the liquidus
temperature), consistent with estimates suggested by the avoided critical theory [7].
However, it should be emphasized that local order need not be icosahedral for theories
of an avoided critical point nature to be valid. The local structures of Pd-Si, for
example, are likely not strongly icosahedral, while some liquids that have more
definitive icosahedral order and still fit the universal curve (e.g., Zr-Pt) deviate more
from the predictions of the scaling parameters ηo and TA than do others.
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A second question is what these results imply about liquid fragility. Metallic
liquids show a range of fragility, but occupy only the central part of an Angell plot [1].
The stronger metallic liquids (e.g. Vit106) are more fragile than strong liquids like SiO2.
If ηo were truly independent of temperature for liquid metals, as suggested from the
data presented, and if TA/Tg were truly constant, then the fragility index, defined as m
≡ (∂log10η/∂(Tg/T))T=Tg, would be the same for all metallic liquids. This is very unlikely,
however. Evidence for fragility exists not only in the dynamical properties (where
typically an assumed VFT form for η is invoked), but also in thermodynamic properties
[50, 51] and rate of structural ordering [3, 52]. The fragility is embedded in the nature of
the deviation of the TA/Tg ratio found for different metallic liquids as well as remnant
small deviations of the viscosity data from our universal collapse. Towards this end, it
would be useful to see how the fragility index m varies with TA/Tg for all of the liquids
studied. For metallic liquids fragility is frequently determined from calorimetric
measurements [53] in addition to or when viscosity data are unobtainable. However,
while this gives reliable values of m for good glass-formers, the values for marginal glass
forming liquids are scarce and often unreliable. This makes it impossible at present to
examine the correlation for all of the liquids studied. Instead, Supplementary Fig. 5.1
compares the ratio TA/Tg with values of m reported [11, 54-56] for the good glassforming liquids studied here with. The m values range from about 32 to 75; for
comparison the m values for SiO2 and o-terphenyl are 20 and 81, respectively. While
there are substantial disparities in the values of m that different groups have reported
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for any single metallic liquid, the average reported fragility index values clearly increase
with TA/Tg, in agreement with a structural origin of fragility (see [52]). However, as
seen from the steepness of the slope in Supplementary Figure 5.1, the large variations in
the values of m evaluated just above Tg are not similarly reflected in the TA/Tg ratio.
The origin of this enigmatic behavior is not understood.

5.4 Summary and Conclusions
In summary, a new universality has been observed in the dynamical behavior of
liquid metals when the temperature is scaled by TA, which corresponds to the onset of
dynamical cooperativity, and when the extrapolated infinite temperature viscosities (ηo)
are properly accounted for. That the glass transition temperature, Tg, is strongly
correlated with TA suggests that the cooperative processes that eventually lead to the
glass transition are already present in the high temperature liquid. The rapid cooling
rates needed for molecular dynamics (MD) studies often raise questions of the validity of
comparisons between computed results and experimental data for temperatures near Tg.
The results presented here, however, show that it is possible to more realistically probe
processes associated with the glass transition by comparing computed results with
experimental data obtained at high-temperature, where experimental and MD relaxation
times are comparable. Taken together, all of these considerations make liquid metals
ideal for further fundamental investigations of liquid dynamics.
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5.5 Supplementary Information
5.5.1Materials & Methods
The samples were prepared from master-alloys that were made by arc-melting on
a water cooled hearth in a high-purity argon (99.998%) argon environment. Elements of
high purity - 99.9% (Y & Co) to 99.9999% (Cu) - were used to prepare the alloys. When
possible, source material was selected for minimum oxygen content (e.g. <10 ppm
Zirconium), as this dramatically affects the amount of super-cooling attainable. A Ti-Zr
getter was also melted before arc-melting the elements to further reduce the residual
oxygen in the atmosphere. The approximately one gram master ingots were melted
three times to ensure a homogenous composition; ingots with mass loss greater than
0.05% were discarded. The master ingots were then broken apart and re-melted into
samples for the Electrostatic Levitation Studies (ESL); these were in a mass range 40-90
mg.
Samples were then levitated and melted in the high-vacuum containerless
environment of the Washington University Beamline ElectroStatic Levitation Facility
(WU-BESL). The absence of a container and the high-vacuum environment (~10-7 Torr)
minimized heterogeneous nucleation, allowing data to be collected from both equilibrium
and supercooled liquids. More details of the WU-BESL can be found elsewhere [57].
The viscosity was measured as a function of temperature using an oscillating
drop method [58].The voltage on the vertical electrode was modulated at a frequency
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that near the l = 2 spherical harmonic mode resonant frequency (typically 120–140 Hz)
of the liquid to induce surface vibrations.

A high-speed camera (1560 frames per

second) was used to capture the shadow of the oscillating sample. After the oscillation
was stable, the perturbative voltage was removed and the time-dependent amplitude of
the decaying surface harmonic oscillations was measured. The viscosity was determined
from the decay time for the oscillation, τ,
η = ρR0/(l -1)(2l +1)τ
where ρ is the density and R0 is the unperturbed radius of the sample. The small
magnitude of the viscosity over the measurement range and the low strain rates ensure
that shear thinning does not influence the measurements.

Supplementary Table 5.1 — Values of Parameter from Fits to Vit106A, as Shown in
Figure 5.2 and Table 5.1 of the Main Text.
Fitting Equation
Vogel-Fulcher-Tammann (VFT)
Configurational Entropy (MYEGA)
Free Volume (CG)
Avoided Critical (KKZNT)
Cooperative Shear (DHTDSJ)
Parabolic (EJCG)
Modified Parabolic (BENK)

log10(η0/Pa.s))
-3.48
-2.80
-2.67
-4.50
-2.11
-1.72
-4.64
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Other Parameter Values
D*=5.60, T0=575
K=237, C=2.49x103
B=873, C=58.6, T0=954
E∞=3819, T*=1360, B=34.3, z=2.889
W0=1.36 x105, TW=247
J2=1.97 x107, T0=1476
E=4.01x103, J2=1.96x107, T! =1285

Supplementary Table 5.2 — The Scaling Parameters η0 and TA, their Relation to the
Predicted High Temperature Viscosity Limit (nh) and the Glass Transition
Temperature (Tg), and High Temperature Activation Energy (E∞).
Composition
Cu50Zr45Al5
Cu50Zr50
Cu60Zr20Ti20
Ni75Si25
Ti40Zr10Cu30Pd20
Ti40Zr10Cu36Pd14
Vit106† [11] *
Vit106A† [11] *
Y68.9Co31.1
Zr59Ti3Cu20Ni8Al10
Zr60Ni25Al15
Zr62Cu20Ni8Al10
Zr64Ni36
Zr70Pd30
Zr75Pt25
Zr76Ni24
Zr80Pt20
Literature Data
La55Al25Ni20 [15, 21] *
Mg62Cu26Y12 [28] */
Mg65Cu25Y10 [29] *
Pd40Ni40P20 [15, 21, 22] *
Pd40Ni10Cu30P20 [30] */
Pd43Ni10Cu27P20 [31] *
Pd82Si18 [23, 24] *
Pd77.5Cu6Si16.5 [15] *
Ti37Zr42Ni21 [25] *
Ti39.5Zr39.5Ni21 [27] *
Ti8Zr54Cu20Al10Ni8 [26] *
Vit1† [15] *

Log10(nh)
(Pa.s)
-4.44
-4.45
-4.39
-4.29
-4.41
-4.40
-4.48
-4.48
-4.57
-4.50
-4.50
-4.50
-4.49
-4.53
-4.50
-4.52
-4.41

Log10(η0)
(Pa.s)
-4.60
-4.60
-4.73
-4.15
-4.61
-4.64
-4.45
-4.50
-4.40
-4.52
-4.50
-4.45
-4.25
-4.39
-4.40
-4.25
-4.36

±1σ
(Pa.s)
0.01
0.01
0.01
0.22
0.01
0.02
0.02
0.01
0.05
0.02
0.01
0.01
0.03
0.01
0.01
0.04
0.02

TA
K
1308
1284
1301
1072
1299
1278
1373
1360
1130
1320
1421
1325
1223
1329
1550
1161
1458

±1σ
K
3.4
2.7
2.5
120
3.7
5.6
9.0
4.0
19
6.0
5.0
4.7
17
1.0
0.8
19
10

Tg
K
650
651 [59]*
647
648
640
683 [11] *
672 [11] *
560
652
698
654
659
595
715 [60] *

E∞
eV
0.7290
0.7152
0.7247
0.5971
0.7236
0.7118
0.7651
0.7577
0.6296
0.7357
0.7916
0.7380
0.6817
0.7402
0.8637
0.6470
0.8257

-4.64

-5.02

0.18

966.4

6.0

481 [61] *

0.5355

3.8

410 [29]

*

0.4732

578 [21]

*

0.6506

*

0.6775
0.7117
0.7316
0.6555
0.6372
0.7017
0.6919

-4.47
-4.32

-4.35
-4.82

0.12
0.08

854.0
1168

2.8

-4.31

-5.23

0.09

1215

8.2

572 [31]

-4.41
-4.41
-4.49
-4.48
-4.49
-4.47

-4.87
-4.87
-4.33
-4.18
-4.34
-3.30

0.04
0.07
0.04
0.03
0.05
0.07

1277
1313
1177
1144
1259
1242

4.2
3.1
12
13
12
3.0

631
637
655
613 [15] *

*

References to viscosity and calorimetry data obtained by other investigators.
Vit106 [Zr57Cu15.4Ni12.6Al10Nb5], Vit106a [Zr58.5Cu15.6Ni12.8Al10.3Nb2.8], Vit1
[Zr41.2Ti13.8Cu12.5Ni10Be22.5]
†
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Supplementary Figure 5.1 — Published fragility (m) data (n) versus TA/Tg. The filled
red circles (l) represent the average values; the error bars reflect the standard
deviation. The large scatter in the reported m values for these bulk metallic glasses, as
well as the lack of data for marginal glass-formers, reflects the difficulty in measuring m.
From left to right the compositions are La55Al25Ni20[54-56], Vit106[11], Pd40Ni40P20[54-56],
Vit106a[11], Vit1[54-56], Pd77.5Cu6Si16.5[54-56].

Supplementary Figure 5.2 — Residual scatter of the data in Figure 5.4a after
subtracting the KKZNT fit. An offset of 0.1 was added between data sets for clarity. In
two cases (Zr80Pt20, Zr64Ni36) the data appear to deviate slightly from the KKZNT fit.
But since the deviation is within experimental error, this is inconclusive.

119

Supplementary Figure 5.3 — A comparison between the probabilities of the η0=nh(x+1)
values over the ensemble of measured liquids with that expected from a Gaussian
distribution about η ≈ nh. On average, ⟨x⟩ = -0.00647 and the standard deviation is σx
= 0.453. The fraction of liquids in the ensemble Pr(x ≤ X), are shown which have x ≤
X. The black dots correspond to the experimental scaling parameter data values while
the solid red curve corresponds to the cumulative distribution function
" X − x %+
1(
*1+ erf $
'- associated with a normal distribution with an average ⟨x⟩ and
2 *)
# σ x 2 &-,
variance σ x2 ; here, erf (z) is the error function. The excellent agreement suggests that
the measured values of ηo are normally distributed around the theoretical value. See [62]
for an extensive derivation of this relation.
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Chapter 6
Studies of Cu-Zr-Al Glass-Forming
Liquids
6.1 Introduction
Cu55-XAlXZr45 is an enticing system for investigating relations between glass
formability and liquid/glass properties. According to the literature [1, 2], the critical
casting thickness (CCT) changes dramatically with Al concentration, from 0.9 mm at
0% Al to 15 mm at 8% Al, and then decreasing to 12 mm at 10% Al (fig. 6.1).
Unfortunately, as the CCT is only available for even-numbered atomic percentages (and
7% Al), we must rely on interpolation for many of the data points; a simple linear
point-to-point interpolation (as shown in fig. 6.1) is used.

Figure 6.1 — Reported critical casting thicknesses [2, 3], as a function of aluminum
concentration.
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It was previously shown by this group that in the copper-zirconium liquids glass
formability (GFA) correlates with both the volume expansivity [4] and the kinetic
strength determined from the viscosity [5]. Given the much larger range of GFA in CuAl-Zr, it was hypothesized that the correlations should be observed in this system as
well. However, in contrast with studies of Cu-Zr liquids, no correlation between CCT
and expansivity or viscosity is observed that is clearly outside of error, given the limited
data for CCT. This appears to be due to two factors. First, the CCT is highly correlated
with Al concentration. This makes it difficult to properly remove the Al-dependent
baseline from the data. Second, evidence is presented that thermodynamic effects reduce
the CCT of 10% Al below what would be expected from the kinetic effects correlated
with expansivity and viscosity.

6.2 Methods
Cu-Zr-Al samples were prepared using the standard procedure described in
Chapter 2. For simplicity, the liquid compositions are referenced here by their
aluminum concentration (Al%). The expansivity and viscosity were measured in the
ESL located at Washington University. Since the expansivity measurements are
extremely sensitive to sample position magnification effects (as discussed in §2.4),
measurements were repeatedly made for different samples in an attempt to compensate
for this. This had mixed success, as will be seen later. Attempts were made to extend
the composition range beyond the reported critical casting thicknesses, up to 14% Al.
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However, it was difficult to obtain data for samples containing more than 10% Al.
While the viscosity was measured for 11 and 12%, the expansivity data were unreliable,
and no data were obtainable for 14%. Typically the emissivity for the pyrometer
measurements is determined from the solidus temperature. Since a reliable phase
diagram was unavailable for this alloy, Differential Thermal Analysis (DTA)
measurements were performed to determine the solidus temperatures (Fig. 6.2).

Figure 6.2 — Solidus and Liquidus temperatures of Cu55-XAlXZr45, determined by DTA
measurements.
The glass transition temperatures (Tg) were measured using Differential Scanning
Calorimetry (DSC) for comparison with the TA’s obtained by fitting the viscosity with
the universal curve obtained in Chapter 5. However, as Figure 6.3 shows, there is
considerable uncertainty in the values for Tg, despite the good glass-formability of Cu-
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Zr-Al. One observation can be made from the less scattered tangent and end methods;
Tg increases with Al concentration. Combined with the decreasing liquidus temperature,
this means that the reduced glass transition temperature (Trg=Tg/Tliq) increases across
the entire composition domain. This is slightly unexpected, as higher values of Trg are
loosely correlated with glass formability; from this one would not expect the CCT of
10% Al to be less than that of 8% Al. This will be discussed further in §6.5.

Figure 6.3 — The glass transition temperatures of Cu55-XAlXZr45, as determined by inhouse DSC measurements, as well as literature values extracted from [1]. The different
methods (see fig. 2.1) are expected to produce a range of Tg values (with onset having
the lowest and end the highest); the amount of scatter within each method, however, is
considerably larger than expected for alloys with such a large CCT.
Two measured quantities (expansivity, activation energy of viscosity) are examined
in detail in this chapter. If they behave similarly to those in Cu-Zr, both possess a
strong overall linear baseline with composition. The quantities also increase with CCT,
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however because CCT increases almost linearly across the composition range it is
difficult to separate how much of the change in the measured quantity is related to
aluminum concentration or CCT. A multiple linear regression technique (eqn. 6.1) can
be used as an alternative to baseline subtraction. Baseline subtraction is sensitive to
error in the endpoints used to set the baseline, whereas multiple linear regression does
not rely on the user to select a baseline.
(6.1)
The correlation between any two (ai, aj) of the three fit parameters (y0, mAl, mCCT) may
also be determined (eqn. 6.2), where Cov(ai, aj) is the covariance function. The reader is
invited to consult his or her favorite text on data analysis and statistics for further
details. The correlation

ranges from -1 (anti-correlation) to 1 (correlation),

with 0 being no correlation. One counter-intuitive feature of this technique is that if the
two independent variables (atm. % Al and CCT) are correlated, then their fit
parameters (mAl and mCCT) will be anti-correlated.
(6.2)

To check the validity of this approach, the expansivity data of Cu-Zr [4] were fit,
giving α ×10 5 = (11.90 ± 0.26 ) + (−0.1152 ± 0.0056 ) atm.%Zr + ( 0.49 ± 0.17 ) CCT . The baseline
slope (mZr=-0.1153) is identical to the manually determined baseline. With a low
amount of anti-correlation between CCT fit parameter and the other two fit parameters
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( ρ ( mZr , mCCT ) = −0.22 , ρ (α 0 , mCCT ) = −0.35 ), it can be stated with confidence that the
expansivity trends with CCT as (0.49±0.17) 10-5K-1/mm.

6.3 Expansivity
The specific volume and its temperature dependence are shown in Figure 6.4.
These are expected to trend almost linearly with composition, with only small
deviations; in Cu-Zr these were all on the order of one standard deviation or less.
However, several compositions have values that are dramatically different. For example,
the specific volume of 6% Al is 2 standard deviations above the baseline. The much
larger error bar on this point is a result of disagreement between the two measured
samples. Within each sample, the specific volume remained constant across the
measurement cycles (1 s.d. = ±2×10-5 cm3/g), but the average values of the two samples
differed by 4.4×10-3 cm3/g. Clearly there is an additional source of error that is
unaccounted for. Errors in the temperature, mass, sample asymmetry, and calibration
standard size are all accounted for. The only known source of error that is not
accounted for is the variable camera magnification from sample position. Unfortunately,
simply adding an estimate of this error will wash out any signals. Properly reducing this
error would require many additional measurements (assuming a Gaussian distribution of
sample positions) or installation of an additional camera and development of software to
track the exact sample position and calculate the change in magnification, as discussed
in Chapter 2. Any composition showing values two or more std. deviations away from
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the baseline in V0 (6%) or dV/dT (3, 4, 10, and 12%) are excluded from calculation of
the expansivity

.

Figure 6.4 — (left) Specific volume at the respective solidus temperatures and (right)
the change in volume with temperature, shown as a function of Al concentration. While
in general both quantities trend fairly smoothly with composition, the exceptions of 6%
Al in (a) and 3, 4, 10, and 12% in (b) are the effect of sample position magnification
error.
The expansivity trends linearly with Al concentration (fig. 6.5). Fitting the
expansivity as a linear function of Al concentration and CCT gives
(6.2)
The fit parameters appear to show that the dependence on CCT (mCCT) is significantly
different from 0 (2.3 standard errors away), while the dependence on Al concentration is
much closer (1.04 std. err). However, with the high level of anti-correlation (
) between the two, it is entirely possible for the two parameters’
values to change dramatically without significantly impacting the quality of the fit. This
is in stark contrast to the results obtained for Cu-Zr [4]. There, while there was a linear
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change with composition, once that was removed, distinct maxima in the expansivity at
the optimal CCT became apparent. In Cu-Zr the linear change with composition was
much larger (-1.2×10-6 K-1/atm. %) than for Cu-Zr-Al (-2.4×10-7 K-1/atm. %) and the
maxima obtained after that was subtracted were outside of experimental error.
Furthermore, the expansivity increased with CCT, rather than decreasing as found here.
A logical assumption, given the high correlation between the two, is that the increase in
CCT is responsible for the small compositional dependence; if mAl were larger, similar to
the composition dependence in Cu-Zr, then mCCT would have to become positive to
compensate. This clearly highlights the need to improve the CCT data, extending it to
12% Al and sampling every percent.

Figure 6.5 — Expansivity calculated at TA, excluding those compositions identified as
problematic in fig. 6.4. Within error, the expansivity trends linearly with both Al
concentration and CCT, however the two are highly correlated, making it difficult to
determine how much the expansivity actually depends on each quantity.
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6.4 Viscosity
The KKZNT equation introduced in chapter 5 is used to fit the viscosity of the
Cu-Zr-Al alloys (fig. 6.6). The fit values are given in Table 6.1, at the end of this
section. In general, TA increases with Al concentration, however it does not appear to
depend on CCT (

). The infinite

temperature viscosity limit η0 is constant as a function of Al, with an average value of
(2.37±0.19)×10-5 Pa.s. This is approximately 2/3 of the predicted values of nh =
3.66×10-5 Pa.s to 3.54×10-5 Pa.s, using the density measurements from the previous
section to calculate n at TA (as in Chapter 5). This level of disagreement is well within
the uncertainty of the prediction for any single measured alloy (or group of closely
related alloys) (see supplementary fig. 5.3); it is only on average in a sufficiently large
random sampling of alloys that η0=nh is expected to be true [6].
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Figure 6.6 — Viscosity of the Cu55-XZr45AlX alloys. TA increases almost linearly with Al
concentration.
In [5], the viscosity of Cu-Zr alloys was fit using a Vogel-Fulcher-Tamman (VFT)
equation, with the parameter T0 set to Tg:
(6.3)
The parameter D* was then correlated with CCT. This process does not work well with
Cu-Zr-Al, however. Since Tg is not well known (fig. 6.3), the TA values were used to
estimate Tg (TA=2.02Tg). However, this over constrains the VFT fits; in the last 10-20%
of the inverse temperature range the viscosity increases faster than the VFT fit, and no
correlation between D* and CCT was observed.
In [7] a structural fragility metric (eqn. 6.4) from X-ray diffraction was shown to
correlate with D* and with the activation energy E of the viscosity at 0.55/Tg. Like the
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established dynamic fragility metric m (the slope on an Angell plot at T=Tg, see
chapter 1), γ increases with fragility. The exact ratio used for calculating the activation
energy is unimportant; the correlation held for a wide range of ratio values (0.45-0.6, the
entire range for which viscosity was available across the majority of compositions) and
was better than the correlation with D*.

γ = 100 ×

S ( q1 ) glass − S ( q1 )liquid extrapolation
S ( q1 ) glass

(6.4)

Tg

Because Tg is not well known, the activation energy at TA rather than at 0.55/Tg is
compared to the CCT in fig. 6.7. Unfortunately the relative uncertainty in the
activation energy is quite large (3-10%), giving
.

(6.5)

While the uncertainty is quite large, it is more likely that activation energy increases
with CCT than that it decreases or is unrelated. This is consistent with the generally
held belief that CCT trends with decreasing fragility [8-11]; in the high temperature
regime the relation between fragility and the activation energy is reversed from the
standard definition at Tg. As can be seen in an Angell plot (fig. 1.7), strong systems
have constant (or near constant) moderate activation energy, whereas fragile systems
transition from low activation energy at high temperatures to high activation energy at
low temperatures.
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Figure 6.7 — The activation energy at TA and CCT vs Al concentration. The relatively
large error in the activation energy compared to its change across composition makes it
impossible to extract any definitive trends. A correlation with CCT cannot be ruled out.
Table 6.1 — CuZrAl KKZNT Fitting Parameters
η0
TA
E(TA)
Atm. % Al
±1 s.d. nh
±1 s.d.
±1 s.d.
-5
(10 Pa.s)
(K)
(kJ/mol)
0
2.223
0.010 3.65 1295.59
0.66
73.8
1.9
1
2.280
0.020 3.65 1288.2
1.4
67.2
4.4
2
2.367
0.030 3.65 1298.8
2.0
68.9
6.3
4
2.484
0.027 3.64 1319.5
1.9
72.8
4.6
5
2.508
0.013 3.61 1327.96
0.76
72.8
2.4
6
2.283
0.023 3.57 1337.8
1.8
72.2
5.7
6.5
2.819
0.012 3.60 1332.81
0.68
72.5
2.1
7
2.466
0.020 3.59 1340.1
1.4
72.7
4.1
7.5
2.172
0.022 3.59 1363.3
1.9
71.3
5.9
8
2.323
0.024 3.59 1361.7
1.6
73.3
5.2
9
2.425
0.021 3.57 1367.4
1.3
74.0
3.9
10
2.482
0.032 3.57 1373.9
2.0
72.7
7.7
11
2.026
0.034 3.56 1408.9
2.8
80
18
12
2.341
0.020 3.54 1395.7
1.5
73.6
4.7
*Columns without explicitly listed units have the same units as the previous column.
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6.5 Thermodynamic Effects on Critical Casting Thickness
As repeatedly stated, attempting to isolate the effect of CCT from the overall
baseline change with Al concentration in the previous two sections relies on the two
quantities not being correlated. As such, the CCT of 10% Al is incredibly important.
However, there is evidence that the drop in CCT is not due to a change in kinetic
fragility, but rather a thermodynamic effect; the barrier to crystal nucleation seems to
decrease above 8% Al. As mentioned in chapter one, the CCT can also be expressed as a
critical cooling rate (CCR), the minimum rate that a sample must be cooled at to avoid
the ‘nose’ of the nucleation curve in a TTT diagram; higher CCT correspond to lower
CCR. In the samples measured it was not possible to exceed the CCR during free cools;
all of the samples crystalized at 620 °C or higher, 200 °C or more above Tg. However,
one can infer a connection between the amount of undercooling (eqn. 6.6) and the CCR.
An alloy with a ‘nose’ extending farther to the left on a TTT diagram will have a higher
CCR, and free cooled samples will crystalize at higher temperatures.

%Undercooling = 100 ×

Tliq − Tmin
Tliq

(6.6)

Figure 6.8 shows the maximum achieved undercooling in each composition during
expansivity measurements (recall that one criterion of reliable expansivity data is
maximized undercooling). The masses of the samples were all quite similar, ranging from
50 mg to 64 mg (54.5±5.2 mg). By using the Stefan-Boltzmann law and some basic
geometry one can describe the cooling rate as
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dT 3εσ T 4
=
dt
c p ρr

(6.7)

where ε is the emissivity, σ the Stefan-Boltzmann constant, cp is the specific heat, ρ is
the density, and r is the radius. While smaller samples will cool slightly faster, because
dT
∝ r −1 ∝ m −1/3 we can safely neglect the differences in mass. The undercooling is
dt

approximately constant from 1 to 8 % Al, then decreases rapidly.

Figure 6.8 — Maximum achieved undercooling during expansivity measurements. The
undercooling remains almost constant from 1 to 8 or 9% Al, then drops rapidly.
A limited amount of X-ray diffraction data from BESL2013 is available for these
alloys that captures the solidification of the sample. Although no fully crystalline data is
available, comparing 8 and 10% Al (fig. 6.9) we can see that there are several crystalline
peaks forming in 10% Al which are not present in 8% Al. Given the reduced
undercooling, this new phase evidently nucleates more easily.
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Figure 6.9 — X-ray diffraction of 8 and 10% Al alloys during solidification. No fully
crystalline data is available for 10% Al, however, six peaks (black arrows) are clearly
present in Al 10% which are not present in 8%. This suggests that above 8% a new
crystalline phase with a lower nucleation barrier is forming.

6.6 Conclusion
Despite the large change in CCT over the composition range, Cu-Zr-Al proved a
difficult system for study. The glass-formability of an alloy is determined by a
combination of kinetic fragility and thermodynamic factors. From the reduced glass
transition temperature one would expect the CCT to continue to increase past 8%,
however it is offset by a new crystal phase with a lower nucleation barrier. The volume
expansivity and viscosity activation energy are linear across the composition range;
assuming the correlations between fragility and these quantities established in [4] and [5]
are true in this system then these suggest that the fragility-influenced portion of the
CCT increases linearly across the entire composition range, although because of the high
of correlation between CCT and Al concentration the null hypothesis cannot be ruled
out. Additional CCT data may improve the situation, as the interpolation used may not
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be accurate, even being limited by thermodynamics to 8% Al or less. Future
experiments should take care to establish independence between the compositional range
and the CCT and to identify if both kinetic and thermodynamic effects are important.
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Chapter 7
Studies of Vit106 and Vit106a GlassForming Liquids
The first section of the chapter focuses on preparatory work for experiments on
Vit106 (Zr57Cu15.4Ni12.6Al10Nb5) and Vit106a (Zr58.5Cu15.6Ni12.8Al10.3Nb2.8) using the Material
Science Laboratory Electromagnetic Levitator (MSL-EML) [1] located on the
International Space Station (ISS). These are only two of many different alloys that are
being examined within our international collaboration. The microgravity environment
makes possible experiments that so far have been impossible to perform on Earth.
Unfortunately, because of the protracted time scales and frequent delays that an
undertaking of this magnitude suffers from, the final experiments did not take place in
time to be included in this work.
In the second section of the chapter, the possibility of a liquid-liquid phase
transition (LLPT) is investigated using synchronized specific volume and X-ray
diffraction measurements. Previous investigations [2] purported to show a hysteresis
loop in the specific volume of several compositions, including Vit106, which was claimed
to be the result of a liquid-liquid phase transition. It was later shown [3, 4] that these
results were entirely consistent with partial crystallization. Still, that work was also
limited to only density measurements. Therefore, synchronized volume and diffraction
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measurements were performed to determine incontrovertibly if a volume behavior
change could be observed without crystallization. The results were twofold, while the
results of [2] were disproved, a much more subtle signature of a possible crossover was
found. Taken with other recent results [4-7], there is a possibility that such a crossover
is in fact ubiquitous in metallic liquids.

7.1 Electromagnetic Levitation Processing on the ISS
As mentioned in Chapter 1 in the discussion of containerless processing methods,
electrostatic levitation is not the only viable way to examine liquid metals.
Electromagnetic levitation is a robust levitation method, handling larger samples than
ESL. Its chief drawback is that sample heating and positioning are intimately coupled,
raising the minimum temperature and slowing cooling rates. The MSL-EML reduces this
disadvantage by operating in microgravity. The amount of power necessary to maintain
sample position is greatly reduced, lowering the minimum operating temperature
significantly (although it is still expected to be somewhere around 400 °C). In addition,
the microgravity environment reduces convection in the sample. The liquid can then be
stirred by the magnetic fields and the effect of this on undercooling and nucleation
examined. Finally, the specific heat and emissivity of the sample may be measured
independently of each other; in ESL only the ratio of the two has been measurable,
although attempts to develop new measurement methods continue.
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7.1.1 Methods
A melt cycle is defined as heating the sample from the solid phase to the liquid
phase, to some maximum temperature, and then cooling back down until the sample
solidifies, possibly holding at one or more intermediate temperatures. One hundred melt
cycles have been defined for the ISS experiment, as well as one pre-melt cycle that will
examine the sample in its initial vitreous state. The melt-cycles are separated into five
groups by function:
-Cycle 0: Modulated calorimetry will be performed on the amorphous sample as it heats
from its minimum temperature to 700°C. Attempts to measure specific heat in the ESL,
by using values obtained by DSC measurements as a calibration, are ongoing.
-Cycle ID I: (17 cycles) Modulated calorimetry measurements in the equilibrium and
supercooled liquid.
-Cycle ID II: (8 cycles) Viscosity and Surface Tension using the oscillating drop method.
These data will be compared to the measurements made in chapters 5 and 8.
-Cycle ID III: (18 cycles) Determination of Time-Temperature-Transformation curves.
These data will be compared to measurements made in the ESL (fig. 7.1).
-Cycle ID IV: (10 cycles) Investigation of the effects of stirring on undercooling and
recalescence.
-Cycle ID V: (47 cycles) Initial sample conditioning, cycles with varying cooling rates,
and three cycles designated for cooling the sample into a crystal for post-flight analysis.
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Figure 7.1 — Time-Temperature-Transformation measurements of Vit106. Each data
point represents the time the sample was a supercooled liquid at that temperature. The
shaded area is defined by a concave trace of the rightmost points representing the
homogeneous limit; samples can be expected to crystalize by the boundary of this timetemperature region.
Standard non-contact measurement tools (pyrometer, video camera) are used to
monitor the temperature and shape of the sample during the experiment. Cycles may be
performed either under vacuum or an inert gas atmosphere (argon or helium) at a
pressure of 340 mbar. When operating under vacuum, evaporated material deposits
firmly onto the surrounding parts of the vacuum chamber, particularly the
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electromagnet coils (hereafter referred to only as ‘coils’). Each sample has been
budgeted a certain amount of allowable coil deposition. Operating under a gas
atmosphere greatly reduces the amount of material evaporated, however some of the
evaporated material, before being deposited on the coils, will interact with the gas and
be cooled and form an aerosol (dust) inside the chamber. This dust is considered a toxic
hazard; if containment were to somehow fail and dust were released into the ISS, the
concentration of dust in that larger volume must be below a specified safety limit. These
limits are element specific, so the composition of the dust must also be estimated. Dust
may be flushed from the system between experiments, so the dust produced by other
experiments does not impact our experiments.
Estimates were initially to be made using evaporations rates measured by the
Microgravity User Support Center (MUSC). MUSC supplied simple “building blocks” of
pre-calculated mass losses for heating, cooling, and holding at various temperatures.
However, the data provided by MUSC were very inaccurate and predicted mass loss
rates far above what had been experimentally observed in the ESL; hence it was not
possible to use the building blocks that they provided. The calculation of these limits is
instead based on the evaporation rates measured in chapter 3 and realistic temperature
cycles, including heating, cooling, and holds, were designed for each cycle.
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7.1.2 Evaporation Rate in High Vacuum
As reported in chapter 2, the evaporation rates for Vit106 and Vit106a were
measured using the ESL (fig. 7.2). The evaporation rate was fit with the following
function,
.

(7.1)

For Vit106, ln(w0)=18.9 ± 1.1 and γ = 3.90×104±1.1×103. For Vit106a, ln(w0)=20.13 ±
0.68 and γ = 4.04×104±1.0×103. The diameters of the samples are 6.0 mm (Vit106) and
6.5 mm (Vit106a). The surface area is A = πd2; multiplying w(T) with A yields the
mass loss rate m’(T) in kg/s. The total mass loss Δm (per cycle) is obtained by
integrating the mass loss rate over the experiment time:

(7.2)
The thickness of the coil deposition is estimated to be 0.1088 nm/µg of evaporated
material. Each sample has a budget of 160 nm. This is the primary design limit, the
other limit—dust production—is insignificant for these alloys.
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Figure 7.2 — Evaporation rates of Vit 105, 106, and 106a. Only Vit 106 and 106a are
used in this chapter. Reprinted from chapter 3.

7.1.3 Vit106 Cycle Design
Cycle 0 is the initial increase in the sample temperature from room temperature
that is caused by turning on the position control coil. Modulated calorimetry
measurements will be made on the presumably amorphous sample as it heats. This cycle
has no significant evaporation; at the maximum temperature of 700 °C the predicted
mass loss rate is approx. 10-12 g/s.
Cycle ID I (fig. 7.3) consists of calorimetry cycles, separated into four sub-types. In
Type I (1-5), after melting the sample is cooled through a series of steps, during which
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modulated calorimetry measurements will be made. In Type II-A (6-10) the sample is
quickly cooled in an He atmosphere to a low temperature and held there for
measurements until the sample recalescence. For the purposes of simplifying the dust
calculations, the first and highest temperature hold of 620°C was used for all 5 cycles.
Type II-B (11-14) cycles attempt to examine the lowest temperature regions, below
500°C. The sample is rapidly cooled and then the temperature is increased in steps, with
measurements taken during each step. As the evaporation rate at 500°C is predicted to
be on the order of 10-17 g/s, the calculations were simplified and a basic heating and free
cooling protocol was used for the mass loss calculations. In Type III (15-17) the sample
is cooled continuously while modulated calorimetry data are taken. The same basic cycle
is used here for mass loss as in cycles 11-14.

Figure 7.3 — Cycle ID I - Calorimetry cycles. Each cycle samples only a few
temperatures over the entire range, but the selected temperatures are offset between
cycles to create a tight sampling without any cycle having to spend a long time in the
supercooled state. Cycle ID II - Viscosity and Surface Tension. Measurements will be
taken continuously while the sample is liquid.

152

Cycle ID II (fig. 7.3) consists of viscosity and surface tension measurements. Cycles
18 to 21 are simple free cooling cycles with a series of oscillating drop measurements
taken as the sample cools. The remaining cycles are to discover if there is any hysteresis
effect in the viscosity (as observed in Vit1 [8]) by repeatedly cooling and heating. Cycles
24 and 25 take place in a 340 mbar He atmosphere that should allow the sample to be
cooled to lower temperatures without crystallization, before heating is resumed.
Cycle ID III (fig. 7.4) focuses on rapid cooling to a low temperature and then
holding until crystallization occurs. The exact time held cannot be known, so a time of
600 seconds was assumed. This time is unimportant because evaporation rates at these
temperatures are many orders of magnitude smaller than at 1200°C.

Figure 7.4 — Cycle ID III - Determination of Time-Temperature-Transformation
Curves. Cycle ID IV - Effect of stirring on undercooling.
Cycle ID IV (fig. 7.4) investigates the role of stirring. It is expected that stirring
will reduce the amount of undercooling. The cooling rates of cycles 49-53 are matched to
those of 44-47 near 630°C by controlling both gas flow and heater voltage, so identical
profiles are assumed.
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Cycle ID V (fig. 7.5) includes three distinct types of cycles. Cycles 54 and 55 are
intended to actually take place at the beginning of the experiment and serve to
condition the sample for maximum undercooling. The second set of cycles (56-97)
provides more opportunity to vary the cooling rate using gases and the heater coil.
Finally, three cycles are budgeted for cooling the sample into a crystal for post-flight
analysis. Table 7.1 summarizes the mass loss for each type of cycle. It also gives the gas
type (Vacuum/He/Ar), the coil deposition, and the dust produced. The total mass loss
assuming all cycles were conducted in vacuum is 3.31 mg.

Figure 7.5 — Cycle ID V - Initial & final cycles, as well as extra free cooling cycles.
7.1.4 Vit106a Cycle Design
The cycle design of Vit106a is almost identical to that of Vit106. There are
however some minor differences in the exact temperatures and hold times for some of
the cycles in Cycle ID II & III. These are shown in figures 7.8 and 7.9. Table 7.2
summarizes the mass loss for each type of cycle. It also gives the gas type
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(Vacuum/He/Ar), the coil deposition, and the dust produced. The total mass loss
assuming all cycles were conducted in vacuum is 4.14 mg.

Figure 7.6 — Cycle ID II and Cycle ID III for Vit106a.
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Table 7.1 — Vit106 Cycle Summary
Cycle
0
Cycle ID
1
2
3
4
5
6-10
11-14
15
16-17
Cycle ID
18,19
20
21
22
23
24,25
Cycle ID
26-28
29-31
32-34
35-37
38-40
41-43
Cycle ID
44-48
49-53
Cycle ID
54
55
56-58
59-61
62-70
71-79
80-88
89-97
98-100
Total

Number of
Cycles
1

Mass Loss/Cycle
(Vacuum, mg)
0

Atmosphere
Type (mbar)
Vacuum

Coil Deposition
per Cycle (nm)
0

Dust per
Cycle (mg)
0

1
1
1
1
1
5
4
1
2

3.09E-02
2.29E-02
1.79E-02
1.49E-02
1.97E-02
1.06E-02
1.06E-02
1.06E-02
1.06E-02

Vacuum
Vacuum
Vacuum
Vacuum
Vacuum
He 340
He 340
Vacuum
He 340

3.37E+00
2.49E+00
1.95E+00
1.62E+00
2.15E+00
2.82E-03
2.82E-03
1.15E+00
2.82E-03

0
0
0
0
0
5.70E-05
5.70E-05
0
5.70E-05

2
1
1
1
1
2

1.52E-02
5.23E-03
4.98E-04
7.77E-03
8.33E-04
1.52E-02

Vacuum
Vacuum
Vacuum
Vacuum
Vacuum
He 340

1.66E+00
5.70E-01
5.42E-02
8.46E-01
9.07E-02
4.05E-03

0
0
0
0
0
8.18E-05

3
3
3
3
3
3

7.66E-02
7.66E-02
7.66E-02
7.66E-02
7.66E-02
7.66E-02

Vacuum
Vacuum
Vacuum
He 340
He 340
He 340

8.34E+00
8.34E+00
8.34E+00
2.04E-02
2.04E-02
2.04E-02

0
0
0
4.12E-04
4.12E-04
4.12E-04

5
5

1.08E-02
1.08E-02

Vacuum
He 340

1.18E+00
2.88E-03

0
5.81E-05

1
1
3
3
9
9
9
9
3
101

1.82E-01
2.21E-01
4.12E-02
5.68E-03
4.12E-02
5.68E-03
4.12E-02
5.68E-03
4.12E-02
3.31E+00

Vacuum
Vacuum
Vacuum
Vacuum
Ar 340
Ar 340
He 340
He 340
He 340

1.98E+01
2.41E+01
4.49E+00
6.19E-01
1.10E-02
1.51E-03
1.10E-02
1.51E-03
1.10E-02
1.58E+02

0
0
0
0
1.01E-04
1.39E-05
2.22E-04
3.06E-05
2.22E-04
8.76E-03

I

II

III

IV

V
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Table 7.2 — Vit106a Cycle Summary
Cycle
0
Cycle ID
1
2
3
4
5
6-10
11-14
15
16-17
Cycle ID
18,19
20
21
22
23
24,25
Cycle ID
26-28
29-31
32-34
35-37
38-40
41-43
Cycle ID
44-48
49-53
Cycle ID
54
55
56-58
59-61
62-70
71-79
80-88
89-97
98-100
Total

Number of
Cycles
1

Mass Loss/Cycle
(Vacuum, mg)
0

Atmosphere
Type (mbar)
Vacuum

Coil Deposition
per Cycle (nm)
0

Dust per Cycle
(mg)
0

1
1
1
1
1
5
4
1
2

4.14E-02
3.07E-02
2.41E-02
2.02E-02
2.65E-02
1.47E-02
1.47E-02
1.47E-02
1.47E-02

Vacuum
Vacuum
Vacuum
Vacuum
Vacuum
He 340
He 340
Vacuum
He 340

4.51E+00
3.34E+00
2.62E+00
2.20E+00
2.89E+00
3.83E-03
3.83E-03
1.60E+00
3.83E-03

0
0
0
0
0
7.91E-05
7.91E-05
0
7.91E-05

2
1
1
1
1
2

2.11E-02
7.11E-03
6.46E-04
1.37E-02
1.08E-03
4.19E-02

Vacuum
Vacuum
Vacuum
Vacuum
Vacuum
He 340

2.30E+00
7.74E-01
7.04E-02
1.49E+00
1.18E-01
1.09E-02

0
0
0
0
0
2.25E-04

3
3
3
3
3
3

4.10E-02
4.10E-02
4.10E-02
1.10E-01
1.10E-01
1.10E-01

Vacuum
Vacuum
Vacuum
He 340
He 340
He 340

4.47E+00
4.47E+00
4.47E+00
2.86E-02
2.86E-02
2.86E-02

0
0
0
5.91E-04
5.91E-04
5.91E-04

5
5

1.50E-02
1.50E-02

Vacuum
He 340

1.63E+00
3.91E-03

0
8.07E-05

1
1
3
3
9
9
9
9
3
101

3.89E-01
1.86E-01
5.92E-02
7.85E-03
5.92E-02
7.85E-03
5.92E-02
7.85E-03
5.92E-02
4.14E+00

Vacuum
Vacuum
Vacuum
Vacuum
Ar 340
Ar 340
He 340
He 340
He 340

2.83E+01
2.03E+01
6.45E+00
8.55E-01
1.54E-02
2.05E-03
1.54E-02
2.05E-03
1.54E-02
1.58E+02

0
0
0
0
1.45E-04
1.92E-05
3.18E-04
4.22E-05
3.18E-04
1.27E-02

I

II

III

IV

V
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7.1.5 Evaporation Rate in Gas
The evaporation from hot metal surfaces is greatly reduced under a gas
atmosphere. The reduction factor depends on the type and purity of the gas used and
the applied pressure. It is approximated by C/(1+0.012*P) [9], where P is the gas
pressure in Pascal and C is a gas specific constant (1 for Ar, 2.2 for He). For 340 mbar
of argon, the most common gas configuration, this factor is 0.00244. Most of the
measurements on Vit106 and Vit 106a will be made in vacuum, resulting in no dust
production. We expect to only produce 8.76 µg (Vit106) and 12.7 µg (Vit106a) of dust.
However, to provide a generous safety limit on dust all measurements have been
assumed to take place in a 50 mbar helium atmosphere, with a reduction factor of only
0.03608. Under those conditions 119 µg (Vit106) and 149 µg (Vit106a) of dust are
produced.
7.1.6 Element Specific Evaporation
As mentioned earlier, it is important to know the amount of each element that is
present in the dust produced, as different elements have different allowable toxicity
limits. The mass loss of any particular element i is

. The ratio αij of two

individual components can be calculated from the vapor pressures of the pure elements
and the concentration of the elements in the alloy,
.
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(7.3)

The values of βi can then be found using the condition that they sum to one. For
simplicity, the vapor pressures are taken at the melting temperature of the alloy. There
is some small change with temperature in the ratio of the vapor pressures for Cu and
Al, but with the generous safety tolerances being used it is not necessary to take this
into account. The estimated amount of each element evaporated is listed in Tables 7.3
and 7.4. From these tables we can see that Cu and Al are the dominant contributors to
the evaporation rate, with Ni a distant third and Zr and Nb contributing almost
nothing.
Table 7.3 — Vit106 Element Specific Dust Generation and Concentration
Element Vapor Pressure βi
Evap. Mass in 50 Concentration in 64
@Tliq (log[p/Pa])
mbar (µg)
m3 (µg/m3)
-15.9
2.04×10-12 2.43×10-10
3.80×10-12
Zr
-4.14
0.317
37.8
0.591
Cu
-3.62
0.682
81.4
1.27
Al
-4
-02
-7.53
1.06×10
1.26×10
1.98×10-04
Ni
-21.1
1.13×10-18 1.35×10-16
2.11×10-18
Nb
Total
119
1.86
Table 7.4 — Vit106a Element Specific Dust Generation and Concentration
Element Vapor Pressure βi
Evap. Mass in 50 Concentration in 64
@Tliq (log[p/Pa])
mbar (µg)
m3 (µg/m3)
-15.9
2.08×10-12 3.10×10-10
4.85×10-12
Zr
-4.14
0.312
46.6
0.728
Cu
-3.62
0.687
103
1.60
Al
-4
-02
-7.53
1.06×10
1.58×10
2.47×10-04
Ni
-21.1
6.25×10-19 9.33×10-17
1.46×10-18
Nb
149
2.33
Total
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7.1.7 Uncertainty Estimation
All of the preceding work has inherent uncertainties. These must be factored into
the calculation in order to warrant safe execution of the experiment. Evaporation rate,
cycle design, gas reduction, element specific evaporation, and temperature control must
all be considered. These combine to a worst-case scenario factor of 2.9x. The allowable
toxicity limits are 1.0 mg/m3 (Cu), 1.0 mg/m3 (Al), 1.5 mg/m3 (Ni), and 5.0 mg/m3
(Zr). No toxicity limit has been defined for niobium. The total cabin volume is assumed
to be 64 m3. None of the elements come close exceeding these limits, as can be seen from
tables 7.3 and 7.4 the total concentration of dust is on the order of a few µg/m3. With
the safety factor of 2.9, we still only use ~1% of the allowable dust generation. This
drops by another order of magnitude when one recalls that we assumed all cycles were
producing dust, but many of the cycles will be under vacuum and all evaporated
material will deposit on other surfaces.
7.1.8 Conclusion
The MSL-EML offers a unique setting for the study of several thermophysical
properties. The experiments described began in late April 2015, too late for results to be
included in this work. That most of these can be (and have been) studied in WU-BESL
is fortunate though, as it appears that experimental complications may limit the results.
Viscosity and surface tension have been measured (presented in chapters 5 and 8,
respectively), and it is believed that the measurable range of viscosity by the oscillating
drop method is smaller in the MSL-EML than in the ESL. The Time-Temperature-
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Transformation curves have also been measured. Stirring may have some effect on
undercooling, but no multiple recalescences (first to a metastable solid phase and then
on to the stable phase) have ever been observed in these alloys. The specific heat is the
only thermophysical property for which the MSL-EML is needed; additionally, the
quiescence environment of the MSL-EML is essential to evaluate the role of diffusion in
the nucleation step of crystallization.

7.2 A Possible Liquid-Liquid Phase Transition in Vit106
Crossover phenomena in liquids have long been a subject of interest, with some
comparing their importance to that of the glass transition [10-12]. One particular type of
crossover is a liquid-to-liquid phase transition (LLPT). The existence and nature of
LLPTs has been a subject of intense debate within the liquid and glass communities.
Experimental evidence is scarce and found in only a few (primarily covalently bonded)
liquids. The clearest evidence is of a pressure-induced LLPT. For example, X-ray
diffraction has revealed a first-order pressure-induced LLPT in phosphorus [13]. Water
also exhibits a crossover from a low-density to a high-density liquid under applied
pressure [14]. However, it also believed that LLPTs can be temperature-induced in
supercooled liquids [14], and may exist in many liquids. Unfortunately, the supercooled
liquid state is often experimentally inaccessible and so structural evidence has been
scarce and often controversial. The major structural changes of crystallization
overwhelm the more subtle changes of a LLPT and prevent measurement of the entire
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supercooled liquid region. This point is aptly demonstrated in the decade-old
controversy surrounding triphenyl phosphate (TPP). Supercooling of TPP leads to a
density change, but density measurements alone cannot distinguish between a LLPT or
the formation of nano-crystals. A recent light scattering experiment [15] has shown both
occurring, with the LLPT possibly catalyzing the crystallization.
By using containerless processing to reduce heterogeneous nucleation the range of
accessible temperatures in the supercooled liquid can be extended without sacrificing
available measurement time (as would be the case when using rapid quenching
methods). A recent electrostatic levitation experiment by Li et al. [2] suggested a
possible LLPT, based on specific volume measurements. However, further studies [3, 4]
strongly suggest that the phase transition is in fact crystallization, and not a LLPT. To
settle any lingering doubts, simultaneous density and X-ray diffraction measurements
were made on the alloy Vit106 (Zr57Nb5Al10Cu15.4Ni12.6). The specific volume behavior
was reproduced and associated with crystalline diffraction peaks. When cooling into a
glass no large changes are observed in the specific volume before the glass transition,
however the diffraction data reveal a distinct change in the liquid structure at ~1000K,
well below the liquidus temperature and 150K above any point of crystallization of the
sample. The structural transition is evident from an increase the growth rate of both
SRO and MRO below the transition temperature. These data provide evidence for an
LLPT in the supercooled metallic liquid, in agreement with a recent MD simulation [6].
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The existence of an LLPT in a metallic liquid supports the view that a LLPTs may be a
common feature of a variety of liquids.
7.2.1 Methods
Sample preparation followed the general procedure as laid out in Chapter 2. High
purity Zr, Cu, Ni, Al, and Nb were combined in the appropriate ratio and alloyed in the
arc-melter to form a master ingot (mass approx. 1 gram). The master ingot was then
broken into pieces and re-melted into 50 to 60 mg samples. Unlike most samples
examined by this group, the critical casting thickness of Vit106 is large enough that
these samples all cooled into the glassy state rather than crystalizing. This was
unimportant for this experiment, however, as the sample studied was preprocessed on
the post in the ESL to clean it before levitation. Preprocessing involves heating the
sample to the melt plateau and partially or completely melting the sample. This
removes much of the surface contamination that the sample has acquired from exposure
to atmosphere as well as some of the contamination picked up during arc-melting. In
this case the sample was only partially melted, and then cooled, so that when it was
levitated it was in the crystalline phase.
This experiment was carried out during the BESL2013 experiment run, when the
WU-BESL was installed at Sector 6-ID-D of the Advanced Photon Source (APS) at
Argonne National Lab. The ESL functioned within standard operation parameters with
one exception. The ESL suffered some damage during transport to the APS from
Washington University, vibrations caused a small crack to form in a weld, introducing a
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small leak into the system. As a result, the operating pressure was typically 1-3×10-6
torr, rather than the desired 3-7×10-7 torr. However, no quantifiable effect of this higher
operation pressure has been observed. This leak was repaired shortly after returning to
Washington University.
7.2.2 Results
For 9 cycles the sample was repeatedly free cooled and then rapidly heated. In
every cycle where hysteresis behavior similar to that of [2] was observed, X-ray
diffraction revealed the existence of crystals, whereas cycles without hysteresis did not
contain crystal peaks. Figure 7.7 shows the specific volume and height of the first peak
in S(Q) for each of these cases.
The hysteresis loop was however only one half of the evidence presented. During
cooling, shortly before the sample was reheated a sharp change in the slope of the
specific volume was observed. Two interpretations present themselves: one, a liquid-toliquid phase transition; two, the sample began to crystallize. If it is a LLPT then it
should be observed while free cooling into a glass. However we have been unable to do
so, either in previous attempts [3] or in this experiment. On cycle 10 (fig. 7.8) the
sample was allowed to free cool into a glass. Part of the data is missing shortly below
the glass transition; the extra charge acquired by the sample from extended X-ray
exposure caused the sample to become unstable and some time was needed for the
backup UV lamp to turn on and remove the excess charge (as explained in §2.2).
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Figure 7.7 — Specific volume and height of the first peak in S(Q) as a function of
temperature for cycles 7 (top) and 5 (bottom). The black data are during cooling, the
red data are during heating. In cycle 7, partial crystallization occurs during reheating
around 750 °C (shown by by the peak in S(q); the crystal then re-melts and by 900°C
has returned to a fully liquid state.

While a temperature-dependent LLPT that causes a dramatic change in the
specific volume seems unlikely, upon closer examination evidence for a subtler crossover
can be seen in the X-ray diffraction data. The structural fragility parameter (eqn. 6.4)
has a value of γ = 2.05 ± 0.25, which is one of the smallest values measured by this
group. Interestingly, an argument can be made that there is an abrupt crossover
between two linear regimes at T* ≅ 1000K.
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Figure 7.8 — In cycle 10, the sample is free cooled into a glass. A small amount of
crystallization does occur, as will be shown later, however no sharp change in the slope
of the specific volume is observed except at the glass transition. The slope of S(Q1)
appears to change abruptly at T*. A small amount of crystallites begin to form at Tx,
which will be justified in later figures.

The first task is to determine at what temperature the small amount of crystallites
that can be clearly seen in S(Q) at low temperatures formed. Examining the first
moment of Q1 (fig. 7.9), we can see that at high temperatures it shifts linearly,
corresponding to a decrease in the specific volume, but deviates from this at T*. The
slope in the glass is also approximately the same as that of the high temperature liquid,
with two points where the slope temporarily increases to create an offset between them.
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This is expected, as there is little structural rearrangement in either the glass or the
high temperature liquid. The steeper slopes suggest an increased amount structural
change in those temperature ranges. By integrating S(Q) over a range where a
prominent crystal diffraction peak forms (Q=3.0347-3.0601 Å-1) we can clearly see that
the crystallites are forming at Tx ≅ 850K. There is no evidence of crystallization above
that temperature, even when examining difference curves (S(Q,Ti)-S(Q,Tinitial)), which
are sensitive to transformed volume fractions as small as 10-6. A similar change in slope
can also be seen in the height of the second peak, S(Q21).

Figure 7.9 — Temperature dependence of the first moment of Q1 and S(Q21). The red
lines are linear fits to the data above T*, while the green line is a linear fit to the data
above Tx. There is no evidence for crystallization above Tx.
Having analyzed the dominant average length-scale represented by Q1, we Fourier
transform S(Q) to G(r) to further examine the SRO and MRO. Figure 7.10 shows G(r)
for various temperatures. The integrated intensity over the nearest neighbor shell (2.373.31 Å) is also linear above T*, with an upward deviation below that temperature. There
is a definite change in the SRO in the super-cooled liquid.
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The second shell in G(r) develops a shoulder at r~5.69-5.70 Å during cooling,
indicating a change in the MRO. The integrated intensity of this shoulder is essentially
constant above T*, and increases sharply below that temperature. This suggests that the
fundamental clusters are becoming increasingly interconnected in the supercooled liquid.
A recent MD study of Cu64Zr36 finds precisely this behavior [6]; here, it is demonstrated
experimentally for the first time.

Figure 7.10 — The reduced pair distribution function G(r), plotted for several
temperatures. The height of the first peak/coordination shell shows the same SRO
behavior as observed in S(Q). The shoulder of the second peak is of particular interest,
as it suggests an increase in the interconnectedness of clusters below T*.

7.2.3 Discussion
The results provide direct structural evidence for a LLPT (or crossover) in the
supercooled liquid. Since a liquid is heterogeneous (in that there is a distribution of
atomic cluster types) with regions of order, transitions between the different possible
types are expected, analogous to polymorphism in crystals [16, 17]. Therefore, a LLPT
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could occur even in an elemental liquid [16-18]. Fragile-to-Strong (F-S) transitions in
liquids may also be linked to a LLPT [19, 20].
The suggested transition thus shows growing order at multiple length scales below
the transition temperature T*. Solute-centered clusters commonly form the fundamental
building blocks in metallic liquids and glasses [21-24]. Only a tiny fraction of these
clusters are perfect—they are plagued by chemical and topological disorder [21]. At TA,
chemical and topological ordering begins to develop and form extended interconnected
clusters, eventually percolating through the entire system and kinetically freezing at Tg.
This has been demonstrated by MD simulations for Cu-Zr [6, 25, 26] and Cu-Zr-Al [25]
metallic glasses, with clusters of icosahedral symmetry. The behavior of the peaks in
S(Q) and the first peak in G(r) show enhanced short-range ordering, while the second
peak in G(r) suggests that below T* there is also ordering on a longer scale (mediumrange order, or MRO). From T* to Tx, the integrated intensity of G(r) from 5.69-5.70 Å
increases by almost a factor of two; this sharp increase suggests that this may be an
appropriate order parameter to characterize the LLPT.
These results are consistent with the depiction of LLPT in several current theories.
For example, Tanaka’s theory [17, 27] for a LLPT is predicated on two order
parameters: density and bond ordering. Maximizing the density (or packing fraction)
lowers the attractive interaction energy and ultimately leads to LRO or crystallization.
The bond order parameter describes the packing of “locally favored structures,” which
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captures both SRO and MRO. At high temperatures, the liquid is in an excited state
but upon cooling it transforms into an energetically more favorable state.
A similar theory proposed by Kivelson et al. [10, 28], related to the KKZNT form
used for the universal curve in chapter 5, argues that locally preferred structures form
during cooling, but with a symmetry that cannot fill space. The system is geometrically
frustrated because of the incompatibility between the local order and the need for global
space filling. As a result of this frustration, the locally preferred structures fluctuate
cooperatively over a limited spatial scale that characterizes the MRO. This theory is
also consistent with the fractal packing of solute-centered clusters that can be found in a
variety of metallic glasses [21, 29].
As discussed in chapter 5, recent MD simulations by Egami et al. [30] of metallic
liquids suggest that the elementary excitations in the liquid involve changing the local
coordination number. These local configurational changes in the atomic connectivity
network directly control the macroscopic viscosity. A further MD simulation of Cu64Zr46
[6] expanded this study and has identified a temperature TD ≅1.4Tg, where the diffusion
coefficients of both Cu and Zr abruptly decrease and the lifetime of the interconnected
clusters becomes longer than the Maxwell time for viscous flow. The ordered regions are
effectively beginning to “solidify” below this temperature. The estimated TD for Vit106
is remarkably close to the T* found in this experiment. A simulation of Frank-Kasper
clusters in metallic liquids [31] also showed that growing fluctuations in the clusters can
create a liquid-to-liquid like structural crossover.
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In-situ levitation experiments with synchrotron X-ray have been performed on
other alloys before, e.g., Zr41.2Ti13.8Cu12.5Ni10Be22.5 [4] and Zr60Cu30Al10 [7]. Evidence of
structural ordering has been noted, based on the shift in Q1 peak position. In both of
these alloys, however, the width of the Q1 peak shows an increase, rather than a
decrease, below an assumed transition temperature. This is surprising, because normally
the peak continues to sharpen over the entire cooling range. Considerable work is
needed to reconcile these observations with current theories and simulations for LLPTs.
It is tempting to associate the observed LLPT with the crossover predicted by the
Mode-Coupling Theory (MCT) [2, 32]. In MCT [33] the crossover temperature Tc is
determined by scaling the diffusion data as a function of temperature,
.

(7.4)

However, for Zr-based metallic liquids Tc ∼ 870K [34]. This is more than 100K lower
than the T* observed here or in [2]. Given this large difference, it is unlikely that the
observed LLPT is related to the MCT crossover.
7.2.4 Conclusion
The

WU-BESL’s

ability

to

make

fast

in-situ

synchrotron

and

density

measurements on Vit106 through the entire supercooled liquid regime has enabled the
direct observation of a structural crossover, albeit not the crossover claimed in [2].
Those results are clearly from crystallization and not a LLPT. The more subtle changes
we observed in the SRO and MRO suggest a structural crossover or LLPT, and are in
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remarkable agreement with recent MD simulations [6]. Together, these results
demonstrate that below the transition temperature the atomic clusters develop strong
chemical and topological ordering, becoming increasingly interconnected. When also
considering the structural fragility parameter γ introduced in [5], this suggests that all
liquids with a non-zero γ may experience crossover behavior at some T* (or TD) If true,
then alloys with larger values of γ will show an indisputable crossover.
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Chapter 8
Surface Tension
In this chapter, the oscillating drop technique is used to measure surface tension in
a selection of alloys. A correction for sample rotation is also developed; without this
correction the data obtained are useless. Data for some alloys for which the correction
could be performed are presented and some tantalizing behavior is shown, paving the
way for future studies.

8.1 Introduction
Eötvös first established an empirical relation between surface tension (σ) and
temperature in 1886 [1],
,

(8.1)

where NA is Avogadro’s constant, V is the molar volume, and TC is the liquid-gas
critical temperature. Lennard-Jones and Corner demonstrated much later [2] via
statistical mechanics arguments that the constant k is approximately equal to
Boltzmann’s constant. The surface tension can be related to the Gibbs free energy as

σ = (∂G / ∂A) T ,P,n . From this and the definition of the Gibbs free energy (G=H−TS), it is
obvious that the surface tension decreases linearly with temperature, assuming no
chemical effects.
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In metals the surface tension can be highly sensitive to oxygen content [3-5]. This
creates a characteristic boomerang shape, where below some temperature the surface
tension drops rapidly as the temperature decreases. This can drastically limit the
usefulness of surface tension measurements if the bend-over point is too near the upper
limit of the temperature range accessible by the oscillating drop.
The surface tension was measured as described in §2.5.2. As established there, the
relation between the surface tension and the resonant oscillation frequency (ω) is
,

(8.2)

where the definition of the parameters is defined for eqn. (2.9) in that section. However,
when surface tension measurements were performed it was discovered that the results
were inconsistent. Repeated measurements would give different values of the surface
tension for the same temperature. The cause of this remained unclear for some time and
our surface tension data were ignored in favor of data for other thermophysical
properties. However, after extensive tests, and inspired by [6], it became clear that
changes in the sample rotation speed were responsible for the inconsistent results and a
new measurement procedure was developed to correct for it, as is discussed in the next
section.

8.2 Surface Tension Rotation Correction
The at-rest shape of a liquid sample is determined by three factors. The surface
tension attempts to pull the sample into a perfect sphere because it minimizes the
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surface area (for a liquid, the surface tension is also the surface free energy, with N/m =
J/m2). Gravity and the electric field essentially cancel, but since the force exerted by
the electric field is not quite uniform over the sample, there is a small amount of
stretching along the vertical axis. Finally, sample rotation results in a fictitious
centrifugal force that stretches the sample in the plane perpendicular to the axis of
rotation. Rotation can also result from the solid sample tumbling as it is initially
launched, however this is a very small effect. The asymmetry in the solid sample’s shape
often creates a preferred orientation, and the levitation algorithm may damp out the
initial rotation gained upon launching. Radiation pressure from the heating laser has a
far larger effect, especially if the alignment is poor. This always results in a rotation axis
parallel to the vertical axis. Even if the laser is misaligned along the vertical axis it will
not significantly spin-up the sample in that direction because the gravitational and
electric forces act as tidal forces on the sample, combining with the viscosity of the
sample to damp out rotation, much as the tidal force of the moon on the Earth is
slowing the Earth’s rotation. This effect is strong enough to negate any acceleration due
to radiation pressure above some small angular velocity. Meanwhile, the un-damped
rotation about the vertical axis begins to build and any driving force about the
horizontal axis will be time averaged to zero.
Because of the restricted orientation, rotation can have a significant effect on the
frequency of the n=2 mode. As the sample spins faster and becomes more oblate the
resonant frequency is increased, analogous to tightening a drumhead and raising its
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pitch. This can be easily corrected if the rotation speed ω is known, however measuring
the rotation speed of a featureless liquid sphere is challenging. It might be possible to be
periodically solidify the sample during the experiment and the measure the rotation
with the high-speed camera. However, that requires significant effort for the analysis
and requires assumptions about dω/dt between the rotation measurements. A simpler
method is available from the viscosity measurement itself, and requires only a slight
modification to the experiment protocol.
As stated earlier, as the rotation speed increases, so too does the sample’s aspect
ratio (width/height). While the viscosity camera can only obtain low-resolution images
(64×64 pixels), at 1500 frames per second these provide ample statistics for averaging to
sub-pixel resolution. Furthermore, during oscillation the average aspect ratio remains
unchanged, so that the same video can be used to calculate the aspect ratio, the
viscosity, and the resonant frequency. The resonant frequency shifts linearly with the
aspect ratio, so by fitting the frequency shift f/f0 vs aspect ratio (AR) (fig. 8.1) a
multiplicative correction factor can be determined,
.

(8.3)

Because the aspect ratio changes slowly with time it is best to start and end the
measurements at the same temperature (and thus the same surface tension). The
correction factor is also weakly dependent on temperature (<1% in tests), so the
calibration temperature should be approximately in the middle of the range. This turns
out to be convenient, since it is easier to determine the initial resonant frequency at a
180

moderately low temperature/viscosity, while also maintaining low sample evaporation
rates. The slope m in eqn. (8.3) is different for every sample, since it depends on the
mass and radius as well as the surface tension.

Figure 8.1 — (a) The change in measured frequency of a Zr64Ni36 sample, as the Aspect
Ratio, AR, (width/height) changes with increasing sample rotation speeds. In this
experiment, the change in frequency from rotation is dominant over the change in
frequency from the temperature dependence of the surface tension, resulting in a nearly
straight line. For smaller amounts of rotation, this is reversed. (b) The surface tension
of Zr64Ni36, before and after the Aspect Ratio correction.
8.2.1 Using Aspect Ratio to Measure Surface Tension
The connection between the sample aspect ratio and the surface tension creates the
possibility of extending the measurement of surface tension to outside the temperature
range accessible by the oscillating drop method. The oscillating drop method is first
used to establish the surface tension over the measurable temperature range. The
sample is then free-cooled from a high temperature while measuring the aspect ratio.
With the laser off the rotation velocity will remain constant, and any changes in the AR
will be due to changes in the surface tension. The overlapping temperature range with
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the oscillating drop method is then used to calibrate the relation between the two. In
theory, this method should enable measurements of the surface tension over the entire
temperature range at which the sample remains liquid, limited only by the achievable
amount of supercooling.

8.3 Results
The surface tension vs temperature behavior of the alloys studied are shown in
Figures 8.2 through 8.7. The error bars increase dramatically as the temperature
increases. This is because the decay times of accidentally excited higher-order harmonics
are increasing, adding an increasing amount of noise to the data. It is immediately
apparent that the alloys display two distinctly different behaviors. Some (fig. 8.2 & 8.3)
show the boomerang shape believed the result of oxygen incorporation into the sample
at lower temperatures, while others seem to be predominantly linear over the available
temperature range. Intriguingly, the two groups also appear to be divided by the
complexity of their alloy compositions. Every alloy containing 3 or more elements
displays the linear behavior. The transition from the high temperature linear behavior
does not appear to be associated with any particular temperature. Neither does there
appear to be any trend between the transition temperature and the liquidus
temperature. Zr-Pt and Zr-Pd have almost the same liquidus, yet their transition
temperatures are 300K apart. Zr-Pd, Zr76Ni24, and Y-Co have similar transition
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temperatures (only 50K apart) but liquidus temperatures that are approximately 250K
different.

Figure 8.2 — Surface Tension of Zr64Ni36 and Zr76Ni24.

Figure 8.3 — Surface tension of Zr80Pt20, Zr70Pd30 and Y68.9Co31.1.
It has been found that by lowering the partial pressure of oxygen in the test
environment, the surface tension behavior of pure silver could be made linear to lower
temperatures [4]. The ESL typically operates with an oxygen partial pressure of 3–5×10-9
torr. Looking at Y68.9Co31.1, according to Figure 5 of [7], for this partial pressure cobalt
oxides become thermodynamically disfavored at approximately 1260 to 1330 K. While it
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is difficult to say for certain where the surface tension data becomes linear, it does
appear to be within that temperature region. The solubility of oxygen in yttrium is
much greater than in cobalt. Yttrium oxide (Y2O3) is also more thermodynamically
stable than CoO (by a simple comparison of melting points, 2698K vs 2206K). These
two facts suggest that the amount of Y2O3 is relatively constant over the entire
temperature range compared to CoO. Therefore it is likely that is only the changes in
the amount of cobalt oxides that drives the surface tension behavior at lower
temperatures. If the oxygen partial pressure in the ESL could be lowered to 10-14 torr,
than it should be possible to observe linear behavior over the entire accessible
temperature range. Similarly, in the other binaries Zr has greater oxygen solubility than
Ni, Pd, or Pt. This suggests that the interaction of oxygen with Ni, Pd, and Pt is the
controlling factor in the surface tension.
The choice of the temperature that marks the end of the linear region can
dramatically influence the resulting slope. In several figures the fit line shown uses the
lowest reasonable cutoff temperature. This was a subjective choice, a compromise
between including more data and increasing the non-linearity of the data. The
temperature range was never less than 100K, as data becomes increasingly sparse and
uncertain at high temperatures. For future work an automated fit using a goodness-of-fit
parameter could be created to determine the best cutoff value.
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Figure 8.4 — Surface tension of Cu60Zr20Ti20 and Zr60Ni25Al15.

Figure 8.5 — Surface tension of Ti40Zr10Cu36Pd14 and Ti40Zr10Cu30Pd20.

Figure 8.6 — Surface tension of Vit106a, Zr62Cu20Ni8Al10, and Zr59Ti3Cu20Ni8Al10.
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Figure 8.7 — Surface tension of several Cu55-XZr45AlX (X=2, 4, 5, 6, 7, 7.5, 8, 10, 11)
alloys.
The fit values obtained are listed in table 8.1. The slope is also compared to the
predicted value from eqn. 8.1. This is also plotted in figure 8.8. Most of the
compositions have smaller slopes than predicted. It does suggest that some of the
compositions that appear to behave linearly (such as the two Ti-Zr-Cu-Pd alloys) might
benefit from processing in a lower-oxygen environment, because of the large discrepancy
between the measured and predicted slopes.
The liquid-vapor critical temperature, TC, can be calculated as well, but this is of
little direct use, given the extremely high critical temperatures of most metals (around
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10,000K). For example, zirconium has an estimated TC = 14,500±1500K [8] and
aluminum has an estimated TC = 6,700±800K [9]. The predicted values for the alloy
liquids studied that showed linear behavior are reasonable, in a similar range of 9,000K
to 14,300K. The five binary alloys, however, overshoot the expected values drastically,
with derived critical temperatures ranging from 30,000K to 205,000K. This suggests that
even at the upper end of the accessible temperature range these alloys are still being
influenced by oxygen. Even using the most negative possible estimate of their slopes, the
predicted TCs are still unrealistically large (15,000K to 40,000K).
Table 8.1 — Surface Tension Linear Fit Parameters
Composition
Cu44Zr45Al11
Cu45Zr45Al10
Cu47Zr45Al8
Cu47.5Zr45Al7.5
Cu48Zr45Al7
Cu49Zr45Al6
Cu50Zr45Al5
Cu51Zr45Al4
Cu53Zr45Al2
Cu60Zr20Ti20
Ti40Zr10Cu30Pd20
Ti40Zr10Cu36Pd14
Vit106a
Y68.9Co31.1
Zr59Ti3Cu20Ni8Al10
Zr60Ni25Al15
Zr62Cu20Ni8Al10
Zr64Ni36
Zr70Pd30
Zr76Ni24
Zr80Pt20

σ (T=0K)
[N m-1]

±1 s.d.

1.7668
1.6925
1.7110
1.7581
1.6857
1.6463
1.6429
1.6888
1.6816
1.6857
1.6423
1.6488
1.7145
1.0313
1.7222
1.7562
1.6987
1.6578
1.6424
1.6739
1.583

0.0045
0.0055
0.0041
0.0044
0.0033
0.0031
0.0026
0.0029
0.0037
0.0020
0.0062
0.0038
0.0031
0.0074
0.0048
0.0080
0.0032
0.0041
0.0050
0.0055
0.012

dσ/dT
[10 Nm-1K-1]

±1
s.d.

-2.281
-2.084
-1.991
-2.445
-1.888
-1.980
-1.628
-1.840
-1.668
-1.855
-1.146
-1.430
-1.359
-0.131
-1.529
-1.487
-1.608
-0.285
-0.555
-0.558
-0.077

0.035
0.044
0.032
0.035
0.027
0.026
0.022
0.024
0.032
0.017
0.056
0.032
0.025
0.056
0.040
0.058
0.025
0.028
0.036
0.040
0.074

-4

-1.97
-1.97
-1.98
-1.98
-1.98
-1.99
-1.99
-2.00
-2.00
-2.15
-2.09
-2.12
-1.87
-1.63
-1.82
-1.99
-1.82
-1.84
-1.73
-1.76
-1.79

*Columns without explicitly listed units have the same units as the previous column.
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Figure 8.8 — Measured temperature dependence of surface tension vs values predicted
by eqn. 8.1. The dashed line indicates one-to-one correspondence, with compositions
above the line having a smaller slope than predicted and compositions below the line
having a larger slope. The uncertainty on the predicted values is unknown, so this
should only be used as a crude guideline for which compositions are more influenced by
oxygen.

8.4 Conclusion
Surface tension has been an under-examined physical property, due in no small
part to the heretofore-uncorrected effect of sample rotation. With the development of
the corrective procedure based on the easily measured sample aspect ratio the
possibilities for future studies are greatly expanded.
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Preliminary measurements of surface tension have revealed that reducing the
partial pressure of oxygen in the ESL may be worthwhile, as many compositions show a
dramatic oxygen-influenced “boomerang” shape. Binary alloys made with one element
that has low oxygen solubility seem to be particularly susceptible to this effect. In
compositions which do not show this effect, the temperature dependence is comparable
to that predicted by the Eötvös equation. The liquid-gas critical temperatures may be
calculated and compared to values calculated from other measurements. In some cases
reasonable values are obtained, but in other cases the values predicted from the surface
tension data drastically overestimate the critical temperature, suggesting an effect of
oxygen even in the region where the surface tension changes linearly with temperature.
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Chapter 9
Summary and Conclusions
The work presented in this dissertation is a small part of a grand enterprise, to
use thermophysical and structural measurements of metallic liquids to probe their
underlying kinetics and thermodynamics. The ultimate goal was to answer fundamental
questions about the nature of the glass transition and, from a practical viewpoint,
develop metrics for predicting and improving glass-formability. While that goal remains
unfulfilled, this work has presented several new or enhanced techniques for the study of
metallic liquids using the electrostatic levitation technique and the WU-BESL in
particular. The high-vacuum containerless environment was put to extensive use in
many sample measurements, including X-ray diffraction, density, volume expansivity,
viscosity, surface tension, and evaporation rates in both the liquid and supercooled
liquid state.
In Chapter 3, a high-precision method for determining the evaporation rate of an
alloy was presented and applied to a selection of alloys. This is of great practical
interest for both scientists and engineers who need to precisely control the composition
of their material throughout extended processing and for scientists involved in
International Space Station experiments, where the amount of dust produced is of
toxicological importance. It is also of basic scientific interest.

In the majority of

compositions studied, the evaporation rate is less than one would assume from simple
ideal mixing. By assuming a regular solution model the chemical heats of mixing were
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determined for the binary alloys as well as the quasi-binary (TiZr)100-XNiX alloys, albeit
with varying levels of agreement with literature values. Questions remain concerning the
influence of multiple evaporating elements, possible surface segregation, and deviations
from the regular solution model. When combined with surface tension measurements
(Ch. 8), it may be possible to investigate surface segregation in an alloy.
In Chapter 4, X-ray diffraction data for a selection of Cu-Zr alloys was presented
for a wide range of liquid and supercooled liquid temperatures. By assuming that partial
pair correlation functions (PPCFs) are approximately independent of composition, we
were able to solve for them from the collection of total correlation functions. The
resulting PPCFs are physically reasonable and the technique allows one to obtain
PPCFs for compositions where Molecular Dynamics simulations lack optimized atomic
potentials.
In Chapter 5, viscosity data for a wide variety of alloys were presented. A new
universality was observed in the dynamical behavior of liquid metals. Only two scaling
parameters were needed to create a universal curve: TA, which corresponds to the onset
of dynamical cooperativity, and ηo, the extrapolated infinite temperature viscosity. That
the glass transition temperature, Tg, is strongly correlated with TA suggests that the
cooperative processes that eventually lead to the glass transition begin in the high
temperature liquid. The infinite temperature viscosity is on average also predictable,
although both parameters must deviate from their average predicted values in many of
the alloys in order to create the universal curve. The results presented here show that it
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is possible to more realistically probe processes associated with the glass transition by
comparing computed results with experimental data obtained at high-temperature,
where experimental and MD relaxation times are comparable. Taken together, all of
these considerations make liquid metals ideal for further fundamental investigations of
liquid dynamics.
Chapter 6 presented volume expansivity and viscosity measurements for liquids in
the Cu55-XAlXZr45 system. The CCT increases dramatically from 0% Al to 8% Al, then
drops again at 10% Al. The reduced glass transition temperature, expansivity, and
viscosity results all suggest (to varying degrees of confidence) that the CCT should
continue to increase above 8%. However, X-ray diffraction revealed that at 10% a new
crystal phase nucleated. In addition the achievable undercooling decreases dramatically
above 8%, suggesting that this new phase has a much smaller nucleation barrier. This
highlights how the combination of kinetic fragility and thermodynamic factors influences
glass-formability.
In chapter 7 a collection of experiments on Vit106 (Zr57Cu15.4Ni12.6Al10Nb5) and
Vit106a (Zr58.5Cu15.6Ni12.8Al10.3Nb2.8) was presented. The first section focused on
preparatory

work

for

experiments

using

the

Material

Science

Laboratory

Electromagnetic Levitator (MSL-EML) located on the International Space Station (ISS).
The microgravity environment makes possible experiments that so far have been
impossible to perform on Earth. Unfortunately, because of the protracted time scales
and frequent delays that an undertaking of this magnitude suffers from, the final
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experiments did not take place in time to be included in this work.
In the second section of this chapter, a possible liquid-liquid phase transition
(LLPT) was investigated using simultaneous specific volume and X-ray diffraction
measurements. The WU-BESL’s ability to make fast in-situ synchrotron and density
measurements on Vit106 through the entire supercooled liquid regime enabled
observation of subtle changes in the SRO and MRO. These changes suggested a
structural crossover or LLPT, and are in remarkable agreement with recent MD
simulations from collaborators at Washington University. When also considering the
structural fragility parameter γ, this suggests that such a crossover may be ubiquitous in
metallic liquids.
In chapter 8, the oscillating drop technique was used to measure surface tension in
a selection of alloys. A correction for sample rotation, relating the sample aspect ratio to
the shift in measured frequency was also developed; this relation also raises the
possibility of extending measurements to the entire range of accessible liquid
temperatures. Preliminary measurements of surface tension have revealed that reducing
the partial pressure of oxygen in the ESL may be worthwhile, as many compositions
show a dramatic oxygen-influenced “boomerang” shape. Binary alloys made with one
element that has low oxygen solubility seem to be particularly susceptible to this effect.
In compositions which do not show this effect, the temperature dependence is
comparable to that predicted by the Eötvös equation. The liquid-gas critical
temperatures may be calculated and compared to values calculated from other
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measurements. In some cases reasonable values are obtained, but in other cases the
values predicted from the surface tension data drastically overestimate the critical
temperature, suggesting an effect of oxygen even in the region where the surface tension
changes linearly with temperature.
In summary, the diverse measurement capabilities of the WU-BESL have enabled
the development of new relationships between structure and kinetics, in particular TA
and T*. The universal curve suggests that metallic liquids are more similar to each other
than dissimilar. Evaporation and surface tension measurements present possible avenues
for expanding research in surface properties. While previous dissertations have described
the WU-BESL as a new device still in its infancy, it has now proven itself and become
an invaluable and mature instrument in the study of metallic liquids.
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Appendix A
Numerical Simulation
Absorption

of

X-Ray

Pre-existing X-ray analysis programs (such PDFgetX2) do not support the
spherical sample transmission geometry of the ESL. Prior to this work the analysis
assumed a flat plate transmission geometry, however that correction will be shown to be
not only a poor approximation of the experimental setup, but actually opposite in sign.
This work led to a full development of corrections not only for a spherical sample, but
also for a sample offset from the beam center [1].
The simulation divides the detector and the intersection of the sample and x-ray
beam into two grids. For every pair of sample/detector points the distance an x-ray
must travel through the sample and the resulting absorption is calculated analytically
using trigonometry. After normalization, this produces a 2-d signal strength map. The
signal is normalized by dividing the value of each ‘pixel’ by the number of incident
beams (or the number of points inside the sphere) times the signal of a beam passing
through the center of the sphere. Each beam starts with an incident strength of one.
Because the sample and detector grids are both defined in three dimensions (although
the detector has no thickness, it has a well-defined distance from the origin along the zaxis) it is trivial to adjust the simulation for different detector geometries. All that
needs to be done is to input a different list of detector points. Visualizing the data will
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also require some adjustments as well, but absorption distance calculations themselves
only depend on the spherical sample geometry, and not any particular detector
geometry.

Figure A.1 — Knowing only the vectors L & r, and the radius of the sample R, it is
possible to calculate analytically the distance the ray travels through the sample.

The simulation was set up to approximate the situation at the Advanced Photon
Source at Argonne National Lab. The detector grid is 0.912m from the center of the
sample, with an area of 1.0 square meter and divided into a spacing of 1.0cm. This is
slightly larger than the actual detector area, and much less finely divided, but perfectly
suitable for the purpose of absorption correction. The sample has a radius of 0.6mm and
a grid spacing of 0.1mm. The absorption coefficient was chosen such that 2µR=0.8 as a
reasonable value for an average sample.
Figure 2 shows two detector signal maps. Each contour line indicates an increase of
0.5% from the 100% value at the center of the pattern. The first is for an ideal beam of
zero width passing through the center of the sample. The second image is for a beam
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0.8mm x 0.8mm, centered halfway from the left edge of the sample. Signal strength
increases to ~107% in the left corners. The third image is the result of dividing the
offset beam profile by the ideal beam profile and its contour lines start at 104.5% on the
left and run to 98.5% on the right.

Figure A.2 — Each contour line indicates an increase of 0.5% from the 1 to 1 value at
the center of the pattern. (a) An ideal beam of zero width passing through the center of
the sample. The artifact at the center results from the finite grid spacing. (b) A square
beam 0.8mm x 0.8mm, centered halfway to the edge of the sample. (c) The result of
dividing (b) by (a).

To show that these results are compatible with the work of J. Bendert, the
diffraction angle of each pixel was calculated and the inverse of the signal strength was
plotted as a function of the angle. In Figure 3 the red line represents the ideal case,
which is in agreement with analytical results obtained by Bendert. The black points
represent the second case of the offset square beam, and we can see that on average
shifting the beam off-center results in more significant absorption corrections. If it were
possible to determine the offset of the beam this simulation could be used as an
additional correction before integration to obtain I(Q).
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Figure A.3 — Comparison of an ideal beam (red) with an offset beam (black), plotted
as a function of angle. The appearance of the offset beam is a function of pixel size.

Mathematica Code
(*Detector Values*)
DD = 0.01;
DetectorArray = Table[{x, y, 0.912}, {x, -.5, .5, DD}, {y, -.5, .5, DD}];
(*Sphere Values*)
Rsphere = 0.0006;
m = .4/Rsphere;
SphereOrigin = {0, 0, 0}(*Just so you know*);
XrayTopLeft = {-.0004, 0.0004, -Rsphere};
XrayBottomRight = {.0004, -0.0004, -Rsphere};
DS = 0.00005;
DZ = 0.00005;
f[x_, y_] := {x, y, -Rsphere}
Beam = Flatten[
Table[f[x, y], {x, XrayTopLeft[[1]], XrayBottomRight[[1]], DS}, {y,
XrayTopLeft[[2]], XrayBottomRight[[2]], -DS}], 1];
Decay[d_, m_] := E^(-d m)
distance[a_, b_] := Module[{a, q, f, g, din, dout},
If[Norm[a] == 0, din = Rsphere; dout = Rsphere,
a = VectorAngle[a, b];
If[a != 0,
q = VectorAngle[-a, b - a];
If[q < 0, q += 2 p];
199

f = ArcSin[(Norm[a] Sin[q])/Rsphere];
If[f < 0, f += 2 p];
g = p - q - f];
din = Abs[a[[3]] + Sqrt[Rsphere^2 - a[[1]]^2 - a[[2]]^2]];
dout =
Piecewise[{{Rsphere, a == 0}, {Rsphere + Norm[a], Sin[q] == 0}},
Rsphere Sin[g]/Sin[q]];
];
Return[din + dout]
]
i = 0;
Signal[Beam_, Title_] := Module[{DetectorSignal, a, b, plot, filename},
i = 0;
DetectorSignal = Table[0, {x, -.5, .5, DD}, {y, -.5, .5, DD}];
Do[
While[a[[3]] < Rsphere,
If[Norm[a] < Rsphere,
DetectorSignal += Table[
b = DetectorArray[[j, k]];
Decay[distance[a, b], m],
{j, Length[DetectorArray]}, {k, Length[DetectorArray[[1]]]}];
i++;
];
a[[3]] += DZ];
, {a, Beam}];(*Do loop sets a=every value in Beam list*)
DetectorSignal /= i*Decay[2 Rsphere, m];
plot = ListContourPlot[DetectorSignal,
Contours -> Function[{min, max}, Range[min, max, 0.005]]];
(*filename=ToString[XrayTopLeft*1000]<>ToString[XrayBottomRight*1000];*)
Export[Title <> ".gif", plot];
Export[Title <> ".dat", DetectorSignal];
Return[plot];
]
(*Example: An ideal beam offset 0.0003m from the center of the sample. You define the
beam then run it through the Signal function.*)
IdealBeamOffset = {{0, 0.0003, -Rsphere}};
Signal[IdealBeamOffset, "Ideal Beam HalfOffset"]
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(*Figure A.3 was produced using this function*)
AngleDependence[DetectorArray_, SignalMap_] :=
Module[{b, Angle, temp1, temp2, AngleSignal},
Angle = {};
temp1 = Flatten[DetectorArray, 1];
temp2 = Flatten[SignalMap, 1];
Do[
b = VectorAngle[a, {0, 0, 1}]/Degree;
AppendTo[Angle, b];
, {a, temp1}];
AngleSignal = Transpose[{Angle, 1/temp2}];
Return[AngleSignal];
]

References
[1] J.C. Bendert, M.E. Blodgett, K.F. Kelton, "Calculation of absorption and secondary
scattering of X-rays by spherical amorphous materials in an asymmetric transmission
geometry", Acta Crystallogr A, 69 (2013) 131-139, doi:10.1107/S0108767312046272.
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Appendix B
Arc-Melter Redesign
Minimization of the oxygen contamination in the samples is critically important for
achieving maximum supercooling and for obtaining reliable thermophysical properties.
To that end, samples are made from the highest purity elemental constituents available.
However, this is not sufficient to obtain the highest purity alloy samples. The oxygen
level must be kept low during alloy preparation. This is currently achieved by a
distillation process, through several cycles of evacuating our arc-melting vacuum
chamber to fore-pump pressures and backfilling with ultra-high purity argon (Ar) gas.
However, the previous facility used materials that could outgas and the vacuum chamber
was not suitable for high-vacuum conditions. We made significant modifications to our
facility to improve the environment during alloy fabrication.
The previous facility contained rubber vacuum hoses as part of the construction.
These were replaced with metal plumbing. A metal tube also replaced the plastic hose
that leads from the Ar tank to the vacuum chamber. Further, the chamber was
evacuated using only an oil-based fore pump. This pump limited the base pressure that
could be attained (~ 50 mtorr) and potentially caused contamination during pumping
due to oil back streaming into the chamber. Adding a portable turbo pumping-station
allows the chamber to be evacuated into the range of 10-6 torr before each Ar back-filling
cycle, an improvement of approximately three orders of magnitude. Additionally, the
previous facility did not utilize the lab space efficiently. In addition to the loss of
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valuable workspace, this meant that there were excessively long vacuum paths between
the chamber and the pump, with low pumping conductance.
Toward this end the existing system was almost entirely scrapped and a new
system built. The new system reduces the total footprint to approximately 1/2 its
original space, achieves base pressures of 1.5x10-6 Torr, has a much lower leak rate, and
requires less maintenance.

Sample
Arc-melting Chamber

NW50

Ceramic Break
(Electrical Isolation)

Thermocouple Pressure
Gauge Hookup

To Argon

NW50

Turbopump

NW25

NW50 to
NW40
To Suction
Casting Chamber

Backfilling
Pressure
Gauge

Figure B.1 — Schematic display of the new arc-melter.
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Ion Gauge

To Oil
Rough Pump

The bellows are used to manipulate the arc and so need to withstand a lot of
flexing. The formed brass from the previous design was developing new leaks on a
regular basis, even with two interchangeable bellows; it could be difficult to get one
fixed before the other broke. These have been replaced by edge-welded stainless steel
bellows, which should not only have greater durability over the coming years, but are
also more flexible, greatly reducing operator fatigue.

Figure B.2 — The sample chamber. The stainless steel bellows attach to the hole on the
top plate. The central cylinder has O-ring seals at both the top and bottom for easy
disassembly and access to the copper hearth.
After the initial redesign, it was realized that the existing ¾” tube coupling the
chamber to the vacuum system was a bottleneck in the pumping speed. At the same
time, there was a pressing need to upgrade the number of samples that could be
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prepared in a single session. Toward this end, a new copper hearth and steel baseplate
were designed. Additional recessed holes for re-melting mixed material into ESL samples
were added to the hearth (fig. B.3), and the ¾” connection was enlarged to 1.5”.

Figure B.3 — The redesigned chamber bottom, with a larger coupling to the vacuum
system and additional holes for the production of ESL samples. While these holes are
somewhat awkward to clean, they have still been useful when large quantities of samples
must be manufactured in short order.

205

Figure B.4 — The redesigned steel baseplate, showing the vacuum and water-cooling
hookups.
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Appendix C
BESL Troubleshooting Guide
This appendix is for my fellow graduate students, who find themselves stuck in the
trenches with a malfunctioning ESL. It is a terrible situation to be in, especially as it
seems to happen every other week or so. Knowing how to fix the problem is only half the
battle. Maintaining morale is equally important; therefore you will find that this appendix
is not a dry list of problems and solutions. If a problem is especially vexing, we will fight
it not only with cleverness and determination, but also with humor. Good luck, you’ll
need it.
~Matt

IP Address Configuration
Main Computer (PC2)
Router port: Connects via motherboard port, Realtek 8111 Local Area Connection. IP
Address: 192.168.1.9
TargetPC port: Realtek 810x Family Local Area Connection 5. IP Address: 192.168.0.12
Density Camera port: Realtek 8110 Local Area Connection 4. IP Address: 192.168.5.10
Density Camera IP: 192.168.5.11
Set using Camera IP Tool
TargetPC IP: 192.168.0.10
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You shouldn’t ever have to worry about this, it can be found in the TargetPC
Explorer under PC2->Communications

Viscosity/HighSpeed (PC1)
Router port: mobo 192.168.1.8
Viscosity Camera port: Intel(R) PRO/1000 172.21.70.1
High Speed Camera port: Broadcom NetXtreme Gigabit 192.168.5.8
If the physical port for the high speed camera changes, you will have to run
“MEMRECAM HXLink\TCP IP network optimization”, select the correct interface,
and reboot the computer.
Viscosity Camera IP: 172.21.70.2
Set using Camera IP Tool
Density/Viscosity cameras might need to set Pixel Format to MONO8 in PixeLink
software.
If you install a new ethernet card, you’ll need a driver for it. Try running All
Programs/PixeLINK/Tools/GigE Driver Tool. This will display a list of all the
Ethernet hardware and what drivers they are running. Under the Action column, select
“Install eBUS Universal Driver.” You might need to hunt down a newer version of this
program, as the current version is from 2009. There is also a eBUS Optimal Driver,
which sounds like it might perform better, but you’re on your own if you play with it.
You may get “Windows Logo” warnings about the hardware not being tested with XP.
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So far I’ve been successful in ignoring these warnings. I suspect it’s more of an issue
with hardware that is older than XP, rather than newer.

Synergy Keyboard & Mouse Sharing
If the IP addresses are all configured properly for the Router ports of both PCs,
then Synergy should attempt to start on login on both computers. The ESL computer is
the host (so that if connections are lost you can still immediately control the main
computer) and the Viscosity computer is the client. So it works best if the ESL
computer is started first, but it isn’t necessary, you just might have to use the KVM
switch to manually attempt connection if the Viscosity computer has stopped trying.
If Synergy stops working inexplicably the only currently known solution is to
reboot the Viscosity computer. For some reason it seems much more prone to
networking issues than the main computer. This may also be a Synergy issue, as it’s
been observed on other setups that if you seemingly quit Synergy and then re-launch it,
it cannot successfully start. This doesn’t happen often since the computers and network
switch were put on a surge protector.
If you need to download a new version of Synergy, go to synergy-project.org, you
will see that they ask for a donation for this open source software. Ignore that and scroll
to the bottom of the page, you’ll see a link for “Nightly Builds”, this will present you
with a host of possible installers to download, select the most recent “stable-build” for
the operating system.
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Network Stability
Network glitches, most likely due to emi/rfi, have historically plagued the ESL,
particularly at the APS. In attempt to reduce this we have purchased proper surge
protectors with line-conditioning and new Ethernet cables (Cat 7) for some of the
connections. Cat 7 Ethernet cables have significantly more shielding and better noise
rejection than earlier standards, as well as supporting higher transfer speeds than the
previous Cat 5/5e cables, although current hardware limitations prevent us from taking
advantage of this.
Glitches may occasionally cause the density and viscosity cameras to time out.
Most of the time this is nerve-wracking but harmless, the camera will recover in a few
seconds, and it is very unlikely that both cameras will freeze at the same time. Problems
arise when the camera glitches during video acquisition. While the program will stop
saving data, the save-data controls will appear to continue saving, the only way to fix
this is to restart LabView completely (all program instances must be shut down).
LabView probably won’t shut down gracefully; you will have to use the End Now dialog
box, and it will still take a long time.
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Viscosity Equipment Setup
There are several unusual aspects to the Viscosity measurement. The driving signal
to induce oscillation is fed out through a USB Audio adapter connected to the viscosity
computer by a very long USB cable to a powered hub kept on the back of the
equipment rack. The PSD box has an audio cable coming out the back, make sure this
plugged into the speaker port, not the microphone port of the USB Audio Adapter.
Because it’s sent out as an audio signal MAKE SURE THE COMPUTER’S SYSTEM
VOLUME IS NOT MUTED!
The PSD box has two BNC output connections for sending the control signal to
the z-amplifier, the one on the back of the box is the correct one to use. The one on the
front is legacy and bypasses the summation circuit that adds the oscillation on top of
the regular control.
The Labview program records the z-voltage so that the automatic fitting doesn’t
start until after the driving signal is turned off. It obtains this signal from a National
Instruments DAQ, this should worked plugged into any USB port. The back of the
voltage monitor box has numerous banana plug connectors, one set is for monitoring the
z voltage; connect this to analog input 0 of the DAQ.
DataSocketServer (Found in the National Instruments programs folder) must be
running on the Viscosity computer. Once this is running the main ESL program can
have the “Communicate with Viscosity computer” button (near the top left corner)
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activated. It will crash the program if the server isn’t running. There’s a similar button
in the Viscosity program that needs to be enabled as well. This will pass the sample ID
and a timestamp from the ESL computer to the Viscosity computer so that
measurements are synced up properly.
Camera settings are the most frustrating aspect of the program. If you aren’t
careful about changing Frame Rate, Exposure, and Region of Interest you can cause the
camera connection to become unstable or even crash the entire program. The sample
should fit in a 64x64 pixel ROI, Frame Rate of 1500fps. Minimize the exposure time
before increasing the frame rate, then set it to no more than 90% or so of what the
program thinks it can handle. Setting it too close to the maximum exposure will make
the connection drop out intermittently. Your goal is to maximize the brightness around
the sample without much over-saturation (max brightness=255). This is different from
the density camera’s ideal brightness. Similarly, lower the frame rate before expanding
the ROI, or you’ll crash the program.
Not all ethernet cards are created equal. Even though both cards in PC 1 have the
same theoretical support for the necessary transfer speeds, the one currently being used
for the high-speed camera does not work with the viscosity camera. Communication
drops unpredictably at a high rate, making it impossible to use the “-1” repeatedmeasurement mode, and even single measurements can be problematic.
Another failure mode that has been encountered is the “dying wall-wart.” The
power supply for the camera may not fail completely; it may continue to supply enough
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power to turn on the status LEDs on the camera, but not enough to allow it to make a
connection to the computer. We almost needlessly sent the camera in for repairs after 2
days of swapping every other component in frustration. Anything can fail, be wary.
Viscosity Measurements
As with many measurements, cycle the sample a few times to get good
undercooling. Most samples will need at least some undercooling to maximize viscosity.
Start at a moderate temperature above the liquidus, where evaporation isn’t an issue.
Find the resonant frequency and get maybe 10 or so good measurements at this
temperature before you begin to decrease the temperature. The goal is to do all the low
temperature measurements before evaporation becomes an issue. This might require
heating back up and then cooling down rapidly to get the lowest measurements. In any
case, once you’re satisfied with the low end, repeat your initial temperature and then go
up in temperature. Once you’ve maxed that out, cool off quickly back to the original
temperature and take some more data. This will allow you to correct for sample rotation
in the Surface Tension data.

Vacuum Pumps, Water Lines, & UV Operation
Battery Backup
The scroll pumps and the main turbo are on battery backup systems. At WashU
both scroll pumps run off a single backup (purchased in Feb 2014, when the previous
one was found to have failed). They have a high power draw when first turned on, the
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circuits at WashU handle this without any problems, but the APS circuits are a little
more sensitive, and will probably trip if you try to switch them on at the same time.
For BESL 2013 and BESL 2014 we got around this by turning one on after the other
had stabilized. Outlets at both WASHU and the APS are clearly labeled with a number
to show what circuit they run on, so loads can be distributed over different circuits.
Battery backups should be tested periodically, as one observed mode of failure is to
appear to work properly, but to fail to switch over from mains to battery successfully
and turn off, then not turn on again when the mains are restored.
The Minuteman battery backup for the main turbo is difficult to turn on and off.
Holding a button until it beeps seems like it should be enough, but it is not. Rather, it
seems to require a quick succession of three holds (interrupted briefly after each beep) to
turn it on or off.
Scroll pumps
These require maintenance every couple of years (determined by the number of
operating hours, which I think is displayed on a small screen on one side near the base).
Maintenance kits can be purchased (but are quite expensive; make sure we don’t have
one in stock already), and it only took James Bendert most of a day to figure out how
to do it (most of which was getting it back together, take very careful note during
disassembly). I didn’t do it myself, so that’s all I can really say.
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Main Turbo
The unit is water cooled, although it seems to have a fairly large thermal mass,
and so can be run for a limited time without water. There is another turbo which is air
cooled, however it is not currently (May 2015) in use as it is not directly compatible
with the gate valve; the gate valve has threaded bolt holes and the turbo does not leave
sufficient clearance for bolts to be inserted through it into the gate valve. However, it
will make setting up at the APS simpler, where the gate valve is not used, by reducing
the number of water lines.
Water Lines
First off, these seem to clog up over time since we use a closed loop. Initially water
ran through the system once from the fill line straight to the drain. This was replaced
with a closed loop thermally coupled to the building’s chilled water line after a
particularly hot summer heated the base temperature of the regular water to the point
where the heating laser’s cooling system went into a self-destructing feedback loop. (In
2014, the water-cooling for the laser was replaced with an air cooler.) With the current
setup it’s a tedious process to disconnect the return end of each of the loops and, while
adding more water to the system, purge each line into a bucket until it runs clear. This
still doesn’t return flow rates to their original levels, but it has been sufficient to last
most of a year. Replacing the water filter on the fill-line is a good idea before the each
cleaning. One might also investigate the use of water-purification chemicals. A white
vinegar flush would probably do wonders to remove mineral build-up.
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For APS trips to Sector 6, there is a portable manifold frame stored in the furnace
room. It was initially part of the standard water system, and so it was cannibalized for
parts in the new system. Unfortunately the quick-disconnects used are of several
different sizes, so it is necessary to disassemble much of the new system to get the parts
back for APS trips. Disconnects are a little expensive, and available in a wide variety of
almost identical, but still incompatible, sizes and shapes, so great care will be needed if
someone decides to order replacement parts.
If you are (un)lucky enough to get time on Sector 1 for small-angle scattering, then
a standalone closed-loop chiller will be needed, as that sector only provides warm
deionized water, which they are very paranoid about contaminating, and also would not
provide sufficient cooling to our system. For BESL-SAXS 2014, Dr. Nick Mauro
provided a chiller from his department at Lawrence University, but this cannot be
counted on in the future.

VUV Ignition
1. Pump down the system. This includes having both Turbos running, so that you don’t
get a large virtual leak into the chamber through the capillary. You know this, of course.
2. Turn on VUV Control from standby so you have a pressure reading.
3. Very slowly open the Green knobbed valve on the back of the UV chamber itself.
There is a large build up of Helium behind it, so it requires a very light touch. Once the
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pressure starts to drop back down below the ignition pressure of 1.1 you can open up
the valves on the helium tank itself.
4. Open differential pumping valve. If this valve isn’t open then adjusting the voltage
will result in spontaneous ignition, which is not good. Immediately turn to Standby to
stop the current flow and then turn it back on.
5. Wait 10-20 minutes.
6. Adjust current and voltage and try to ignite. If current doesn’t quickly stabilize or
light isn’t visible out the back window, then abort, wait a few more minutes and try
again.

As long as the physical setup doesn’t change, the ignition parameters should
remain the same.

Outgassing
Under normal conditions the chamber is quite leak tight (as will be demonstrated
later. The majority of the gas load (the amount of gas being added to a vacuum
chamber) in the operating range of less than 2×10-6 Torr is due to adsorbed gases being
slowly released from the inner surfaces of the chamber (virtual leaks). This gas load is
balanced by the effective pumping speed of the turbo pump at removing the gas, such
that over short time periods the pressure remains constant. Over longer time periods the
amount of adsorbed gases decreases and the rate at which they are released into the
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chamber decreases. At low pressures (<10-4 Torr) the rate seems to be independent of
chamber pressure. Thus we can measure the effective leak rate as a function of chamber
pressure (actual leaks plus virtual leaks) quite accurately. After pumping down to a
given pressure, a gate valve can be closed to seal the chamber from the turbo pump.
The leak rate (in the experimentally useful units of Torr/minute) can be measured by
using the ion gauge to track how long it takes for the pressure to rise from 1×10-5 to
5×10-5 Torr.

The starting pressure must be the lowest pressure yet achieved on that

pump down. Baseline performance can be established, and then whenever a leak is
suspected a quick measurement will show any increase in the effective leak rate. One
important caveat, these experiments were performed before the addition of the VUV
Source. In order to obtain similar results the He line must be closed and the small turbo
left running.
Actual leaks in the chamber add a constant offset to the baseline; real leak rates
are proportional to the absolute pressure difference between chamber and atmosphere
(760 Torr), this makes them effectively pressure independent at this pressure range. This
makes this method a quick and simple way to detect the presence of a leak before
bringing in a helium leak-detector to pinpoint the precise location of the leak. It should
be done after every alteration to the chamber, to ensure that new flange connections are
tight.
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Figure C.1 – The measured leak rate as a function of chamber pressure. The three
circled measurements show a real leak in the chamber, which adds a flat amount to the
measured rate.

Alignment Issues
PSD Alignment
This is much less difficult than it used to be when HeNe lasers were used for
sample positioning, but it is still tedious. For pre-alignment, remove the color filters
from the PSDs and use a piece of paper to determine that the shadow of the post
appears to be centered and reasonably focused. Note that the Blue PSD is much farther
back than the Green PSD because of the extra length needed to split off the signal for
the viscosity camera. Once the second viscosity/position-tracking camera is installed,
219

the distances should match up again. Rough alignment relies on the post being
reasonably well aligned, so that it travels straight up and down. There are numerous
small bubble levels, which should be used to check that the psd mounting is level from
bottom to top. There are three adjustment knobs, one large sideways translation, one
vertical tilt, and one horizontal tilt. The vertical tilt should level the bubble. The
horizontal tilt and translation knobs need to be alternately adjusted to return the value
to 0 while moving the post up and down, and here is where it gets tricky. One knob
should be used while the post is up and the other while its down (with still a nub of the
post visible), and if you do it the wrong way, instead of converging, you find yourself
adjusting the knobs all the way to an extreme and the shadow of the post won’t even be
on the sensor any more. Further complicating the matter, the correct adjustment order
is reversed between the two PSDs. Initially they were the same, but somehow the setup
changed when it was reassembled after BESL 2013. On the Blue PSD adjust the tilt
while up. On the Green PSD adjust the translation while up.
TargetPC PCIDAS1200/JR Analog to Digital Card
The smaller of the two PCI cards in the Target PC that connects to the PSD box
by a ribbon cable, this card has a history of failure. The failure mode is in the form of a
DC offset between the voltages supplied by the PSD box and what it reports to the
computer. It tends to happen every 1 to 2 years (correction, every 6 months, the rate
appears to be accelerating), or right before every trip to the APS. You may first notice
it as a large offset in where the sample wants to float, but it’s entirely possible that it
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will grow to the point where levitation is impossible between experiment sessions,
resulting in you banging your head against the wall as you realign PSDs, clean the
chamber, and throw away countless brass samples in a vain attempt to float.
Fortunately, the solution is simple. We have two A-D cards, swap in the spare and send
the other back to Measurement Computing for repair. This will cost between $50 and
$70, plus shipping and has been done several times. However, there are some caveats to
be aware of. This particular model is considered obsolete, and may not be serviceable in
the future. Second, if the offset has not become very large the techs might not do their
job properly and will claim it’s working fine. Argue with them, and take detailed
measurements beforehand for proof. The DTA computer in Compton 154 has their
InstaCal software installed; put the board in that computer and run calibration as well
as analog tests like shorting inputs together to get the offset. The program and the user
manual have all the information you need to figure out the pin-outs. Use the ribbon
cable, since that’s much easier to stick wires into then the card itself. Note that since
these boards are obsolete, their drivers don’t run on anything newer than XP, and will
never be updated.
Some limited testing of the board can be done in situ, in TargetPC Explorer
download the latest psd_proportionality program to the target pc. This program does
not send any signals to the electrodes, it merely allows you to view the values of the
PSDs as the computer believes them to be after passing through the A-D card. If the
card is functioning properly then the values should match the values on the PSD box’s
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7-segment displays. To view these values, right click on the scopes and select view
scopes while the program is running. The scopes and their corresponding psd values are
as follows:
Table C.1 – PSD to Host Scope Look-up Table
PSD Box Name
Scope Name
Green x-PSD, xlocal
Scope 11 (Add2/s1)
Green x-PSD, ylocal
Scope 7 (Add2/s2)
Blue y-PSD, xlocal
Scope 3 (Add2/s3)
Blue y-PSD, ylocal (unused)
Scope 4 (Add2/s4)

Another legacy complication you will notice when running tests is that there is a
crude adapter included in the 50-pin cable, with jumper wires connecting the cable to
another short cable. This is an artifact of the second time a board failed. Only one
channel failed at first, so you will notice that one channel is rerouted to another
channel, while all others are just pass-through. This change is also reflected in the
MatLab code, so it’s easier to leave the adapter in place than to remove it and change
the code back, although this was not a particularly complicated change. On the other
hand, the cable evidently got wet at some point as two jumper wires (PC +5V and A/D
External Trigger In) were heavily corroded and may have had some electrical
connection. These wires were replaced, of course.
Bottom Electrode
The simplest of the alignments; there are two parts. If the entire electrode
assembly has been removed then the 1/16” alignment pins (found in the same black
plastic box as the UV phosphorescent alignment jig) are placed in the holders on the
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outer edges of the side electrodes. These pins cast shadows that can be observed with a
piece of paper in front of a PSD. Rotate the electrode assembly until the shadows
overlap and then tighten down the securing 1/4 20 Allen cap.
When replacing the bottom electrode after cleaning, use the density camera to tighten it
until it is slightly below the level of the side electrodes.
Top Electrode
The top electrode assembly is suspended from 4 pillars; the 4 large black Allen
caps can be used to adjust the offset of the top electrode. It should be positioned so that
the post could be raised up into the drop shaft, and (if alignment is very good) the
majority of samples stay on the post when dropped. It’s an iterative process of
adjustment and then lowering the top to inspect the alignment. It’s quite easy to get the
direction you need to turn the Allen caps backwards, so be careful.
Density Camera
Realigning the camera is quite simple, adjusting the rear-most support post height
and sideways position will do the trick. The lens assembly has two adjustable parts. The
grooved ring adjusts focus, this is best done on a zoomed in view of a floating sample.
There is also a small lever that adjusts the amount of light that comes through. This is
very sensitive and should be mostly closed. You want a brightness near 180 around the
sample (exposure time ~0.7 milliseconds). Having this lever lets you turn the backlight
up all the way and have a reasonable exposure time (which together give a more
homogenous background), without over-exposing.
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There is no special trick to aligning the density backlight. The goal is a
homogenous background, although there will always be some gradients. I recommend
doing a rough adjustment before locking down the shaft and using the precision controls.
I would adjust the rotation first, as it is the most sensitive, then the vertical and the
lateral. Note that the vertical screw adjustment tends to stick when going down, so its
best to go down too far and come back up. This is also true for the density camera
support posts.
Heating Laser
The heating laser has an aiming beam, which is enabled by flipping two switches
on the control panel on the side of the alignment stage. Note that the switches have 3
positions, Aim, Neutral, and Heating. Both switches must be in the correct position for
the laser to function properly.
Pyrometers
The low temperature pyrometer is quite easy to align, its alignment circle should
be slightly above the center of the floating sample; the mounting assembly puts it at a
good working distance.
The high temperature pyrometer has an aiming beam, which is turned on by
pressing the red button on the back of the cable connection. Turn off the density
backlight while a sample is floating, and use the heating laser exit port to view the
aiming spot. Once you see it reflecting brightly off the sample, you want to shift it back
to the left some so that it hits the sample square on. With great alignment the ratio
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value will kick in as low as 620C, however 650C is much easier to achieve and is
sufficient. If it doesn’t show up until 700C or higher, you should realign it.
The high temperature pyrometer should be mounted as far back as possible (the
small locking screw that attaches the fiber optics to the lens should be in the clamp).
This is not quite far enough to obtain the best focus with this pyrometer, but it would
need to move another 1.5” out, which is not practical. There is also a trade-off here.
Better focus allows the ratio to start at lower temperatures, but the pyrometer is also
more sensitive to alignment, as the small spot can miss the sample entirely. The focus
can also be adjusted by loosening the large locking ring, and pushing the outer sleeve
relative to the fiber optic locking ring. It is currently at full extension, which provides
the shortest possible focusing distance. The large locking ring should remain tight during
use.
Don’t try to test the pyrometer by manually pointing it at a light bulb. It will only
read if you manage to hit the filament exactly, it’s not a large enough target to get a
good signal.
UV Lamp
The Deuterium UV Lamp will be unfamiliar to some, as it has been rendered
obsolete in day-to-day operation by the VUV source. Its sole remaining use is to control
excess charge build-up on samples during X-ray diffraction. Some samples—particularly
those with higher fluorescence (Hf, Au, etc)—can be strongly affected by x-rays
(photoelectric effect, same as the UV & VUV). If this equilibrium charge is too large the
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sample may become unstable, as the program is unable to make fine enough changes to
levitating voltage; the sample may even be lost. The UV can counteract this because
unlike the x-ray beam or the VUV source, it is not particularly well focused. Some
amount of UV light hits the top and bottom electrodes. Because of the strong electric
field present, the UV light hitting the bottom has no significant effect, but the light
hitting the top electrode knocks off electrons which travel toward the sample and the
bottom electrode. This sets up a steady-state process, where the charge leaving the
sample is balanced by the charge arriving on the sample. By adjusting the aim of the
UV lamp, the amount of charge on the sample can be adjusted. The higher the UV lamp
is aimed the less charge will remain on the sample. Fortunately, the proper alignment
for counter-acting x-rays is the same as for using the UV lamp to counteract charge loss.
A sample should be placed on the post and raised to floating position. There is a small
black case that contains several miscellaneous alignment tools. One of these is a halfcircle of aluminum with a strip of phosphorescent material taped to it. This should be
placed on the bottom electrode facing the UV lamp, behind the sample. The chamber is
rough pumped (be careful, it is easy to knock the sample off the post), and the lamp
turned on. With the room lights off, it is possible to look through the nearest available
window (this is easy at WashU, somewhat more difficult at the APS once the Be
windows are on), and see the shadow of the sample on the phosphor. You should also be
able to see a reflected violet spot on the sample itself, use the spot and shadow to center
the UV on the sample.
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One final caveat: the flexible vacuum bellows that allow alignment of the UV
exerts a strong force on the clamp for left-right adjustment, so some amount of drift is
common. You will find a vice-grip essential to locking it down, and will probably want
to check again a half-hour later to see if it has moved.
VUV Source
This intense source of Vacuum Ultraviolet (200nm – 10 nm) can be a little tricky
to align. Fortunately its alignment mechanism should keep it fairly close even when
removed from the chamber for transport.
The ignition parameters depend on the physical configuration of the system and
the exact way it pumps the He out. Hence the ESL and NESL have slightly different
parameters. The parameters should be: gas pressure of 1.1–1.2×10-1 mBarr; 130-140 mA;
and 600-700 V for initial ignition. The differential pumping line must be open before the
current and voltage is increased from their turn-on values, or it will spontaneously arc
improperly; the controller should be switched to standby mode as quickly as possible in
this case. The system needs to have He flow for 20 minutes or so to establish a clean
flow, otherwise it will probably not ignite, or worse, ignite improperly as above. If very
little light is visible but the current reading indicates an arc, switch it off quickly.
Sometimes the back will be exceptionally bright, this is just fine.
People may raise concerns about safety and protection from UV exposure. This is
unwarranted concern, as there are no solid materials with significant transmission in its
operating wavelength (hence the need for a vacuum path to the sample), and this
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wavelength range is also strongly absorbed by atmospheric oxygen. The glass also filters
out almost all lower-energy UV. The only danger is the brightness of the visible portion,
and so it should not be looked at directly.
Carousel
The weakness of the carousel is the single mounting screw that secures it to the top
plate. It is easy to apply too much pressure to the gearbox when installing/removing the
carousel and rotate the gearbox around the screw. This causes the universal joints which
couple the vacuum feed-through to the gearbox to jam, as the angles required are near
the limit of what the joints can accommodate. A flexible braided steel cable has been
used in the past instead, but the proper length could never be purchased, so the cable
was forced to bend too much and constantly push on the gearbox. Eventually the cable
would begin to unravel and break.
Two setscrews are used to keep the baseplate of the carousel in the proper
alignment. The holes they are screwed into run completely through the top piece of the
gearbox; over time the screws will descend and jam up against the gears. They use the
same size Allen wrench as the carousel. It doesn’t hurt to make checking them part of
your routine maintenance.
Post
In the past, the shutter gearbox was prone to shifting out of alignment over time,
needing attention about once a year or so. The issue with this was the universal joints
used to couple the internal gearbox to the rotary feed-through were very finicky, and
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they could easily jam up beyond the torque rating of the stepper motor. I suspect that
they actually pushed the gearbox (which was mounted on the end of a long arm fixed
with only a single bolt) as they turned, and so misalignment was inevitable. Transport
vibrations probably don’t help either. After BESL2013, a vacuum stepper motor was
installed inside the chamber, and the gearbox assembly was mounted on a bar fixed on
both ends. Hopefully this will prove more robust.
No pain-free method has been developed for aligning the post, as adjustments can’t
be made while the bottom electrode assembly is in place. The top electrode can serve as
a rough guide, if the post can be raised into the hole without canting, then you’re at
least close.
UV Lamp Shutter
This translation feed-through has caused its fair share of problems (possibly more).
When transporting the ESL it should be removed from the chamber, or at least have all
excess mass removed. Vibrations during transport to the APS in 2013 were sufficient to
crack the weld of the 1.33CF flange on the chamber, resulting in a large leak (very
dangerous) that we were unable to lock down, and probably made our lives much more
difficult because of oxygen contamination.
The shutter alignment is very fragile, and can easily be misaligned such that it
does not protect the lens, or worse, smacks into the lens holder and ruins it’s alignment.
Try to develop a habit of checking it every time you close the chamber, I suggest right
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before you check the front port for hairs on the O-ring seal. Those two problems have
wasted many days, when the chamber has to be reopened after hours of pumping.
VUV Shutter
As with all stepper-motors, forcing it to turn while it is powered (and hence has a
holding-current) can damage the motor or cause it to behave erratically until the power
has been cycled. Hence one needs to be very careful not to bump or fix the alignment of
the shutter while it has power. It doesn’t take very much force to overcome the holding
current because of the long lever arm. In BESL2014, such an adjustment caused the
motor to behave erratically, it would jump back and forth a small amount every time
ANY motor was stopped, started, or changed directions.

Levitation
Small Samples
Larger diameter samples are easier to levitate in general. As the diameter falls
below the size of a brass or tungsten carbide standard, the PSDs have a harder time
seeing the sample. The LED backlights are fairly well collimated, but there is still some
spillover on the edges. Furthermore, the standard levitation algorithm is tuned for a
brass standard. The further from that standard in size and mass the harder it will be to
launch. Both high- and low-density small samples are difficult to launch. They have a
habit of jumping up and then falling down when you start the algorithm. Light samples
will be picked up again by the algorithm and may hop several times before being finally
caught or lost. Your best bet is to wait it out. If you try to stop the algorithm there is a
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high probability that you will stop it as it is throwing the sample around and it will be
lost. Nerves of steel are required.
High-density small samples will not repeatedly jump, as they will not land on the
post and will be too low for the algorithm to re-launch. The solution is to start with the
sample very low. The sample will not launch; observe the Z-voltage over several seconds
until it stabilizes. Then, if it hasn’t launched, stop the algorithm and increase the height
slightly. At very low heights it will go positive, as the background signal of the top
electrode dominates and so the algorithm thinks it needs to pull the sample down. As
you approach the correct launch height the Z-voltage will slowly increase to the
maximum negative voltage. Slightly higher and the sample should launch as the voltage
increases toward maximum. This slow ramp-up seems to result in a stable launch. This
is likely due to the algorithm’s history parameter. If you launch at a normal height it
quickly ramps the voltage up, the sample overshoots and then it drops the voltage
dramatically, overshooting the correction and slamming the sample down. If it ramps up
slowly to the launch voltage, then the recent history slows its correction slightly and it
catches the sample. This does require that the X and Y be reasonably well aligned;
otherwise one of them may increase to saturation before the sample launches.
An alternative approach is to increase the feedback gain on x/y/z before launch,
this is used to good effect on the NESL. After launch the gains need to be adjusted
quickly to an intermediate value, then again to the normal value. Doing this too quickly
or too slowly will drop the sample. No hard rules, you’ll just have to feel it out. There is

231

an excel program that calculates what “normal” and “high” gain is for NESL samples. It
may take some work to adapt to the ESL.
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