Summary. We present some stabilized methods for a nonstationary advectiondiffusion problem. The methods are designed by combining of some stabilized finite element methods and Discontinuous Galerkin time integration. Numerical experiments are presented comparing the new schemes with the space time elements of [3] .
Introduction
The numerical simulation of advection-diffusion problems has been a subject of active research during the last thirty years. In this paper we look at the unsteady problem. Following with the research initiated in [4] , our aim is to study the issue of how some of the stabilization techniques proposed for the steady problem could be appropriately combined and used with time integration Discontinuous Galerkin (DG) methods, so that the resulting fully discretized scheme is able to capture and reproduce the small scales into the coarse ones. Our starting point is based on the simple observation that in the non-stationary problem we have two types of partial differentiation which might be considered of different nature: the spatial convection-diffusionreaction operator and the time derivative which determines the evolution of the convection-diffusion-reaction processes. Therefore, at the very first step of designing the numerical method, two rather different strategies arise:
• discretize at first in time by using a DG method and then apply a stabilized method to approximate the resulting family of stationary problems; • discretize first in space by means of a stabilized finite element method and then use a DG scheme to integrate the corresponding system of ODE's.
The resulting methods from these two approaches will be described and further compared with the "classical " space-time elements introduced in the 80's by Johnson, Nävert and Pitkäranta in [3] .
The outline of the paper is as follows. In Sect. 2 we review the stabilization techniques proposed for the stationary problem, that will be further considered. In Sect. 3 we revise the time DG integration and introduce the stabilized methods for the time-dependent problem. Numerical experiments are presented in Sect. 4. For the sake of simplicity we restrict ourselves to the one dimensional problem.
Stabilization techniques for the stationary problem
Let Ω = (0, L) and let f ∈ L 2 (Ω) be given. Consider the stationary problem
where > 0, σ ≥ 0 and β are assumed to be constants and will be typically small.
We denote by L Sym and L Skew the symmetric and skew-symmetric parts of L, respectively. The formal adjoint of L will be denoted by L * = L Sym − L Skew . Let T h be a partition of Ω into elements (subintervals) K and let V h ⊂ V be the corresponding finite element space of piecewise linear polynomials. The standard Galerkin (SG) approximation of (1) reads:
It is well known that the plain Galerkin method on a uniform grid fails to furnish a satisfactory approximation if the diffusion coefficient is small with respect to the advection or/and reaction coefficients and to the mesh size h. To cope with these difficulties, we consider the next family of strongly consistent methods, which following [1] can be presented in the unified way
where ρ = 0 gives the SUPG (Stramline Upwind Petrov Galerkin) method [5] ; ρ = 1 gives the GLS (Galerkin/Least Squares ) method [11] ; and ρ = −1 gives the DWG (Douglas-Wang Galerkin) method [7] . These schemes require an appropriate tuning of the problem-dependent parameter δ K . A straightforward calculation shows that by taking
the bilinear form B ρ defining these methods,
with w h , v h ∈ V h is coercive in the norm |v| 2 := ( + h|β|)|v|
in all possible regimes and consequently the methods are stable.
We consider next the Link-Cutting Bubble strategy [4] , based on the enrichment of the finite element space V h . The idea behind is to augment V h by adding a space of discrete bubbles V B , which is constructed element by element on a suitable subgrid. The LCB method can be regarded from two different standpoints. On the one hand, by considering V E = V h ⊕ V B as a space of piecewise linear functions on a suitable refined grid, the LCB-approximation reduces to the plain Galerkin method:
On the other hand, by means of static condensation of the bubble degrees of freedom, one gets the stabilized method: Find u
where for each 
Stabilized methods for the non-stationary problem
We next briefly revise the DG method for the time integration of (8). Then, we shall describe the classical space-time elements and the stabilized methods resulting from the two approaches mentioned in the Introduction.
DG-methods for the time integration
Let 0 = t 0 < t 1 < . . . < t N = T a subdivision of the time interval (0, T ), set J n = (t n , t n+1 ] with k = t n+1 − t n , and introduce the strips
The DG approximation in time to u, solution of (8), is sought as a piecewise polynomial of degree at most q ≥ 0 in t on each subinterval J n , with coefficients in V, i.e., it belongs to the space
Note that any v ∈ W q is allowed to be discontinuous at the nodes of the partition. Let (·, ·) denote the standard L 2 -inner product and for v, w ∈ W q we denote by
The DG time-discretization of (8) is obtained by imposing on S n the initial value at t = t n weakly. Thus, the method reduces to find U ∈ W q such that on each J n (for n = 0, . . . N − 1), satisfies
For q = 0 (i.e., piecewise constants) one has dU/dt = 0 and
in J n , so that the method reduces to the modified backward Euler:
on J n so that we have to find U (n+1) s.t.:
where
With a small abuse of notation, a(·, ·) should be understood as the matrix 
Classical Space-Time Elements
We describe briefly the method introduced in [3] . For each n consider a quasiuniform partition of the strip S n with elements of size h > , and let V n h be a FE subspace of H 1 (S n ) based on such partition, such that for v ∈ V n h it holds v = 0 on ∂Ω × J n . By applying successively on each strip S n the stabilized methods of (3) and imposing the initial value at t = t n weakly and the boundary conditions strongly, one obtains the following method: given u 0 − an approximation to the initial data u 0 , for n = 0, . .
where the parameterδ is set toCh if < h and 0 otherwise.
First Approach: DG in Time + Stabilized Method in Space
To present the fully discretized methods resulting from the first approach, the key point is to observe that on each slab S n , the solution U n+1 ∈ V of the DG in time method (10) (and resp. (11)), might be regarded as the solution of a "steady" convection-diffusion-reaction problem with some "added extra reaction" 1 k , coming from the time discretization. Thus, by discretizing (10) in space with any of the stabilized methods (3), leads to the problem: for each
Similarly for the discretization (11) (q = 1), we get: For the sake of brevity and clarity in the exposition, we only consider the method that results by discretizing (10) in space by means of the LCB strategy. As before, the key observation is that (10) might be regarded as a convection-difussion-reaction stationary problem with the extra reaction 1/k. Then, the idea is to define a new bilinear form on each strip S n
and construct the bubble subgrid, and consequently the bubble space V B , according to this bilinear form rather than (15), the one associated to the stationary problem. Then, for each n one consider either the (SG) approach (6), but with
Second Approach: Stabilized Method in Space + DG in Time
We first discretize (8) in space by means of the stabilized methods given in Sect. 2. As for the techniques (3), we are lead to the following system of ODE's:
where u h : [0, T ] −→ V h and δ K is taken as in (4) . By Integrating (15) with (10), we get for each n = 0, .
and upon integration in time of (15) with (11) we have:
Notice that unlike for methods (12) or (13) no explicit reference to the time integration or time-discretization is contained in the weighting operator for these stabilized methods 3 . For the method resulting by considering the LCB strategy, one starts by constructing the subgrid for the local bubble space V B , according to the steady operator L, i.e. according to the bilinear form a (is done as for the steady problem). Then, the enriched space V E = V h ⊕ V B is built and the LCB approximation is defined by the scheme:
Then, one uses either (10) or (11) for the DG integration in time of system (17), noting that now V is approximated by the enriched space
Numerical Experiments
The next set of experiments is devoted to evaluate the performance of the stabilization methods introduced before. We have considered problem (8) over Ω = (0, 1) and subject to homogeneous Dirichlet boundary conditions. We have set = 10 −6 , β = 1, σ = 0, the final time T = 0.2 and we assume f = 0. The inital data is taken as u 0 = 1 if |x−0.3| ≤ 0.1 and is set to zero otherwise. We have taken a uniform partition of Ω into subintervals of length h = |Ω|/N , with N = 20, 40, 80, 160, 320. For each h, every experiment was carried out with different values of the time step k below which the local time discretizations are desired. k is selected so that the Courant-number CF L = k|β|/h = 1, 1/2, 1/3, 1/4, 1/5, 1/10. For the three approaches, linear DG integration in time has been used.
To valuate the quality of the approximate solutions obtained by the different methods we have represented them in Fig. 1 at time t = 0.15. For the methods obtained with the first and second approaches, we have only represented the approximation obtained with DWG (o joined by a continuous line) and LCB (squares joined with a dotted line). For the classical space-time elements the approximations with all the methods in (3) are represented. It can be observed, that while the classical time-space elements reduce almost completely the spurious oscillations in the numerical approximations, the solution appears to be extremely dissipated. Nevertheless, the approximation with the other approaches while not very diffusive still presents spurious oscillations. We next look to the relative errors in L ∞ ([0, T ]; L 1 (Ω))-norm against N , for the three approaches. They are represented in Fig. 1 for CF L = 1/3 and all diagrams are depicted with the same vertical axes to ease the comparation. Among the stabilization techniques of (3) depicted with −o−, no significant differences can be observed. The LCB stabilization is represented by squares joined with a dotted line, and in both the first and second approaches, is the method producing the smallest errors. For the first and second approaches, an almost first order of convergence can be observed while for the spacetime elements the rate of convergence seems to be close to 0.6. Moreover, the first apprach seems to be the most accurate from the error-diagrams. For space time elements, the errors are substantially higher than for the other two approaches, possibly due to the amount of dissipation that the scheme introduces.
