Abstract
Introduction
The rapid growth of communication networks raises certain issues that require careful planning. One of the most important issues is protocol scalability. Scalability is usually achieved using hierarchical organization, with summarization of information between levels in the hierarchy. It is limited by two factors: operational issues and technical issues. Operational scaling concerns encourage the use of protocols that do not require hierarchical structures, whereas technical scaling concerns promote the use of small areas organized hierarchically.
Protocol information at the nodes residing at different hierarchy levels is updated from time to time. The updates can be either due to some local activity, or triggered by state changes in the neighboring nodes. Update information is usually exchanged between neighboring nodes using control messages that are propagated in both directions of the tree representing the protocol hierarchy. Frequent updates give the desired effect of a flat network, but waste resources like bandwidth and CPU time. Infrequent updates, on the other hand, waste less resources but lead to a slower propagation of control information between the various hierarchy levels.
There are many protocol families that achieve scal-0-7803-4383-2/98/$10.00 0 1998 IEEE.
2.
The protocol is associated with several variables at each tree node. An UPDATE message may change the value of a variable at the receiving node, in which case the message is referred to as a state-changing message. Unless otherwise stated, any UPDATE message we mention throughout the paper is state-changing.
3.
A received state-changing UPDATE message triggers the transmission of an outgoing UPDATE message.
4.
In accordance with the soft-state approach [8] , once in a timeout period every node sends an UP-DATE to its parent in the tree, in order to refresh the state at the parent node.
5. Two or more consecutive UPDATE messages can be merged into a single one. Therefore, a node may not necessarily send an upstream UPDATE message immediately following the receipt of such a message. Rather, the node may wait until more UPDATE messages are received, either from the same downstream node or from other nodes. The node may react at some later time by sending a single UPDATE message that reflects its new state resulting from all these UPDATES.
There is an inherent tradeoff between the desire to forward a received UPDATE message across the tree as soon as it is received, and the desire to reduce control traffic. A node that receives an UPDATE from one of its neighbors has the following two options: (1) to send an UPDATE message immediately, with the value of its new state; (2) to wait some time, in accordance with some scheduling policy, for the receipt of additional state-changing UPDATE messages, and then to send a single outgoing UPDATE. In this case, the incoming UPDATE message is said to encounter an ettra delay.
The paper addresses the problem of designing efficient scheduling policies for the UPDATE messages. The rest of the paper is organized as follows. Section 2 introduces and discusses several protocols that may benefit from the scheduling policies presented in the paper. Sections 3 and 4 address the problem of minimizing the average extra delay that incoming UP-DATE messages encounter under a bound on the number of outgoing messages that a node can send during a fixed period of time. Section 3 presents an algorithm that finds an optimal solution for the off-line problem, where the pattern of received messages is known in advance, whereas Section 4 presents some on-line heuristics for solving the problem under a more realistic assumption where the schedule of the incoming messages is not known in advance. Section 5 discusses the problem of minimizing the number of outgoing messages while bounding the extra delay, and Section 6 concludes the paper.
Hierarchical Network Protocols
This section describes several widespread protocol families whose design matches the model described in Section 1. These protocols may therefore benefit from the scheduling algorithms described in the following sections.
Consider first the PNNl routing protocol for ATM networks [l] . This protocol adopts the source routing approach, where the source has to determine a route to the destination over which a virtual channel will be set up. Source routing is not a scalable concept, because in large networks nodes cannot obtain up-to-date routing information for remote nodes. Hence, in PNNI the network nodes and links are organized hierarchically. At the lowest level of the hierarchy, each node represents an ATM switch and each link represents a physical link or an ATM virtual path. The nodes and links of each level are recursively aggregated into higher levels, such that a high-level node represents a collection of one or more lower level nodes, and a high-level link represents a collection of one or more lower level links. Nodes within a given level are grouped into sets of peer groups (PGs). Each PG is represented by a peer group leader (PGL). The PGL collects from lower level PGs routing information concerning its local PG, and propagates this information upstream. The messages containing this information can be viewed as the UP-DATE messages discussed in Section 1. Consecutive UPDATE messages can be merged by a PGL before being forwarded upstream, even if they are received from different children.
As a second example for hierarchical network protocols, consider distributed network management systems [6] . In such systems, multiple management servers are organized hierarchically. Every server maintains a Management Information Base (MIB) , to allow distributed network monitoring and control. Each server manages a portion of the network agents and, in addition to that, plays the role of an agent to exchange information and accept control from a higher-level management server (its parent in the management tree). The communication between neighboring nodes is realized via GET and TRAP control messages that update the server MIBs. The servers can merge incoming control messages before forwarding them to neighboring nodes. In this section we address the problem of optimal scheduling of UPDATE messages at intermediate nodes, assuming there exists a limit on the number of UPDATE messages a node can send upstream during a fixed period of time. Due to this limit, a node that sends an UPDATE message upstream each time it receives an UPDATE message from one of its sons can rapidly exhaust its allowance. Thus, subsequently received messages will have to wait for the next time slot, and may therefore encounter a large extra delay. Conversely, a node can delay an incoming U P D A T E message, hoping that more messages will arrive in the meantime. If more messages indeed arrive, they are all merged into a single upstream UPDATE message. If, however, no additional UPDATE is received, the node will have to send an UPDATE upstream for the received message, and the extra delay turns to be a "mistake".
The problem is to design a scheduling algorithm that will run at each node, and determine when a new UPDATE message should be sent upstream, while mini-mizing the average delay of each received UPDATE message. In what follows, we define the problem formally.
Consider a division of the time domain into time slots of length r. Suppose that each node must send an UPDATE message upstream at the end of every slot. Such a message is referred to as a mandatory outgoing message. In addition, every node is allowed to send upstream at most M UPDATE messages during every slot, namely, between every two consecutive mandatory messages. These messages are referred to as optional outgoing messages.
Let Sin = {I1,12, ..., I!}, where 0 5 11 < 4 < . . . < 4 , denote the arrival times of k incoming UPDATE messa es during a time slot. Let Sout = { 0 1 , 0 2 , . . .,Olf, where 0 5 0 1 < 0 2 < . . . < 0 1 < iand l 5 M , denote the transmission times of I outgoing UPDATE messages during a time slot. si, and Sout will be referred to as the input schedule and the output schedule respectively.
We define the extra delay of an incoming UPDATE message as the time interval between the arrival of the message and the transmission of the next outgoing message. We denote by Ai the extra delay of the i'th UPDATE message, and define the average extra delay for the whole slot as
The problem we address is finding an optimal schedule for an (Sin, M ) pair. The schedule Sout = ( 0 1 , 0 2 messages regardless of the number of messages sent during previous slots, implying that the solutions for every two slots are independent of each other. Therefore, in order to find an optimal long-run schedule, it is sufficient to find the optimal schedule for each time slot. Without loss of generality, we shall concentrate upon solving the problem for the first time slot [0, r] only.
An Optimal Off-Line Algorithm
In the off-line version of the problem the input schedule Sin is known in advance, whereas in the on-line version Ij is known only when the i'th message is received. In what follows we analyze the optimal solution structure for the off-line problem and present a naive recursive algorithm that computes the optimal solution in exponential time. It can be transformed into a dynamic programming algorithm whose running time complexity is O ( M P ) .
Note that a schedule Sout minimizes the average delay if and only if it minimizes the total extra delay Ai. The minimum possible total delay for (Si,, M ) will be denoted as AoPT(Sj,, M ) . The following lemmas define a recursive structure for the optimal solution.
Proof By definition, when M = 0 an UPDATE message is sent only at the end of the time slot. Hence, the i'th received UPDATE message, that arrives at 4 , encounters a delay of r -4 , and
In the following, if an UPDATE message is sent at time t following the receipt of an incoming UPDATE message, then the latter is said to be received at t-. . . , Ik} and > 0.
Let Siut = (01, . . . , 0,) be a n optimal schedule for the pazr (si,, M ) . Lei $' I, = {~i l~i E sin A Ii > 01}.
T h e n :
Output schedule Once the first message is scheduled, the algorithm has to solve the subproblem of finding an optrmal output schedule for the incoming messages that have arrived after the first outgoing message is scheduled, while using at most M' -1 outgoing messages. This subproblem is solved by a recursive call to ComputeSchedule.
In this way, all the possible schedules for (S:n , M ' ) are generated, and the optimal one is chosen.
The complete pseudo code of the algorithm appears in problem. These heuristics try to imitate the following behavior of the optimal algorithm. On one hand, the optimal algorithm "recognizes" bursts of incoming messages in the input schedule, and reacts on each burst by sending an UPDATE message. On the other hand, the optimal algorithm balances the delays that incoming messages encounter, by not delaying a large group of messages for a long period of time while serving another group of comparable size quickly. The simplest heuristic is referred to as Greedy. As long as it has used less than M outgoing messages, Greedy sends an outgoing message in response to each incoming message. If the allowance is exhausted, it delays each arriving message until the end of the slot. Hence, Greedy performs optimally on input schedules of size M or less, but may yield an average delay close to T for heavily loaded inputs.
The second heuristic is referred to as EqualPari. The scheduler divides the interval [0, T] to M + 1 equal sub-slots, and outgoing messages are sent only at the end of each sub-slot. If no incoming message arrives during some sub-slot, an outgoing message is not sent at the end of the sub-slot.
The EqualPart algorithm provides the following guarantees regardless of the input schedule size. First, the maximum delay a message encounters is h.
Second, if the incoming messages are generated by a Poisson process, the expected average delay is &.
The main disadvantage of this algorithm is its performance under a lightly loaded arrival schedule, where Greedy serves incoming messages very fast.
In the following, we use simulations in order to compare the performance of the heuristics to the performance of the optimal algorithm. The slot size is T = 100, the average size of the schedules varies from 5 to 200, and the maximum number of outgoing messages is 10. For every average size of the input schedule, each algorithm was executed on 500 different exponentially distributed input schedules, and the received results were averaged.
Figures 2 and 3 depict the performance of Greedy and Equalpart versus the optimal off-line) algorithm.
schedules, but becomes impractical as the input load As expected, Greedy performs we1 (l for lightly loaded Figure 2) . In contrast, the performance of EqualPart improves as the input schedule becomes heavier loaded (Figure 3) . EqualPart does not use outgoing messages that are scheduled to be sent at the end of empty sub-slots.
Hence, it may send less than M outgoing messages even when the number of incoming messages is larger than M. In what follows, we propose two variations of EqualPart that avoid this weakness.
The first variation, referred to as TokenAlgorithm, uses the notion of tokens. At the beginning of a slot, the algorithm has 0 tokens. When an UPDATE message arrives, the algorithm operates as follows:
If the number of tokens is greater than 0, an outgoing message is immediately sent and the number of tokens decreases by 1.
Otherwise, the message is delayed until the end of the sub-slot.
At the end of the sub-slot, the algorithm operates as follows:
0 If there is no waiting message, the token pool grows by 1.
0 Otherwise, an outgoing message is sent immediately, and the number of tokens does not change.
A tight performance analysis of TokenAlgorithm ap-
BalanceAlgorithm is another variation of EqualPari. Like TokenAlgorithm, it uses the notion of tokens, but uses them in a less greedy way, because each saved token reduces the length of all remaining subslots. Let n denote the number of UPDATE messages a node can send until the end of the slot, and T denote the time remaining until the end of the slot. When the slot starts, n is initialized to M + 1 and T to T.
The length of each s.ub-slot is determined at the end of the previous sub-slot as $. Hence, the first sub-slot ends at *. If during a sub-slot i there is no incoming message, no UPDATE message is sent at the end It is obvious that for heavily loaded input both algorithms perform the same as EqualPart, because the likelihood of having an empty sub-slot is small, For lightly loaded input, TokenAlgorithm performs much better, like Greedy, since a single saved token may cause all the following messages not to be delayed at all. In contrast, BalanceAlgorzthm uses a saved token only to decrease the delay encountered by subsequently received messages. Recall that by Lemma 3.2, the optimal scheduler sends every UPDATE immediately after having received an incoming message. However, under heavy load, the transmission of an outgoing UPDATE message by TokenAlgorzthm and BalanceAlgorzthm is time driven, and therefore it is rarely triggered immediately after an incoming message is received. This happens because the node has no a-priori information about the statistical behavior of the incoming messages. Suppose the algorithm knows the mean rate of UPDATE message arrival. Hence, the expected input schedule size k can be pre-computed. Recall that the number of outgoing messages that can be used during a slot, including the mandatory one, is M + 1. This number can be referred to as a potential that needs to be exhausted before the slot ends. The VirtualClock heuristic aims in spending an equal share of the potential on every received message. It defines the clock rate as r = y. This ratio expresses the expected part of potential associated with each incoming message. A received message is always delayed, and the virtual clock is increased by T . If the new value is _> 1 (i.e,, there is enough potential for an outgoing message), and the algorithm has sent less than M outgoing messages in the current slot, an outgoing message is sent and the clock value is decreased by 1. In addition to this procedure, a mandatory message is sent at the end of the slot. The algorithm uses an estimate on the input schedule size for evaluating the correct clock rate. If the input schedule is loaded more than expected, the algorithm will run out of reserve messages faster than expected, and the last incoming messages will encounter a relatively long delay. If, on the other hand, the input schedule is loaded less than expected, the algorithm may use less than M optional messages.
VirtualClock overcomes an inherent problem of all the timer-based approaches, namely their inability to recognize bursts in the input schedule and to react accordingly. When a burst of incoming messages is received, VartualClock may trigger the transmission of an outgoing UPDATE message even if the previous message has just been sent. On the other hand, it may delay for a long time an isolated incoming message that does not affect the average delay significantly. Figure 5 presents simulation results for the performance of VirtualClock versus TokenAlgorithm. The curve of the optimal scheduler is given again as a reference. It is evident from the figure that VirtualClocrE beats all the timer-based approaches. Its performance is much closer to the optimum for both lightly and heavily loaded input schedules. The results were obtained by modeling a Poisson message generation process. If this process schedules the received messages in bursts, VirtualClock is even more advantageous.
Minimum Outgoing Messages
Suppose that in order to meet control message delivery deadlines, there exists a constraint on the extra delay that every UPDATE can encounter at every node. A weaker constraint is to bound the average extra delay at every node. This section presents off-line and on-line algorithms that minimize the number of outgoing messages while meeting these two constraints.
Minimum Outgoing Messages Under a Maximum Delay Constraint
Suppose there exists an upper bound AMAX on the delay an incoming UPDATE message can encounter at In what follows we show that the problem can be solved by a simple on-line algorithm, referred to as GreedyMaxDelay. The algorithm sends the i'th UP-
where t l = I1 and for i > 1 ti = min \ IjlIj > Oi-1).
This algorithm can be easily implemented using a timer as follows. At the beginning of the slot, the timer is off. When an UPDATE message is received, at time t say, the algorithm performs as follows:
e The incoming message is delayed.
0 If the timer is off and t + AMAx < T , the timer is initialized to AMAx and starts counting down.
When the timer expires, an outgoing message is transmitted. Figure 6 demonstrates the operation of Greed yMaxDela y.
Theorem 5.1 GreedyMaxDelay produces an optamal schedule for (Si,, AMAX).
Proof It is easy to see that the output schedule ,OI} generated by the algorithm is lea delay larger than AMAX.
To prove that Sout is also optimal, suppose exists a legal schedule Siu that uses less than 1 outgoing messages. Let us deflne I phases in the considered slot, where the i'th phase starts at t i and ends at Oi. Since the schedule Siut uses less than 1 messages, there is necessarily a phase, say i, where Siut sends no message. This implies that the incoming message that that no incoming message encounters arrives at ti encounters a delay of more than AMAX. Hence, Siut is illegal, in contradiction to our assumption.
0

Minimum Outgoing Messages Under an Average Delay Constraint
The last problem we address is finding an optimal schedule while bounding the average delay. In this context, an output schedule Soul = ( 0 1 , 0 2 (Sz,, AAvG) is the smallest value of M that fulfills:
Once MoPT is determined, a possible optimal schedule is the one that yields the minimum average delay for MoPT(Si,, AAvG) can be found by a version of the dynamic programming algorithm referred to in Section 3, with running time complexity of O(k3). See [3] for complete description.
In what follows we discuss two possible on-line heuristics for the problem. The GreedyMaxDelay algorithm presented in Section 5 is one possible solution.
It produces a legal out ut schedule by guaranteeing a delay of at most AAVg for each incoming message. However, the produced schedule is likely to be inefficient because an optimal schedule may delay some messages longer than AAvG.
A better heuristic is the GreedyAverugeDelay algorithm. This algorithm delays the next outgoing message as long as the average delay of all the messages received after the transmission of the last outgoing UPDATE does not exceed AAvG. Let Bi = {IjIOi-l < 1. 5 Oi}, where 0 0 = 0. Then, the algorithm fulfills the following for every 1 5 i 5 I:
The only difference between this algorithm and the GreedyMaxDelay is that if an UPDATE message arrives Figure 7 presents simulation results of the two heuristics versus the optimum. As in the previous simulations, the process of UPDATE generation is Poisson. It is evident that GreedyAverageDelay can meet the average delay constraint while using significantly less messages than GreedyMaxDelay.
Denote the sizes of the output schedules that GreedyMaxDelay and GreedyAverageDelay produce for (Sa,, A*'') by MGMD(S;, , AAvG) and MGAD(Si, , AAVG), respectively.
We define the competitive ratio of GreedyMaxDelay versus GreedyAverageDelay as its expiration is rescheduled to t'+ AAvG -( t ' -t ) , 
Conclusions
In this paper we have defined a general model for scheduling the transmission of control messages that embraces many widespread network protocols. We have addressed two major scheduling problems in the context of this model. The first is the problem of minimizing the average extra delay a received message encounters under a constraint on the number of outgoing messages a node can send during a fixed period of time. The second problem is minimizing the number of outgoing messages under a constraint on the maximum or average delay.
A naive exponential-time recursive algorithm for the off-line variant of the first problem has been presented. This algorithm has been modified into a polynomial-time algorithm using dynamic programming. Several heuristics for the on-line version of the problem have been proposed and compared: TokenAlgorithm, BalanceAlgorithm, and VirtualClock.
A simple on-line algorithm, called GreedyMaxDelay, has been presented for minimizing the number of outgoing messages under the maximum delay constraint. Finally, a polynomial-time off-line algorithm for solving the same problem under the average delay constraint has been proposed, and two on-line heuristics, GreedyMaxDelay and GreedyAverageDelay, have been presented and compared.
