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В в е д е н и е
Метод квазирешений наряду с методом регуляризации Тихонова является 
мощным средством решения некорректно поставленных задач и широко ис­
пользуется в прикладных исследованиях. Привлекательным свойством этого 
метода является тот факт, что наличие информации о принадлежности реше­
ния (квазирешения) компактному множеству позволяет решить вопрос о су­
ществовании решения и избежать задания уровня погрешности как в методе 
невязки или выбора параметра регуляризации как в методе Тихонова.
Метод квазирешений для операторного уравнения первого рода А и — /  
предложен В. К. Ивановым в работе [1] , а в [2] дано развернутое изложение 
результатов, относящихся к этому методу.
Первоначально метод квазирешений был сформулирован для линейного 
непрерывного оператора в нормированных пространствах [1, 2] и установле­
на его связь с методом регуляризации Тихонова [3]. Затем он был обобщен 
на случай замкнутого оператора, действующего в топологических простран­
ствах [4, 5]. В упомянутых работах В. К. Ивановым рассмотрены не только 
вопросы корректности метода квазирешений в различных нормированных 
пространствах, но предложена и обоснована схема конечномерной аппрокси­
мации метода на основе расширяющихся компактов. Кроме того, при задании 
априорного множества гильбертова пространства в виде М  — {и  : |М | ^  
было получено явное представление решения в форме ряда Фурье по орто- 
нормированному базису собственных векторов оператора А*А. В некоторых 
задачах спектр вполне непрерывного оператора А* А  и собственные элемен­
ты могут быть явно вычислены, следовательно, в этом случае квазирешения 
эффективно строятся для точных и приближенных данных, как это проде­
монстрировано на содержательных примерах в [2, 3]. Однако когда спектр 
оператора неизвестен, то численное построение квазирешения существенно 
осложняется, поскольку нахождение собственных векторов оператора А*А
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(или его матричных аппроксимаций) является неустойчивой проблемой для 
малых собственных значений.
Дальнейшие исследования учеников В. К. Иванова и его последователей 
показали, что в проблеме приближенного построения квазирешений можно 
существенно расширить класс эффективных алгоритмов, привлекая, в част­
ности, методы, развитые для некорректных задач с априорной информацией.
Статья состоит из трех разделов. В разделе 1 представлены необходимые 
определения и основные свойства квазирешений. В разделе 2 метод квазире­
шений рассматривается с позиций решения операторного уравнения с апри­
орной информацией, что позволяет построить новые эффективно реализуе­
мые алгоритмы аппроксимации квазирешений. В разделе 3 излагается общая 
схема дискретной аппроксимации метода квазирешений, которая включает 
проекционные методы, конечно-разностные схемы, методы типа коллокаций. 
М атериал этого раздела обобщает результаты В. К. Иванова по конечномер­
ной аппроксимации квазирешений.
1 . М е то д  к в а зи р е ш е н и й
1.1. Пусть X], Р  — банаховы пространства, А  -  линейный непрерывный 
оператор такой, что А ~1 существует, но неограничен. В этом случае решение 
операторного уравнения
Аи = /  (1.1)
при заданных операторе А  и правой части /  относится к классу некорректно 
поставленных задач: вследствие неограниченности А ~1 решение существует 
не для всех /  и неустойчиво относительно возмущений исходных данных И, / .
По-видимому, впервые А. Н. Тихонов [6] обратил внимание на тот факт, 
что устойчивость уравнения можно восстановить, если искать решение на 
компактном множестве М  С II. Тогда, согласно известной топологической 
теореме Хаусдорфа, отображение А ~1 непрерывно на N  =  А М .  Таким об­
разом, если /  Е N  и вариации /  не выводят этот элемент из ТУ, то реше­
ние и будет непрерывно зависеть от /  и А. Оценка устойчивости решения 
относительно вариаций правой части определяется модулем непрерывности 
обратного оператора А ~1 на ТУ:
гг(£) =  вир{||г/|| : и Е М , ||Аи\\ ^  (5}.
В случае гильбертовых пространств и самосопряженного неотрицательно 
определенного оператора А  в работе [7] М. М. Лаврентьевым был предложен 
устойчивый способ построения приближенного решения с помощью регуля-
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ризованного уравнения
и а — В у а , уа : А В у +  ау  — /<у
где и Е М  — В Б  1, 51 =  {1; : |ф || ^  1}; | | /  — /<ф ^  6; В  -  линейный вполне 
непрерывный оператор.
Из полученной им оценки
||и — и а || ^  т(а)  +  ^11^ 11 
а
следует сходимость регуляризованных решений и а^  при а(£) —> 0 , —» 0.
а ( о )
Здесь ф £ N  = А М , однако приближенная правая часть не обязана 
принадлежать множеству ТУ =  ИМ , т. е. вариации правой части могут выво­
дить решение за пределы множества М . Таким образом, снято ограничение, 
которое содержалось в подходе А. Н. Тихонова.
Необходимо отметить, что не существует эффективных критериев при­
надлежности /  Е М , следовательно, может не существовать решения урав­
нения (1.1) на множестве М. Чтобы преодолеть эту трудность, В. К. Иванов 
ввел понятие квазирешения.
О п р е д е л е н и е  1 .1 . [1] Будем называть квазирешением уравнения  (1.1) на 
заданном компактном множестве М  пространства и  и при заданном /о 
такой элемент но Е М , для которого невязка ||Чт/ — / | |  достигает м инимум а  
на множестве М  :
тш { ||Т и  — /о|| : и 6 М} =  |\Аи0 -  / 0||. (1.2)
В этом случае не только приближенная, но и точная правая часть /о не 
обязана принадлежать множеству N  =  ИМ , поэтому обычное решение может 
не существовать. Ясно также, что если /о Е ТУ, то квазирешение совпадает 
с обычным решением.
Т е о р е м а  1 .1 . [1] Пусть А  -  линейный непрерывный оператор, действую­
щий на паре банаховых пространств и ,  Б . Квазирешение уравнения  (1.1) 
существует для любого непустого компактного множества М  Е и  и лю ­
бого / Е Т  Если М  выпукло; а сфера в пространстве Б  строго выпукла, то 
квазирешение единственно и непрерывно зависит от / ,  т. е. задача нахож­
дения квазирешения корректна по Адамару.
В дальнейшем В. К. Ивановым было получено более общее утверждение о 
корректности квазирешений. Приведем формулировку соответствующей тео­
ремы.
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Т е о р е м а  1 .2 . [4] Пусть N  -  линейное топологическое пространство, F  -  
Е-пространство, А  -  линейный замкнутый оператор из D (A)  С U в F, 
М  — D (A )D K , где К  -  выпуклое компактное множество. Тогда для каждого 
элемента /о из F  существует единственное квазирешение щ  на М , которое 
непрерывно зависит от /о.
В теоремах 1.1 и 1.2 утверждается, что квазирешение устойчиво относи­
тельно правой части / .  В действительности непрерывная зависимость имеет 
место и от оператора А , как это следует из следующей теоремы.
Т е о р е м а  1.3. [8] Пусть А, А^ -  линейные непрерывные операторы из U в F  
и выполнено условие аппроксимации
| Д - Л Л| | ^ / г ,  | | / о - Л | Ю .
Пусть пространства U, F  банаховы, кроме того, F  строго выпукло, опера­
тор А ~1 существует. Пусть М  -  компактное множество из U.
Тогда квазирешения щ ,  г/д(А =  (h,S)) уравнения  (1.1) для точных {А, / )  
и приближенных данных (А^, f§) существуют, единственны и имеет место 
сходимость
lim II и а — ио\\ = 0 .
Д —»-0
С л е д с т в и е  1 .1 . Если оператор А  необратим и пространство F  не обяза­
тельно строго выпукло, то для множеств квазирешений Q о, Q a  справед­
ливо соотношение
lim /?(<2д, Q о) = 0 , А =  (S, h ),
Д —»-0
где ß  -  полу отклонение Q a  от Q о (см. определение 3.3).
Таким образом, введение квазирешения позволяет решить две важные 
проблемы для некорректно поставленной задачи (1.1) -  проблему существо­
вания решения (квазирешения) и проблему построения ругуляризованного 
семейства приближенных решений в условиях зашумленных данных.
Пусть I I , И -  гильбертовы пространства, А  -  вполне непрерывный опера­
тор, множество М  =  {и  £ и  : ||гх|| ^  /?}, которое является слабым компактом 
в и .  Обозначим через А1 ^  А2 ^  ^  Ап ^  . . .  систему собственных значе­
ний оператора А*А, а через щ ,  г/2, • • • и п, . . .  -  полную ортонормированную
оо
систему его собственных векторов. Пусть И* /  =  ^  (3пип .
п—1
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Т е о р е м а  1.4. [1] Квазирешение уравнения  (1.1) на множестве М  выража­
ется формулой
оо
и = ^2 [Р п /(Ап +  А)]«п, (1.3)
п —1
оо
где Л =  0 , если ^  Рп/^п  ^  ^ " положительный корень уравнения
п —1
оо оо
£  /32п/ ( \ п + А)2 =  Я2, если £  /?2/Л2 > Л2.
п=1 п=1
Если системы {Ап}, {ип} могут быть получены в явном виде (аналити­
чески), то представление (1.3) дает эффективный метод аппроксимации ис­
комого квазирешения, если при вычислении частных сумм число удержива­
емых членов подходящим образом связывать с уровнем погрешности исход­
ных данных. Содержательные примеры, иллюстрирующие такую ситуацию, 
можно найти в [2, 3].
Однако если Ап, ип нам неизвестны и необходимо находить их численно, 
то положение существенно осложняется ввиду неустойчивости (к возмущени­
ям оператора) задачи построения собственных векторов и п оператора А*А, 
соответствующих малым собственным значениям Хп. В определенной степени 
эту трудность можно преодолеть, если привлечь регулярные методы постро­
ения базиса собственных подпространств, предложенных А. Л. Агеевым (см., 
например, [9]).
2 . И т е р а ц и о н н ы е  м ет о д ы  а п п р о к с и м а ц и и  к в а зи р е ш е н и й
2.1. Пусть [/, Е1 -  гильбертовы пространства, А  -  линейный непрерывный 
оператор, действующий из II в Е , М  -  выпуклое компактное (не обязатель­
но в сильной топологии) множество. Существование обратного к А  операто­
ра не предполагается, поэтому квазирешение определяется в общем случае 
неоднозначно. Обозначим через множество квазирешений, т. е. множество 
решений задачи (1.2).
Тогда задача (1.2) эквивалентна решению операторного уравнения
г/ =  Рм [и -  р(А* А и  -  А*/)] = Т ( и ), (2.1)
где Р м  ~ метрическая проекция на множество М ; д  -  произвольный положи­
тельный параметр.
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Действительно, необходимое условие экстремума в задаче (1.2) приводит 
к вариационному неравенству
(А*Аи -  A * f ,  u - v )  ^  0 V v G M ,  (2.2)
откуда на основании критерия метрической проекции получаем (2.1).
Обратно, если и — й  -  решение вариационного неравенства (2.2), тогда
|\Av -  / | | 2 -  |\Ай -  / | | 2 =  2(А*Ай -  A * f ,  v -  « )+
+ m ( f  -  й ) ||2 ^  о, V v e  м ,
т. е. в точке щ реализуется минимум в задаче (1.2).
Кроме того, оператор Т, определяемый (2.1), при /а ^  2 / | | Д |2 является 
нерастягивающим, т. е. выполнено неравенство
\\Т(и) - T ( v ) \ \  ^ \\и — v\\ У щ и  e U,
а такж е псевдосжимающим.
О п р е д е л е н и е  2 .1 . Оператор T : U —> U называется М-псевдосжимающим,  
если множество неподвижных точек F i x ( T ) =  М  /  0  и для некоторого 
у  >  0 выполнено соотношение
II Т{и) -  z\\ sC ||u -  z \\2 -  v\\u -  Т (и) II V и e и, и ф М,  V z e M = F ix (T )-
обозначаем этот класс через 7ДД
Таким образом, вместо задачи минимизации (1.2) можно оперировать эк­
вивалентным ей уравнением (2.1). Это позволяет привлечь итерационные ме­
тоды для решения уравнения (2.1) и, следовательно, для аппроксимации ква­
зирешения уравнения (1.1).
Рассмотрим метод последовательных приближений для операторного 
уравнения (2.1)
Uk+1 = PM [uk -  /л(А*Аик -  A * f )] =  T ( u k), (2.3)
где параметр /л удовлетворяет неравенству /л ^  2/ | |Л ||2.
Т е о р е м а  2 .1 . [9] Пусть А  -  линейный непрерывный оператор, действую­
щий на паре пространств U , F , а М  -  непустое выпуклое замкнутое под­
множество пространства U .
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Тогда процесс (2.3) порождает итерационную последовательность {и к}, 
которая слабо сходится к ж Е  F i x ( T ) = Q, т .е. некоторому квазирешению  
уравнения (1.1) на множестве М , причем справедливы следующие свойства:
1) либо ||г^ +1 — й\\ < \\ик — й\\ для любого к , либо {ик} стационарна, 
начиная с некоторого номера М]
2) inf { lim \\uk — z\\] — lim \\uk — u\\;
z^Q k—>oo k—>oo
oo
3) ^2 ll^ +1 — ^ | | 2 ^  \\u° — u\\2/i'(ji). 
k=0
С л е д с т в и е  2 .1 . Если дополнительно M  -  компактное множество, то 
имеет место сильная сходимость итераций: lim \\uk — й\\ =  0 .
k—>oo
Пусть теперь заданы приближенные данные задачи f s  такие, что
1 1 Л - А К Л ,  U - f W ^ S .  (2.4)
Рассмотрим итерационный процесс
uk+1 = Рм [ик -  KA*hA hu k -  A l fs )] .  (2.5)
Т е о р е м а  2 .2 . [9] В условиях следствия 2.1 при выборе номера останова 
итераций k(h ,ö) в соответствии с соотношением k(h ,ö)(ö  +  К) —» 0 при 
5,h  0 имеет место сильная сходимость итераций  (2.5):
lim \\ик 5^^  - и \ \  = 0 . 
ö,h^ 0
З а м е ч а н и е  2.1. Если М  — {и Е U : ||и — и* || ^  R }  (см. теорему 1.1), то 
оператор метрического проектирования Р м  вычисляется по формуле
г» / \ * v  ~  и * ъPM ( v ) = u  + - --------—Д.
\\v — и* ||
Д ля М , заданного линейным неравенством М  — {и Е U : (u ,v) — q ^  0}, 
такж е имеет место явная формула
{(u,v) -  q)+v
Р м (и) = и —
\v 12
В этих и других подобных случаях итерации в процессе (2.5) могут быть эф ­
фективно реализованы. Однако в общей ситуации при вычислении Р м  необ­
ходимо дополнительно решать задачу выпуклой оптимизации.
У читывая, что при ц  ^  2 / ||Д ||2 оператор шага в процессе (2.1) является 
нерастягивающим, можно модифицировать его с помощью корректирующих 
множителей Браудера-Гальперина [11, 12], чтобы получить сильную сходи­
мость без предположения компактности множества М .
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О п р е д е л е н и е  2 .2 . [12] Числовая последовательность 7i называется допу­
стимой, если выполнены свойства:
1) 0 <  7i < 1;
2 )  7 i  <  7 г + 1 >
3) lim  7г =  1;
г— )>оо
4) существует подпоследовательность номеров п{г) такая; 'что
гг (г +  1) >  п(г), а также
5) lim  ei+n(i) • е“ 1 =  1;
г— )>оо 4 '
6) И т гг (г) • вг =  оо, где £ г  —  1 —  7^ .
г— )>оо
Заметим, что такие последовательности существуют. Например, 7^  =  1 — г-  
где 0 <  р <  1, является допустимой, причем подпоследовательность п(г), ф и­
гурирующая в пунктах 4)—6), может быть выбрана в этом случае по формуле 
п(г) — г*', 0 <  р < у < 1.
Рассмотрим итерационный метод
Uk+1 = 7k[PM [uk -  ß (A *A uk -  A*f)]] +  (1 -  l k )v°. (2.6)
Т е о р е м а  2.3. Пусть  7  ^ -  допустимая последовательность; /г ^  2/ЦАЦ2 
и V0 -  произвольный элемент из выпуклого замкнутого ограниченного м но­
жества М . Тогда для любого начального приближения v° Е М  итерацион­
ный метод  (2.6) сходится сильно к квазирешению уравнения  (1.1), ближай­
шему к элементу  г;0.
По аналогии с нормальным решением, введенным А. Н. Тихоновым, назо­
вем квазирешение, ближайшее к -о0, гА-нормальным квазирешением.
С л е д с т в и е  2 .2 . При возмущенных данных с условиями аппроксима­
ции  (2.4) процесс (2.6) сильно сходится к v ° -нормальному квазирешению при 
выборе числа итераций п(ф h ) в соответствии с асимптотическим прави­
лом останова п(ф h)(S + h) —»О при ф h —» 0 .
2.2. Если квазирешение совпадает с обычным решением уравнения (1.1) 
при точных данных, то его нахождение можно трактовать как решение за­
дачи с априорной информацией, т. е. решение системы
A u  = f ,  и е М .  (2.7)
В этом случае для решения задачи (2.7) применим аппарат фейеровских 
(псевдосжимающих) отображений [9, 10]. Основная идея здесь заключается 
в том, что строятся итерационные процессы вида
Uk+1 = PM U, u k+1 = ХРм {ик) +  (1 -  X)U(uk), (2.8)
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где 0 <  Л < 1, U -  оператор шага некоторого базового итерационного ме­
тода с F ix(U )  =  Q для аппроксимации решения уравнения (1.1), а Р м  ~ 
М-псевдосжимаюгцее (М  -  фейеровское) отображение с F ix (P M ) =  М у ко­
торое конструктивно строится для широкого класса множеств М  априорных 
ограничений.
Т е о р е м а  2.4. Пусть уравнение (1.1) имеет непустое множество решений  
Q, М  -  выпуклое замкнутое множество априорных ограничений, причем  
М  f]Q  ф 0 . Пусть U Е P q  у Р м  £ Р м  и ^ля  каждого из эт их операторов 
выполнено свойство
Х{ —г х  Х {— T(x i)  —У 0 => х  Е F ix (T ) .
Тогда каждый из процессов (2.8) слабо сходится к некоторому элементу  
й  Е Q flM , т. е. решению системы  (2.7), и для итераций выполнены свойства 
1)-3) из теоремы 2.3.
С л е д с т в и е  2.3. Если М  -  компактное множество и Р м  ~ проекция с ре­
лаксацией (см. [10]), то итерации  (2.8) сходятся сильно к й  Е Q П М .
С л е д с т в и е  2.4. Пусть множество М  задано системой линейных нера­
венств в гильбертовом пространстве: U
М  = {и : gi(u) =  (и, Vi) — qi ^  0, г =  1 ,2 , . . . ,  т}.
Образуем отображения
т т
Р Ш  — РтРт-1 - Ply Рм  ~  53 ^  ^ 53 ^  = (2-9)
i—1 i—1
где Pi (и) = и — ((и, Vi) — qi)+v/ \\v\\2 является проекцией на полупространство, 
образованное г-м неравенством. Тогда при использовании в процессах (2.8) 
в качестве Р м  каждого из отображений Р гм  (i — 1,2),  определенных форму­
лами (2.9), итерации {ик} образуют сильно сходящиеся последовательности 
к решению системы (2.7) (квазирешению уравнения (1.1)).
Это вытекает из того факта, что все итерации и к содержатся в конечно­
мерном пространстве, образованном элементами {u ° ,v  1,^ 2, . . . , % } ,  что вме­
сте со слабой сходимостью влечет сильную сходимость.
С л е д с т в и е  2.5. Если Р м  и U -  нерастягивающие отображения, то для 
модификаций процессов (2.8) с помощью корректирующих множ ителей по­
добно (2 .6) справедливо заключение теоремы 2.3.
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З а м е ч а н и е  2 .2 . Следующие операторы шага итерационных методов явля­
ются псевдосжимающими и, следовательно, могут быть использованы в про­
цессах (2.8) в качестве отображения [/:
(метод минимальной ошибки).
В приложениях часто встречаются априорные ограничения в форме вы­
пуклых неравенств
М  =  {и : дг{и) ^  0, г =  1, 2 , . . . ,  га} 
с (суб)дифференцируемыми функционалами сщ Рассмотрим отображение [10]
где с1(и) — (и)]^> е(и) — Уй(гл), ц >  1. Отображение Р м , определяемое
г=1
формулой (2.10), является М -псевдосжимающим, поэтому может выступать 
в качестве оператора Р м  в процессах (2.8).
3. Д и с к р е т н а я  а п п р о к с и м а ц и я  к в а з и р е ш е н и й
При численном построении квазирешений возникает необходимость пере­
хода от бесконечномерной задачи (1.2) к некоторой конечномерной. В. К. Ива­
нов [2] предложил аппроксимировать (1.2) последовательностью задач (метод 
Ритца)
1/(и) = и -  ц(А*Аи -  А*/), ц <С 2/ЦАЦ2
(метод простой итерации);
и (и )  =  (И*И +  а 1 )~ 1(аи  +  И*/ ) ,  а  >  0 
(итерированный вариант метода Тихонова);
(метод наискорейшего спуска);
0 <  Л < 2, (2 .10)
т
т т { |Д и  -  / | | 2 : и £ М к}, (3.1)
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где {М к} -  последовательность вложенных конечномерных компактов
оо
Ml С м2 с ... с мк с м, и  мк = м.
к=1
О п р е д е л е н и е  3.1 . Пусть С и D -  множества из банахова пространства 
U. Полу отклонением ß{C ,D ) множества С от множества D называется
ß ( A , В ) =  sup inf ||и — v||.
и е с  v e D
Напомним, что выше было введено обозначение Q для множества ква­
зирешений задачи (1.2). Обозначим через Qn множество квазирешений для 
задачи (3.1).
Т е о р е м а  3 .1 . [2]. Пусть A  : U F  -  непрерывный (необязательно линей­
ный) оператор, [/, F  -  банаховы пространства. Тогда последовательность 
{Qn} ß -сходится к Q , т. е. lim ß (Q n ,Q) — 0.
ft—)■ оо
оо
Заметим, что в качестве М п можно принять М п — Un Р| М ,  где U и п = и.
п —1
Следует сказать, что конечномерная аппроксимация на основе подхода, 
изложенного выше, не приводит к полной дискретизации задачи (1.2), по­
скольку оператор А  и правая часть не аппроксимируются. Ниже излагает­
ся общая схема дискретизации, которая позволяет обосновать практически 
все известные схемы, вклю чая конечно-разностный метод, метод коллокаций, 
проекционный метод общего вида.
Д ля этой цели привлечем разработанный в [13, 15] аппарат, который осно­
ван на дискретной аппроксимации пространств, дискретной слабой и сильной 
сходимости элементов и операторов.
Ограничиваясь случаем гильбертовых пространств U , F , введем необхо­
димые определения и изложим базовые свойства введенных понятий, которые 
нам понадобятся при формулировке теорем сходимости дискретных аппрок­
симаций.
О п р е д е л е н и е  3.2 . Последовательность гильбертовых пространств {Un} 
образует дискретную аппроксимацию гильбертова пространства [/, если су­
ществует семейство V  — {рп} операторов рп : U —» Un — pnU со следующи­
м и свойствами:
V u e u  l i m  \\рпи\\ип =  I M IU,п —^оо
V и, v! Е [/, V а, а7 Е R lim ||рп (аи +  а1 и 1) — арпи — о!рпи , \\ип — 0,
п—оо
69
2008 Известия УрГУ №58
где Ш -  множество действительных чисел; V  — {рп} называется семей­
ством связанных операторов или операторов сужения.
Д ля упрощения записи в дальнейшем, как правило, будем опускать ин­
дексы при нормах.
О п р е д е л е н и е  3.3 . Пусть последовательность пространств {Un} образу­
ет дискретную аппроксимацию U с семейством связывающих операторов 
'Р — {Рп}• Последовательность элементов {ип} ,и п Е [/п, называется дис­
кретно (сильно) сходящейся к и Е U (обозначаем ип  > и), если
lim ||рпи -  ип || =  0.п—УОО
О п р е д е л е н и е  3.4 . Последовательность элементов {и п } 7 и п Е Unj дис­
кретно слабо сходится к и Е U (обозначаем ип — —г и), если выполнено 
соотношение
lim (un ,v n) = (u,v)п—УОО
для любой дискретно (сильно) сходящейся последовательности ип — —» и, 
здесь (•, •) -  символ скалярного произведения в соответствующем простран­
стве.
Справедливы следующие свойства [13,15]:
а) ап -Л а, о!п -Л а ', и п ----- > и у и!п --- > и! => апи п +  о!пи!п ------ > аи +  о!и!\
б) ап —»■ а, о!п ^  а7, и п ----- т и , и гп --- 7 u f => anu n + afnu fn ------ т au + afu f;
в) ип ----- >и О  и п ------ 7 и 7 lim \\ип \\ — |Д ||;п—^оо
г) ип  г => |Д || ^  lim inf \\ип \\;п—УОО
д) ип ----- г => |Д || ^  с — const;
б) ^  ^ ^  ^Пк  С Uf i ^^U Е U  . Un ^ т U.
О п р е д е л е н и е  3.5 . Последовательность { А пт} операторов А п т : Un —» Fm
дискретно (дискретно слабо) сходится к оператору A  : U —> F, если и п  > и
(ип  7 и) влечет А пгп > А и  (Апт  7 А и )  при п 7т  —» оо.
О п р е д е л е н и е  3.6 . Совокупность R  — {rn } 7 rn : Un -Л U называется семей­
ством сильных (слабых) операторов восполнения, если для любого п — 1, 2, . . .  
оператор гп линейный ограниченный и выполнено соотношение
ип  > и => lim \\гпи п — и\\ — Оп—>оо
(ип  7 и => гпи п —7 и , т. е. слабо в U ).
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Известное определение Моско-сходимости [16] для множеств, принадле­
жащ их одному и тому же пространству, можно обобщить на случай дискрет­
ной сходимости.
О п р е д е л е н и е  3.7 . [16] Последовательность множеств {М п} сходится дис­
кретно в смысле Моско к множ еству  М , если выполнены условия:
1) V и Е -/И 3 ип Е JMn I и п— —У и 5
2) V ^ -^ -Пк * ^ пк 7 ^ ^ ^ ^ '
Здесь М п С ?7П, образует дискретную аппроксимацию пространства [/.
Поставим в соответствие бесконечномерной задаче
тт{||И г/ — / | | 2 : и Е М } =  d (3.2)
последовательность конечномерных (дискретных) задач
т т { | | И пг/п — / п || : и п Е 3/fn} =  dnj (3-3)
где : [/п —» Fn ; f n Е Fn ; М п -  подмножество конечномерного пространства 
Un. Заметим, что в общем случае Un не является подпространством U, Un -  
различные гильбертовы пространства, каждое со своим скалярным произве­
дением и, следовательно, нормой. Кроме того, пространства Un и Fn могут 
иметь разные размерности.
Т е о р е м а  3 .2 . Пусть A: U —У F ; А п : Un —У Fn -  линейные непрерывные 
операторы, М  С U , М п С  Un -  выпуклые компактные подмножества, 
Q , Qn ~ множества квазирешений для задач (3.2); (3.3) соответственно. 
Пусть {Un} ({i^n}) образует дискретную аппроксимацию U (F) с помощью  
операторов {рп} ({Яп}) и выполнены следующие условия:
1) А п у И, Ап— —г A j
2) f n— > / ;
3) последовательность {М п} сходится к М  дискретно в смысле Моско 
и равномерно ограничена;
4) {гп} образует семейство слабых операторов восполнения таких ; что 
гпМ п С М .
Тогда
/3(rnQn ,Q)  =  sup inf \\rnQ n -  Q\\ 0 при n  ^  ос.
Un^Qn U(E:Q
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Д о к а з а т е л ь с т в о . Так как А , А п непрерывны, а множества М , М п компакт­
ны, то задачи (3.2), (3.3) разрешимы и множества Q, Q n непусты. Предполо­
жим, что
ß(rnQn,Q) А  о. (3 .4)
Тогда для некоторого в >  0 найдется подпоследовательность тПкй Пк £ Os (Q), 
где 0 £(Q) -  e-окрестность множества Q, иПк Е Qnk• Ввиду равномерной 
ограниченности множеств М п и свойства е) дискретной слабой сходимости, 
существует подпоследовательность {и^к} С {и Пк}, дискретно слабо сходяща­
яся к некоторому элементу и Е U, причем в силу условия 3) теоремы и Е М .
Покажем, что и Е Q. Действительно, возьмем некоторое квазирешение 
й  Е Q С М .  Тогда из определения дискретной Моско-сходимости следует су­
ществование последовательности {йп}, й п Е М п, которая дискретно сходится 
к й.
На основании свойств а)-е) дискретной сходимости и условий теоремы 
имеем цепочку неравенств
d ^  |\Аи -  / | |  ^  lim inf ЦАщйщ  -  f n k \\ =  Hm inf dnk ^
к—Уоо к—Уоо
^  lim \\Апкйпк -  fn k\I =  | |А й -  / | |  =  d,rC—У СЮ
откуда заключаем, что и -  квазирешение исходной задачи, т. е. и Е Q.
Итак, Unk Е Qnk и Unk  7 и £ Q. Д ля семейства {гп} слабых операторов
восполнения имеем ГпкУпк —> и слабо в U. Из компактности вытекает, что
lim ||Гпкищ ~  и\\ =  0 ,
к—ь оо
что противоречит предположению (3.4).
Теорема доказана.
С л е д с т в и е  3 .1 . Если М , М п -  слабо компактные множества, то все дис­
кретно слабо предельные точки последовательности и п решений задачи 
(3.3) являются решениями задачи (3.2).
С л е д с т в и е  3 .2 . Если задачи (3.2) и (3.3) имеют единственные решения и , 
и п соответственно, то вместо ß -сходимости имеем обычную сходимость
lim ||гпй п — и || = 0п—>оо
в пространстве U. Д л я  этого достаточно, чтобы существовали обратные 
операторы А ~ 1, А ~1.
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П р и м е р  3 .1 . Квадратурный метод аппроксимации. Рассмотрим интеграль­
ное уравнение Фредгольма первого рода
А и  =  [  Д(£, = / ( £ ) ,  0 ^  £ ^  1, (3-5)
зо
где Д(£, в) -  непрерывная по совокупности переменных функция, оператор А  
действует из 1^ 2[0 , 1] в 1^ 2[0 , 1].
Д ля построения аппроксимирующего оператора А п введем по 5 и £ рав­
номерную сетку с шагом Н и привлечем квадратурную формулу правых пря­
моугольников для дискретизации интегрального оператора. Приходим к ап­
проксимирующей системе
п
=  / Щ ) ,  г =  1 , 2 , . . . , п ,
3=1
поэтому оператор А п определяется матрицей с коэффициентами =  НК (и, зД 
а / п -  вектор с компонентами ( / (£1), /  (£2) , . . . ,  /  ( О ) -
Полагаем 17п =  ^  ? гДе 2^ ~~ евклидово пространство с нормой
п
\\ип \\ — ^   ^1ъ\иП11 .
i=l
Операторы рпи — цпи — (гл (£]_), ^(£2) , . . .  щ(£п)) сноса на сетку примем за 
связывающие операторы между £7 =  1 Д 0 ,1] и ?7П =  ^ •
В качестве компактного множества возьмем
М  =  {и : и Е ТТДО, 1], | Н | ^  ^  Д 2},
а в качестве аппроксимирующего его множества
{
П п / _  \
и п : и п ££%, \\и\\1 1п =  У > Щ |2 +  у ф П| " Д “ 1 1
г=1 г=1
Убедимся, что выполнены все предположения теоремы 3.1. Доказатель­
ство свойств а)-е) можно найти в [13-15], а условия 1) теоремы -  в [9, 17, 18]. 
Поскольку / п =  рп/ ,  то условие 2) очевидно выполнено.
Займемся проверкой условий 3)-4). Пусть и Е М , т. е. ^  Д. Так
как бесконечно дифференцируемые функции плотны в ПД1, то для каждого
£п >  0 , £п —» 0 , найдется функция из этого класса такая, что
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где u kN -  сеточная функция, построенная по г^, откуда ||и — и к \\с ^ ^  ^  св^, 
с — const. Определим при п  ^  последовательность векторов ип , где при 
номере п, удовлетворяющем неравенствам ^  п  <  п&щ,
ип = (uk(ti),uk(t2), - - . , uk(tn)).
Тогда имеем по построению и п Е М п,
п
lim ||йп — Pnu\\jn =  lim /г|г//с(^) — г/ ( ^ ) | 2 ^  lim (свД2 =  0 ,
П—>00 2 П—>00 '  П—>00
i—1
т. е. и п Е М п дискретно сходится к функции и Е М .
Рассмотрим теперь условие 2) в определении дискретной Моско-сходимос-
ти. Пусть  г гц т. е. дискретно слабо сходится для пространств L 2, ^2-
Известно, что с помощью того же семейства операторов рп сноса на сетку 
последовательность пространств w ^ n с нормой
п п




({цД -коэфф ициенты формулы трапеций) образует дискретную аппрокси­
мацию пространства Соболева W \.  Так как и Пк Е М Пк, то \\иПк \\wi,n ^  R. 
На основании свойства е) {иПк} дискретно слабо компактна, поэтому для 
некоторой {п к} С {п/Д
UUk ~  U 7
т. е. дискретно слабо сходится относительно пространств ИД, Ввиду
свойства г )
\\й\\Ш 1 ^  lim inf \\unu II 1 ,п ^  R, м \\w2 \  и пк \\щ , ^  ,
т. е. й  Е М , что и требовалось установить.
Покажем теперь, что элементы и л и  совпадают. Действительно, операто­
ры гп : w ^ 71 —У ИД кусочно-линейного восполнения образуют семейство сла­
бых операторов восполнения (см. [17]), т. е.
rnkUnk —г U,




lim  У '  hi\unkti -  u(ti )I =  0 , ? • ■*
i—1
т. e. и-щк  У й, в силу единственности предела это влечет й  — й.
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П р и м е р  3 .2 . Проекционный метод. Рассмотрим операторное уравнение (1.1), 
в частности уравнение (3.5) на паре гильбертовых пространств [7, И. Зада­
дим последовательность вложенных конечномерных пространств {11п} С [7,
оо оо
{т„} с  ^  таких, что [] и п = 17, и  Тп =  К  В качестве связывающих опера-
п—1 п=1
торов возьмем семейства ортогонального проектирования {рп}, рп : и  —>• £7П,
5 Я.п • Р   ^ Рп .
Аппроксимирующие операторы имеют вид А п — цпА рП1 / п =  дп/ .  Апри­
орное множество М  и аппроксимирующее его множество М п зададим в форме
М  — {и : и — В и у и Е У, |Н | ^  Д},
М п — {и п : и п — В и п, Е Тф, |фп || ^  Д } , 
где У -  гильбертово пространство, а {Уп} -  семейство его конечномерных
оо
подпространств, и  Уп — У, В  -  линейный вполне непрерывный оператор,
п—1
действующий из У в [7.
Нетрудно проверить, что порождаемая операторами {рп}, {дп} дискрет­
ная (дискретная слабая) сходимость совпадает с сильной (слабой) сходимо­
стью (см. [9]). Поэтому все условия теоремы 3.1 в этом случае легко прове­
ряются.
З а м е ч а н и е  3 .1 . При условии цп — I  -  тождественный оператор и £7п+1 С IIп 
мы находимся в условиях теоремы 3.1 и следствий 3.1 и 3.2.
П р и м е р  3 .3 . Метод коллокаций. Рассмотрим интегральное уравнение (3.5) 
в пространстве Х/2 [0,1]. Пусть 17п -  последовательность конечномерных под­
пространств. Последовательность ортогональных проекторов {рп} примем 
за связывающие операторы между II =  £2 [О,1] и [7П, а сеточные операто­
ры дп \ f ( t )  (у(Ь),  у(*2) , . . .  , 2/(0 ) -  между X =  Х2[0 , 1] и пространством 
Хш — 12 е нормой
п
\ \ к \ \ 2 =
г=1
Аппроксимирующие операторы Ап : £7П —>■ Рп определим для и п Е £7П 
формулой
(.А пип)г — / Д  (^ г ? (з) дв.
7о
Определим выпуклое компактное множество М  в виде 
М  =  {г/ Е И : \\Ьи\\ ^  Д},
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где L  -  линейный замкнутый оператор, действующий в пространстве ТДО,1]; 
за аппроксимирующие множества примем М п — рпМ .
Доказательство условия 1) теоремы 3.1 о дискретной сходимости А п -----> А ,
А п  г А  содержится в [9, 17], а все остальные условия, как и в предыдущем
примере, проверяются вполне просто.
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