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The parametric solution of Boolean equations in n unknowns is defined as the 
system C$ = (yl, . . . , m) of Boolean functions yi , . . . , yn : B” -+ B, i.e. the 
parametric solution is defined by xi = yi(tl, . . . , t,) (i = 1, . . . , n). In this paper 
we show that the functions yi(i = 1, . . . , n) depend on less than n parameters. 
The speciale case is xi = yi(ti, . . . , ti) (i = 1, . . . , n) which can be obtained by 
the method of successive liminations. 
Let X = (xi, . . . , x,) E B”, T = (tl, . . . , t,) E B” and A = (al, . . . , a,) E 
(0, l}“, where (B, U , 1, ‘, 0, 1) is Boolean algebra. 
Definition. Let f : B” + B be a Boolean function. The system ‘1’ = ( vl, . . . , qn) 
of Boolean functions vi, . . . , I,!J, : B” --, B is the general solution of consistent 
equation f(X) = 0 if and only if 
(Vx)f(W(X)) =0 A (VX)(f(X) =0+(=)(X= w(T))). 
Theorem 1 (Lowenheim). Let f : B”-, B be a Boolean function. Then 
(VX)f (X) = 0 @ (VA E (0, l}")f (A) = 0 
See, for instance, [2]. 
Theorem 2 (Deschamps). Let f : B” + B be a Boolean function and assume that 
equation f(X) = 0 is consistent. The formulas X = $(T), where $I = (yl, . . . , yn) 
and yi:B”-,B (i= 1,. . . , n), define the general solution of equation f(X) = 0 if 
and only if 
W)(f (X) = y zg (yi(A) + xi,> > 
where JJA means the product over all A = (al, . . . , a,) E (0, 1)” and operation + 
isdeJinedasa+b=a’bUab’. 
See [l]. 
0012-365X/90/$3.50 0 1990, Elsevier Science Publishers B.V. (North-Holland) 
230 D. Bankovic’ 
Lemma 1. Let f : B”+ B and yi : B” + B (i = 1, . . . , n) be simple Boolean 
functions and @=(yI,. . . , m). Let us assume that equation f(X) = 0 is consis- 
tent. X = #(T) is the general solution of equation f(X) = 0 in Boolean algebra B if 
and only if X = $(T) is the general solution of equation f(X) = 0 in two-element 
Boolean algebra B2. 
Proof. “X = c)(T) is the general solution of equation f(X) = 0 in B”. 
e Vx)(f (x) = F zG (Yi(c) + xi)) 
(by Theorem 2) 
e (VX)(f (x) + lj $J (Yi(c) + xi) = O) 
e (VA E (0, V’)(f (A) + v z$ (r&3 + ai) = 0) 
(by Theorem 1) 
a (VA E (0, l)“)(f (A) = c ze (Y;(C) + ai)) 
e “X = $J( T) is the general solution of equation f(X) = 0 in Bz” 
(by Theorem 2). 0 
Theorem 3. Let f : B” + B be a simple Boolean function. The general solution of 
Boolean equation f(X) = 0 can be written in the form 
x1 = h&l, . . . > &z-m) 
(1) 
x, = h&l, . . . > tn-m) 
wherehi:B”+B(i=l,...,n),ifandonfyif 
~f(A)=O$~sf(A)=l, (2) 
where S c (0, l}” and card S = 2”-” (card S is the cardinal number of the set S). 
Proof. Using the notation h = (h,, . . . , h,), we can write (1) in the form 
X=h(T). X=h(T) is the general solution in B if and only if it is the general 
solution in B2, by Lemma 1. We shall prove that formulas (1) define the general 
solution in B2 if and only if number r of the particular solutions of equation 
f(X) = 0 in B2 satisfies 1 s r =Z 2”-“. Let 1 s r s 2”-“. We can make the following 
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table: 
‘il:: 
The table has 2”-” rows because (ti, . . . , t,_,) E (0, l},-“‘. In the columns for 
Xl, * f f 9 x, we write all particular solutions of f(X) = 0. 
If I = 2”-” then the table is complete. If r < 2”-” then we complete the rest of 
the table with arbitrary particular solutions of equation f(X) = 0. From the table 
we get 
Xl = h&l, . . . 9 &J 
where hi, . . . , h, are the canonical disjunctive forms for x1, . . . , x,, 
respectively, obtained from the table. 
Let (1) define the general solution of equation f(X) = 0. Using (1) we can get 
at most 2”-“’ different n-tuples (x1, . . . , x,) when (tr, . . . , t,_,) E (0, l}“-m. 
Since equation f(X) = 0 is consistent we have 1 c T < 2”-“. 
We can remark the following: formula (2) holds if and only if number r of the 
particular solutions of equation f(X) = 0 in B2 satisfies 1 =Z r < 2”~“. 
Thus we have 
“X = h(T) is the general solution of f(X) = 0 in B” 
e “X = h(T) is the general solution of f(X) = 0 in B2” 
($ “number r of the particular solutions of equation f(X) = 0 in B2 
satisfies 1 C r 6 2”-“” 
@ (2) 
The theorem is proved. 0 
Corollary 1 [2]. Let f : B” + B be a simple Boolean function. Equation f(X) = 0 
has a unique solution if and only if 
(3) 
Proof. Putting in Theorem 3 m = n the conjunction (2) becomes (3) and 
hi(i = 1, . . . , n) are constants. Cl 
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Theorem 4. Let f : B”+ B be a simple Boolean function. The general solution of 
equation f(X) = 0 is of the form 
Xj, = tjl 
Xi, = gi,(tj,, . . . 7 tjm, ti,) 
xi2 = gi,(tj, 7 . . . 7 tjm, til, ti2) 
(4) 
xip=gip(tjl~ . . * , tjm, ti,, ti*? . . . 9 ‘i,) 
(m,pE{L.. . , n},m+p=nandgi,:B”+“~B(~=l,...,p))ifandonlyif 
UlIf(a,, . . . , a,)=0 (5) 
Am A P 
where A, = (ail, . . . , aj,,,) e (0, I}“, A, = (ai,, . . . , ai,) E (0, l}” and {jI, . . . , im, 
11, . . . , i,} = (1, . . . , n}. 
Proof. Let us write the formulas (4) as X = G(T). X = G(T) is the general 
solution in B if and only if X = G(T) is the general solution in B2, by Lemma 1. 
Thus it is sufficient to prove that the formulas (4) define the general solution of 
equation f (X) = 0 in B2 if and only if (7) holds. 
We introduce the following notation: 
f(($,, * * * > tjm)9 (ti,, . . . 9 tip)) =f(tI, * * * P tn). 
Let (5) hold. The condition (5) means, in B2, that for every m-tuple 
(aj,, . . . , aj_) E (0, 1}” there exists a p-tuple 
(ai,, . . . , a,,) E (0, 1)’ such that f ((aj,, . . . , ai_), (a,,, . . . , ai,)) = 0. 
We make the following table: 
‘iI 'i, ‘il ‘i&, xi, . xim xi, X$ 
0 . . 0 0 . . 0 
0 . 0 0 . . 1 
. . . . 
i . . . i i . . . i 
The table has 2” rows because (tj,, . . . , tj,,,) ti,, . . . , tip) E (0, I>“. For (tj,, . . . ) tj,,,, 
ti,, . . . 7 tip) E {O, l>” we determine (xi,, . . . , xi,, xi,, . . . , xi,) E (0, I}” in the 
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following way: 
1. If f((tj,, . . . , tjm), (ti,, . . . , tip)) = 0 then 
Xj, = tj,) . . . ) Xjm = ti,, 
Xi, = ti,) . . . ) Xip = ti . 
2.1. Iff((tj,, * . . J ti,), (I,, . . . , tip)) = 1 and 
f((tj,, . . . , tjm), (tin, . . . , tl)) =O then 
Xj, = tj,, . . . ) Xjm = tjmim) 
Xi, = ti,) . 1 f ) Xi _, = tj P _,) Xip = tl . 
2.2. If Il,4,_k_f((~j,l . . . 7 tjm)9 (till . . . 9 ti,_,, ti,, ak+l, . . . , a,)) = 1 and 
rIA,_tf((tj,, . . . , tj,,,), (ti,, . . . , tit_,, 41, ak+lt . . . , a,)) =O for SOme k E 
(1,. . . , p} (there exists such k and it is unique, by the condition (5)) then 
Xj,=ti,, . . . pXjm=tjm 
Xi, = ti,, . . . ) Xb_, = tik_,y Xir = tlk, 
Xir+l =ek+l, . . . , xip=ep 
where ek+i. . . eP is the minimal number, in the binary expansion, of the set 
{a k+l* . . ap 1 (ak+l, . . . , a,) E (0, l)p-k 
Af((tj,l . . . 7 tj,,,), (ti,, . . + , tikt ak+l, . . . 7 $))=O>. 
Let US prove that Xi, (r = 1, . . . , p) depends only on tj,, . . . , tjmim) ti,, . . . , ti; Let 
(tj,, * . . > ti,, til, * . . > ti,) E {O, l}m+r* If nA,_,f((tj,, . . . 9 tjm), (ti,, . . . 9 ti,, 
a r+l, . . . > a,,)) = 0 then 
Xj, = tj,, . . . ) Xj, = tjmj Xi, = ti, 2 . . . ) Xi, = ti, 
for all (ti,+,, . . . , tip) E (0, l}” by this procedure. If nAp_,f((tj,, . . . , tjm), 
(ti,, . . . , ti,, a,+l, . . . 9 a,)) = 1 (S <I) and I&-sf((tj,, . . . j tj,,,), (ti,, . . . , t,!,, 
a,+,, . . . , a,)) = 0 then, by this procedure, for all (tiS+,, . . . , tip) E (0, l}“-” (which 
means also for all (ti,+,’ . . . , tip) E (0, l}‘-‘) we have 
Xj, = tj,, . . * 7 Xj, = ti,, Xi, = ti,, . . . ) Xi~ = tag, 
Xi*+, = cs+19 . . . f xip = cpP 
where c,+~.  .cp is the minimal number, in the binary expansion, of the 
set {ds+i, * . . , dp 1 (ds+l, . * * 9 dp) E (0, I}“-” Af((tj,t . . . > tj,,,), (ti,, a . . ) ti,, 
d s+l, . . . , d,)) = O}. We conclude that xi, does not depend on (ti,+, . . . , tip). 
If we write the canonical disjunctive form for xj,, . . . , xjm, xi,, . . . , xip from the 
table, we get (4). 
Let (4) define the general solution of equation f(X) = 0 in B2. Let 
(b,, . . . , b,) be an arbitrary element of the set (0, l}” and let (d,, . . . , d,) be 
an arbitrary element of the set (0, l}“. If we take 
tj, = bl, . . . f tj,= b,, ti, =dl, . . . , ti,=dp, 
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we get, by (4), 
Xi, = bl 
xi, =g,,(bl, . . . , b,,,, 4) = (~1 
Xip=gip(bl, . . . 9 b,, dl, . . . 7 d,) = ap. 
Since f((b,, . . . , b,), ((Ui,, . . . , q,)) = 0, then 
!J f((bl, . * * > bm), (ai,, . . . > ai,)) = 0, (6) 
where &, means the product over all A, = (a,,, . . . , a,,) E (0, l}J’. Because (6) 
holds for arbitrary (b,, . . . , b,) E (0, l}” we have 
,U y f((“j,, * . . 9 ujm)9 (ui,, . . . J uim)) = 0 
m P 
where LJA, means the union over all A, = (uj,, . . . , uj,) E (0, l}“. 0 
Putting p = n in Theorem 4 we get 
Corollary 2. Let f : B” + B be u simple Boolean function. Zf IIA f (A) = 0 then the 
general solution of equation f (X) = 0 is of the form 
Xl = 41(t1) 
x2 = 944 7 tzj 
-52 = q&1, tz, . * . , L) 
whereq,:B’+B(i=l,..., n) are simple Boolean functions. 
Remark. The last “triangular” form can be obtained, for example, by the 
method of successive liminations. 
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