Knowledge of the distribution of groundwater contaminant plumes is needed to avoid pumping contaminated water, assess past exposure to contamination, and design remediation schemes to contain or treat the contaminated area. In most field cases, however, contamination is discovered by a small number of fortuitously located wells, and the full distribution of the plume is never known. This paper presents a stochastic geostatistical data assimilation approach capable of estimating the plume distribution at any time before, during or after the monitoring history of a site. The approach uses concentration data from all available monitoring events and results in plume estimates that are also consistent with groundwater flow and transport at the affected site. One of the unique features of the approach is that measurements taken at times subsequent to the time for which the plume is to be estimated can be used as an additional constraint on the plume distribution. The method is demonstrated using two hypothetical examples. In the first example, the distribution of a plume is estimated based on multiple sampling events from a sparse monitoring network. In the second example, the plume distribution is recovered using temporal breakthrough curves from downgradient monitoring wells.
Knowledge of the distribution of groundwater contaminant plumes is needed to avoid pumping contaminated water, assess past exposure to contamination, and design remediation schemes to contain or treat the contaminated area. In most field cases, however, contamination is discovered by a small number of fortuitously located wells, and the full distribution of the plume is never known. This paper presents a stochastic geostatistical data assimilation approach capable of estimating the plume distribution at any time before, during or after the monitoring history of a site. The approach uses concentration data from all available monitoring events and results in plume estimates that are also consistent with groundwater flow and transport at the affected site. One of the unique features of the approach is that measurements taken at times subsequent to the time for which the plume is to be estimated can be used as an additional constraint on the plume distribution. The method is demonstrated using two hypothetical examples. In the first example, the distribution of a plume is estimated based on multiple sampling events from a sparse monitoring network. In the second example, the plume distribution is recovered using temporal breakthrough curves from downgradient monitoring wells.
InTrOducTIOn
The recognition of the risk to human health and the environment associated with groundwater contamination has increased dramatically over the past several decades. Groundwater management in proximity to contaminated areas aims to avoid or minimize pumping of contaminated water, contain the plume within a specified area, assess past exposure to compromised water supplies, and/or treat the contaminated groundwater to reduce contaminant levels to within an acceptable threshold. These tasks require knowledge of the spatial and temporal distribution of chemical concentrations in the plume. In most practical situations, however, groundwater contamination is detected by a small number of fortuitously-located groundwater wells or monitoring locations, and the full spatial distribution of the plume is almost never known. To overcome this data limitation, interpolation tools are often used to estimate the plume distribution using the available concentration measurements. In typical cases where concentration data are limited, however, plume distributions estimated through interpolation often do not represent the true plume distribution adequately (e.g. Shlomi and Michalak [2007] ).
In field applications, other forms of data that can inform the plume distribution are often also collected. In many cases, data available at field sites include information on the flow and transport in the affected aquifer and concentration data taken either before or after the time at which the plume distribution is to be estimated. Historical concentration measurements and transport information theoretically provide a strong constraint on possible plume shapes and distributions. As will be described in more detail in Section 2, however, interpolation methods are not well equipped to assimilate this additional data into the estimation of the plume distribution. existing data assimilation approaches can overcome this limitation by allowing transport information to be used, but often require prior information on contaminant source locations and/or release histories and cannot make use of measurements taken after the time at which the plume is to be estimated.
The availability of improved methods for plume estimation would have a substantial impact on the management of contaminated groundwater resources, by improving our ability to avoid pumping contaminated water, amending the design of groundwater remediation alternatives, and providing a framework for monitoring remediation progress. The high cost associated with groundwater monitoring and the high risks posed by these contaminants contribute to the importance of developing robust estimation techniques that take into account diverse types of data for plume tracking and delineation.
In this paper, we present a data assimilation approach for estimating the full spatiotemporal distribution of a contaminant plume. The method integrates concentration measurements taken at different times and locations as well as knowledge of the flow and transport in the affected aquifer. Key features of the proposed methods are that the plume estimate at any given time is conditioned on both earlier and subsequent measurements and the source location or timing need not be known, thereby extending the applicability of the proposed approaches. At present, the method assumes that transport can be represented by a linear transport model, and that flow and transport at the site are either known or that transport model errors can be described using an error covariance structure. Also, the method as formulated in this paper is applicable to conservative tracers.
currenT APPrOAcHeS TO PluMe eSTIMATIOn
There is a vast body of literature on the development and application of estimation and data assimilation approaches for subsurface applications. The majority of work has focused on the estimation of the physical properties of the subsurface, such as, for example, hydraulic conductivity distributions. Although the immediate aim of these approaches is not to estimate plume distributions, the ultimate goal is to help predict tracer transport, and tracer concentration data are often used as a constraint in the estimation. A brief discussion of these approaches is presented in Section 2.1. A wide range of data assimilation tools have also been used for various hydrological applications including plume estimation and monitoring network design, and some of the methods have strong analogies to the tools proposed here. These are briefly described in Section 2.2. Section 2.3 presents a short description of geostatistical kriging tools and their variations proposed specifically for plume estimation. The methods proposed here are based on inverse modeling tools originally developed for contaminant source identification, and a short description of these tools is provided in Section 2.4.
Parameter Estimation in Subsurface Hydrology
The estimation of subsurface parameter distributions has been the focus of substantial research. These approaches aim to provide optimal representations of subsurface parameter distributions and their associated uncertainty, given limited observations of related quantities. for example, quantities such as hydraulic conductivity or transmissivity can be estimated from any combination of sparse measurements of these same quantities, hydraulic head distributions, tracer concentrations, breakthrough curves, etc. These methods have evolved over the last three decades from simple interpolation of measured property values, to data assimilation methods that account for other measured parameters such as hydraulic head, and later, tracer concentrations. linear and nonlinear methods have been proposed for assimilating the various sources of information into the estimation process. reviews of such applications in subsurface hydrology and petroleum engineering are available in McLaughlin and Townley [1996] and de Marsily et al. [1999] , among others. An intercomparison of seven linear and nonlinear geostatistically based inverse approaches for estimating the transmissivity distribution in an aquifer is presented in Zimmerman et al. [1998] .
Although the ultimate goal of these approaches is to improve predictions of tracer transport, the primary focus has most often been on the uncertainty associated with the physical subsurface parameter distribution, and not on estimating the distribution of existing plumes. The methods proposed in this paper can also contribute to the prediction of contaminant transport, but the primary objective is to estimate the plume at one or multiple specific points in time during the monitoring history of a site, given a known flow and transport field.
Kalman Filtering and Other Data Assimilation Approaches in Hydrology
McLaughlin [2002] provides an introduction to, and review of, the application of statistical interpolation, filtering and smoothing to hydrological applications. Kalman filtering applications in groundwater flow modeling are reviewed in Eigbe et al. [1998] . In general terms, for the problem examined here, interpolation approaches use measurements taken at a single time to estimate the spatial distribution of a parameter. filtering approaches are applied when historical measurements are used the inform the current or future distribution of a parameter. Smoothing aims to assimilate data gathered throughout the monitoring history of a site to estimate the parameter distribution at one historical point in time. The methods proposed in this work are closely related to the least-squared filtering and smoothing methods described in McLaughlin [2002] , but the priors are defined based on the spatial autocorrelation of the plume distribution, instead of representing a prior estimate of the concentration distribution within the domain.
A related topic was examined in McLaughlin et al. [1993] and Graham and McLaughlin [1991] , who applied an extended Kalman filter developed by Graham and McLaughlin [1989a,b] to sequentially update estimates of plume distributions at field sites by using hydraulic conductivity, hydraulic head and concentration measurements. This approach involved the simultaneous estimation of the subsurface parameters and the most recent plume distribution. The plume distribution is informed by measurements taken at or before the time at which the plume is to be estimated.
Kalman filtering and related approaches have also been applied for groundwater monitoring network design, where the goal is often to minimize the uncertainty associated with the current or future distribution of a tracer plume. These approaches have the ability to use information on the flow and transport in contaminated aquifers in a data assimilation framework to estimate plume distributions. Loaiciga [1989] used transport information to quantify the covariance between plume concentrations at different times and locations, and used this information to select optimal monitoring locations. In this approach, historical concentration measurements are used to inform future plume distributions. Similarly, Herrera and Pinder [2005] recently proposed a Kalman filtering approach that maps information from past measurements to the current time in a method aimed at locating optimal sampling locations. This recent study also made assumptions about the location and timing of the initial contaminant release, and incorporated uncertainty in the transport model in the form of a spatial covariance of transport properties such as hydraulic conductivities. Chang and Jin [2005] also examined the impact of model uncertainty on sequential estimates of the plume distribution in a Kalman filtering framework, but assumed that the source of the contamination was exactly known. As such, all uncertainty was the result of errors in the transport model, which were parameterized using a system error covariance structure which was assumed known. Zou and Parr [1995] also applied a Kalman filter starting with a known initial plume distribution. The transport model error was represented as a white Gaussian noise process. All of these past works implemented various forms of a linear Kalman filter (e.g. Gelb [1974] ), a Bayesian approach where a prior distribution is defined by forecasting the plume distribution from a previous time at which measurements were taken, and the posterior distribution represents a compromise between this prior and information supplied by new observations at the current time.
All of the above monitoring network design approaches except that of Loaiciga [1989] require knowledge of either the contaminant source location and release history, or an initial plume distribution. In the cases of Zou and Parr [1995] and Chang and Jin [2005] , this distribution was exactly known, whereas Herrera and Pinder [2005] assumed that the source locations were known, but presented a statistical model for the uncertainty associated with the release history of the sources. In addition, all the above methods allow information to propagate forward in time through the Kalman filtering procedure, but no information propagates from later to earlier times. As such, if the contaminant distribution at a particular time is to be estimated, measurements taken after that time cannot be used to constrain the estimate.
Interpolation Approaches
Many current methods for estimating plume distributions rely on interpolation of concentration measurements taken at the time at which the plume needs to be estimated. Geostatistical kriging is a popular method for estimating plume distributions that can use measurements at sampled locations, incorporate trends, and take advantage of measurements of certain other related variables (e.g. in a cokriging framework). Spatial analysis can be performed to identify spatial trends and variogram structures to be used in the estimation process. Variants and extensions of kriging can be used to introduce some additional information into geostatistical analyses (e.g. Diggle et al. [1998]; Figueira et al. [2001] ; Kitanidis and Shen [1996] ; Saito and Goovaerts [2001] ), and a review of these approaches is presented in Shlomi and Michalak [2007] .
However, many types of supplementary physical data, such as knowledge about the groundwater flow and transport in the aquifer or concentration data taken at different times cannot be used directly in kriging. data taken at different times must either be ignored, or the plume must be assumed to be at a relative steady state in order to incorporate different measurement periods within an interpolation framework. Alternatively, the differential equations describing contaminant flow and transport can potentially be used to define spatio-temporal covariance functions for interpolation (e.g. Kolovos et al. [2004] ).
Overall, current interpolation methods for estimating the spatial and/or temporal distribution of contaminant plumes do not take into account all information available about the transport properties of the affected aquifer, and are most easily applicable with measurements taken at a single time.
Geostatistical Inverse Modeling and Extensions
The method proposed in this work leverages recent advances in geostatistical contaminant source identification to develop novel tools aimed at estimating plume distributions. Inverse methods applied to contaminant source identification use modeling and statistical tools to determine the historical distribution of observed contamination, the location of contaminant sources, or the release history from a known source. reviews of existing methods are available in Atmadja and Bagtzoglou [2001b] and Michalak and Kitanidis [2004] .
One subset of inverse methods focuses on determining the values of a small number of parameters describing the source of a contaminant such as, for example, the location and magnitude of a steady-state point source, and may include additional parameters such as the times at which the release began and ended.
More directly related to the proposed methods, a second subset of existing contaminant source identification tools uses a function estimate to characterize the historical contaminant distribution, source location, or release history. In this case, the contaminant distribution or source description is not limited to a small set number of fixed parameters, but can instead vary in space and/or in time. This category includes methods that use a deterministic approach and others that offer a stochastic approach to the problem. deterministic approaches include Tikhonov regularization Kabala, 1994, 1998; Liu and Ball, 1999; Neupauer et al., 2000] , quasi-reversibility [Skaggs and Kabala, 1995; Bagtzoglou and Atmadja, 2003] , nonregularized non-linear least squares [Alapati and Kabala, 2000] , the progressive genetic algorithm method [Aral et al. 2001] , and the Marching-Jury Backward Beam equation method [Atmadja and Bagtzoglou, 2001a; Bagtzoglou and Atmadja, 2003] . Although these methods provide an estimate of a source location or release given certain assumptions, they cannot be used to directly quantify the uncertainty associated with that estimate. In stochastic approaches, parameters are viewed as jointly distributed random fields, and estimation uncertainty is recognized and its importance can be determined. Two stochastic approaches that offer a function estimate have been proposed to address the problem of source identification: geostatistical inverse modeling [Snodgrass and Kitanidis, 1997; Michalak and Kitanidis, 2002 , 2004a Butera and Tanda, 2003 ] and the minimum relative entropy method [Woodbury and Ulrych, 1996; Woodbury et al., 1998; Neupauer et al., 2000] .
These stochastic approaches are particularly useful for potential application to improving plume estimation, because they allow the information content of concentration measurements taken at different times to be directly evaluated. This information can, in turn, be used to determine the precision with which the plume distribution can be estimated. In addition, these methods are not limited to instantaneous or point releases. The applicability of geostatistical inverse methods to multidimensional solute transport has already been demonstrated for heterogeneous media [Michalak and Kitanidis, 2004a; Shlomi and Michalak, 2007] and is similar in form to geostatistical kriging, making it amenable to the development of a stochastic method for identifying the spatiotemporal distribution of groundwater contamination. The approach aims to assimilate knowledge of the transport properties of the affected aquifer and concentration measurements from any number of times and locations. Of particular relevance to the current work, Michalak and Kitanidis [2004a] demonstrated the ability of geostatistical inverse modeling to estimate the historical distribution of a contaminant plume using a set of measured concentrations at a subsequent time.
In recent work, Shlomi and Michalak [2007] developed a theoretical framework for incorporating flow and transport information for estimating the plume distribution within a deterministically-heterogeneous aquifer contaminated by a single point source with an unknown time-dependent contaminant release history. In that work, a hypothetical heterogeneous aquifer was contaminated, and the resulting plume was sampled at a single time at a small number of wells. These observations were used to infer the full plume distribution using existing geostatistical kriging tools as well as two new proposed methods that incorporate flow and transport information. The authors concluded that, although geostatistical kriging reproduced the available measurements, it was unable to represent the true distribution of the plume. The proposed methods used the same limited concentration information to first estimate the release history of the contaminant into the aquifer, and then use this release and its associated uncertainty to map the plume at the time when measurements were taken. The method assumed a known deterministic transport model and knowledge of the location of the point source. This approach was able to reproduce the true plume shape accurately, and the estimated uncertainty was substantially lower relative to the kriging estimate.
The method proposed here is based on the principle of inverse/forward modeling presented in Shlomi and Michalak [2007] . However, no assumptions are made about the location or nature of the source of contamination, and observations taken at multiple times can be used to constrain the contaminant distribution at any time before, during or after monitoring episodes. The proposed method allows measurements taken at downgradient locations and/or future times to provide additional constraints on the estimated plume distribution. This feature makes the approach applicable to a wide range of problems, such as the estimation of the spatio-temporal evolution of a plume based on measured downgradient breakthrough curves, or the assessment of historical exposure to groundwater contamination.
MeTHOdOlOGy
The methodology presented in this work entails the assimilation of concentration measurements taken throughout the monitoring history of the affected site, making use of an available transport model for the aquifer. The proposed method makes use of tools developed for geostatistical contaminant source identification, plume estimation, adjoint state modeling methods, and Kalman filtering / smoothing to provide a framework for assimilating concentration data and knowledge of flow and transport in the affected aquifer to estimate the spatio-temporal evolution of contaminant plumes.
Two approaches are presented. The first involves the sequential integration of concentration data within a Kalman filtering (forward in time) and Kalman smoothing (backward in time) framework, and is outlined in Plate 1. This is the preferred approach in cases where the incremental effect of additional data is to be evaluated or when additional data are made available after initial estimates are made. This first algorithm may also be computationally more efficient for certain transport models. The second approach, illustrated in Plate 2, builds on the inverse/forward modeling approach proposed by Shlomi and Michalak [2007] , mapping all available measurements to the time at which monitoring began, and mapping this estimated historical contaminant distribution to the time at which the plume is to be estimated. This second approach is more computationally efficient when the plume distribution at multiple times is to be estimated or when measurements are taken at many distinct times (as in the second example presented in this paper). The two approaches are mathematically very similar and the choice between them will be based primarily on implementation considerations, although other minor differences are discussed in Section 5. Both approaches treat the plume distribution as a random function, yielding quantitative uncertainty estimates in addition to descriptions of the plume distributions.
In the following method descriptions, the temporal domain has been discretized as where refers to the time for which we wish to obtain an estimate of the plume, and all other indices refer to times at which concentration measurements were taken. As described below, the methods can be applied regardless of whether measurements are also available at time . The discretized plume distributions at different times are termed , and the available measurements are referred to as . note that the number of measurements does not have to be the same for all measurement times, and the method can make use of multiple measurement times before and after the estimation time.
Use Data Sequentially -Kalman Filtering and Smoothing Approach
The first approach is conceptually related to the Kalman filtering approaches discussed in Section 2.2 and involves the sequential assimilation of measurements, starting from the earliest observations and stepping forward through the different measurement times until the time for which the plume is to be estimated (Plate 1). unlike existing methods, however, this approach also takes advantage of geostatistical inverse modeling tools developed by Michalak and Kitanidis [2004a] to assimilate measurements taken after the estimation time.
The method starts by estimating the plume distribution, denoted by the vector , at the time when monitoring began, t 1 , using only the measurements taken at that time, denoted by the vector , in a geostatistical kriging framework (step 1 in Plate 1). The system of linear equations can be expressed as:
( 1) where S is an matrix representing the subsampling of the plume at locations where measurements are available (this is in effect a sensitivity matrix populated with ones and zeros), Q is the geostatistical spatial covariance matrix of the discretized plume distribution at time , R is the model-data mismatch covariance (which represents measurement errors and can sometimes also be used to describe transport model error statistics), X is an matrix of known base functions defining the geostatistical model of the spatial trend of , and the resulting Λ and M are used to define the best estimate and uncertainty covariance of , and , respectively:
(2) Plate 1. Schematic illustration of Kalman filtering / smoothing approach for sequential data assimilation for plume delineation. The step numbers listed in the text are indicated in parentheses.
Plate 2. Schematic illustration of inverse/forward modeling for assimilation of multiple datasets for plume delineation. The step numbers listed in the text are indicated in parentheses.
Although written slightly differently, this system is simply a traditional set of kriging equations with either a constant or variable trend (depending on the form of X).
In subsequent steps, the estimate of the earlier plume and its uncertainty are used to define a prior estimate of the plume distribution at the next sampling time, , making use of the transport information provided by the numerical or analytical model of the affected aquifer (step 2a in Plate 1):
where represents the sensitivity matrix of the discretized plume distribution at time to that at time , and becomes the prior estimate of the distribution . note that the definition of the sensitivity matrix relies on the linearity of the transport model, and the method would need to be modified for nonlinear transport. The matrix is square if the plume is estimated at the same locations for both times and can be obtained by a sequence of runs of the model representing transport at the site. This prior estimate is updated in a Kalman filtering step using measurements taken at time (step 2b in Plate 1). This corresponds to finding the minimum of a least-squared optimization objective function:
where S is now an matrix representing the subsampling of the plume at the measurement locations, and R is the model-data mismatch covariance of the new set of observations. note that these can have different dimensions than in equation (1) 
where can be thought of as a typical Kalman gain matrix, and is the final a posteriori estimate of the distribution . note that there is no matrix M of lagrange multipliers in this set of equations because the a priori distribution is known and defined by .
This Kalman filtering continues until the time for which the plume distribution is to be estimated, . for the last Kalman filtering step, the prior estimate is obtained from the most recent earlier distribution by (step 3a in Plate 1):
If data are available at time , the Bayesian updating step takes the form (step 3b in Plate 1):
The estimate at time is then further refined by making use of any available observations taken at a time later than the estimation time, in a Kalman smoother step (step 4 in Plate 1). The objective function for this Bayesian update is: (10) where are the measurements taken at any later time (s) , is an matrix representing the sensitivity of these later measurements to the full discretized distribution at time , and all other terms are defined analogously to the ones in the previous objective functions. note that can include measurements from more than one time later than . The minimum of this objective function can be expressed as a linear system of equations: (11) where the final estimate of the plume distribution at time is expressed as: (12) where the prime denotes the estimate of after the second Bayesian updating step.
note that the use of S in the above equations assumes that the sampled points are a subset of the estimation points, which is not a requirement of the method, but this notation was used here for convenience of illustration. In addition, the estimation points do not necessarily need to be on a grid, although this is convenient for contouring software. This method allows for sequential refinement of estimates as additional data become available, which may present computational savings for some numerical models relative to the second method presented below.
for the special case where the time at which the plume is to be estimated either (i) equals the time at which the latest measurements were taken or (ii) is after the time at which the last measurements were taken, the method is analogous to kriging the earliest measurements and running a Kalman filter that sequentially predicts the plume at the next measurement time and conditions the plume distribution on new observations as they become available (e.g. Loaiciga [1989] ).
Use all Data Simultaneously -Inverse/Forward Modeling Approach
The second approach builds on the inverse/forward modeling method recently proposed by Shlomi and Michalak [2007] . The original method was applied to the estimation of the timing and intensity of a contaminant release into an aquifer, and this information was used in combination with an available transport model to estimate a plume distribution. note that Shlomi and Michalak [2007] ultimately recommended the use of a second approach (Transport-enhanced Kriging, TreK) for this problem, which allowed for separate covariance structures to be defined for the temporal source release history and spatial plume distribution. In the current work, no assumptions are made about the nature of the source of contamination. Therefore, the inverse/forward modeling approach, which focuses on a single covariance structure (the spatial autocorrelation of the plume distribution, in this case), is a more appropriate basis for the proposed method.
for the method presented here, we apply an inverse/forward modeling approach to first estimate the plume distribution at the time when monitoring began (i.e. the time at which the first measurements were taken) using all available measurements from all monitoring episodes. This estimate is then used to recover the plume distribution at a given later time using the available transport model (Plate 2). As in the approach presented in Section 3.1, the approach begins by estimating the plume at the start of monitoring; unlike the first approach, however, all measurements taken at all times are used simultaneously to inform this estimate. The estimate is consistent with all measurements taken at all times.
for the general case where measurements are available before, at, and after the time at which the plume is to be estimated, the objective function is expressed as (step 1 in Plate 2): (13) where is the vector of all available concentration data , R is the model-data mismatch covariance matrix of all available measurements, Q is the geostatistical spatial covariance of the discretized plume distribution at time , is the geostatistical model of the trend, and (14) (15) where S is a matrix representing the subsampling of the plume at locations where measurements are available, represents the sensitivity matrix of each of the measurements to the discretized concentration distribution at time , and the other matrices are defined analogously. The sensitivity information is again based on linear transport, and is obtained through the implementation of a numerical or analytical groundwater flow and transport model (e.g. Michalak and Kitanidis [2004a] ). equation (13) represents a geostatistical inverse problem, where the distribution is estimated based on the dual criterion of generating a plume that is consistent with all available measurements and that exhibits spatial autocorrelation structure consistent with Q and . The solution to this system of equations is obtained by minimizing equation (13) with respect to and . The solution can be expressed as a system of linear equations: (16) where and M are used to estimate and its a posteriori covariance: (17) The estimate of the plume at time , is then obtained by mapping the estimate and its covariance structure forward in time (step 2 in Plate 2): (18) where is the sensitivity matrix of the discretized plume distribution at time to that at time .
for the special case where the time at which the plume is to be estimated either (i) equals the time at which the latest measurements were taken or (ii) is after the time at which the last measurements were taken, the data vector and sensitivity matrix become: (19) for the special case where no measurements are available for the time at which the plume distribution is to be estimated, the data vector and sensitivity matrix do not include this time step, but the equations remain unchanged. for the case where the time at which the plume is to be estimated precedes any sampling, the method is similar to the work presented in Michalak and Kitanidis [2004a] where a spatial array of measurements was used to estimate the previous distribution of a plume. In this case, the data vector and sensitivity matrix become: (20) and the objective function is then written to estimate directly.
In the general case, the method can be applied to estimate the contaminant distribution at any time, integrating transport and concentration information from all available times. As such, this second approach may be more numerically efficient if samples were taken at many different times, or if the plume distribution is to be estimated at multiple times. note that if the total number of samples is very high, the inversion of the matrix in equation (16) required to solve for and M may become computationally prohibitive, in which case the first approach would be more appropriate.
APPlIcATIOnS
Two sample applications are presented. The first represents the estimation of the spatial distribution of a plume using multiple sets of measurements taken at different times. The second represents the estimation of the temporal evolution of a plume based on measured breakthrough curve information.
Estimate Plume From Monitoring Network Observations
This example involves the estimation of a contaminant plume distribution in a confined aquifer at a time days after monitoring of the aquifer began. Measurements are assumed to have taken place at four distinct times, days, days, days, and days. At each time, 12 measurements were taken on a regular grid. A hypothetical example was chosen to illustrate and verify the capabilities of the methods in a setup where the true concentration distributions are known. The Kalman filter and smoother approach (Section 3.1) was implemented for this first example.
The conductivity field for this aquifer, originally used in Michalak and Kitanidis [2004a] , was generated for a rectangular domain using the numerical spectral approach of Dykaar and Kitanidis [1992a,b] . Although a multi-Gaussian representation of the hydraulic conductivity heterogeneity was used here, this was done for simplicity, and is not a requirement for the application of the proposed methods. All four boundaries of this aquifer were defined as constant head, with a 0.034 m/m head gradient in the West to east direction, and a 0.0067 m/m gradient in the north to South direction, inducing flow mainly toward the east with a minor component toward the South. MOdflOW-2000 [Harbaugh et al., 2000] was used to calculate the flow field.
The numerical transport model MT3dMS [Zheng and Wang, 1999] was used to simulate the spatio-temporal evolution of the plume and to obtain the sensitivity matrices required to apply the model. figure 1 shows the solute distribution at the four times when measurements were taken, with time representing the time of the first sampling event. data collected at each sampling time at the locations indicated on the plumes in figure 1 were used to recover the spatial distribution at time days. The sensitivity matrices required to implement the Kalman filter / smoother approach were calculated on a grid of 946 points (43 × 22 cells). This grid also represents the discretization at which the plume was estimated. The transport model was run repeatedly, each time simulating a plume developing from a single unit concentration in one grid cell. This plume was sampled at time Dt = 800 days, the time intervals between sampling episodes. note that the method does not require a regular sampling interval in time. By running the model sequentially for each grid cell, the various H matrices were populated, representing the sensitivity of each location in the aquifer to the concentration at a previous time and location. Assuming a steady state flow regime and making use of the linearity of the transport model, the base sensitivity matrix calculated for Dt = 800 days could be used to calculate the sensitivity over other time intervals . Separate runs for each time interval would have been required if the flow were not assumed to be steady state. The spatial covariance structure of the plume distribution at time days was estimated using an exhaustive sample from that distribution. In a real situation, this covariance would be estimated using a restricted Maximum likelihood approach as discussed in Kitanidis [1995] and Michalak and Kitanidis [2004a] using only the sampled concentrations, but we opted to use the full plume distribution here to help isolate the behavior of the proposed method. The length (l) and sill parameters for an exponential covariance model were estimated to be:
where (21) and h is the separation distance between two points. The plume was assumed to have random, normally distributed measurement error with ppm, corresponding to an idealized case with no transport model error.
The approach described in Section 3.1 was used to estimate the plume at time days at m = 946 points throughout the domain. figure 2 shows the best estimate of the plume at the required time, as well as the standard error of estimation, defined as the square root of the diagonal element of . figure 3 and 4 show the estimates for the equivalent case obtained by ordinary kriging and Kalman filtering (but without Kalman smoothing), respectively. The ordinary kriging estimate uses only the data taken at time , because data collected at other times and transport information cannot be directly included in kriging. The spatial covariance parameters used for kriging the measurements for time were:
The Kalman filtering estimate uses measurements taken before and at the time at which the plume is to be estimated, but not any subsequent measurements , yielding results that are similar to those that would be obtained using the approach of Loaiciga [1989] .
Estimate Plume Evolution From Downgradient Breakthrough Curves
The second application presents the recovery of the temporal evolution of the spatial distribution of a groundwater plume based on breakthrough curves measured at a small number of wells. unlike the first example presented, existing methods such as Kalman filtering or geostatistical interpolation would not have been practical for this application, because samples are never taken within the area where the plume distribution is to be estimated.
The experimental setup is similar to the first application. The domain is identical, with a net flow from West to east and from north to South. The simulated plume is also identical to that used in the first application, and is presented in figure 1 for times days. unlike in the first application, however, the plume is not sampled at these times, but breakthrough curves are instead measured at seven monitoring wells located on the downgradient boundary of the domain at times days, where 400. The well locations and breakthrough curves are presented in figure 5 .
The breakthrough curves are used in the approach described in Section 3.2 to first estimate the plume at time days, assuming that the measurements have a small normally distributed random error with ppm. This estimate and its covariance structure are then used to obtain estimates for time 1600 days by applying equation (18). note that the time of 1600 days was selected to correspond to the time examined in example 1. Once the plume at time days is estimated, the plume at any other time can be estimated by applying equation (18) repeatedly for all the times of interest, with different matrices corresponding to the sensitivities of the plumes at these various times to the plume distribution at time days. The resulting plume estimate at time 1600 days is presented in figure 6 , along with the locations of the breakthrough curve monitoring wells. conversely to the first application, this represents an estimate based on a large numbers of sampling times at a small number of sampling locations that are not in the vicinity of the plume that is to be estimated.
MeTHOd PerfOrMAnce And APPlIcABIlITy
The two approaches presented in this work are designed to estimate the spatial distribution of a groundwater contaminant plume through assimilation of concentration measurements taken throughout the monitoring history of a site and knowledge of the flow and transport in the aquifer. The presented approaches yield accurate results in the sense that the actual deviations of the best estimate from the true plume are correctly characterized by the estimation uncertainty. Geostatistical interpolation approaches can only incorporate information from concentration measurements taken at the time when the estimate is sought, or at times close enough to the estimation time such that the plume distribution can be approximated as unchanged. As can be seen from figure 3, interpolation approaches cannot capture the shape and extent of a groundwater contaminant plume in cases where the monitoring network is sparse, the plume hot spots do not correspond to monitoring locations, and/or the plume is highly heterogeneous.
A Kalman filtering approach can incorporate transport information as well as any measurements taken prior to the time for which the plume is to be estimated. As can be seen by comparing figure 4 to figure 2, however, measurements taken at times subsequent to the estimation time provide additional constraints on the plume distribution that cannot be incorporated in a Kalman filtering approach.
The presented Kalman filtering/smoothing and inverse/ forward modeling approaches, on the other hand, can assimilate all concentration data. A practical aspect of this advantage is the option to take additional measurements to increase the accuracy of the estimate of a historical plume that was not thoroughly monitored at the time of interest.
In addition, existing plume estimation methods are only directly applicable if the monitoring network samples the plume while it is in the region of the domain that we are interested in. The two proposed approaches, on the other hand, can also make use of breakthrough curves measured at downgradient locations to estimate the spatio-temporal distribution of contaminant plumes. Although not specifically demonstrated through an example here, the data used in examples 1 and 2 could also have been used concurrently without requiring any modifications to the proposed approaches.
The spatial distribution of the uncertainty is also quite different for the proposed approaches relative to kriging. Whereas for kriging the uncertainty grows uniformly and monotonically away from measurement locations (figure 3), the uncertainty associated with the proposed approaches is related both to the measurement locations and to the sensitivity of various locations within the aquifer to one another, as expressed through the H matrices (figure 2). As a result, even poorly sampled areas can have relatively low uncertainty if they have a weak hydrologic connection to the locations where contamination was detected.
The two approaches presented here are mathematically very similar, and the selection of a method should be based primarily on computational considerations. from a conceptual perspective, the difference between the two approaches is in estimating the trend parameters of . Whereas in the Kalman filtering/smoothing approach the estimate of is based only on the measurements taken at time , in the inverse/forward modeling approach all measurements contribute to this estimate. This dif- ference is only expected to be important if these parameters are themselves of interest in the analysis.
As mentioned in Section 1, the proposed methods, as presented in the current work, rely on several assumptions. The definition of the sensitivity matrices H relies on a linear formulation of transport in the aquifer. In addition, the methods are currently set up for conservative tracers, although some forms of reactive transport, such as linear reaction kinetics, would only require minor modifications to the presented methods. Although the use of a multiGaussian representation of the physical heterogeneity of the aquifer is not required (see Section 4.1), the heterogeneity of the plume distribution at the earliest time when measurements are taken is modeled as a second-order stationary process. We have not found this to be a strong limitation in practice even for highly heterogeneous non-Gaussian hydraulic conductivity distributions (results not shown), but this assumption will need to be evaluated explicitly in future applications.
The presented approaches assume that the flow and transport in the aquifer are either known or that transport model errors can be described using an error covariance structure.
The presented examples represent idealized cases with low measurement error and do not explicitly include transport model error. In field cases, the flow and transport in an aquifer are never fully characterized, and this uncertainty will have a substantial impact on the estimated plume distribution. Although a full treatment of transport uncertainty is beyond the scope of this paper, two sensitivity analyses were conducted to assess the impact of errors in the model's ability to reproduce available measurements. In the first sensitivity analysis (figure 7), the measurement error was increased to a variance of , and random errors with this variance were added to all measurements. If transport errors are present, then measurements cannot be reproduced perfectly, and this error is often parameterized as an additional measurement error. As can be seen in figure 7 , the two main impacts of the increased error are less detail in the best estimate relative to the low error case (figure 2), and higher uncertainty in the estimate. In the second sensitivity analysis (figure 8), we defined a spatially correlated model-data mismatch error because transport errors are expected to have spatially-correlated impacts on the measurements (e.g. Chang and Jin [2005] ). . recovered plume distribution for time days using Kalman filtering / smoothing approach. The uncertainty is expressed as one standard deviation of the estimation uncertainty.
The variance remained , but this error was assumed to have an exponential covariance with a correlation length equal to that of the actual plume at the estimation time (l = 100m). errors with these same characteristics were added to the measurements. In field cases, the correlation length of transport errors could be estimated from tracer experiments by performing a variogram analysis on the difference between actual and predicted tracer concentrations at monitoring wells. In the presented example, the spatial covariance of the error term had little impact on the best estimate and its associated uncertainty. for both sensitivity analyses, the estimates were accurate in the sense that the error of the estimate relative to the actual plume was consistent with the estimated uncertainty. These sensitivity analyses are intended as an illustration of the effect of increased uncertainty on the ability of the methods to obtain accurate estimates. They are not a substitute for the estimation methods described in Section 2.1 that are designed specifically for characterizing the uncertainty associated with subsurface flow and transport parameters.
Both approaches involve the inversion of matrices of size defined by the number of measurements being used to update the estimate of the plume distribution. When a very large number of measurements is available, the inverse/forward modeling approach may become computationally prohibitive because it requires the inversion of a matrix with dimensions slightly larger than the total number of measurements taken at all times. The Kalman filtering/smoothing approach is therefore preferable in these cicumstances. for the case of a finely discretized spatial domain, the matrix multiplications required to obtain the components of the linear system of equations may themselves become computationally expensive, and may need to be implemented as a series of products of smaller arrays. In the case where even such a multi-step approach is prohibitive (e.g. if the transport model has millions of nodes), more sophisticated numerical optimization methods such as ensemble or variational approaches would need to be implemented.
cOncluSIOnS
The methods presented in this paper make it possible to assimilate concentration data taken throughout the monitoring history of a site and knowledge of the groundwater flow and transport in the affected aquifer to estimate the distribution of a contaminant plume at any time during or prior to monitoring. The proposed methods produce estimates that are conditioned not only on measurements concurrent to the estimation time and/or measurements taken prior to the estimation time, but can also take full advantage of subsequent concentration data. In addition, knowledge of the source of contamination is not required. These differences allow for more accurate and precise estimates when monitoring continues after the time for which the plume estimate is sought, and make the approaches applicable to a new set of problems. for example, as presented in this work, the breakthrough curve at a few downgradient monitoring wells can be used to estimate the spatio-temporal evolution of a plume.
finally, although a full statistical analysis of the impact of transport model uncertainty is beyond the scope of the current work, real field sites involve complex uncertainty in the transport parameters. future work will focus on explicitly characterizing and accounting for this uncertainty. Parameter estimation methods such as the ones described in Section 2.1 could be used to characterize the uncertainty of the f low and transport fields given available measurements, and tools for incorporating this information into the derived methodology could then be developed. Alternately, the flow and transport parameters could be estimated together with the plume distribution (e.g. McLaughlin et al., [1993] ), and such tools are the subject of ongoing research. . recovered plume distribution for time days using Kalman filtering / smoothing approach. The uncertainty is expressed as one standard deviation of the estimation uncertainty.
