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Abstract— The bitstream structure of layered media formats 
such as Scalable Video Coding (SVC) or Multiview Video Coding 
(MVC) opens up new opportunities for their distribution in 
Mobile TV services. Features like graceful degradation or the 
support of the 3D experience in a backwards-compatible way are 
enabled. Reason is that parts of the media stream are more 
important than others with each part itself providing a useful 
media representation. Typically, the decoding of some parts of 
the bitstream is only possible, if the corresponding more 
important parts are correctly received. Hence, unequal error 
protection (UEP) can be applied protecting important parts of 
the bitstream more strongly than others. Mobile broadcast 
systems typically apply forward error correction (FEC) on upper 
layers to cope with transmission errors, which the physical layer 
FEC cannot correct. Today's FEC solutions are optimized to 
transmit single layer video. The exploitation of the dependencies 
in layered media codecs for UEP using FEC is the subject of this 
paper. The presented scheme, which is called layer-aware FEC 
(LA-FEC), incorporates the dependencies of the layered video 
codec into the FEC code construction. A combinatorial analysis is 
derived to show the potential theoretical gain in terms of FEC 
decoding probability and video quality. Furthermore, the 
implementation of LA-FEC as an extension of the Raptor FEC 
and the related signaling are described. The performance of 
layer-aware Raptor code with SVC is shown by experimental 
results in a DVB-H environment showing significant 
improvements achieved by LA-FEC. 
 
Index Terms—SVC, layered media, LA-FEC, Mobile TV, 
MVC, UEP 
I. INTRODUCTION 
ayered media formats, such as Scalable Video Coding 
(SVC) [1] or Multiview Video Coding (MVC) [2] open up 
new opportunities for distributing Mobile TV services. Such 
services can benefit from features like graceful degradation 
behavior or introducing new services, e.g. providing additional 
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higher resolution or 3D enhancements, in a backwards-
compatible way. Layered media codecs are considered as a 
candidate technology in ongoing standardization on mobile 
broadcast services like e.g. SVC in DVB-NGH [3] or already 
adopted in ATSC-M [4]. Due to inter-layer prediction, parts of 
the media stream are more important than others. The loss of a 
certain quality layer affects all layers that depend on it. 
Therefore an efficient transmission of layered media requires a 
differentiation in robustness for the different layers of quality. 
Forward error correction (FEC) is typically used in mobile 
broadcast systems to increase service robustness. FEC 
mechanisms can be categorized into those working at the 
physical layer or at any upper layer above it, such as the link 
or application layers [5]. On physical layer, typically LDPC 
[6] or Turbo codes [7] are applied. On upper layers, today's 
state of the art FEC solutions of mobile broadcast standards 
are Raptor code [8] or RaptorQ [9]. All these FEC algorithms 
are optimized for transmitting single layer video. The 
traditional FEC approach to achieve a more efficient delivery 
for multi-layer media is to apply unequal error protection 
(UEP) to the media stream, where more important layers get 
stronger FEC protection. This approach can already be 
implemented using the existing upper layer FEC schemes 
within DVB (DVB-H [10] or DVB-SH [11]) or 3GPP (MBMS 
[12]) by applying different code rates to the different video 
layers. On the physical layer, UEP can be implemented by 
applying hierarchical modulation [13] or different modulation 
and coding for the different video layers [14]. However, when 
UEP is done in such a way that both streams are independent, 
the referencing video layer (enhancement layer) is unusable if 
the referenced video layer (base layer) is lost. 
With traditional UEP, the FEC parity data is generated 
separately for each layer. Several protection schemes have 
been proposed, which benefit in performance by considering 
the layered characteristic by integrating the UEP behavior 
within the FEC algorithm [15] - [23]. The Layer-Aware FEC 
(LA-FEC) [27] - [30] follows a similar approach. But instead 
of changing the basic FEC algorithm, it extends existing FEC 
algorithms towards improved decoding capabilities in case of 
dependent video layers. The basic FEC algorithm is not 
modified. Thereby preserving the optimized correction 
performance and easing backwards compatible introduction 
into existing systems. The LA-FEC scheme can be applied to 
the physical layer or upper layer FEC. In this paper we focus 
on upper layer FECs. 
The rest of the paper is organized as follows. In Section II 
we discuss related work and the differences to this work. 
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Section III gives a brief overview on layered video codecs and 
using FEC in mobile broadcast environments. In Section IV, 
the LA-FEC principle is explained, a combinatorial analysis is 
provided, and a discussion on implementation issues is given 
related to the integration into Raptor codes. The section 
further contains a discussion of the transport and signaling 
extensions required for the LA-FEC. In Section V exemplary 
simulation results are presented for an upper layer FEC 
integration with a layer-aware Raptor code in a DVB-H 
scenario. 
II. RELATED WORK 
Already in 1967, Masnick and Wolf proposed linear codes 
with UEP behavior [15] for the unequal protection of binary 
coded integer values. In 1972, the idea of two overlapping 
generator matrices was applied to cyclic codes by Kilgus and 
Gore [16] as well as to linear codes over Galois fields by 
Boyarinov and Katsman [17] in 1982. In 2006, Rahnvard et al. 
proposed an UEP-LDPC code [18], where parity symbols are 
generated across symbols of different importance classes. The 
selection of symbols depends on a probability distribution 
following its importance of the class. In [19], the same authors 
applied a similar scheme to LT-codes. Also in 2006, 
Bouabdallah and Lacan proposed to apply UEP erasure codes 
across temporal media coding dependencies within a single 
layer video stream [20]. In 2007, Bogino et al. [21] introduced 
a sliding window approach, which is based on a fixed size 
window following the chronological order of the data. This 
approach virtually increases the source block length which 
increases the FEC correction capability. In the same year, 
Sejdinovic et al. proposed the expanding window fountain 
(EWF) code [22][23]. EWF codes generate multiple windows 
over the source symbols, where windows expand according to 
the importance of the data. Encoding symbols are generated 
from a certain window, selected by a probability distribution. 
All these approaches introduce the UEP behavior within the 
FEC algorithm, which can be referred to as inner UEP FEC. In 
contrast to the mentioned inner UEP FEC approaches, the LA-
FEC approach can be seen as an outer UEP FEC, leaving the 
basic FEC algorithm untouched. I.e. the base layer processing 
is not changed at all. This eases the backwards compatible 
integration into existing systems, and preserves the high 
performance of state of the art FECs like Raptor [8] or 
RaptorQ [9].  
III. TECHNICAL BACKGROUND 
A. Layered Media Codecs 
Rate distortion efficient video codecs use prediction for 
exploiting statistical dependencies in the video signal, which 
introduces dependencies that typically also exist between 
packets. One important dependency structure is introduced by 
motion compensation, where a reference picture (e.g. from the 
past) is used to predict another picture [43]. Another set of 
dependency structures is introduced in layered video coding 
allowing for efficient scalability of the media data, such as 
Scalable Video Coding (SVC) [1] or Multiview Video Coding 
(MVC) [2], where in the simplest case a base layer is 
referenced by one enhancement layer (or enhancement view). 
An enhancement layer can be further referenced by other 
enhancement layers potentially introducing multiple 
dependent layers. A loss of a picture in the base layer affects 
all pictures in the enhancement layer that reference the base 
layer, i.e. typically they cannot be decoded. Using layered 
media streams, each layer has a different level of importance 
in the decoding process of an access unit, representing a 
certain time instance of the video. If an access unit of a base 
layer gets lost, all referencing frames of the enhancement 
layers are affected as well. 
 
Scalable Video Coding (SVC) 
The Scalable Video Coding (SVC) extension of H.264/AVC  
allows for extracting different video representations from a 
single bitstream, where the different substreams are referred to 
as layers [1]. The base layer of SVC provides the lowest level 
of quality and is a H.264/AVC compliant bitstream to ensure 
backwards-compatibility with existing receivers. Each 
additional enhancement layer improves the video quality in a 
certain dimension. SVC allows up to three different scalability 
dimensions within one bitstream: temporal, spatial, and quality 
scalability. SVC utilizes different temporal and inter-layer 
prediction methods for gaining coding efficiency while 
introducing dependencies between quality layers of the SVC 
video stream. Figure 1 shows an exemplary coding structure, 
with the base layer and one enhancement layer at the same 
time enhancing temporal and the spatial resolution of the base 
layer. The arrows in the figure denote the coding dependencies 
between the different access units. In case of a lost access unit 
all referencing frames are affected too. E.g., if the I frame of 
the base layer gets lost, all other frames are affected. 
 A differentiation in robustness is in general beneficial for 
the transmission of the SVC format, where the base layer gets 
a stronger protection than the enhancement layers. 
 
Multiview Video Coding (MVC) 
Multiview video coding (MVC) is an amendment of the 
H.264/AVC standard that enables efficient encoding of 
sequences captured simultaneously from multiple cameras 
using a single video stream [2]. For MVC, the single-view 
concepts of H.264/AVC are extended in a way that a picture 
 
Figure 1: Dependencies within an SVC bitstream using hierarchical 
prediction and inter-layer prediction. 
 
Figure 2: Dependencies within two views of a MVC stream, where the right 
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uses temporal reference pictures as well as inter-view 
reference pictures for predictive coding. Figure 2 illustrates an 
exemplary inter-view prediction structure using MVC. Due to 
the inter-view prediction in MVC, a differentiation in 
robustness is in general beneficial, like in SVC, where the 
base view gets a stronger protection than the enhancement 
view. 
B. Forward Error Correction (FEC) 
In mobile broadcast systems the transmission is typically 
designed to serve the worst-case user. Retransmissions of lost 
packets are generally not feasible due to a missing return 
channel in broadcast systems. Therefore, error correction is 
achieved using FEC mechanisms transmitting redundant data 
in form of additional repair data. This repair data allows the 
receivers for reconstructing the original data even if some data 
is not correctly received due to transmission errors. The error 
correction is “forward” in the sense that no feedback  (return 
channel) from the receiver to the transmitter is required. FEC 
mechanisms can be categorized into those integrated at 
physical layer of a communication system and FEC 
mechanisms integrated at any layer above the physical layer, 
such as the link or application layers [24]. 
Physical layer FEC codes work at the bit level and are 
traditionally implemented as part of the radio interface of a 
wireless communication systems. Examples of physical layer 
FEC codes that are adopted  in standards for mobile 
broadcasting are: convolutional codes in DVB-H [31], turbo-
codes in DVB-SH [44] or 3GPP [46], and Low-Density-
Parity-Check (LDPC) codes in DVB-T2 [45] or the future 
DVB-NGH system [3]. In contrast to physical layer FEC that 
corrects bit errors, upper layer FEC (UL-FEC) recovers packet 
losses and are categorized as block codes that work with 
fixed-size blocks (packets) of bits or symbols of a 
predetermined size performing erasure decoding. In UL-FEC, 
packets are considered either correct or lost. Examples of 
upper layer FEC codes in mobile broadcasting standards are 
Reed-Solomon in DVB-H [31] and Raptor codes in DVB-SH 





IV. LAYER-AWARE FORWARD ERROR CORRECTION  
(LA-FEC) 
A. General Description 
The basic idea of the Layer-Aware FEC (LA-FEC) approach 
is to extend the encoding process of the FEC algorithm across 
dependent video layers. The FEC processing of the base layer 
remains untouched, thereby still allowing the base layer to be 
decoded independently and preserving the correction 
capabilities of the original FEC algorithm. Due to the 
introduced connection from less important media layers within 
the FEC algorithm, the more important media layers are 
protected by additional repair data. This increases the error 
correction capabilities of the more important layers without 
adding additional repair data. The scheme in Figure 3 
illustrates the cross layer FEC generation. While the base layer 
("Layer 0") FEC generation process is not changed, the FEC 
data of "Layer 1" is generated across source symbols of 
"Layer 1" and "Layer 0", FEC data of "Layer 2" is generated 
across "Layer 2", "Layer 1", and "Layer 0" and so on up to the 
FEC data of "Layer N", which is generated across the source 
symbols of "Layer N" and all dependent media layers. As a 
generic FEC approach, LA-FEC can be integrated at any OSI 
layer (physical, link, or application layer), and to FEC codes 
like LDPC, Raptor, or RaptorQ, by simply extending the 
encoding process of the media enhancement layers over all 
dependent media layers. 
To illustrate the principle of the LA-FEC approach we apply 
a simple FEC algorithm which generates parity bits by XOR 
combinations of source symbols (one bit per symbol). Figure 4 
compares the encoding process, and Figure 5 the decoding 
process of standard FEC (ST-FEC) on the left side and LA-
 
Figure 3: Generation of FEC data by LA-FEC across layers following 
dependency within the media stream. 
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FEC on the right side of each figure. LA-FEC modifications 
are marked in green. In the given example, which is based on 
an erasure channel (erroneous packets are treated as lost 
packets), there are two media quality layers, where "Layer 1" 
depends on "Layer 0" within the media stream. Each layer 
consists of three source bits and two parity bits. 
With respect to the exemplary encoding process presented in 
Figure 4, the parity bits are computed by a simple XORing 
process of the source bits. Using ST-FEC, the XORing process 
is applied independently for each media layer, whereas using 
LA-FEC, the XORing process is extended across media layers 
following existing media coding dependencies. Hence, the 
parity bits of "Layer 1" are generated over the source bits of 
both layers, "Layer 0" and "Layer 1". The "Layer 1" parity bits 
can further be used jointly with the parity bits of "Layer 0" for 
error correction of both media layers. After FEC encoding, the 
source and parity bits of each media layer are combined to 
codewords. The codewords are in the example transmitted 
over an error prone channel. 
In the decoding example in Figure 5, the codeword of 
"Layer  0" is affected by three transmission errors labeled by 
"?". "Layer 1" is received error free. In case using ST-FEC, 
there are not enough parity bits within "Layer 0" for successful 
FEC decoding. The source bits can therefore not be recovered. 
Although "Layer 1" codeword is correctly received, it cannot 
be used due to the missing media coding dependencies on 
"Layer 0". In contrast to that, if using the LA-FEC, the parity 
bits of "Layer 1" can be used jointly with the parity bits of 
"Layer 0" for also correcting "Layer 0". Since "Layer 1" is 
correctly received, there are overall four parity bits available 
for correction of the three source bits of "Layer 0". In the 
given example, both media layers can only be corrected with 
LA-FEC. It should be noted, that if using the LA-FEC, the 
enhancement layer cannot be corrected independently of the 
base layer. Therefore, the improvement in base layer 
protection comes at the expense of a reduced protection of the 
enhancement layer. Nevertheless, in cases where the base 
layer is lost, the enhancement layer data cannot be used in the 
media decoding process anyway due to missing media 
dependencies within the media stream. Therefore, LA-FEC 
does not perform worse than the ST-FEC in terms of media 
quality. 
B. Combinatorial Analysis of LA-FEC 
In this section the LA-FEC approach is analyzed towards its 
influence on the decoding probability of each media layer. The 
performance of LA-FEC in comparison to ST-FEC is shown 
by a combinatorial analysis based on an erasure channel 
model. 
The conducted analysis is based on an example, illustrated  
in Figure 6, with two video layers, "Layer 0" and "Layer 1". 
Due to media coding dependencies, "Layer 1" directly 
depends on "Layer 0". Each layer consists of a certain amount 
of source symbols k1,k2 and a number of parity symbols p1,p2. 
All symbols of the two media layers n=n0+n1 are sent over a 
binary erasure channel. Transmission errors results in loss of a 
symbol. An ideal FEC code is assumed, where any k source 
symbols can be corrected as soon as r ≥ k symbols have been 
received. The average decoding probability for each layer is 
calculated for each number of r and all possible distributions 
of the lost symbols (loss constellations). In Figure 7 - Figure 9, 
r is referred to as ratio of received packets, which means the 
percentage of received packets of the sent packets n, and can 
be calculated by 
 
 
. Figure 6 depicts the example with k0,k1=3, 
p0,p1=3, n=12 and one exemplary loss constellation for r0=2, 
r1=4, and r=6.  
The number of all possible loss constellations     for a 
number of received symbols r can then be calculated by the 
binominal coefficient of the received packets r choose n sent 
packets as shown in (1).  





        
 (1) 
The decoding probability of each media layer L:0|1 depends 
on the number of decodable loss constellations       . For ST-
FEC, the number of decodable combinations can be calculated 
by comparing the number of received symbols r0|1 and source 
symbols k0|1. Thus, for ST-FEC, media layer is decodable if 
 
Figure 5: Decoding of ST-FEC (left) and LA-FEC (right). Using LA-FEC the parity bits of both layers can be used for a combined decoding. 
 
Figure 6: Toy example with two layers and n=n0+n1 =12 transmitted and 
r=r0+r1=6 received symbols. The figure shows one exemplary distribution 

























































Layer 0 (Base layer); r0 = 2
n0= 6
k0 = 3 p0 = 3
Layer 1 (Enhancement  layer); r1 = 4
n1= 6





condition (2) is true.  
           (2) 
The number of all constellations        fulfilling condition 
(2) for a given received number of symbols r can be derived 
by equation (3). 
                   
    
 
  
    
   
 
            
                          
 (3) 
For ST-FEC the decoding probability         of each media 
layer can further be derived by equation (4). 
            
                
      
 (4) 
However, the media coding dependencies between media 
layers are not taken into account in (4). Taking such media 
coding dependencies into account, the decoding probability of 
the media layers is also affected by the decoding probability of 
the media layer it depends on. Thereby, the decoding 
probability of the enhancement layer L=1 depends on the 
number of loss constellations fulfilling condition (5). 
                (5) 
According to this formula, the number of constellations 
giving a successfully decodable enhancement layer 
        can be derived by equation (6). Note that for being 
able to decode both layers, condition r ≥ k0+k1 must be true. 





   
 
             
                      
 (6) 
and the probability          is calculated by equation (7).  
 
              
                  
      
 (7) 
In the case of LA-FEC, the additional FEC connections 
between dependent media layers influences the decoding 
probability of all media layers. The decoding probability for 
the base layer is increased by the probability that the 
enhancement layer receives more symbols than required for 
decoding of the enhancement layer symbols. Therefore, with 
LA-FEC, the condition for a successfully decodable base layer 
in (2) changes to the condition in (8) 
 
                         (8) 
and thereby the number of decodable constellations is 
increased, where the additional constellations          can be 
calculated by (9). Note that there is only gain if both layers 
can be decoded, i.e. the condition r ≥ k0 + k1 is true. 
 




    
   
 
    
              
 (9) 
and the decoding probability          can be calculated by 
(10). 
              
                                




On the other side, using LA-FEC without taking media 
coding dependencies into account, the sheer FEC decoding 
probability for the enhancement layer decreases since it can 
only be corrected if the base layer can also be corrected. 
Therefore, the condition for a successfully decodable 
enhancement layer without taking media coding dependencies 
into account changes from equation (2) to equation (11). 
                        (11) 
The number of non decodable constellations 
         enabled by the LA-FEC can be determined by (12) 
 





   
 
               
              
 (12) 
 
and the decoding probability of the enhancement layer       
in equation (4) decreases for the case using the LA-FEC to 
P(       following (13). 
 
            
                                   
      
 (13) 
Taking media coding dependencies into account, the 
decoding probability of the enhancement layer P(          is 
equal to P(      , since all non decodable cases are already 
taken into account due to the dependencies introduced by the 
LA-FEC. Therefore equation (14) is true for the decoding 
probability            . 
 
                           (14) 
All discussed decoding probabilities are summarized in Table 
I. 
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Figure 7: Decoding probability (cf. Table I) for "Layer 0" and "Layer 1" over 
the ratio of received packets for ST-FEC and LA-FEC. 

















































The decoding probability for the different cases is shown in 
Figure 7 over the ratio of received symbols. For ST-FEC, 
taking the media coding dependency into account, the 
enhancement layer decoding probability          compared 
to the base layer decoding probability       is significantly 
reduced. Using LA-FEC instead, the base layer decoding 
probability          is increased from 43% to 75% of ratio of 
received packets and already reaches 100% decoding 
probability after reception of 50% of all transmitted symbols. 
On the other side, the sheer enhancement layer FEC decoding 
probability          decreases compared to        due to the 
additional FEC dependencies introduced by LA-FEC. 
However, taking the media coding dependency into account 
using the LA-FEC, even the enhancement layer shows a 
higher decoding probability            , which is due to the 
higher FEC decoding probability of the base layer. 
The presented decoding probabilities are calculated for one 
exemplary distribution of parity data within the toy example 
with p1,p2 = 3, which is referred to as equal error protection 
(EEP). We further analyze the influence of the distribution of 
the parity symbols among the media layers on the decoding 
probability. The distribution of parity symbols is indicated by 
the code rate (CR) cl for each layer l, which is calculated by 
the number of source symbols kl of layer l to the number of 
transmitted symbols per layer nl=kl+pl following equation 
(15). 




For the enhancement layer we assume a successful decoding 
only if the base layer can be decoded as well. The results for 
both media layers are shown in Figure 8.  
For ST-FEC, the base layer decoding probability (left plot) 
solely depends on its code rate c0. It should be noted here that 
the selection of the code rate distribution for layered media is 
given by the target application and needs to take the decoding 
probability of both media layers into account. For the base 
layer decoding probability (left plot), the best performance is 
given by applying all protection symbols to the base layer with 
setting CR(0.33/1.00) and the worst performance when 
applying all protection symbols to the enhancement layer 
CR(1.00/0.33). Also in the case using LA-FEC, the best base 
layer performance can be achieved by setting CR(0.33/1.00). 
The influence of the enhancement layer code rate when using 
LA-FEC on the decoding probability of the base layer can be 
easily seen in the plot. Independent of the code rate 
distribution among layers, the maximum decoding probability 
is reached by receiving 50% of all symbols and all code rate 
distributions show an additional gain for lower reception 
ratios. It can be noticed, that the gain introduced by LA-FEC 
increases with a stronger enhancement layer protection. 
The enhancement layer performance (right plot) is calculated 
taking the media dependency to the base layer into account 
(comp. Figure 7) . Therefore, the performance for ST-FEC and 
LA-FEC is affected by both, the base layer and the 
enhancement layer robustness. It is obvious, that the best 
performing base layer code rate distribution CR(0.33/1.00) 
gives the worst results for the enhancement layer. Shifting all 
protection to the enhancement layer CR(1.00/0.33) gives the 
best performance for LA-FEC but the worst performance for 
ST-FEC. Again, the gain over ST-FEC achieved by the LA-
FEC depends on the amount of protection symbols within the 
enhancement layer. 
To analyze the LA-FEC performance, it is important to 
consider the video quality in terms of PSNR, which is affected 
by the FEC decoding probabilities of both media layers. The 
results shown in Figure 9 are based on the following 
assumptions: A non-decodable constellation, which would 
result in a freeze of the video, gives a video quality in terms of 
peak-signal-to-noise-ratio (PSNR) of 14dB. It should be noted 
that values of PSNR significantly below 20dB are typically 
not acceptable from the user point of view. A constellation, 
where the base layer is decodable results in a PSNR value of 
about 30 dB and an additional decodable enhancement layer 
results in a PSNR of 35 dB. Figure 9 shows the average PSNR 
over the ratio of received packets. The plot shows that LA-
FEC outperforms ST-FEC for all code rate distributions 
except for CR(0.33/1.00), which performs equal, and never 
performs worse. Shifting all protection to the enhancement 
layer CR(1.00/0.33) allows to reach the highest quality at 50% 
symbol reception rate. However, such a code rate distribution 
would put a hard burden on receiving the base layer only. It is 
also interesting to see, that LA-FEC allows reaching 
performance areas, which are not possible with ST-FEC 
independent of the code rate distribution. The presented 
theoretical results lack in a realistic channel model for mobile 
broadcast which typically shows a tendency towards burst 
errors, which have not been part of the experiments conducted 
in this section. More realistic performance measurements are 
  
Figure 8: Decoding probability of base and enhancement layer using different parity distributions CR(c0/c1) for ST-FEC and LA-FEC taking media dependencies 
into account. 

























































































given in Section V. 
C. Implementation of Layer-Aware Raptor code 
The LA-FEC scheme can be applied on both, physical layer 
FEC, as similarly shown for LDPC in [40], and upper layer 
FECs [8][9]. This paper focuses on an exemplary integration 
of the LA-FEC to an upper layer FEC. The here considered 
upper layer FEC is the Raptor FEC. 
The application of the LA-FEC to the Raptor code has 
already been presented in [27]. This section gives a brief 
summary of [27]. The required extensions for a systematic 
Raptor code as, e.g. specified in 3GPP MBMS [12] and or 
DVB-SH (for MPE-iFEC) [11]. A full specification based on 
[26] can be found in the Annex D of the DVB Upper layer 
FEC overview [5], which discusses the possibility to integrate 
LA-FEC within DVB. Note that the extension could be 
applied in a similar way to the more efficient RaptorQ FEC [9] 
codes. 
Raptor codes are in general one of the first known classes of 
fountain code with linear time encoding and decoding [8]. In 
preparation of the encoding, a certain amount of data is 
collected within a source block. The data of a source block is 
further divided in k source symbols (SSs) of a fixed symbol 
size. Figure 10 illustrates the Raptor encoding process for a 
single media "Layer 0", which consists of two encoding steps 
[26]. In the first step, a fixed rate 'precode' step, here typically 
any erasure code like, e.g. LDPC, can be applied on the SSs0 
to generate the so called precoding symbols (PSs0). The values 
of the PSs0 are determined by the matrix GSys0, which consists 
of the precode matrix GP0, the identity matrix I, and the LT 
matrix GLT0[0:k0-1], where the latter is identical to the first k0 
rows of GLT0[0:n0-1] in the second encoding process. The 
values within the brackets denote the number of rows. The 
integration of the matrix GLT0 assures, that the first k0 encoding 
symbols (ESs0) after LT encoding are identical to the SSs0. 
After finalizing the first step, the PSs0 are forwarded to the 
second step. The fountain of n0 encoding symbols ESs0 are 
calculated by XORing PSs0 following the connection given by 
the LT code and illustrated by the GLT0[0:n0-1] matrix. Note, 
that also with LA-FEC, the generation of base layer ESs0 
follows the original Raptor process. 
For the enhancement "Layer 1", the LA-FEC approach needs 
to be integrated into the Raptor coding process [26], which 
requires on one hand the extension of the GLT matrix of the 
LT-encoding step of the PSs in the dependent media layers 
and on the other hand the extension of the GLT matrix of the 
precoding process to preserve the systematic behavior of the 
code. Figure 11 shows the required extensions, highlighted in 
green, for generation of ESs1. 
In the first encoding step, the generation of the matrices Gp1, 
I, and GLT1[0:k1-1] is identical to the related matrices shown in 
Figure 10. LA-FEC requires the extension of the matrix GSys1  
 
Figure 9: Average PSNR using different parity distributions CR(c0/c1) for ST-FEC and LA-FEC assuming PSNR 14dB for a non decodable constellation, 30dB 
for a decodable base layer, and 35dB for decodable enhancement layer.  
  
Figure 10: The Raptor encoding process for one layer (L=0) as specified in [10]. The first encoding step generates the precoding symbols (PSs0) from the source 
symbols (SSs0) by use of an erasure code like LDPC. In the second step, the encoded symbols (ESs0) are generated from the PSs0 by use of a fountain code, e.g. 
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by the matrix GLT0*[n0:n0+k1-1] which is the continuation of 
the GLT0[0:n0-1] matrix in Figure 10. GSys1 represents the first 
k1 rows of the GLT0*[n0:n0+n1-1] matrix in the second 
encoding step. Furthermore, the PSs0 symbols from the 
"Layer 0" processing are included in the encoding process. 
These extensions assure, that the output symbols PSs1 still 
lead to a systematic code after the second encoding step. The 
generation of the ESs1 symbols in the second step is extended 
to the PSs0 through extending the GLT1[0:n1-1] matrix by 
GLT0*[n0:n0+n1-1]. Therefore, the ESs1 symbols can be used in 
the LA-FEC together with the ESs0 symbols for joint 
decoding. This is also shown in the example in Section IV. 
The extensions required by the LA-FEC use the algorithms for 
precode generation and LT Encoding as already specified in 
[25], leaving the specification and the defined constraints of 
the algorithms untouched. In case of a successful decoded 
"Layer 0", the introduced connections across the layers by the 
LA-FEC extension are not required anymore and can be 
removed by XORing the PSs0 in the FEC process of 
"Layer 1". In such a case, "Layer 1" can be corrected 
following the standard Raptor coding process [26], enabling 
its full correction performance. 
D. Signaling and Transport of Layer-Aware FEC 
The usage of the LA-FEC in transmission systems requires 
specific signaling and transport techniques to support the 
multi-layer approach in combination with LA-FEC coding. 
The integration of the LA-FEC Raptor extension on link or 
application layer is assumed to be applied for real-time 
transmission over RTP [32]. For real-time applications, 
typically RTP is used over UDP [33] due to its connectionless 
and non-reliable nature it allows for minimal delay in 
transport. RTP provides basic features such as media 
synchronization, transmission order recovery, multiplexing, 
source identification and reception feedback information. For 
SVC, the RTP Payload Format for Scalable Video Coding 
[34] is required for media payload packetization and for MVC, 
the RTP Payload Format for Multiview Video Coding [35]. In 
particular, these payload formats for SVC and MVC define the 
transmission of the layered SVC and MVC data in multiple 
RTP sessions, which allows a transmission system using the 
LA-FEC coding process to simply differentiate between SVC 
layers and MVC views based on the transport address, such as 
an IP address, the UDP port or the synchronization source 
identifier in the RTP packet header (SSRC) [32]. Signaling of 
session related information is defined in the Session 
Description Protocol [37]. In order to signal the dependency of 
RTP sessions containing layers or views of the same codec, 
the SDP extensions in [36] are required. 
For transporting the FEC coded data, the IETF created the 
generic FECFRAME framework defining basic means for 
FEC based content delivery protocols, which can be also used 
in RTP. This framework defines beside other features how 
multiple media and repair flows are treated and further 
provides an identification mechanism for source symbols as a 
part of the payload packetization information. To use this 
framework with the Raptor code, [38] is intended to be used. 
In order to make this framework applicable to the LA-FEC 
the Raptor FEC scheme [39] and the Raptor RTP Payload 
format [40] can be used without modifications for packetizing 
the repair flow. The signaling for the Raptor FEC scheme is 
defined in [38], where the indication of depending repair flows 
is already defined in [41], as required for LA-FEC base layer 
protection and LA-FEC enhancement layer protection. 
V. SIMULATION RESULTS FOR SVC LA-FEC AT THE 
APPLICATION LAYER IN DVB-H 
A. Simulation Setup 
The simulations in this section are based on a mobile 
Broadcast scenario where two device capabilities, QVGA and 
VGA, are supported by a single DVB-H service using SVC 
(cf. Figure 12). For increasing the robustness of the whole 
service, the link layer FEC defined in DVB-H, MPE-FEC, and 
the proposed Raptor-based LA-FEC solution is evaluated on 
 
Figure 11: LA-FEC extended Raptor encoding process. The required extensions for LA-FEC are marked in green. Extending the first encoding step keeps the 
systematic code. The extension for the LT-Encoding connects enhancement layer to base layer. Note, the extension matrices (GLT0*) are generated by 
standard Raptor algorithm. 
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the application layer using different code rate distributions 
across media coding layers.  
B. Channel Model 
The simulation scenario consists on a Typical Urban 6-taps 
(TU6) channel model with a constant Doppler (i.e., user 
velocity). The TU6 channel models the time variant small-
scale fluctuations of the received signal due to receiver 
mobility (fast fading), and it was proven to be representative 
for DVB-H mobile reception for Doppler frequencies above 
10 Hz (i.e., vehicular reception) [31]. We consider the DVB-H 
physical layer transmission mode: FFT size 8K, OFDM 
symbol guard interval (GI) 1/4, modulation 16-QAM and code 
rate 1/2, which provides a channel capacity of about 10 Mbps.  
C. Media Encoding 
The video encoding was performed using the SVC reference 
software version JSVM 9.1. A simple rate control was 
employed to achieve an approximately constant service rate. 
The video was encoded in small chunks, where each chunk 
consists of a preceding IDR frame followed by three groups of 
picture of size 8 (GOP8), i.e. 25 frames. Each chunk was 
encoded multiple times with different quantization parameters 
(QP) values. Depending on the selected video rate, the chunk 
with QP value providing the target bitrate was selected and the 
different chunks were concatenated to one video stream. The 
chunk wise encoding gives a random access point (RAP) 
interval of 1 second at 25 frames per second (fps). 
The test sequence “Soccer” 1 with a duration of 10 seconds 
was selected for the simulations. An SVC bit stream with two 
scalable layers was encoded using the scalable high profile of 
H.264/AVC. In particular the stream contained a base layer 
which provides QVGA at 12.5 fps, and an enhancement layer 
increasing the quality to VGA at 25 fps. Freeze frame error 
concealment was used, where in case of frame loss, the last 
decoded picture is copied for output. In cases where only the 
enhancement layer was lost, the up-scaled picture of the 
QVGA layer was used for PSNR calculation. A summary of 
the encoding parameters can be found in Table II. 
Table II: ENCODING PARAMETERS FOR SVC BITSTREAM WITH 
TEMPORAL AND SPATIAL SCALABILITY. 











647 kbps 35.4 dB 
 
1 Other sequences have been tested which show a different rate-distortion 
performance but similar performance in the comparison of LA-FEC and ST-
FEC.  
D. DVB-H Transmission Scheduling 
DVB-H applies a so called time slicing approach, where data 
is transmitted in bursts in order to save battery power by 
switching off the receiver between bursts. Therefore, the two 
SVC layers were transmitted in two different time-sliced 
bursts, the second containing the enhancement layer directly 
following the first containing the base layer. Figure 13 
illustrates such a transmission scheduling, where the red 
arrows show the SVC layer coding dependencies, the black 
arrows the protection by ST-FEC and the green arrows the 
protection added by LA-FEC. 
The source block size for FEC generation is aligned to the 
chunk size, i.e. each source block starts with an IDR RAP and 
incorporates all GOP8s of the chunk, equivalent to 1 sec of 
media data.  
E. FEC Settings 
The overall service bitrate (including media data and parity 
bits) was fixed to 1300 kbps. The code rates for base and 
enhancement layer are adjusted to reach this bitrate. For 
example, the equal error protection (EEP) scheme allows for a 
code rate of 0.68 for each media layer. Furthermore, different 
unequal error protection (UEP) schemes were applied with 
either stronger protection in base layer or stronger protection 
in the enhancement layer. It should be noted here, that with 
ST-FEC, typically UEP with a stronger protection for the 
enhancement layer is a non reasonable setting. The selected 
video streams are encapsulated in RTP packets according to 
their specific RTP payload format [34] and the FEC symbols 
are encapsulated within the related RTP payload format [40] 
and subsequently into IP streams. 
F. Results 
The plots in Figure 14 show the IP packet error rate for the 
SVC base (left) and enhancement layer (right) and Figure 15 
shows the resulting video quality in terms of average PSNR 
(right) and the number of freeze frames (left) over different 
reception conditions in terms of C/N for the different 
transmission schemes. Note that there are in total 250 frames. 
The IP packet error plot in Figure 14 illustrates the effect of 
the LA-FEC scheme compared to the ST-FEC scheme. 
Although the total amount of protection packets is the same 
for the different coding schemes, the number of lost base layer 
IP packets is for all code rate distributions significantly lower 
when applying LA-FEC. All LA-FEC schemes show a similar 
base layer decoding probability whereas the ST-FEC decoding 
probability strongly depends on the assigned code rate. As 
expected from the theoretical analysis in Section IV.B, the 
effective IP packet error rate of enhancement layer data after 
FEC correction is increased due to the introduced dependency 
 
Figure 12: Support of different device capabilities (QVGA+VGA) using 
SVC in a DVB-H broadcast system. 
 
Figure 13: SVC transmission of base (QVGA@12.5fps) and enhancement 
layer (VGA@25fps) in different time-sliced bursts, the second immediately 









































to the base layer data when applying LA-FEC. However, due 
to the fact that enhancement layer data is useless without the 
reception of the respective base layer data, the increased IP 
packet error rate has no negative impact on the perceived 
video quality.  
Considering the video quality in Figure 15, all LA-FEC 
settings show a better performance compared to ST-FEC. The 
best ST-FEC scheme has a strong UEP spreading (cf. 
CR(0.50/0.78) in the figure). However, further increasing the 
base layer protection in the ST-FEC case decreases the overall 
performance (cf. CR(0.40/0.90) in the figure). Although there 
is not a significant performance difference between the tested 
LA-FEC settings, the best LA-FEC scheme is the one using 
EEP code rate setting (cf. (CR(0.68/0.68) in the figure). The 
LA-FEC EEP scheme outperforms the best ST-FEC scheme 
by approx. 2dB in terms of PSNR for the C/N value range 
from 14 dB to 16 dB. Within this area, the video service with 
LA-FEC achieves a video quality in terms of PSNR over 30 
dB, which can be assumed as an acceptable quality from a 
users point of view. It is further interesting, that the difference 
in performance between the difference LA-FEC schemes is 
not as big as between the ST-FEC schemes. Even a stronger 
protection for the enhancement layer shows a relatively better 
performance than the ST-FEC schemes when applying LA-
FEC. This also allows for applying new operation points using 
stronger protections in the enhancement layer, which might be 
useful in applications such as conditional access. With LA-
FEC and conditional access, a service could be applied with a 
free base layer providing low quality and low robustness, e.g. 
CR 0.80. With additionally receiving the enhancement layer of 
the premium service would not only increase the video quality 
but also the service robustness (cf. CR(0.80/0.64) in Figure 
15). Taking into account that LA-FEC with EEP gives the best 
performance, LA-FEC eases the adjustment of the code rates 
for a multi layer transmission system. Considering freeze 
frames, LA-FEC gives a significant improvement to the 
number of frozen frames, which is due to the lower base layer 
IP packet error rate. All LA-FEC schemes show a lower 
number of freeze frames than the related ST-FEC scheme and 
all LA-FEC scheme reach at least the performance of the best 
ST-FEC scheme. Thereby, LA-FEC significantly increases the 
service reliability. This is in general interesting, since 
increasing the service robustness with layered-media by UEP 
compared to single layer typically comes at the cost of a 
reduced enhancement layer protection. Using LA-FEC allows 
to achieve a similar effect without reducing the enhancement 
layer robustness (cf. CR(0.68/0.68) in Figure 15).  
VI. CONCLUSION 
In this work, we present the layer-aware FEC (LA-FEC) 
concept for improving performance in broadcast of multi-
layered media. The LA-FEC concept can be implemented 
either on the physical or any upper communication system 
layer. We present a theoretical model, which shows the gain 
introduced by LA-FEC compared to standard FEC schemes. 
We described the application of the LA-FEC concept to the 
Raptor code at the link or application layer. We further 
describe the application means for transport and signaling of 
LA-FEC. Simulations results for application layer LA-FEC in 
    
Figure 14: IP packet error rate for base (left) and enhancement layer (right) using ST-FEC and LA-FEC with different code rate distributions across SVC layers 
at a fixed service bitrate of 1300 kbps. 
   
Figure 15: Average number of freeze frames of 250 frames (left) and the average PSNR value (right) for a VGA receiver using ST-FEC and LA-FEC with 
different code rate distributions across SVC layers at a fixed service bitrate of 1300 kbps. 
















































































































































a DVB-H scenario showed that the theoretical gain can also be 
translated to a real channel. Future work will be the 
investigation of the performance of LA-FEC on physical layer. 
We further plan to analyze the performance of combinations 
of LA-FEC with related schemes. 
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