In [11] Mc~akides and Nerode suggested the study of the lattice of recursively enumerable substructures of a recursively presented model as a means to investigate the reeursive content of certain algebraic constructions. Since that paper many specific models have been studied. For example, the lattice of rccursivcly enumerabtz subspaces, ~;(VD, of a recursively presented vector space V_~ over a recursive field F has been extensively studied in pt:pers by Dekker, Guhl, Kalantari, Metakides and Ncrode, Retzlafl, Rcmmel, and Shore. Similar studies have been denc by Metakides and Nerode [ 13] for thc lattice of r.e. algcbraically closed subfieMs, ~(tt-\_), of a recursively presented algebraically closed field, F,, with an infinite transcendence base, by the author [20, 21] for the lattice of r.e. subalgebras, &¢(~), of a recursively presented Boolean algebra, and by Metakides and the author [14, 23] for the lattice of r.e. suborderings of a large class of recursively presented partial orderings.
.LB. Reramel the usual ordering, and a large class of n-dimensional partial orderings l~ut fails to cover vector spaces, fields, or Boolean algebras. The main purpose of this paper is to give a general setting which will cover not only sets, vector spaces, fields, and Boolean algebras but also a large class or models not previously studied :rod not covered in either of the settings of [13] or [14] and [23] . The essential features of the models covered in our general setting is that the models have an effective closure operation and they have a certain type of "independent" set which we can use to adapt many of the priority constructions which apply to the natural numbers. This admittedly vague description of the models will be made precise in Section 1.
In our setting, we will first generalize the definitions of simple, maximal, r-maximal, and creative sets. For each of these definitions, we will give a general construction along with some sufficient conditions which will guarantee that if a mcdel covered by our setting satisfies these conditions, then our construction will produce a substructure satisfying the given definition. It will turn out that most of our constructions can be carried out in any model covered by our setting. However, the constructions may not always produce the desired example. For example, our construction of "simple" substructures when applied to V~ does produce a simple subspace of V~ but when applied ~o F~ fails to produce a simple algebraically closed subfield of F~ since there are no such subfields of F~. Thus, part of our aim in giving sufficient conditions which guarantee the success of the construction for "simple" substructure and for the other constructions gill be to isolate the essential features of the construction. Section 1 of this paper will be devoted to defining our general setting and to giving many specific examples of models which are covered in our setting. In Sections 2 through 6, we give the general constructions for the analogues of simple sets, maximal sets, r-maximal sets which are not contained in any maximal sets, r-maximal sets which are not maximal but which are contained in a maxim~ set, and creative sets. Finally, we note that our setting does not cover all the constructions given in [13] or [14] and [23] . Thus in Section 7, ~e will briefly contrast our setting with those found in [13] , [ 14] , and [23].
The general setting
The recursion theory we need is based on [26] . Thus we shall assume the definitions of simple, hypersimple, maximal, r-maximaL and creative sets given in [26] . If R is a recursive set, we say A is a simple (hypersimple, etc.) subset of R if there is a one-one recursive function f from N onto R and a simple ~h-simple), ctc.~ subset of N, S, such that f(S)= A. Given A. B~ N, we write A ~TB if A is Turing reducible to B and A <~m B if A is many-one reducible to B. We write A~.rB if A<~TB and B~T A. If A ={x~ .... , x,~} is a finite subset of N where x~ < • • -<x,,, the canonical index of A is the integer 2 ~, + •.
• +2 ~-. If A ~0. the canonical index of A is O. Let D~ clenote the finite set whose canonical index is x. We let ~,~, ,~ .... be an effective list of all partial reeursivc functions. We think of 9~, as the partial function computed by the ith Tm'ing machine and we write ¢~(x)~. if the ith Turing machine when started on input x gives an output in s or fewer steps. We write ¢,(x),~ if 3s(~(x),~) and we ,vrite ¢~(x)1'(~(x)'~ if not ~(x),~(¢~(x),],). We let W~ =domain of ~ and W~={xlx<~s& ¢~(x)~}.
Our basic objects of study will be models that possess a closure operation. We define a closure syswm d~ as an ordered pair (M, cl) where M is a set (called the universe of ,~) and cl is map from the set of all subsets of M, ~,~(M), into ~(M) such that for all A, B~ M (i) A c_cl(A):
(ii) A ~ B implies cl(A)c_cl(Bl: tiii'~ el(ellA)) = el(A): (iv) x ~ el(A) if and only if there is some finite set A' ~ A such that x e cl(A'), An effective closure syswm consists of a closure system (M, el) such that M is a recursive subset of N and the operation cl is effective on finite sets. that is, given a finite A ~ IVl, cI(A/ is always a reeursive set and moreover there is a recursive function f such that if x is the canonical index of A, then
if y~cl(A). ~f,,,(Y)= ~X'd~a~(Y) = (I if y4cl(A).
Wc say a set A c_ M is closed if cl(A)= A.
Examples. (l) N. the natural numbers where el(A)= A for all A c N, (21 V~, an infinite dimensional recursively presented vector space over a recursive field F with a dependence algorithm. V,~ being recursively presented means the universe of V~ is a reeursive set and the operations of scalar multiplication and addition are partial recursive. V~ has a dependence algorithm means given any finite set A and any x~ V~, there is a uniform effective procedure to d2termine whether x is dependent on A. In this case, el(A) equals the subspace generated by A, The fact that V~ has a dependence algorithm ensures that (V~, el) is an effective closure system.
(3) F~, a recursively presented algebraically closed field of characteristic () with an infinite transcendence base and a dependence algorithm. In this case, el(A) is the algebraically closed subfield generated by A, (Norc: the definition of ~ecur-sively presented field and dependence algorithm for fields are similar to the ~ ~'ctor space case. See [1313 14) 96, a weakly recursively presented Boolean algebra as defined in [20] where el(A) is the subalgebra generated by A, Again. ~P being weakly recursively presented means the universe of ~ is reeursive and the operations nf join, meet. and complement are partial recumive, In this case, it is easy to see that if A is finite, we can et~ectively find the canonical index of ct(A) from the canonical index of A, 
. b.] if and only if a~ <~b~ for all i).
(Q~, ~) is then a lattice and we let el(A) be the sublattice generated by A. A proper Gfdel numbering will make ((O". < ), el) into an effective closure system.
(6) Q*, the multiplicative group of the positive rationals where el(A) is the subgroup generated by A. Again. a proper G6del numbering will make (Q~, cl) into an effective closure system.
(We note at this point that all of the examples above can be viewed as special cases of a general model theoretic setting. Namely, we say a model dd over a countable language ~ is recursive if M, the universe of d~l. is a recursive subset of N, all the relations and functions on M are partial recursive. All the models above may be viewed as recursive models over the appropriate language and all the ciosure operations are just algebraic closure. That is, we say X c M is deli~mble
there is a formula ¢{co, t,h ..... c,,) from L and a~ ..... a,, in A such that M~(x, ao ..... a,,)}, The algebraic clost~re of a set A c_ M is the union of all finite subsets definable from A. Of course, there are many examples of closure systems which do not come from a recursive model with the algebraic closure. We end our list of examples with three such examplesk (7) The structures Q" can be given several other types of closure operations, for example, 0 2 where cl(A) = {(x. y)~ 0 2 ] ::lz ~ O((x. z) ~ A)}. Thus if (x, z) ~ A, then the vertical line through (x, z) is put into the cl(Ak (8) If ~ is a weakly recursively presented Boolean algebra, we can let cl~(A) be the ideal generated by A or let clf(A) be the filter generated by A. Then both (~, cli) and (~, cl~) are effective closure systems.
(9) Our last class of examples we shall generally refer to as matroids (see [29] ). In particular, there are two natural classes of matroids which are easy to present and provide interesting examples.
(a) We t~ke a recursive undirected graph G. (i,e., we have G6del numbered the vertices V and edges E of the graph so that V and E correspond to recursive sets). Let ~ff(G) be tile closure system whose universe is the collection of edges of G and where the closure operation is defined by sayiTJg an edge (co. tq)~cl(A) if there is a finite path connecting e,, and th all of whose edges lie in A. It is easy to verify directly that if G is a recursive graph, then .~i(G) is an effective closure system.
(b) [.et V= be a recursively presented vector space as it, Example (2~. Let V be any recursive subset of V~. (V need not I~e a subspace of V-..t Let .if(V} be tile closure system whose universe is V and where we define the closure operation on .~I(VJ by letting el(A) be Vfq(A}* where (A}* is the subspace of ~ gellerated by A. Again. it is easy to check directly that .if(V) is an effective closure system, From now on we will always assume that d/= (M, cl) is an effective closure system such that M = N. Also, instead of saying that B =__ M is a closed set, we will say that B is a substn~cmn, of ,~/, This convention will allow us to distinguish between certain properties B may have as a substructure versus certain properties B may have when viewed as a subset of N. For example, we shall see later when we define simple substructures that a simple substructure is not, in general, a simple subset of N.
Our main interest in this paper is to study the lattice of recursively enumerable substructures of M, g(,a), under the operations of intersection and sum where given B, Ce,~f(,~lf), B+C=cI(BUC). (Note: From the properties of el, it is easy to show that if B and C are in ,~(,/¢), then B n C and B -~-C are in ~(,,//).) In the set case, one usually considers a lattice closely related to ~, namely ~*, the lattice of r.e, subsets of N modulo finite sets. In our case we generalize the notion of being equivalent modulo finite sets as follows. Given substructures B and C in AL we say B is e(lzdt:(dent to C ~lodulo ]inite sets, B =vC if there exists finite sets Tt and T:
in M such that cl(BO T0=cI(CD T=). Clearly =:~ is an equivalence relation. Also, =~, is a congruence relation with respect to sum, i,e., if B~ =vB.~ and cl~) and F~ n C = C Similar examples for many Boolean algebras may be found in [20] . Thus, we cannot, in general, talk about ~*(,,¢/t the lattice of r.e. substructures of ,¢/modulo finite sets. However, the relation =~: does provide a natural way to generalize the notions of infinite and co-infinite sets. Namely, the analogue of a substructure B being infinite is B ~r.cl(~) and the analogue of a substructure b being coinfinite is B ,~M. Next we turn our attention towards developing a general setting in which we can easily generalize many of the constructions that produce examples in the lattice of r,e, sets ~, One of the main techniques for lifting constructions on the natural numbers to constructions for vector spaces has been to manipulate the elements of a recursive basis for ~,~ in much the same way as one manipulated the natural numbers, That is, one could not always lift constructions on N directly since, for example, if a construction on N i,wolved some sort of diagonalization over all r,e, sets, then a direct lifting of the construction, i.e. by substituting basis elements for natural numbers and then taking the space generated by the subset of the recursive basis so constructed, would diagonalize only over all r,e. subspaces which are generated by r,e. subsets of th~ recursive basis and not over all r.e. subspaces. But usually, with a few modification,~, such a construction produced the desired examples. What is somewhat more surprising is that similar techniques could be applied to Boolean algebras, even in the case of the atomless Bo,~lean algebra where at first glance there does not seem to be any natural analc6t~e of basis. In [20, 2 l], we were able to find certain "independent" sequences modulo some recursive subalgebra which acted enough like basis to allow us ~o lift many of the constructions on N to Boolean algebras. We shall show that whenever a model has such an "independent" sequence modulo a closed recursive set, we can attempt to lift many of the constructions on N to the model, tn Sections 2-6 we will give many such constructions. To be more precise, we make the following definition. Definition 1.1. Let d/t= (M, el) be an effective closure system. A recursivc set S ~_ M is said to be special ot, er A where A is a recursive substructure of ,,it if:
(a) There is an effective algorithm which given any finite set D_~ M and any x ~ M will decide if x e cl(A U D).
(
We note that by property (iv) of our definition of closure system and the fact that cI(AOS)=M, there is for any given x~M, a finite set B' such that x ~ cl(A U B'). It follows from condition (d) above that there is a unique smallest linite set B "ach that x ~ cl(A U B) which we c~ll the support of x relatice to S ot'er A and denote by supp (x), It also easily follows from our definitions that given x, we can etiectively calculate the canonical index of supp(x).
Examples. (l(i))
In the set where ~= N and el(B)= B for all B~_ N, we simply let S=N and A=~).
(l(ii)) In the case where d/= ~, we let S be any recursive basis for V~ and let A = {0} where O is thd zero vector of V~.
(l(iii)) If d~=F~, we let S be any recursive transcendence basis for t:~ and A = el(O) be the base field.
(l(iv)) The case of Boolean algebras is more complicated. First we need to specify 3 basic weakly recursively presented Boolean algebras that we studied in [20] . /Q will denote the weak recursive presentation of the Boolean algebra of finite and cofinite subsets of N such that M(/Q), the set of atoms of/Q, is a recursive set. 0 will .denote the weak recursive presentation of the atomless Boolean ulgebra generated by the left closed-right open intervals of the rationals Q, Vinally, C will denote the weak recursivc presentation of the Boolean algebra generated by tile closed intervals of Q or equivalently, the Boolean algebra generated by 0 together with {{q}Jq~ 0}. We assume that C is such that the atoms of C', ~(C'), the ideal generated by the atoms of C, 6~(s/(C')L and 0 as its sits inside (' are all reeursive sets, it is proved in [20] that within the classical isomorphism type of any weakly recursively presented Boolean algebra, there must be a Boolean algel~ra of the form /~ x N, 0 x flL or C" where N is a weakly recursively presented Boolean algebra. Thus we consider only Boolean algebras of the form /~x~, OxN. or C'. Given a Boolean algebra N, we let 0~ and 1~ denote the zero and one of N respectively. (l(iv(c)l) If N=(2 then we let S={[i,i+l)ti~N} and let A=eI(IU,ff(C')) where ! is the ideal of 0 as it sits inside £" mentioned above,
In each of the examples above, it is not ditfieull but somewhat lengthy to check that S and A have the desired properties. We refer the interested reader to [20] for more details. (llvit) For the ease of O" we shall give two examples of S and A. t l(vi(a))) Let A~ = ell0)= {I} and let S be the set of primes. (l(vitb~)) Again. we let S be the set of primes, but let A~ be the subgroup generated by the squares of all primes.
In either case, it is easy to see that S is special over A~ or A2. However, there is a key property that S has over A~ that S fails to have over A~. In general, we say that if S and A are contained in .~ and S is special over A, then S has the local exchange prol~,'rty (L.E.P. . n. h is easy to check that in this example, S has the L.E.P. over A2, But S does not have the i..E.P. over A~ since it" p is any prime, supp(p 2) = {p} but pC-cl(lpZ}u .4~/. We note that in all the examples of S and A given in (i)-(iv), S has the L.E.P. over A. We shall see that S having the L.E.P. over A will play a key role in our construc~Iions of maximal and r-maximal substructures.
(l(vii)) We consider Qa where the closure operation is defined as in Example (7). Then let A = 0 and S = {(x, 0) I x ~ Q}.
(l(viii)) Suppose ~ is a weakly recursively presented Boolean algebra. The,:e is a problem with either of the closure operations eli or cl~ of Example (8) . We consider only the example of cll since the case of elf is just the dual of cli. The problem is that under eli, ~8 is not an "infinite" substructure in the sense outlined above. That is, ~= cli({l~}) so that ~8=~cli(0). None of our definitions of simple, maximal, etc. substructures will make sense because the definitions all assume the underlying structure is infinite. However, we can modify the situation somewhat to make ovr general definitions make sense. For example, consider the case of i~.
We form a new closure system .,~(/~') whose universe J'v~(/Q) is the ideal generated by the atoms, cI~(M(/Q)), and keeping the same closure operation, i.e., if A _~ M~(/Q), cl~(A) is the ideal of/Q generated by A. In this way dt~(/Q) becomes an effective closure system and /Vl~(/Q)~,-cl~(0). In this system, our definitions make sense and in many cases they are natural even from the viewpoint of/Q. (We will make this more precise when we give the actual definitions.) We can make such a modification for any Boolean algebra of the form /Q × ~, O × ~, or ~" where ~ is weakly recursively presented. We will simply list the modification and appropriate S and A for each of the cases. and fields also have th~ property but Boolean algebras, (O", < ~. and O" do not.) Now, whenever there is a G.E.P., we can define the notions of dimensions and basis. It is easy to check directly that our examples J/(G) and ,¢/(V) have the G.E.P. Thus in these cases, we can let S be any recursive basis and A = clt0).
From now on we will always assume, unless specified otherwise, that S is a special sequence over A where A is a recursive substructure of ..~ and d~,, dl .... is an effective list of S without repetitions. We shall end this section with a few basic observations about .¢/, S, and A. It easily follows from our definitions of J4 
Simple substructures
We say that an r.e, substructure %_~ is simple if C~:M and there is no r.e. substructure W such that W ~FeI(~lt and W C'l q~ = cl(Ot). Clearly this definition is a natural analogue of simple set and if .44 = N and el(X) = X for all X~_ M, then the simple substructures are precisely the simple sets. However, in many models, simple substructures are never simple sets. For example, in vector spaces, if ~ is an r,e, subspa(c of V~ and xf~?;, then W={x+ v tv~} is an r.e. set such that W n ~,'= 9~. Thus no r.e. subspace of V~ is a simple set while simple substructures exist as was first shown by Guhl [4] , A similar phenomenon occurs in Boolean algebras, see [20] , Also, not every effective closure system .~ contains simple substructures. We give two examples, In F~ if ~] is an r.e. algebraically closed subfield such that ~~ 7 ~ M, then there is an r,e. transcendence basis for ~, say, x~, x> x 3 ..... Wc can extend x t, x2, x3 .... to a transcendence basis B for F~. Let y c B -{xl, x: .... }, Then W = oR{y, xt + yxz, x2 + yx+, x3 ~ yx4 .... }) shows that ~,; is not a simple substructure, In (Qz, ~), it is easy to see that if ~:._ is a sublattice such that S intersects every horizontal and vertical line, then ~'. = O-'. Thus if +z '/: Oz then there is either a vertical or horizontal line (which is of course a r.e. sublattice of O+) which is disjoint from ~(??. and hence q~"z is not simple.
These last two examples show that we must make some additional assumption~+ on .,~ if wc are to be able to construct simple substructures. This situation will hold for most of our constructions. That is, a careful examination of the various constructions to produce examples in g will show that such constructions depend on some basic ++combinatorial" or +'structural" properties. Often times such properties are obvious for the natural numbers but require proof in other models, Thus the format of each of the sections to follow will be to give certai~ sufllcicn! conditions under which our constructions will indeed produce the desired e×am-pies of substructures which are simple, maximal, etc.
Let S be a special sequence over A where A is a substructure of ~ which is recursive. The conditions which will guarantee ..~ has simple substructure is as follows. Proof, We will in fact give two types of constructions for C. Our first construction will simply use the existence of certain kinds of subsets of N and our second construction will exhibit how finite injury priority arguments can be used in this setting. It is a well-known theorem of Dekker that there are hypersimple subsets in every nonzero r.e. degree. Theorem 2.1 thus immediately follows from the next lemma, Lemma 2.1.
Let H be a hypersimple subset qf S, then C= cl(A U H) is ~ simple substructure of .~l such that H =--T C:
Proof. We have proved in Lemma 1,1 that H~rC So assume C is not a simple substructure, Let V be a r,e. substructure such that V ~L:cl(~) and vn C= el(0). it is easy to see that condition (2,(t) allows us to effectively enumerate a sequence r,~, th .... of elements of V whose supports are nonempty and pairwise disjoint. Now since VN C = clt~), then for each i, supptv~)N (S-H),:P 0. But then if f is a recursive function such that D,,~ = supp(t,,), f violates the hypersimplicity of H in S. Thus there can be no such V and C is simple. tWc should note that it is not always the case that if H is a sb~,ple subset of S and 12.11) holds, then C= cl(A U H) is a simple substructure. Again. we considcr the case of V~ where A = {0}, S is a recursive basis for V~, If H is a simple but not hypersimple subset of S, then there is a recursive function f such that for each x~ =,~ {x I x~ l)m~}-Cle,'trty x,~, x~ .... are independent and cl({xt, xL .... }iN cI(H) = {6}. Thus V= cl({xo, xl .... }) is a r,e, infinite dimensional subspace which witnesses that C is not a simple substructure,)
Next, we give a finite injury priority argument which will also construct simple substructures. We shall enumerate a r.e. subset H of S such that cl(A U i~/) will be the desired simple substructure. Our construction will proceed in stages ~md we let H ~ denote the finite set of elements enumerated into H by the end o~' stage s.
For a picture of the construction, imagine an infinite tower of windows ~Fig. I). At each stage s, the eth window will be occupied by an element of S denc~ted by b~ H ~ will be the finite set S-{b~ti>~O}. We will ensure that for each e, lim~ b~ = b,, exists and that H = S -{b~ I i/> 0}. Given x ~ M, we let supps(x) denote supp(x) n{b~,, b~ .... }. 
R~ If U~7~Fcl(~I), then U~NcI(AUH)7~cI(~).

N~ card(S-H)) i.
We think of the requirements R~ as being positive in that we are forced to put elements into H in order to ensure U~ NcI(A U H)7 ~ ~/. We think of the requiremerits N~ as being negative in that they tend to force us to keep certain Cements out of /4. Note that if all the requirements N~ are met, then card(S-H) = ~ and hence by Lemma 1.1, cl(A LI H) ~M. We meet the requirements N~ by ensuring lim~ b~ = b, exists. It easily follows that ',f we can also meet all the requirements R, that cl(A L)H) will be a simple substructure. Of course the requirements R~ and N, naturally conflict thus we put the following priority ranking on our requirements N,~, Re,. NI, R~ ..... that is, No has highest priority, Ro has next highest priority, etc. We say requirement R~ is satistied at stage s if u~n cl(A LI H')~ cl(~). Wc note that our properties of ~l, S, and A and the fact that H ~ is finite ensures that we can effectively recognize if R~ is satisfied at stage s, Because of our priority ranking, we will take an action to try to satisfy R,. If there is such an e, let e(s+ 1) be the least such e and x(s+ 1) be the least x corresponding to e(s+ I), Let H *'t=/-/~ Usupp,(x(s+ 1)), Remove all those elements of supp~(x(s+ 1)) from their windows and let the elements in the windows drop down. This completes our construction. We let H= U~H ~ and C=cI(A U H). Our assumptions on d& S and A ensure that the construction is completely effective so that C is a r,e, substructure, We have two things to prove.
(a) The lim~ b~, = b,, exists for all s, This fact easily follows since b~/~ 4 b~, only if we take action for some requirement R~ with i < e (i,e., e(s + 1)< e). Since once a requirement R, is satisfied at stage s, it remains satisfied there~ter, we see b;. i :fi b:. for only finitely many s, (b) All requirements R,. are met. It is in proving (b) that we need (2.0). Suppose R,, is not met, Thus U,, ~Fcl(0) and hence by (2,0) there is an x in U~, such that supp(x) ~ O and supp(x) f7 {bo ..... b,,} = 0. Let t be large enough so that (i) x e U~,, (ii) Vi Vs (i ~ e & s ~ t -~ b~ = b~), and (iii) for all i < e, if requirement R~ is ever satisfied, it is satisfied by stage t, Then at stage t+ 1, if R~. is not satisfied, then x would force e(t + 1) = e because supp(x) f3{b~; ~ ..... b~,' ~} = 0 and supp~(x) ~ and x dcl(AUH'). Thus we are assured that at stage f+ I, R,. is satisfied and hence R,, must have beea met.
We note that the secol~d constrnction of Theorem 2,1 can be modified using a combination of a coding argument and a Yate's permitting argument to produce C to be in any nonzero r.e. degree. The second construction has the advantage that it can be modified in the context of specific models to produce simple substructures with other interesting properties. For example in V~ we can modify the construction to ensure that no basis of C can be extended to a r,e. basis of V~. (See [ 12] and [18] for such types of modifications,) Finally, we should note that in some models, there even are simple substructures which are recursive sets. Namely, see [12] for such examples in V~ or simply ob:~erve that the A~_ Q' of Example (l(ivtb)}) is also a simple substructure since given any nontrivial sub-~ ', V}c_ VnA. group ~,_0 {I}c{x-~lxe
Maximal substructures
We say that an r,e. substructure ~ G Jd is maxi,ml if 4" v~ v M and for every r.e. substructure W~% either W=v~ or W=t:M. Our definition agrees with the usual definitions of maximal in the models N, V~, F~, or ~ where ~ is a weakly recursively present~ d Boolean algebra that have been previously studied. However, we should pont out that in our setting, it is not the case that a maximal substructure i,~ nece,,sarily t*. simple substructure. It will follow from Theorem 1. I that in F~, a maximal subset of recursive transcendence basis generates ~ maximal subfield. But we proved in Section 2 that there are no simple sublietds of F~. Similarly, it is shown in [20] , that if ~ is a Boolean algebra of the form ~'Q×~, 0 x ~, or C" where ~ is weakly recursively presented and ~1 is not isomor~hic to ]Q, then ~ contains a maximal subalgebra which is not a simple subalgebra.
The main purpose of this section is to prove that if S has the local exchange property over A where S, A_M, then there are maximal substructures in every high r.e. degree contained in d/. (A degree is high if the jump of a, a', equals the double jump of the degree of the recursive sets, 0".)
. Suppose S and A are contained it1 J,l, S is special over A, aml S has the L.E.P. ouer A. Then if E is a maximal s~tbset o]" S, cl(A U E) is a maximal substrltcture.
Proof. Suppose E is a maximal subset of S yet cl(A U E) = C is not a maximal substructure. Thus there exists a r,e. substructure W such that CG W, C#vW, and W#~_M. We shall show that the existence of such a W violates the maximality of E in S.
Let w., w~ .... be an effettive list of W. From this list we shall construct an effective sequence of pairwise disjoint finite se~,s Dr,, D~ ..... We proceed in stages. In this case. we can enumerate a r.e. set U which splits S-E. Let e., eL .... be an effective listing of E and let E ~ ={e ....... e~}. Let
U" = E" tO {x < S 13j ~ s(x = ,ttyt y ~ D, -E'))}.
Let U= U~ U'. It follows from our assamption that for infinitely many ~z, ]D,, -E] > 2. Hence. by our enumeration o! U. for such &, exactly one element of D,, -E is in U and at least one element o~ /7),, -E is out of E. Since the D.'s are pairwise disjoint, it follows that U-E and S-U are both infinite violating the maximality of E in S. Since lAg E)~ W~ V, it must be tl-e case that for infinitely many d c S-E, d~ V. However, we will show that for infinitely many d~S-E, dE V. lht,s if u=snv.
U will be a r.e. set sud~ that Up_E, tU--Et=~, and IS-UI=~ violating the maximality of t-.-" in S.
First we note that We note that if d~, S and A, also satisfy (2.1)), then it follows from Lemma 2.2,1 that since E is a maximal subset of S and hence is a hypersimplc subset of S. cl(A U E) is also a simple substructure of ~.
Martin [10] proved ~.hat there are maximal sets in every high r.e. degree, Thus Martin's result, Lemma 1.t, and Theorem 3.1 yield the following corollary. One ca~ modify Yate's construction of a maximal set [30] to directiy construct a maxim d .,;ubstructure using the S and A of Theorem 3.1. Since such a direct construction is. except for modifications of notation, essentially the same as the construction found in [13, Theorem 4.1], and since the basic techniques needed for the construction are exhibited in our next section, we will not give such a construction here. However, it is still the case that such a direct construction requires that S has the LE.P. over A. We note that the argument in Theorem 3.1 generalizes an argument of Shore's in [t2] where he showed that in V~, a maximal subset of a recursive basis generated a maximal subspace, Metakides and Nerode [13], independently, also were able to generalize Shore's argument in essentially the same way as we did.
We end this sectien with a brief comment on the significance of Theorem 3.1 in Example (i(viii)) where we considered Boolean algebras where the cl~(D) was the ideal generated b~ D, Our problem was that in (~cl~), ~=~cl~,(0) so our definition of maximal substructure did not make sense. Thus we considered a closure system ~(~)= (d4(~), el~) where M(~) was an appropriate ideal of N so that in M(~), M(f~) ~cli(~). If ~ is of the form /~=~, 0x~, or C where ~ is weakly recursivel 3 presented and in each of the systems A,/ (N x N) ../,~(0 x fl~), and At((?). we choose S and A as described in Example (l(viii)), then q~. the maximal substructure of .,t~(~) constructed in Theorem 3,1, has a natural definition in f~. In each case, we can show that ~ is an r,e. ideal of N such that (i) Nmod~ is isomorphic to ~,. the Boolean algebra of finite and confinite sets of N, and (ii) rood ~ has the property that any r.e. ideal 1 of N rood ~ satisfies either (a) I ~ J where .! is an ideal generated by finitely many atoms or (b) I contains all but finitely many a'~oms of N rood q~. It seems reasonable that r.e. ideals satisfying (i) and (ill above are the natural analogues of maximal sets in the models (N. el,).
R-maximal substructures not contained in any maximal substructures
We say an r.e. substructures R ~_ d/is r-maximal if R 7~ M and for any pair of r.e. substructures W~ and W. in j~/such that W~ + Vv'. = M. either W~ + R =FM or W.+ R =FM. The notion of r-maximal has been studied in the models N in [8] and [27] , V_~ in [6] and [19] . and in weakly recursively presented Boolean algebras ~ in [21] and in each case ou: definition is equivalent to the definition used in thase models. Now if C is a maximal substructure of ~¢/. then q~ is automatically an r-maximal substructure of .~. For if W~, W2~-~(M) and W~ + ~.~,'~ = M. then it cannot be that both W~ + C=FC and W, + C=F:C because then W~-W2 + C =~:C which is impossible. Thus either W~ + C =r: M or Wz + C=~:[t.'|. "i'he purpose of this section is to prove the existence of an r-maximal substructur,." that is not contained in any maximal substructures. In the next section ~e will prove the existence of a non-maximal r-maxima~ substructure that is contained in a maximal substructure, In both sections, the necessary hypothesis on dl te guarantee the existence of the desired r-maximal substructures is that there exists S and A in Jd such that S is special over A and S has the LE.P. over A, Proof, We shall give a procedure to enumerate R in stages. Our construction wilt be a modification of Robinson's construction of an r-maximal set that is not contained in any maximal set given in [27] . R will bc of the form cI(D LI A) where
.t.B. Remmet
D is an r.e. subset of S. We shall let D ~ denote the set of elements enumerated into D by the end of stages s.
For a convenient pictare for the construction to follow, imagine an infinite sequence of infinite colunms of windows (Fig. 2) .
• The fact that at stage s + 1, we only allow an element It, c] ~ to move to a window either in column c or in a column to the left of c or to drop into D ~* ~ ensures that ~i!'~_ get *~ fo~ all s. We let ~i = U~ ~ so that ~ will be the set of atoms in D plus the elements that remain in the first i+ I columns and ~'~ will be r.e. Then D_ ~._~ ~.'~ ~ ... will be an effective list of r.e. subsets of S such that for all i, i~,+~-~f~t =~c. We let H, =cl(~,OA) for all i so that by Lemma 1.1(cL R~ Ho~ H~ ..-will be an effective list of r.e. substructures such that for all i,
H,÷, ~-H,.
To ensure that R is r-maximal we will meet the following requirements for ~=0. 1 .....
K,. Either (i) there is an integer k(e) such that U,.+R~_H~t.,~ or (ii)
there is a~l integer n(e) such that for all (r,c)~(O,n(e)) are in cl(tL + R U{(a, b) 1 (a, b)< (0, .re))}). Lemma 
(f all the requirements K,, are satisfied, then R is tot r-maximal s~d~structm'e of dt that is not catztain¢,d in any maximal substructure of At.
Proof, First 
xle,[r,c]',s,C) =V {2' 'l i~e,~: [r,c]~cI(U;UAUC}.
Similarly, for each pair of finite subsets C and E of S, we define the e-state of a pair ([r, c]', [q, b] ~) at stage s with reswct to (C, E), x(e, ([r, c]', [p, q]~), s, (C E)), by x(e, ([r, c] ~, [p, q]'), s, (C E}) =V {2" '] i~e& [r, c]" ecl(UTU A U C)& [p,q]~cI(UTUAUE)}.
We note that our assumptions on S, A, and ¢~t ensure that we can effectively calculate these e-states. For each [r,c]L we will be most interested in 
x(e, [r. c]', s, C) where C= D" O{[a. d]' ] (a, d}< (r, c)} which we simply refer to as ;he e-state of [r, c] ~ at stage s and we write as g(e, Jr, c] ~, s). Similarly for pairs (ft. c] ~, [q, b] ~} we will be most interested in k(e, O-c] ~, [q, b]), ('C. E)) where C=D'O{[a,d]'l(~t,d)<(r,c)} and E=D ~u{[a,d] ~ l (a, d)< (q, b)} which we simply refer to as the e-state of the pair ([r, c]L [q, b] ~) at stage s and we write as
X(c~, [r~, c~] ~, s)< X(q. [a, d] ~, s + 1, D ~ LI {[p, q]'~ ](p, q).< Ca. d)~÷l} LI C~ ~l).
The main fact to notice is that since Proof. Again we proceed by induction. Fix e > 0 and assumc K i is satisfied for all j <e. Let ~8,._.~ be the well-resided (,e-l)-state in F. We assume by induction that there is an integer m~_~ such that for all (r.c)>(0, m~._0, if r=0, then x(e-1. We note that as was the case for our construction of a maximal substructure. the assumption that S has the L.E.P. over A is essential. Again we consider Example (l (viii(a) Even in specific models like V~ where S is a recursive bas~s, questions (I), (2) , and (3) remain open.
Major substructures and r-maximal substructures that are contained in maximal substructures
The main purpose of this section is to prove the existence of a non-maximal r-maximal substructure that is contained in a maximal substructure in those models M which have S and A such that S is special over A and S has the L.E.P. over A. In the set case, Lachlan [8] constructed a non-maximal r-maximal set contained in a maximal set by constructing a major subset of a maximal set. We shall generalize Lachlan's construction in this section. Given an r.e. substructure C of ~¢f, we say an r.e. substructure B~_ C is a major substnwmre of C if B :P~:C but for any r.e. substructure W of M such that W+ C = M, W+ B =rM. Our next result shows that to construct our desired r-maximal substructure, we need only construct a major subset of a maximal substructure. ProoL Suppose W~ and W~ are r.e. substructmes of ~,a such that W~ + W, = M. Since C is maximal and hence r-maximal, either W~+C=j~M or V,~+C=vE Without loss of generality, assume W~ + C=~M~ Thus there is a finite set T such that M=cI(W~OCUT), Now if W~cI(W~UT), then W is r,e. and W+C=M and hence W+B =FM since B is a major substructure of C. Thus W~ + 13 =F W+ B =FM and hence B is r-maximal. Now if d/contains S and A such that S is special over A and S has the L,E.P. over A, then we know by Theorem 3.1 that if D is any maximal subset of S, then cl(A UD) is a maximal substructure of ,.a. Our next theorem will show that cI(A U D) will always have a major substructure B and hence B is a nonmaximal r-maximal substructure contained in a maximal substructure. In fact, our theorem will prove much more without using the hypothesis that S has the LE.P. over A. This completes the construction. We let B = (3, B ~ so that B is an r.e. subset of H and D = cl(A U H) is an r.e. substructure. We sh~dl now prove a sequence of lemmas which will prove that D is a major substructure of C is a t,>t I such that for all s~>l,, a~i---a~ ~, W(e,a',.,s) 
Proof.
We proceed by induction. Fix e ~-0 and assume that 13, is odd for all i < e such that U, + C = A.l. Moreover assume that U,. + C = M and yet 13,, is even, By the remarks made immediately preceding the lemma, we see that our assumptions imply that for each i <e such that U, + C= M, there is a k, such that a~, ,<. ~ .... are in eRA U U~ U B U {a~ ..... a < ~}). If i '< e and U, + C,~ M, then lira, F(i, s) is finite so we let k, =lira, F(i, s). Let k = e+max({k, i i<:e}), Let n > k and t be chosen large enough so that
, ). (ii) Vs(s~t--~h'>k). and (iii) VsVi(s>t&i~n-->a~=a,& B~=B" 1& W(L a,.s)= ~&qi, a,,s_ l)).
Next consider the set
By the form of the definition of U. we can see that U is a r.e. subset of S. and hence a~," ~ ~: a. contradicting the fact that s > t. Thus 13,, must be odd.
We end this section with a couple of questions raised by the construction in Theorem 5.2. One can easily see that the set B enumerated by the construction must be a major subset of H, The first question is: "is it true that for eve"y major subset K of H that cl(A U K) is a major substructure of cl(A U H)'?'" O'lr second question is: "'Are there any nautral conditions on d4. which guarantee t~at every r.c, substructure C, which is a nonrecursive r.e, set, has a major substructure?" For example, in the set case, Lachlan [8] showed that every nonrecursive r.e. set has a major subset and kachlan's resalts follow from Theorem 5.2. In the case of V~, Kalantari [6] proved every nonrccursive r,e. subspace V of V~ contains a major subspace. However, Ka!antaris result does not follow from qheorem 5.2. For if V of the form clfAtJH~ whcr~ H~S and S is special over A, one can show V is the subspace generated by sc,me r,e. subset of a recursive basis for W.. it is proved in [11] by Metakides and berodc that there arc r,e, subspaces of V~ which arc not generated by some r,e. subset of a recursive basis for V,. In fact, at this time, the question of whether every r,e. substructure which is a nonrecursive r.c. set has a major substructure is not kvown even in the t~eld case for ,,fl = F~ or in the case of Boolean algebras for Af = 0 x ~, N × ~, or (-~.
Creative substructures
One way to view the notion of creative set is that a creative set is an r.e. set which is effectively nonrecursivc in that a creative set is effectively noncompIcmented in the lattices of r,e. subsets g. We'll generalize the notion of creative set with this point of view in mind. Thus w~ must first discuss how to generalize the notions of reeursive set and complement in our general setting.
1First we consider the notion of recursive, or to avoid confusion, decidable substructures. Wc say a substructure B ~,~t ",s decidable if there is an effective procedure which, given any x~ ..... x,, in At. will determine whethcr or not B ncldx~ ..... x,,}! = clt0~.
Examples. ( l} In those models ,~lJ/where the clo.,urc of a linitc subset is finite, e.g~, the natural numbers N. weakly rccm'sively prestntcd Boolean algebras Nt. vector spaces I,C where the underlying lield /-is fimtc, or the lattices (O'L<). any substructure which is ~, recursive set is decidable ~2) In a rccursivcly presented vector space V~ over an infinite rceursive field our notion of decidable subspace is equivalent to the notion of rccursivc subspacc as defined in [12] by Metakides and Nerodc. It is :,hown in [12] , that a subspace V~ \/~ is decidable if V is generated by some rccurdve subset of a recursive basis for V~ or equivalently if there is W~,~(V~t such tlat W+ V= V~ and wn v= {(i}. Moreover, it is shown in [12] that there are subst~aees U ~ \,'~ such that U is a reeursive set but O is not a decidable subspace.
(3} In E~, it is shown in [ 13] that the decidable algebraically closed subfields ar"~ exactly those algebraically closed subfields generated by a recursive subset of a recursive transcendence basis for F~. Again there arc examples of algebraically closed subfields U~_ F~ which are recu~ive sets but are not decidable. (4) In O+, it is easy to see that if U is any recursiv,," subset of primes, el(U) and cI(UUA) are decidable where A =cl({p"lp a prime}j, In many cases, there is a nice lattice theoretic characterization of decidable substructure in &~(d~). To this end, given substructures B and C in ,,tl, we say that C is a complement of B if c n B = cl(~;O) and for any x¢~ C cRCU {x})n B~ d(¢), Thus a complement of B is just a nmximal element in the class of substructures D in ,//such that D f'l B = el(f)). Of course, in the set cas¢; and vector space case, our definition of complement coincides with the usual notifn of complement. In these two models, a r.e. substructure is decidable if and only it" it has a r.e, complement. However. in the field case where x~, x~ .... is a transcendence basis for F~, one might call C=cl({x~}) a complement of B=cl({x,,x3 .... }), But C is not a complement of B in our sense since D=cl({x~, x:+xfx~}) als0 satisfies BN D = cl(fl). Also, we should point out that in general our notion of complement is not symmetric. For example, in [22] we show that if ~ is a Boolean algebra and ~ is not isomorphic to the Boolean algebra of tinite and cofinite subsets of some set S. then there arc subalgebras B and C of ~ such that B is a complement C but C is not a complement of B. Despite this fact, we show in [20] that if ~ is a weakly recursively presented Boolean algebra, an r.e. subalgebra B of ~ is decidable if and only if there is a r.e. subalgebra C of ~ such that B is a complement of C and C is a complement of B, There is one property that decidable structures have in any dl which is the key to our definition of creative substructure. The main purpose of the section is to give a general construction to prove the existence of creative substructures in a large class of models, In the set ease, the construction of creative is very easy. One simply lets f be any I : I recursive function and then if C = {f(x) I f(x)~ W~} where Wo, Wt .... is an effective list of all r.e. sut)sets of N. C is a creative subset with productive function f. Our general construction of creative substructures in d~ will also start with a certain I : I reeursive function f and build a creative substructure C of .~ with productive function f. However. not any I : I recursive function will suffice for our purposes. Basically we will require the range of f to fortr~ a certain kind of "independent" sequence (see conditions (3) and (4) then Examples. We note that in most cases, we will simply let S, ={f(il} for all i.
However, in some examples, especially Boolean algebras, it is necessary to have S~ ~{f(it} to guarantee that condition (5~ holds. Thus for our examples of matroids in (l(ix)). we can not guarantee that in general such matroids have special functions (although for many examples we can let 1" be any 1 : 1 recursive functions whose range is a subset of a recursive basis for the matroids A = el(0), and S~ = {f(i)} for all i). Also, we do not know if there is a special function for F~.
Our next result shows that if ,a has a special function then ,~'~ contains a creative substrt,cture. Proof. Let S,:, S~ .... be the effective sequence of pairwise disjoint subsets of d~t required in the definition of f being special over A, We shad construct a creative substructure C in stages. We let C ~ denote those elements enumerated into C by the end of s~ages s. At each stage s, we will specify a finite set "/" ~ N such that . Thus our argument does i~ot seem to work in general, We ask whether or not there exist an effettive closure system ~a such that +ff contains a creative substructure C which is not a creative set.
Other settings
The purpose of this section is to briefly contrast our general setting with tbat of Metakides and Nerode found in [13] and with that of Metakides and the author found in [ 14] .
In [13], Metakides and Nerode consider Steinitz closure systems (Lt, cl) with recursive dependence. While their definitions arc somewhat different, such systems (U, cl) are exactly the effective closure systems which satisfy the global exchange property. Thus the models N. Vs, F~, and the matriods of Example (t(ix)) are examples of Steinitz closure systems with recursive dependence. However, the models O*,(O ",-~), and ~ where ~ is a weakly recursively presented Boolean algebra are not Steinitz closure systems with recmsive dependence since they fail to satisfy the global exchange property. The advantage of considering only models M--(U, el) which satisfy the global exchange property is that one can systematically develop a meory of dimension and codimension of substructures and a theory of independent sets. Given such a development, Metakides and Nerode have an appropriate setting in which to generalize some of the many interesting constructions found in the literature which build r,e, subspaces V of ~,~ which have no bases which are extendible to a recm~ive basis of V~, Our general setting includes Steinitz closure systems but our constructions only produce substructures V in these systems which are generated by some r.e. subset of a recursive basis for the entire system. Thus such V always have r.e, Algebraic struct~ires with i~ldepe~detlt sets 1':.9 bases which are cxtel~dible to a recursivc basis for the entire system. We should point out that as with our constructions, most of the cons '-uctions of [113] req~dre lha! the model ,t/= (U, el) satisfy some additional hypothesis to guarantee that th construction will be successful in ,,~/. The additional hypothesis Metakides and Nerode use is that i~ that their Steinitz closure systems (U, el) are regular, that is, if c1(~¢1) ~ C_~ U is a closed finite dimensional substructure, then C is not the union of a finite number of its proper closed subsets. Of the examples we considered in Section 1, only F~ and V~ where the underlying field is infinite are examples of regular Steinitz closure systems. Thus our setting covers many more models than the setting used by Metakides and Nerode in [13], but we cannot generalize, in any reasonable way, the constructions which produce r.e. substructures which have no bases which are extendible to a recursive basis for the entire ~ystem because our setting is too broad to develop a nice uniform theory of dimension and independence.
The setting used by Metakides and the author m [14] basically developed a different kind of generalization or recursion theery than the one presented ira this paper. We shall give a few dclinitions to indicate the direclion of the generalization of r'ecursion theory in [14] , In [14] , we cov.sidered recursively presented atomic models ,,~ where the closure operation is algebraic closure and the algebraic closure of every subset A of dg is itself, i.e., cl(A) = A for all A ~,ff. Examp!es include the natural numbers under equality (N, =), the rationals under the usual ordering (O, ~), and a large class of n-dimensional partial orderings. One of the key ideas of [14] was to study subsets A of dt which arc iu general t>ositi:m, i,e., those subsets A _~ M such that A and dr-A intersect every infinite (Q, ~<) is recursively presented, and hence W = A U (0, :~) witnesses that A is not a maximal subset of Q As a generalization of the construction of maximal sets, we proved in [14] that if ,,It is a recursively presented atomic model where the algebraic closure of every subset is itself, then ~1 contains a maximal substructure in general position. The constructions of this paper technically apply to models where the algel-eaic closure of a set is itself, but they do not, in general, produce substructure:~ in general position, For example, we can view (O, ~<) as an effective closure system. However, it is not difficult to see that the construction of a maximal substructure of Theorem 3.1 when applied to (O, <~) only produces a maximal subset of O which, by our remarks above, cannot be a maximal substructure in general position. Moreover, we shall end Section 7 with one example to show that notions of being in general position and being algebraically closed are not always compatible and hence it seems impossible to hav~ a setting in which on, e could generalize both the constructions of [14] and the constructions of this paper, We consider (O", <) where, as we remarked earlier, the algebraic closure of a s~tbset A ___ O" is the sublattice generated by A. Even though in (O", ~<) the algebraic closure of a subset is not itself, the definition of a subset A being maximal in general position makes sense and we can construct such substructures. (The construction of an A ___ Qa which is maximal in general position will appear in some forthcoming work of the author and A. Manaster.) Theorem 3.1 shows that one can construct a maximal sublattice of O-" in the sense of the definition of Section 3. However, in O 2 there are no sublattices which are in general position for it is easy to see that the only sublattice A of O ~ which intersects every infinite definable set in (O2 <~) is O~ itself.
