Abstract: Vision and force sensors provide rich information which can enable robots to execute complex tasks. However, the integration of these two different types of sensors is not a trivial task. This paper provides a novel technique for the integration of vision and force information. Visual servoing and explicit force control techniques are applied in the task frame formalism. Disadvantages of the constant parameter controllers are addressed and a solution based on fuzzy tuning rules is proposed. The solution is an example of shared control strategy. Experimental results conducted on a 2 DOF direct drive SCARA robot for the manipulation of a sample object are presented both for fixed parameter and fuzzytuned controller and results are compared.
INTRODUCTION
Using external sensors on robots can enable them to execute more complex tasks. Force and vision sensing abilities are of paramount importance for robotic applications which are beyond the state of the art of industrial use. Integration of the data from these two different sensors is very promising for manipulation tasks.
A variety of integration approaches are reported in the literature. Nelson et al. (1995) categorizes these approaches as, traded, hybrid and shared control. In traded control approach, switching between force control and visual servoing takes place for a given direction. In hybrid control, vision and force control are applied in separate orthogonal directions. Shared control treats both visual servoing and force control in the same hierarchical level and it uses force control and visual servoing in the same direction simultaneously. Each method has its advantages and drawbacks. Traded control prevents hard impacts on the manipulated workpiece and in this way it avoids destabilizing effects. In hybrid control, vision and force control are decoupled and therefore force reference in visual servoing direction or a visual reference in force control direction cannot be applied. Shared control does not have this kind of disadvantage, and it is regarded as highest level of integration (Schutter and Brussel (1988) ). However this control strategy suffers from the destabilizing effects of sensed inertial, gravitational and tactile forces. This problem has to be solved either by compensation or a robust control system (Nelson et al. (1995)) An approach which is a combination of traded, hybrid and shared control strategies in a task frame formalism is present in Schutter and Brussel (1988) , Schutter (2002, 2004) , and Bruyninckx and Schutter (1996) . In this methodology, the force and visual servoing directions are decoupled as in hybrid case, but sensors aid each other by generating feedforward control outputs. Morel et al. (1998) applies an impedance control strategy to the integration of visual servoing and force control. In this system, vision system provides position references for impedance based force control.
In this paper, we propose an integration method in which visual servoing and force control gains are tuned by the use of fuzzy logic systems. This online tuning system employs force and visual servoing errors as inputs and produce required changes in the controller parameters as outputs.
Fuzzy gain scheduling is reported in the hybrid position/force control context in previous works Shibata et al. (1996) , Zand et al. (1997) , Hsu and Fu (1995) , and Kim et al. (1995) too. A fuzzy tuned hybrid approach for integration of vision and force sensors is also presented in Calli et al. (2008) . This paper presents a novel fuzzy tuned hybrid control approach for the integration of visual servoing and force control. The performance of this method is verified by the experiments.
The experiments in this paper consist of applying normal force to a moving object and are carried out on a direct drive SCARA type robot equipped with a six-axis force sensor and an eye-to-hand camera system. Experimental results indicate that the method proposed in this paper shows better performance than the method in Calli et al. (2008) .
Section 2 describes visual servoing and force control laws. Fuzzy logic based tuning method is discussed in the third section. Experimental results are given in Section four. Finally, the conclusion is presented in the last section.
FIXED PARAMETER CONTROL METHOD
First, we design a fixed parameter hybrid vision based position and force controller. This controller is based on the task frame approach. The configuration of task frame is shown in Fig. 1 . In this figure, i x , i y -axis and origin i O forms the world frame and x , y -axis and origin O describe the task frame. I signifies the position of the robot tooltip. The origin of the task frame is attached on the contact point of the workpiece and the axis y is towards the force application direction. Hybrid control is applied with a visual servoing component in the direction tangent to the edge of the workpiece and force control component normal to this straight edge. The orientation of the task frame can always be detected by vision system.
For force control, an explicit force controller in PI structure is used Khosla (1992, 1993) ). The force error is defined as the difference between the task space force reference r F and the measured interaction force F :
The "selected force error" is then obtained by
where the diagonal matrix S is called the selection matrix. The entries of this matrix specify the force controlled task space directions. If the i th direction is a force controlled one, then the i th diagonal term ii s of S is equal to 1 and it is equal to 0 otherwise. The force control law is expressed as
In (3), . 0
The control c F F is then transformed into robot joint torques by using the robot Jacobian R J as,
where q is the vector of joint positions and t w R is the rotation matrix between the task frame and the world frame attached to the base link of the manipulator. F u stands for the force control component in the joint control torques.
T () signifies the transpose of a matrix.
The vision based position control adopted in this paper is in the so-called "dynamic look-and-move" control category. In dynamic look-and-move approach, visual servoing generates position references for an inner position control loop based on joint encoder feedback.
Task space errors
x V e and y V e (measured in pixels) for visual servoing are defined in Fig. 1 . Augmenting them together, the task space position error is obtained:
Its "selected" version is obtained by
where I stands for the identity matrix. With (7) and with the definition of the selection matrix above, the position errors in the force controlled directions are ignored. The visual servoing rule in the image space is defined as
In (8), c V F is the task space control force vector generated by visual servoing and V K is a gain matrix in diagonal form
The output of the visual control c V F should be interpreted in the following way. Because of our choice of the visual control structure is dynamic look-and-move, we are not using this vector as a Cartesian control force to be converted to joint torques via a Jacobian-Transpose relation. Rather, this vector is used to generate world frame Cartesian tool tip position references. c V F is regarded as the task space velocity demand for the visual servoing task. First, it is expressed in the image frame coordinates by multiplying it by the rotation matrix relating the task frame coordinates to the image frame coordinates and then using the rotation matrix relating image frame and world frame coordinates, it is represented in world frame:
Here v is the task space velocity demand in m/sec. I J is the image Jacobian which includes camera intrinsic parameters. The position reference 
Let p be the actual Cartesian position of the robot tool. ( p is obtained through joint encoder readings and forward kinematics with the position control loop sampling rate, which is higher than the camera sampling rate.) Defining P e , the Cartesian position error expressed in the world frame, by p p e r P − = , a PID position controller is used to generate a Cartesian control force for the robot tool as below.
This force is reflected to joint control torques by the use of the manipulator Jacobian:
As in the case of F u , P u is a component in the joint control torque vector. The joint control vector u is finally computed as
In this paper, it is assumed that, force application direction is normal to the workpiece. However, the proposed algorithm can be modified for any force application direction. We divided this task into two phases: i) Reaching phase and ii) manipulation phase. In the reaching phase, the tool tip of the robot is brought near the force application point using visual servoing in task frame. In this phase both of the task frame directions are visually controlled. Therefore, the selection matrix S is given by
In the reaching phase, the visual servoing gain in x -direction is specified higher than the visual servoing gain in ydirection, in order to quickly bring the tool tip to the line of concern (task frame y -axis). After intersecting it, the robot tool moves along with the y -axis of the task frame and touches the surface of the workpiece. The contact is sensed by the force sensor by measuring the force in y -direction in task space. A force threshold is employed for the contact detection. With the contact, second phase begins.
In the second phase hybrid position/force control guided by visual servoing is applied. Along the y -direction force control is applied, and visual servoing is implemented along the x -direction. This corresponds to the following selection matrix.
The approach derived above may be problematic for the moving workpieces. After the reaching phase, as the object is moved, if there appears a position error in x -direction, the controller continues applying force. This results with the application of force on undesired points of the workpiece. High values for visual servoing gains may be suggested as a solution of this problem. With high control gains, visual servoing can push the x -direction position error quickly to zero. However, using a high gain values can result with overshoot and oscillations. As another problem, if force control continues when the contact is lost, some hard impacts are inevitable. Though hard impacts can be avoided by using very low force control gains, low gains result in a very slow force control reaction.
The performance of this approach is further considered in the experimental results section. In order to overcome the disadvantages of the method discussed above, an online fuzzy tuning method is devised for both visual servoing and force control gains. This fuzzy tuning scheme is presented in the next section.
SHARED CONTROL WITH FUZZY PARAMETER TUNING
The dominant control gain in force control is F K . According to Volpe and Khosla (1992) an effective use of the explicit force control scheme can be obtained by selecting a F K value much larger than i. If the position error is big and force error is small, then this means that the robot is applying the reference force to an undesired point. The robot should be brought on the line of concern (task space y -axis) without applying too much force on the workpiece. To accomplish this, force gain should be decreased, and vision gain should be increased.
ii. If the position error is small and force error is big, this means the robot is at the right position, but force control gain is too low that the desired force value has not reached yet. To overcome this, force control gain should be increased. And also to avoid fast movements in tangential direction, motion in visually guided direction should be softened.
iii. If both position and force error are big, this means the workpiece went through a large motion. In this case, the force gain should be decreased rapidly and visual servoing should be increased.
iv. If both of the position error and force error are small, then there is no need to change the control gains.
These four principles can be implemented by two independently running fuzzy tuning systems for the two controller gains mentioned above. The rule bases for these fuzzy systems for F K and V K are summarized in Tables 1  and 2 , respectively. Note that the tuning is carried out for the "active" entries of the gain matrices corresponding to the force and vision controlled directions chosen by the selection matrix .
S Fig. 2 shows the membership functions for the input variables of rule bases in Tables 1 and 2 . In the tables the subscript " NB " stands for negative big, " NS " is negative small and " PS " is positive small. The numerical values for rule strengths 
respectively. In (19) and (20) k is the computation cycle of the digital controller.
As also discussed in Calli et al. (2008) , this online tuning method is successful in avoiding the undesired sheer (tangential) forces on the workpiece. It brings the tool tip of the robot on the y -axis. However, when the error in xdirection is reduced via visual servoing, according to the fuzzy rules, force control gain begins to rise. If there is a nonzero position error in y -direction in that instance, this fuzzy tuned control system cannot avoid a hard impact. To solve this problem, we propose another fuzzy gain tuning system. This system tunes the visual servoing gain in ydirection. In the above discussion, the visual servoing gain y V K does not enter control computations after the first contact with the workpiece because of the selection matrix choice given in (16) for the manipulation phase. The hard impact problem mentioned above, however, can be tackled by modifying the selection matrix and continuing with visual servoing in the y -direction in the manipulation phase too. In this section we use a control action selection mechanism which employs two selection matrices in the manipulation phase to replace the force and vision error computation equations in (2) and (7) 
The control action selection approach in (21-23) makes the y -direction a shared control direction. This approach not only closes the distance between workpiece and robot tool tip (and thus avoids a hard impact), but also, with our fuzzy tuning method, if the visual servoing reference is given slightly into workpiece, it acts like a feedforward action for force control. This feedforward action makes force control converge faster to the force reference. The fuzzy rule base for visual servoing in the (originally force controlled) ydirection is designed using the following principles.
i. If both vision and force errors are big, this means the tool tip is far away from the workpiece, and visual servoing gain in y -direction should be raised to decrease this error.
ii. If vision error is small and force error is large, it may be good that visual servoing contributes on force exertion task. However, this contribution should slowly fadeout and should leave its place to force control. Thus, in this phase, visual servoing gain should be decreased slowly.
iii. If both force and vision errors are small. This means that if there is still a contribution from visual servoing on exerting force in y -direction, this effect should be quickly reduced in order not to exceed the force reference. Therefore, a big decrease in visual servoing gain is necessary.
Trapezoidal membership functions for this rule base are as given in Fig. 3 . The Table 3 K in a way similar to the gain computations in the previous section too. Note that, the rule strength of rule corresponding to small force and big vision error is set to 0. Actually, such a case is not possible when one of the vision and force sensor systems is not malfunctioning. 
The next section presents experimental results obtained with fixed and fuzzy tuned approaches.
EXPERIMENTAL RESULTS
A two-dof direct drive manipulator built at Sabanci University Robotics Laboratory is used as the test bed in the experimental studies. A dSPACE 1102 DSP-based system is used to control the arm. A M8 stud is mounted on top of this device, concentric with it, and used as the tool in the experiments. The camera which overlooks the scene has a resolution of 320x240 pixels. The workpiece is pivoted around a vertical axis, and is free to rotate. Soft linear springs attached to the workpiece from both sides keep the orientation of it fixed when no external forces are applied on it. In the following discussion, the angle between world frame and task frame is termed "task angle".
Experimental results with the first approach are presented in Fig. 4 . This figure shows the task angle, the measured force in y -direction and x -direction position error in task space.
A constant force reference of 3 N is applied in the ydirection in all experiments. In Fig. 4 , it can be seen that the robot tool tip gets close to the workpiece, and touches it with visual servoing in y -direction. The gain of visual servoing in y -direction is not decreased unless some amount of force is measured. This is like a feedforward effect for force control. Meanwhile, since the position error in y -direction is reduced, force control gain starts to increase and force reference is maintained. After that, the task angle is changed by manual intervention and hard impact occurs following this abrupt change in the task angle. After the impact, although there exists a nonzero position error in x -direction, the algorithm continues to apply force on the workpiece. As a result, an undesired shear force is observed and this force moves the workpiece further so that no force convergence is observed.
The experimental results of fuzzy logic tuned algorithm are presented in Fig. 5 . With fuzzy tuning, when there appears a position error in x -direction, visual servoing gain in xdirection begins to climb where force control gain drops rapidly. Fig. 4 . Task angle, y-direction force, and x-direction visual servoing error without online fuzzy tuning. This prevents the shear forces that are mentioned in the previous case. When the workpiece starts to move, force gain rises to achieve continuous contact with the workpiece. This results with a rise in the force applied. As the contact is lost, a nonzero position error develops. Both of the visual servoing gains ( x and y -direction) are increased in order to get close to the target point and the force gain is reduced since the desired force application point is positioned far from the tool.
As the tooltip reaches to the desired contact point and the amount of applied force increases to some degree, which is specified by fuzzy membership functions, visual servoing gains decrease and the force exertion task is left to force controller. During this exchange an overshoot in the force is observed. However, it is much less pronounced than with the previous method where a hard impact was observed.
CONCLUSION
In this paper, a hybrid vision/force control approach with fuzzy logic tuned controller gains is proposed. The method is tested on a direct drive robot. It is seen that with online fuzzy tuning, the system behaves more stable and avoids hard impacts and sheer forces. The application of fuzzy tuning to a vision/force integration problem is a novel one. The results show that fuzzy logic can be very useful in this kind of integration.
