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SYMMETRIC, POSITIVE SEMIDEFINITE POLYNOMIALS WHICH
ARE NOT SUMS OF SQUARES.
HARTWIG BOSSE
Abstract. This paper presents a construction for symmetric, non-negative polyno-
mials, which are not sums of squares. It explicitly generalizes the Motzkin polyno-
mial and the Robinson polynomials to families of non-negative polynomials, which
are not sums of squares. The degrees of the resulting polynomials can be chosen in
advance.
1. Introduction
The aim of this paper is twofold. It generalizes some well known polynomials, which are
positive but not sums of squares. Moreover it demonstrates the use of group-representation
theory in the analysis of positive polynomials. The main result is an explicit construction
for a family of symmetric polynomials, which are positive but not sums of squares. To our
best knowledge, this is the first explicit construction of such polynomials, in which the
degrees of the resulting polynomials are not fixed. The proof uses group representation
theory to limit the possible composites of symmetric sums of squares.
1.1. Motivation. A real polynomial p in n variables is called positive semi-definite
(PSD), if p(x) ≥ 0 holds for all x ∈ Rn. A subclass of these are polynomials p which
are a sum of squares (SOS) of other polynomials q1, . . . , qn, i.e. , p =
∑n
i=1 q
2
i holds.
Clearly, every SOS polynomial is PSD. Surprising at first sight only, not every PSD poly-
nomial is an SOS – a classic result from 1888 by Hilbert [Hi] (For an excellent overview
on Hilbert’s related work, see [Re]).
Aside of being a challenging, classic topic, by today, knowledge on PSD and SOS poly-
nomials has become crucial in solving polynomial optimization problems. By relatively
recent results ([La], [Pa]) we understand now, that the complexity of polynomial opti-
mization actually comes in via the difference between PSD and SOS polynomials: Note
that the infimum of any polynomial p is the minimal constant term that makes p a PSD
polynomial. More precisely one finds
(POP) inf
x∈Rn
p(x) = sup
λ∈R
λ s.t. p− λ ≥ 0.
The class of problems of the shape (POP) is NP-hard. Therefore it is not surprising, that
efficient methods to check whether a polynomial is PSD are not known. There is however
a widely used certificate, which is (relatively) easy to check: An SOS polynomial is always
non-negative. This leads to the following relaxation of (POP)
(POP∗) sup
λ∈R
λ s.t. p− λ is SOS.
The current strategy is to approximate (POP∗) by a series of semi-definite programs, each
of which can be solved close to optimality in satisfactory time with current solvers (see
[HG], [Glop]). Unfortunately, in some cases the gap between a solution of (POP∗) and
(POP) is fixed to infinity, i.e., when p−λ is not an SOS for any λ. For further information
on this topic we refer to Monique Laurent’s excellent overview article [Lau].
In review of the above, understanding why some polynomials are PSD but not SOS, would
greatly help to improve current solution techniques for (POP). But to this day, there are
few known explicit examples of such polynomials. The construction of these uses the
“perturbation method” due to Hilbert, resulting in polynomials of degree 6. Moreover,
? Supported by CWI Amsterdam.
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the proofs that these examples are PSD but not SOS have not resulted in some general,
satisfying framework.
This paper sheds some light on the latter. The polynomials introduced in this paper are
positive and not sums of squares, because their “amount of asymmetry” does not match
the possible asymmetry of sums of squares of the same degree.
1.2. Known results. In 1888, Hilbert devised the “perturbation method” (s. [Hi]) to
create PSD polynomials which are not SOS; the resulting polynomials have degree exactly
6. Since the method is not completely constructive (due to an existence-quantifier) it took
another 80 years until first examples where explicitly constructed. All known polynomials
which are PSD but not SOS, have been constructed using Hilbert’s method1 – as a result,
all are of degree 6. Moreover, they all have even symmetry, i.e., they are invariant under
permutation and sign-changes of the input-variables.
The following polynomials in 2 variables are positive but not SOS:
• the Motzkin polynomial (see [Mo]),
PM(x, y) := 1− 3x21x22 + x41x22 + x21x42,
• and the Robinson polynomial (see [Ro]),
PR(x, y) := x21(−1 + x21)2 + x22(−1 + x22)2 − (−1 + x21)(−1 + x22)(−1 + x21 + x22).
• Moreover in [CLR] Reznick and Lam classified all Sn-invariant, homogeneous
sextics that are PSD.
1.3. Contributions. Theorem 6.1 generalizes the known examples in 2 variables into a
family of PSD-polynomials which are not SOS – the Robinson-Motzkin family of polyno-
mials. To our best knowledge, this is the first example of a family of such polynomials
with unrestricted degree.
Moreover, in contrast to Hilbert’s method, the polynomials are constructed as sums of
squares of rational functions (proving their non-negativity). This offers not only a new,
explicit construction method for difficult cases in polynomial optimization, but –for the
special case of symmetric PSD-polynomials– it also might help to strengthen Polya´’ s
representation theorem.
1.4. Tools. Aside of the result itself, it may be worth wile taking a look at the tools used.
The proof that the constructed polynomials are not SOS involves symmetry reduction of
their representation by semi-definite matrices. We exploit, that the symmetry of an SOS F
implies that it’s defining linear matrix inequality (LMI) F = ~pTA~p is invariant under some
group-action (here A ∈ RN , A  0 and ~p ∈ R[x]N ). We then use group-representation
theory to blockdiagonalize A, which will give a necessary condition for symmetric SOS. In
this procedure harmonic polynomials will come in as a basis of polynomials with “basic
symmetry”.
The approach of reducing the size of group-invariant LMIs by blockdiagonalizing has
been used in several practical applications, see [GP], [GS], [BV], and [KMPRS]. A nice
summary of this method for the symmetric group can be found in [Va].
The difference to all existing work is that here we examine the dihedral group (as opposed
to the symmetric group) and use the reduced LMIs in an abstract proof (as opposed to in
numerical calculations).
1.5. The origin of this paper. Aside of being symmetric, the Robinson polynomial and
Motzkin polynomial have something in common, which is not obvious at first sight. When
translated into polar coordinates, PM,PR have the following structure:
(1.1) P(r cos(t), r sin(t)) = cos(2t)2p0(r2) + sin(2t)2p1(r2)
where the p0(r
2), p1(r
2) are non-negative, univariate polynomials. So all involved terms
in the right hand side of (1.1) are PSD – a certificate that P is PSD.
But (1.1) also reveals rotational symmetry : For fixed angle t, P is an interpolation [note
sin2 + cos2 = 1] between p0(r
2) and p1(r
2), where the ratios are periodic in t. So along
the lines x = 0, y = 0 [resp. t = 0, t = pi/2] P restricts to P(x, 0) = P(0, x) = p0(x2).
1That this was unavoidably so is a nice result of an upcoming paper of Bruce Reznick [Re].
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Figure 1. The Robinson polynomial PR.
p0(r)
p1(r)
The Robinson Polynomial has rotational symmetry. It consists of two non-negative
univariate polynomials “glued together” by non-negative, angular functions cos2, sin2.
Similarly, along x = +y, x = −y [resp. t = pi/4, t = 3pi/4], P restricts to P(x, x) =
P(x,−x) = p1(x2). Figure 1 depicts the Robinson Polynomial and its restrictions to these
lines.
Now to prove that such a polynomial P is not SOS, requires to examine its zeros. For
symmetric sextics P (such as PR), Choi, Lam and Reznick showed in [CLR], that if P is
an SOS, the zeros of P lie on a circle. Taking a close look at the structure of (1.1), this
shows that if the pi have real zeros, these must coincide. This is not the case for PR (see
Figure 1 and Example 6.2), so this polynomial is a not sums of squares.
How can this be generalized to polynomials of degree more than 6? It turns out that this
is possible for a class of special polynomials. In Theorem 6.1 we show that a polynomial
fulfilling (1.1), can only be an SOS if one has
∑m
i=1 1/β0,i =
∑m
j=1 1/β1,j where the βk,i 6= 0
are the real zeros of the pk.
2. Structure
This paper is organized as follows:
First we introduce some notation in Sections 3 and 4. In Section 5 we present a general
construction for symmetric PSD-polynomials, which we extend to explicit examples of
PSD-polynomials which are not SOS in Sections 6 and 7. In Section 8 we introduce some
basic notation on group-invariant polynomials, which we use in Section 9 to prove the
main theorem. Finally we give some outlook and concluding remarks in Section 10
3. Notation
Let R≥0 := {t ∈ R : t ≥ 0}. In this paper all polynomials used are either univariate or
bivariate polynomials with real coefficients. The corresponding ring of real polynomials
in two variables x and y is denoted by R[x, y].
A polynomial p ∈ R[x, y] is called positive semi-definite (PSD), if p(x, y) ≥ 0 holds for all
(x, y) ∈ R2. Moreover, p is a sum of squares (SOS), if it can be rewritten as p(x, y) =∑n
i=1 qi(x, y)
2 for some qi ∈ R[x, y] and n ∈ N. The latter certifies that p is PSD.
By [xkyl]d denote the column-vector of monomials xkyl with degree at most d, e.g.,
[xkyl]2 = (1, x, y, x2, xy, y2)T . A classification of SOS polynomials is the following; a
polynomial p(x, y) of degree 2d is an SOS, if and only if there is a positive-semidefinite
(PSD) matrix A ∈ RN×N (of appropriate size N), such that
p(x, y) =
(
[xkyl]d
)T
A [xkyl]d.
This certificate of positivity is easy to check, so it is of high practical importance and
widely used in relaxations of polynomial optimization problems.
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Co-PSD polynomials. Later on, we evaluate univariate polynomials at x2 + y2, the
following characterizes polynomials where the result is non-negative:
Definition 3.1. A univariate polynomial p(t) is called co-positive-semidefinite (co-PSD)
if p(t) ≥ 0 holds for every t ≥ 0.
Corollary 3.2. A co-PSD polynomial p has a positive leading coefficient and p(α) = 0
for some α ≥ 0 implies p′(α) = 0 (in fact the order of such zeros is even).
Lemma 3.3. Let p ∈ R[t] be a univariate co-PSD polynomial with a zero of order 2k ∈ N
at α ∈ R≥0. If p =
∑n
i=1 qi holds for some co-PSD polynomials q1, . . . , qn, then each qi
has a zero of order at least 2k at α, i.e., qi is in the ideal generated by (t− α)2k.
Note that for 2k = 2, Lemma 3.3 just states that each qi must have zeros in R≥0 wherever
p does, which is trivial. The interesting part of Lemma 3.3 is, that the multiplicity of
non-negative real zeros is preserved.
Proof of Lemma 3.3. Induction: Lemma 3.3 is true for k = 1, since 0 = p(α) =
∑
qi(α),
implies qi(α) = 0, which together with Corollary 3.2 proves the lemma. For arbitrary k,
we observe that by Corollary 3.2, one can factor out (t− α)2 on both sides.
p(t) = p˜(t)(t− α)2 =
n∑
i=1
q˜i(t)(t− α)2
where qi(t) = q˜i(t)(t − α)2 and p˜, q˜1, . . . , p˜n are co-PSD. Dividing by (t − α)2 on both
sides, one reduces the proof to the case of k − 1. 
4. Polynomials expressed in harmonic basis
One of the main tools of this paper is the use of harmonic polynomials as a basis of R[x, y].
Definition 4.1. For k ∈ N the kth harmonic polynomials gk, hk ∈ R[x, y] are defined by
(4.1) gk(x, y) := Re
(
(x+ iy)k)
)
and hk(x, y) := Im
(
(x+ iy)k)
)
.
Define in addition r(x, y) :=
√
x2 + y2 (observe that r2(x, y) is a polynomial).
Lemma 4.2. The polynomials r2`, r2`gk, and r
2`hk with k, ` ∈ N and k > 0 form a basis
of R[x, y].
For a proof see [AAR]. This representation of p is of particular interest in this paper, since
the polynomials r2`, r2`gk, and r
2`hk have “elementary symmetries”. This is a bit more
obvious in polar-coordinates. Rewriting x+ iy = reiφ with some φ ∈ [0, 2pi], one obtains
gk(x, y) = Re((re
iφ)k) = rk cos(kφ) hk(x, y) = Im((re
iφ)k) = rk sin(kφ).
From this one directly derives the addition formulas (known from trigonometric functions)
(4.2)
g2k + h
2
k = r
2k,
gkg` − hkh` = gk+`.
5. Marrying polynomials
In this work we essentially “glue together” two univariate polynomials in a process we call
“marrying”. The ’glue’ we use is a nonnegative partition of unity, i.e., g2k/r
2k+h2k/r
2k = 1.
As in real life, polynomials that can be married must fit to some extent: Two univariate
polynomials P,Q satisfy (P (t) ≡ Q(t) mod tk) if and only if they differ only in the
coefficients for tk, tk+1, . . ., i.e.,
P (t) = a0 + a1t+ . . .+ ak−1tk−1 + tkP (t)
Q(t) = a0 + a1t+ . . .+ ak−1tk−1 + tkQ(t)
holds for some univariate polynomials P ,Q and coefficients a0, . . . , ak−1 ∈ R. In this work
we are only interested in polynomials P,Q with non-trivial zeros, which we normalize such
that P (0) = Q(0) = 1. The Newton-Girard formulas ([S00]) give a characterization of
such “matching” polynomials in terms of their zeros:
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Lemma 5.1 (algebraic characterization). For P,Q ∈ R[t], let P (t) = ∏mi=1(αit− 1) and
Q(t) =
∏n
i=1(βit− 1), where αi, βi ∈ C \ {0}. For any k ∈ N, one finds
P (t) ≡ Q(t) mod tk ⇐⇒
m∑
i=1
α`i =
n∑
i=1
β`i ∀` = 1, . . . , k − 1.
The proof is a direct application of the Newton-Girard formulas ([S00]) for symmetric
polynomials. As an example one might check that for k = 2 we find P (t) ≡ 1− t∑mi=1 αi
mod t2 and Q(t) ≡ 1− t∑ni=1 βi mod t2 proving the lemma for k = 2.
Lemma 5.2. Let P,Q ∈ R[t] be univariate polynomials where P (t) ≡ Q(t) mod tk. Then
Mk(P,Q) :=
g2kP (r
2) + h2kQ(r
2)
r2k
is (i) a polynomial in two variables which results from marrying P and Q. Moreover,(ii)
if P and Q are co-PSD, then Mk(P,Q) is PSD.
As we will see later, the resulting polynomials have D2k-symmetry, i.e., the function stays
invariant under rotation of the input (x, y) by an angle of 2pi/2k. Take a look at Figure
1, how the graph of such a function looks like.
Proof. The coefficients of r0, r2, . . . , r2k−2 in both P (r2) and Q(r2) are equal, therefore
there are p0, P , Q ∈ R[t] such that
P (r2) = p0(r
2) + r2kP (r2) Q(r2) = p0(r
2) + r2kQ(r2).
With this it becomes clear that r2k divides g2kP (r
2) + h2kQ(r
2):
g2kP (r
2) = g2kp0(r
2) +g2k r
2k P (r2)
h2kQ(r
2) = +h2kp0(r
2) +h2k r
2k Q(r2)
g2kP (r
2) + h2kQ(r
2) =
(
g2k + h
2
k
)︸ ︷︷ ︸
=r2k [see (4.2)]
p0(r
2) +r2k
(
g2kP (r
2) + h2kQ(r
2)
)
.
Therefore Mk(P,Q) is a polynomial. If in addition P and Q are co-PSD, then P (r
2) and
Q(r2) are non-negative, since r2 only attains positive values. All other terms in Mk(P,Q)
are squares, so Mk(P,Q) is non-negative. 
5.1. Basic cases I. Marrying polynomials that trivially fit leads to an SOS:
Lemma 5.3. Let p, q ∈ R[t] be univariate co-PSD polynomials and let k ∈ N Then
Mk(t
kp, tkq) is SOS.
Proof. Direct calculation shows
Mk(t
kp, tkq) =
g2kr
2k p(r2) + h2kr
2k q(r2)
r2k
= g2k p(r
2) + h2k q(r
2),
where p(r2) and q(r2) are non-negative univariate polynomials with respect to r and thus
SOS with respect to r (see [Hi]). 
5.2. Basic cases II. Marrying squares leads to an SOS:
Lemma 5.4. Let P,Q ∈ R[t] be univariate PSD polynomials where P 2(0) = Q2(0) 6= 0
and P 2(t) ≡ Q2(t) mod tk holds for some k, ` ∈ N. Then Mk(P 2, Q2) is SOS.
Proof. First of all Mk(P
2, Q2) is a polynomial due to Lemma 5.2 which now we prove is
SOS. With a bit of work and the addtion formulas in (4.2), one first verifies 2Mk(P
2, Q2) =
P 2(r2) +Q2(r2) + (P 2(r2)−Q2(r2))g2k/r2k and then
4Mk(P
2, Q2) =
(
P (r2) +Q(r2) + g2k
P (r2)−Q(r2)
r2k
)2
+
(
h2k
P (r2)−Q(r2)
r2k
)2
.
So what is left to prove is that r2k divides P (r2) − Q(r2), or equivalently P (t) ≡ Q(t)
mod tk. Due to P 2(0) = Q2(0) 6= 0 we might assume w.l.o.g that P (0) = Q(0) holds,
implying that P (t) = c
∏m
i=1(αit − 1) and Q(t) = c
∏n
i=1(βit − 1) hold for some c ∈ R
and αi, βi ∈ C \ {0}. Comparing the formulas in Lemma 5.1 for the pairs P 2, Q2 and
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P,Q one sees that P 2(t) ≡ Q2(t) mod tk implies P (t) ≡ Q(t) mod tk. This proves that
Mk(P
2, Q2) is an SOS. 
5.3. Interesting cases. So marrying squares or trivially fitting co-PSD polynomials
yields an SOS. But when is the result not SOS? We provide the following necessary con-
dition for Mk(P,Q) to be SOS, and then show constructions violating this condition.
Theorem 5.5. Let P,Q be two co-PSD polynomials with P ≡ Q mod tk. Then if the
polynomial Mk(P,Q) is SOS, there are polynomials p, q ∈ R[t] and co-PSD polynomials
p, q ∈ R[t] such that
P (t) = p2(t) + tp(t) and Q = q2(t) + tp(t) where(5.1)
p(t) ≡ q(t) mod tk and tp(t) ≡ tq(t) mod tk(5.2)
This means that Mk(P,Q) = Mk(p
2, q2)+r2Mk(p, q) where Mk(p
2, q2) and r2Mk(p, q) are
(PSD) polynomials.
Proof. Theorem 5.5 is a direct consequence of Theorem 9.1. 
Concerning the dissection (5.1) there is something special about positive zeros. The posi-
tive zeros of P are inherited – including their multiplicity – by both p2 and p – in contrast
other zeros of P . Similar, q2 and q share the positive zeros with Q.
Before we come to the proof of Theorem 5.5 we shall actually construct polynomials P,Q
violating (5.2). The idea is to make sure that the zeros of P and Q uniquely determine
p, q, ensuring that (5.2) fails to hold.
6. Construction I: The Motzkin-Robinson Family
The following presents a symmetric polynomial, defined via its zeros, which is not an SOS if
these zeros violate a single (non-linear) equation. The corresponding family of polynomials
generalizes the well known Robinson and Motzkin polynomials. The construction involves
marrying two univariate, co-PSD polynomials via spherical harmonics. The following
procedure can by the way be extended to polynomials in an arbitrary amount of variables,
as we shall indicate in the final section.
Theorem 6.1 (The Motzkin-Robinson family of polynomials). Let m,n ∈ N be some
integers, and α1, . . . , αm ∈ R+ and β1, . . . , βn ∈ R+ positive numbers. Choose further
some γ ∈ R with γ ≥ −2 min{∑mi=1 αi, ∑ni=1 βi}. Define γ1 := γ + 2∑mi=1 αi and γ2 :=
γ + 2
∑n
i=1 βi. Then
(6.1)
FMR := (g2)2/r4 (1 + γ1r2)∏mi=1(αir2 − 1)2
+ (h2)
2/r4 (1 + γ2r
2)
∏n
i=1(βir
2 − 1)2
is (i) a PSD polynomial, that (ii) is an SOS if and only if
∑m
i=1 αi =
∑n
i=1 βi.
Note that the αi do not need to be pairwise different (nor do the βi). Though defined
as a rational function, P is indeed a polynomial: Due to the choice of γ1, γ2, one has
FMR = M2(P,Q) for some P (t) ≡ Q(t) mod t2. Before we fully prove Theorem 6.1, here
are two famous examples (note: g2(x, y) = 2xy and h2(x, y) = x
2 − y2):
Example 6.1 (The Motzkin Polynomial). Set m = 0, n = 1 and β1 = 1/2 and γ = 0.
This leads to γ1 = 0 and γ2 = 1 resulting in the Motzkin Polynomial
PM(x, y) = 1 + (x
2 + y2)2 (2xy)
2
(x2+y2)2
(−3 + x2 + y2)/4
= 1− 3x2y2 + x4y2 + x2y4.
Example 6.2 (The Robinson Polynomial). Set m = n = 1 and α1 = 1, β1 = 1/2 and
γ = −1 = −2 min{α1, β1}. This leads to γ1 = 1 and γ2 = 0 resulting in the Robinson
Polynomial
PR(x, y) =
(x2−y2)2
(x2+y2)2
(1 + x2 + y2)(x2 + y2 − 1)2 + x2y2
(x2+y2)2
(2x2 + 2y2 − 1)2
= x2(−1 + x2)2 + y2(−1 + y2)2 − (−1 + x2)(−1 + y2)(−1 + x2 + y2).
The last equation requires to observe that (x2− y2)2 + 4x2y2 = (x2 + y2)2, or expressed in
harmonics: g22 + h
2
2 = r
4.
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Figure 2. Example 6.3: a PSD-polynomial which is not SOS
p0(r)
p1(r)
Example 6.3. The following polynomial was chosen due to its “nice” graph depicted in
Figure 2: Setting m = 3, β = (1, 2, 8), n = 1, α1 = 1 and γ = 0 leads to the following
PSD polynomial which is not SOS:
1− 311x4 + 3202x6 − 12260x8 + 21784x10 − 18048x12 + 5632x14 + 610x2y2 − 3194x4y2
+21784x8y2 − 36096x10y2 + 16896x12y2 − 311y4 − 3194x2y4 + 24520x4y4 − 43568x6y4
+18048x8y4 + 5632x10y4 + 3202y6 − 43568x4y6 + 72192x6y6 − 28160x8y6 − 12260y8
+21784x2y8 + 18048x4y8 − 28160x6y8 + 21784y10 − 36096x2y10 + 5632x4y10 − 18048y12
+16896x2y12 + 5632y14.
Proof of Theorem 6.1. Assume the prerequisites of Theorem 6.1 hold.
(i) One finds that FMR = M2(P,Q) holds for the polynomials
(6.2) P (t) := (1 + γ1t)
m∏
i=1
(αit− 1)2 and Q(t) := (1 + γ2t)
n∏
i=1
(βit− 1)2.
Expanding P and Q yields
P (t) = 1 + t
(
γ1 − 2
m∑
i=1
αi
)
+ t2p(t) and Q(t) = 1 + t
(
γ2 − 2
m∑
i=1
βi
)
+ t2q(t)
for some polynomials p, q. So the special choice of γ1, γ2 leads to P ≡ Q mod t2.
Moreover, P and Q are co-PSD since in (6.2) γ1, γ2 ≥ 0 holds. So by Lemma
5.2, FMR is a PSD polynomial.
(ii) if-part Assume FMR is SOS. Then by Theorem 5.5, we can decompose
(6.3) P (t) = p2(t) + tp(t) and Q(t) = q2(t) + tq(t),
where p, q are some univariate polynomials and p, q are some co-PSD polyno-
mials fulfilling p ≡ q mod t2 and q ≡ q mod t.
Both p2 and tp are co-PSD so their degrees can not exceed deg(P ) = 2m + 1,
implying deg(p2),deg(p) ≤ 2m. Now Lemma 3.3 states that p2 and tp are in
the ideal generated by
∏m
i=1(αit − 1)2, and thus they either have degree at
least 2m or they are the zero polynomial. The polynomial p can not be zero
(it carries the constant term of P ), thus deg(p2) = 2m. Comparing the zeros
and constant terms of P and p2, one finds that p2(t) =
∏m
i=1(αit − 1)2. The
same argumentation holds for q and q leading to q2(t) =
∏n
i=1(βit − 1)2. So if
FMR is SOS then ∏mi=1(αit − 1)2 ≡ ∏ni=1(βit − 1)2 mod t2 holds, equivalent to∑m
i=1 αi =
∑n
i=1 βi.
(ii) only-if-part Assume
∑m
i=1 αi =
∑n
i=1 βi holds, which by choice of γ1, γ2 ≥ 0
implies γ1 = γ2. Define p(t) :=
∏m
i=1(αit− 1) and q(t) :=
∏n
i=1(βit− 1). From (6.2)
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one concludes P (t) = p2(t)(1 + γ1t) and Q(t) = q
2(t)(1 + γ1 t) and thus by linearity
of M2(·, ·) one has
M2(P,Q) = (1 + γ1r
2)M2(p
2, q2),
where M2(p
2, q2) is SOS by Lemma 5.4. 
7. Construction II: The Motzkin Family
In contrast to the last section, the polynomials derived here have a higher order dihedral
symmetry. To keep things relatively easy, we restrict to marrying a rather simple univari-
ate polynomial to a constant polynomial. This results in a family of polynomials with the
shape of the Motzkin polynomial, see Example 7.1. Note that exploiting the upcoming
Theorem 7.2, one can certainly do more.
Theorem 7.1 (The Motzkin-family). Let k ∈ N where k ≥ 2. Then
FM := 1 + g2k(−(k + 1) + kr2)(7.1)
is (i) a PSD polynomial, which is (ii) is not SOS.
Before we give the proof of Theorem 7.1, here are some examples, the first is the scaled
Motzkin-Polynomial 1− 3x2y2 + 4x4y2 + 4x2y4:
Example 7.1. Here are some examples of the polynomials resulting from Theorem 7.1:
k 1 + (gk)
2(kr2 − k − 1)
2 1− 12x2y2 + 8x4y2 + 8x2y4
3 1− 36x4y2 + 27x6y2 + 24x2y4 + 9x4y4 − 4y6 − 15x2y6 + 3y8
4 1− 80x6y2 + 64x8y2 + 160x4y4 − 64x6y4 − 80x2y6 − 64x4y6 + 64x2y8
5 1− 150x8y2 + 120x2y8 − 6y10 − 660x4y6 + 600x6y4+
+125x10y2 − 375x8y4 + 50x6y6 + 450x4y8 − 95x2y10 + 5y12
These polynomials have a (dihedral) D2k-symmetry and 2k zeros at (cos(tk,`), sin(tk,`)) ∈
R2 where tk,` := 1+4`4k 2pi. A plot can be found in Figure 3.
Proof of Theorem 7.1. Theorem 7.1 is a direct consequence of Theorem 7.2. Note that
FM is actually a marriage between Pk(t) := 1− (k + 1)tk + ktk+1 and Q(t) := 1, i.e., one
finds
FM = Mk(Pk, Q) = g
2
kPk(r
2) + h2kQ(r
2)
r2k
.
We now show that FM can not be an SOS, since the degree of deg(Pk) is too low.
Observe that Pk is co-PSD, since it is the product of two co-PSD polynomials Pk(t) =
(1 − t)2(∑k−1i=0 (i + 1)ti) – see proof of Lemma 7.3. Since Pk(1) = 0, and Pk is co-PSD
we conclude from Theorem 7.2, that if Mk(Pk, 1) was SOS, then deg(Pk) = k + 1 = 2k
should hold, implying k = 1. This contradicts the assumptions on k, showing that FM is
not SOS. 
Theorem 7.2. Let k ∈ N and let P be any co-PSD polynomial with P (1) = 0, deg(P ) ≤ 2k
and P (t) ≡ 1 mod tk.
Then Mk(P, 1) is (i) a PSD polynomial, which is (ii) SOS if and only if
(7.2) P (t) = (1− tk)2 + tk p(t)
holds for some co-PSD polynomial p(t), implying deg(P ) = 2k.
Proof. From Lemma 5.2 we derive that Mk(P, 1) is a PSD polynomial, proving part (i).
Assume that (7.2) holds, then Mk(P, 1) is SOS: exploiting linearity of Mk(·, ·) yields
Mk(P, 1) = Mk((1− tk)2, 12) + Mk(tkp, tk 0),
where the first summand is SOS since it is the marriage of two squares (Lemma 5.4)
and the second is SOS since it is the marriage of to trivially fitting co-PSD polynomials
(Lemma 5.3).
Now assume that Mk(P, 1) is SOS, then according to Theorem 5.5, we can split
P (t) = p(t)2 + tp˜(t) and 1 = q(t)2 + tq(t)
where p, q are co-PSD, and moreover p ≡ q mod tk and tp˜ ≡ tq mod tk hold.
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Figure 3. The family of Motzkin-polynomials FM = (1 + g2k(kr2 − (k + 1)).
k = 1 k = 2
k = 3 k = 4
k = 5 k = 6
The equation 1 = q(t)2 + tq(t) directly implies q = 0 and q2 = 1, implying tp˜(t) ≡ 0
mod tk. So there is some co-PSD polynomial p, fulfilling tp˜(t) = tkp(t).
Finally, since both p2 and p are co-PSD, p(1) = p(1) = P (1) = 0 must hold. Lemma 7.3
states that this implies p2(t) = (1− tk)2, finally proving the theorem. 
Lemma 7.3. Fix k ∈ N\{0}. The polynomial p2(t) := (1−tk)2 is the only square fulfilling
(7.3) (i) deg(p2) ≤ 2k, (ii) p(1) = 0 and (iii) p(t) ≡ 1 mod tk.
Proof. Let k ∈ N and let q2 ∈ R[t] fulfill (7.3). Then due to (ii) we find q(t) = c(t)(1− t)
for some c(t) ∈ R[t] where deg(c) ≤ k − 1 due to (i). To find first coefficients of c(t),
we exploit the equations arising from (iii), i.e., c2(t)(1− t)2 ≡ 1 mod tk, which uniquely
determine a0, . . . , ak−1, the first k − 2 coefficients of c2. Writing (1 − t)2
∑k−1
i=0 ait
i ≡ 1
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mod tk, one obtains the recurrence relations
t0 : a0 = 1
t1 : −2a0 + a1 = 0
t` : a`−2 − 2a`−1 + a` = 0 for ` = 2, . . . k − 1.
Induction on ` shows a` = `+ 1, implying c
2(t) ≡∑k−1i=0 (i+ 1)ti mod tk, or expanded:
(1− 2t+ t2)
(
1 + 2t+ 3t+ · · ·+ (k − 1)tk−2
)
= 1 + 0t+ · · ·+ 0tk−1− (k− 1)tk +ktk+1.
Comparing coefficients in c2(t) ≡ ∑k−2i=0 (i + 1)ti mod tk we get the following recurrence
relations for the coefficients c0, . . . , ck−1 of c
t0 : c20 = 1
t1 : 2c0c1 = 2
t` : 2c0c` +
∑`−1
i=1 c`−ici = ` for ` = 2, . . . k − 1.
Induction on ` shows that either c0 = . . . = ck−1 = 1 or c0 = . . . = ck−1 = −1 hold. In
both cases we obtain a telescope sum:
q2(t) = (1− t)2c(t)2 =
(
(1− t)(
k−1∑
i=1
ti)
)2
= (1− tk)2.

8. Symmetry - the invariant spaces of D2k
8.1. Motivation. The goal of this section is to prepare results for Theorem 9.1. This
theorem limits the shape of an SOS F which has some rotational symmetry, see Figure 3
for a plot of such a function.
We exploit, that the symmetry of F implies symmetry of the linear matrix inequality (LMI)
F = ~pTA~p, where A ∈ RN with A  0 and ~p ∈ R[x]N is some vector of polynomials. We
use group-representation theory to blockdiagonalize A.
Symmetries of a polynomial p ∈ R[x, y] are essentially automorphisms f : R2 → R2, that
leave p invariant, i.e., p(f(x, y)) = p(x, y). Its immediately clear, that the automorphisms
under which p is invariant form a group G. If the corresponding polynomial p is SOS,
then it can written as p =
∑
p2i +
∑
q2j , where the pi are again G-invariant polynomials
and the qj are “semi-invariant” (see [GP]).
Example 8.1. Let’s look at even SOS: Every univariate even SOS is the sum of squared
odd or squared even polynomials, e.g.
t4 + t2 + 1 = (t2 − 1︸ ︷︷ ︸
even
)2 + ( t︸︷︷︸
odd
)2.
Here the group is Z2 = {−id, id} and its action on R[t] is defined by id(p(t)) = p(t)
and −id(p(t)) = p(−t). A univariate polynomial p is Z2-invariant if p is even, i.e., if
p(t) = p(−t), and p is semi-invariant if p is odd, i.e. p(t) = −p(−t) holds.
To generalize Example 8.1 we need some notation from group-representation theory:
We first need to take a look at the group of automorphisms of R2 we consider in this
paper. We then check which spaces of polynomials it leaves invariant.
8.2. Representations of the even dihedral group. The group of automorphisms ex-
amined in this paper is the even dihedral group D2n, a subgroup of the symmetric group
Sn, which represents a set of finite rotations and reflections in R2.
Definition 8.1. The dihedral group D2n is the non-commutative group generated by a, b
where a2 = id, b2n = id, and aba = b−1 (Here id is the identity of D2n).
Due to ba = ab−1 = ab2n−1 every element of D2n is of the form aibj , i ∈ {0, 1} and
j ∈ {1, . . . , 2n − 1}. Therefore D2n has 4n elements. From group-representation theory
we employ the following terminology:
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Definition 8.2. A representation of D2n is a D2n-homomorphism ρ : D2n → GL(m),
where GL(m) ∈ Rm×m is the group of nonsingular matrices of dimension m. Two rep-
resentations ρ1, ρ2 of D2n are called equivalent (ρ1 ' ρ2), if there is some A ∈ Rm×n of
rank min{m,n} such that ρ1 = AT ρ2A. The character of a representation of D2n is the
vector χ(ρ) := (Tr(ρ(g))g∈D2n .
Laymenly expressed, a representation ρ for D2n is a set of matrices ρ(g) mimicking the
behavior of the elements gi ∈ D2n, i.e. , ρ(g1g2) = ρ(g1)ρ(g2). And roughly, two repre-
sentations are equivalent, if their matrices are the same, up to a basis-change.
Lemma 8.3. Two representations ρ1, ρ2 of D2n are equivalent if and only if χ(ρ1) = χ(ρ2)
(For a proof see [GW]).
Definition 8.4. For α ∈ [0, 2pi] set
(8.1) A :=
(
1 0
0 −1
)
and B(α) :=
(
cos(α) − sin(α)
sin(α) cos(α)
)
.
Lemma 8.5. For k ∈ N define ρk : D2n → O(2) by ρk(aibj) := Ai(B(pi/n))kj. Then ρk
is a representation of D2n. Moreover ρk ' ρk′ if and only if either (k ≡ k′ mod 2n) or
(k ≡ −k′ mod 2n) hold.
Proof. Fix k, n ∈ N and set ρ := ρk and B˜ := B(pi/n)k. To check that ρ is a representation
of D2n, it suffices to check ρ(A)
2 = I, ρ(B˜)2n = I, and ρ(AB˜A) = ρ(B˜−1). Concerning
this, A2 = I and ρ(AB˜A) = ρ(B˜−1) follow from direct calculation. Since B(α) is a rotation
of R2 by an angle of α, one finds B(α)B(β) = B(α + β). This proves B(pi/n)(2nk) =
B(2kpi) = I.
Choose k, k′ ∈ N arbitrary. To check ρk ' ρk′ , it suffices to examine the generators of D2n:
χ(ρk) = χ(ρk′) holds if and only if Tr(ρk(a)) = Tr(ρk′(a)) and Tr(ρk(b)) = Tr(ρk′(b))
(see Lemma 8.3). The first equation holds trivially by ρk(a) = A = ρk′(a). The second is
equivalent to 2 cos(kpi/n) = 2 cos(k′pi/n) which is equivalent to (k ≡ ±k′ mod 2n), which
eventually proves the lemma. 
8.3. Group action of D2n and invariant subspaces. The action of D2n on R[x, y]
finally is what defines a “symmetric” polynomial in the setting of this paper.
Definition 8.6. The canonic action of D2n =< a, b > on R[x, y] is defined by
(aibj(p)) (x, y) := p
(
AiB(pi/n)j
(
x
y
))
for every p ∈ R[x, y].
A polynomial p is called D2n-invariant if g(p) = p holds for every g ∈ D2n.
The latter is essentially a “sophisticated” way of saying that p(x, y) is invariant under
rotating (x, y) by an angle of pi/n.
Definition 8.7. A subspace V of R[x, y] is called D2n-invariant if g(p) ∈ V holds for
every p ∈ V and g ∈ D2n, in addition V is minimally D2n-invariant if V contains no
nontrivial, D2n-invariant subspace.
Restricting of the group action to an invariant subspace yields a representation of D2n:
Lemma 8.8. Let V ⊆ R[x, y] be a d-dimensional D2n-invariant subspace with some basis
B. For each g ∈ D2n let ρB(g) ∈ Rd×d be the representing matrix relative to the basis B of
the linear mapping g : V → V . Then ρB : D2n → Rd×d is a representation of D2n. (For
a proof see [GW].)
Definition 8.9. Two D2n-invariant subspaces V,W ⊂ R[x, y] with bases BV , BW are
called D2n-isomorphic (V 'W ) if the corresponding representations ρBV (g) and ρBW (g)
are equivalent.
In other words, two invariant subspaces are equivalent, if the group action of D2n looks the
same on both. Observe that this definition is independent on the choice of the bases BV ,
BW , see [GW]. As seen later, the following minimally D2n-invariant subspaces are the core
of the characterization of D2n-invariant SOS. The invariant spaces group by “mod2n”:
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Lemma 8.10. The following spaces are minimally D2n-invariant subspaces of R[x, y]:
V0,k,` :=< r
2`g2kn >, W0,k,` :=< r
2`h2kn >,
Vj,k,` :=< r
2`gj+2nk, r
2`hj+2nk >
Vn,k,` :=< r
2`gn+2nk >, Wn,k,` :=< r
2`hn+2nk >
where k, ` ∈ N and j ∈ {1, . . . , 2n − 1}, j 6= n. Moreover Vi,k,` and Vi′,k′,`′ are D2n-
isomorphic if and only if i = i or i = 2n − i. Any two Vi,k,` and Wi′,k′,`′ are not
D2n-isomorphic.
Note: The spaces < r2`gk, r
2`hk > are invariant under the canonic action of the matrix-
group O(2). Since ρ(D2n) is a subgroup of O(2), the spaces < r
2`gk, r
2`hk > are D2n
invariant. Nevertheless, we prove this in detail to obtain the D2n-isomorphic subspaces.
Proof. For each k, ` ∈ N let Bk,l := {r2lgk, r2lhk} be the basis of the space Uk,` :=<
r2`gk, r
2`hk >. Fix (i, j) ∈ {0, 1} × {0, . . . , n− 1} and some k, ` ∈ N. Set Bn := B(pi/n),
see (8.1).
We first show that the action of aibj ∈ D2n on Uk,`, is a linear mapping aibj : Uk,` → Uk,`,
whose defining matrix relative to the basis Bk,l is ρk(aibj) := Ai(Bn)jk.
Define z(x, y) := x + iy. By definition of gk, hk this leads to gk(x, y) = Re(z(x, y)
k) and
hk(x, y) = Im(z(x, y)
k). Observe z(A
(
x
y
)
) = z(x, y) and z(Bn
(
x
y
)
) = ei
pi
n z(x, y). Defining
α := jkpi/n This leads to
bj(gk)(x, y) = gk(B
j
n
(
x
y
)
) = Re(eiαz(x, y)k) = cos(α)gk(x, y)− sin(α)hk(x, y)
bj(hk)(x, y) = hk(B
j
n
(
x
y
)
) = Im(eiαz(x, y)k) = sin(α)gk(x, y) + cos(α)hk(x, y),
abj(gk)(x, y) = gk(AB
j
n
(
x
y
)
) = Re(eiαz(x, y)k) = cos(α)gk(x, y)− sin(α)hk(x, y)
abj(hk)(x, y) = hk(AB
j
n
(
x
y
)
) = Im(eiαz(x, y)k) = − sin(α)gk(x, y)− cos(α)hk(x, y).
This proves that Uk,` is D2n-invariant. Moreover, expressing the actions of b
j and abj on
Uk,` in the basis Bk,l yields(
bj(gk)
bj(hk)
)
=
(
cos(jkpi/n) − sin(jkpi/n)
sin(jkpi/n) cos(jkpi/n)
)(
gk
hk
)
= (Bn)
jk
(
gk
hk
)
(
abj(gk)
abj(hk)
)
=
(
cos(jkpi/n) − sin(jkpi/n)
− sin(jkpi/n) − cos(jkpi/n)
)(
gk
hk
)
= A(Bn)
jk
(
gk
hk
)
.
So the representing matrix of the linear mapping aibj : Uk,` → Uk,` relative to the basis
Bk,l expresses as ρk(aibj) = Ai(Bn)jk.
Assume U˜k,` ( Uk,` is a non-trivial D2n-invariant subspace of Uk,`. Since Uk,` is two-
dimensional, U˜k,` is one-dimensional. Assume U˜k,` =<u> for some polynomial u =
u˜1gk + u˜2hk. Then u˜ ∈ R2 is an eigenvector of A and Bkn. As an eigenvector of A –see
(8.1)– we may assume w.l.o.g. that either u˜ = (1, 0) or u˜ = (0, 1) hold (implying u = gk
or u = hk). As a rotation matrix B
k
n has real eigenvectors only if the rotation angle is
zero mod pi. This leads to (kpi/n ≡ 0 mod pi) implying k ≡ 0 mod n. Therefore spaces
< gk >, < hk > are Gn-invariant if and only if k ≡ 0 mod n. In case k 6≡ 0 mod n, the
space Uk,` is minimally invariant.
Fix k′, `′ ∈ N, then Uk,` ≡ Uk′,`′ holds if and only if ρk ' ρk′ . According to Lemma 8.5,
ρk ' ρk′ holds if and only if either (k ≡ k′ mod 2n) or (k ≡ −k′ mod 2n) holds. This
finishes the proof of Lemma 8.10. 
9. Proof of the main theorem
Theorem 9.1. Let F be a D2k-invariant SOS with deg(F) = 2d. Then
F =
(
a0r
0 + a1r
2 + . . .+ akr
2k + p
)2
+ q(9.1)
where the a0, . . . , ak ∈ R and (i) p is a polynomial with monomials of degree at least 2k,
(ii) q is a D2k-invariant SOS with monomials of degree at least 2.
The interesting part of this theorem is that the first summand in (9.1) is a square who’s
first few coefficients are rotation-invariant!
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Proof. By Rd[x, y] we denote the polynomials in 2 variables of degree at most d.
For the finite group D2k there are only finitely many irreducible, non-equivalent represen-
tations Λ := {ρ1, . . . , ρN}, such that ρi 6∼ ρj if i 6= j ([GW]). Moreover, Maschke’s theorem
([GW]) guarantees a decomposition of Rd[x, y] into irreducible isomorphic-components,
(9.2) Rd[x, y] =
⊕
λ∈Λ
Nλ⊕
i=1
Vλ,i
where Vλ,i are irreducible D2k-invariant subspaces of R[x, y] and Vλ,i ∼ Vµ,j holds if and
only if λ = µ. By W0 := Rd[x, y]D2k denote the space of D2k-invariant polynomials of
degree at most d, then we can simplify (9.2) to
Rd[x, y] = W0 ⊕W1
where W0 6∼ W1 as D2k-modules. Let {p1, . . . , pm} be a basis of W0 and {q1, . . . , qn} be
a basis of W1, and set ~p := (p1, . . . , pm)
T , ~q := (q1, . . . , qn)
T , and
(
~p
~q
)
= (~pT , ~qT )T . Then
F is SOS if and only if there is a matrix A ∈ R(m+n)×(m+n), such that
F =
(
~p
~q
)T
A
(
~p
~q
)
and A = AT , A  0.
The elements g ∈ D2k act on all f ∈ (R[x, y])(m+n) by g : (f1, . . . , fm+n) 7→ (gf1, . . . , gfm+n).
Thus the matrices ρ(g) ∈ R(m+n)×(m+n) defined by g(~p
~q
)
= ρ(g)
(
~p
~q
)
form a representation
of D2k, which due to g~p = ~p and gqi ∈W1 have the shape
ρ(g) =
(
ρ¯0(g) 0
0 ρ¯1(g)
)
.
Here ρ¯0(g) = Im ∈ Rm×m is the trivial representation of D2k and ρ¯1 is a representation
of D2k with ρ¯1(g) ∈ Rn×n and ρ¯1 6∼ ρ¯0. By the preliminaries one has gF = F for all
gn ∈ D2k where
gF =
(
g~p
g~q
)T
A
(
g~p
g~q
)
=
(
~p
~q
)T
ρ(g)TAρ(g)
(
~p
~q
)
.
We can therefore assume w.l.o.g. that A is D2k-invariant, i.e. A = ρ(g)
TAρ(g) holds – by
replacing A with its symmetrization 1/|G|∑g∈G ρ(g)TAρ(g). Assume A has the following
blockstructure
A =
(
A00 A01
AT01 A11
)
,
with A00 ∈ Rm×m, A01 ∈ Rm×n, and A11 ∈ Rn×n. Then the equation ρ(g)TAρ(g) = A
implies ρ¯0(g)
TA01ρ¯1(g) = A01, which due to Schur’s Lemma implies that A01 = 0. All in
all this implies
F = ~pTA00~p+ ~qTA11~q where A00, A11  0.
Lemma 8.10 gives explicit bases p, q for W0 and W1:
p = {r2`g2kn : n, ` ∈ N, 2`+ 2kn ≤ d} and
q = {r2`gn : n, ` ∈ N, 2`+ n ≤ d, n 6≡ 0 mod 2k} ∪
{r2`hn : n, ` ∈ N, 2`+ n ≤ d, n ≥ 1}
The homogeneous polynomials gn, hn have degree n, so we find that every polynomial
in q (and thus in W1) has monomials of degree at least 1. Therefore the polynomial
~qTA11~q has monomials of degree at least 2. Moreover, if we order the monomials in p
such that p0 = r
0, p1 = r
2, . . . , pk = r
2k, then the remaining polynomials pk+1, . . . , pm are
of degree deg(pi) ≥ 2k. Further, we can decompose A11 into a rank-1 matrix and a rest
X ∈ R(m−1)×(m−1)
A11 =
(
a2 bT
b bbT +X
)
where X  0, a ∈ R and b ∈ Rm−1.
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From this we obtain
F = (ar0 + b1r2 + . . .+ bkr2k︸ ︷︷ ︸
rotation invariant
+
m∑
i=k
bipi︸ ︷︷ ︸
even monomials of deg ≥ 2k
)2 +
SOS, monomials of deg ≥ 2︷ ︸︸ ︷(
~p
~q
)T 0 0 00 X 0
0 0 A11
(~p
~q
)T
which proves the theorem.

10. Conclusion and Outlook
This paper gives a generalization of the known symmetric polynomials that are non-
negative but not sums-of-squares. Moreover it demonstrates the use of group-representation
theory in the analysis of positive polynomials.
The main result is Theorem 5.2, an explicit construction for a family of symmetric poly-
nomials, which are positive but not sums of squares. To our best knowledge, this is the
first explicit construction of such polynomials without degree-restrictions. Moreover the
construction can be extended to polynomials in arbitrarily many variables.
We use block-diagonalization of group-invariant matrices to state the restrictions of sym-
metric sums of squares. This tool has been widely used in polynomial optimization (see
[GP], [KMPRS]), in contrast we use it in an abstract proof.
10.1. Outlook. The construction presented in this paper can be extended to polynomials
in arbitrarily many variables – by using harmonics in more than 2 variables (the proofs
are similar). To this end, one exploits the addition-formulas as done in Theorem 5.2. It
is not yet clear if it is possible to construct the resulting polynomials such, that they do
not contain a 2-variate certificate of not being SOS. For example one can check that
6(x6 + y6 + x4z2 + y4z2)− 6(x4y2 + x2y4 + 2x2y2z2)− 9(x4 + y4) + 18x2y2 + 1
is PSD but not SOS, by setting z = 0.
We construct our polynomials F as sums of squares of rational functions, such that they
have zeros, that a sum of squares of polynomials can not have. So we implicitly use
some positivstellensatz, when looking at zeros of “semi-invariant” polynomials in order to
disprove that F is SOS.
A non-symmetric version of our result could be obtained using a positivstellensatz for
multivariate polynomials, alike the one recently presented by Gyula Ka´rolyi ([Ka]).
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