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The speech signal is one of the most complex signals to characterize, wich makes the task of a RAP system difficult. This complexity of the speech signal originates from the combination of several factors, the redundancy of the acoustic signal, the great inter and intra-speaker variability, the effects of the continuous speech coarticulation and the recording conditions. To overcome these difficulties, many mathematical methods and models have been developed, including dynamic comparison, neural networks, Vector Vector Machine SVM, stochastic Markov models and in particular The Hidden Markov Models HMM, which have become the perfect solution to the problems of automatic speech recognition.
Given the importance of ASR, several free software has been developed, Among the most famous: HTK [2] and CMU Sphinx [3], JULIUS, KALDI [4] . Inthis research work, we propose a new approach to build an Amazigh automated speech recognition system, based on CMU Sphinx-4 which is based on Hidden Markov Models (HMMs). It is a flexible, modular and pluggable framework to help foster new innovations in the core research of HMM recognition systems. CMU Sphinx is used in this research work because of its high degree of flexibility and modularity [4] .
Related work
This section presents somme of the reported works avaible in the literature that are similar to the presented work. some of the works providing ASR system for others languages. Aggarwal, al. [22] have constructed the Indian languages ASR with small corpus to select an optimum number of Gaussian mixture model GMM of Hindi speech recognition system. El Ghazi, and al. [7] have built the system for Amazigh recognition system based on the hidden Markov model and HTK toolkit .The HMM has been compared with dynamic programming. Kumar, K., and Aggarwal [15] have presented a system for automatic speech recognition on Hindi language. Using the HTK toolkit. Satori, H, (2014) have developed the Amazigh ASR based on the CMU-Sphinx tools. The system obtained best performance of 92.89 % when trained using 16 Gaussian Mixture models. Abushariah, M, and al. [16] have developed the Arabic speech recognition system based on Carnegie Mellon University (CMU) Sphinx tools. The corpus contains a total of 415 sentences recorded by 40. The proposed Arabic speech recognition system is based on the Carnegie Mellon University (CMU) Sphinx tools and HTK. implemented an Arabic automatic speech recognition engine using HTK. The engine recognized both continuous speech as well as isolated words. The developed system used an Arabic dictionary built manually by the speech-sounds of 13 speakers and it used vocabulary of 33 words.
Amazigh language

History
The Amazigh language are a group of very closely related and similar language and dialects spoken in Morrocco, Algeria, Tunisia, Libya, and the Egyptian area of Siwa, as well as by large Amazigh communities in parts of Niger and Mali. In c, for example, Amazigh is divided into three regional varieties, with tariffs in the North, Tamazigh in Central and Southeast Morocco, and Tachelhite in the South-West and the High Atlas. Because of the problems of reliable language census, it is difficult to assess the exact number of speakers of Berber languages for each country[6], see Table. 1.
This language have had a written tradition, on and off, for over 2000 years, although the tradition has been frequently disrupted by various invasions. It was first written in the Tifinagh alphabet, still used by the Tuareg, the oldest dated inscription is from about 200 BC. Later, between about 1000 AD and 1500 AD, it was written in the Arabic alphabet. Since the 20th century, it has often been written in the Latin alphabet, especially among the Kabylians
