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We present a theoretical investigation of the origin of Raman-like and fluorescencelike (FL) fea-
tures of resonant inelastic x-ray scattering (RIXS) spectra. Using a combination of local-density
approximation + dynamical mean-field theory and a configuration interaction solver for Ander-
son impurity model, we calculate the L-edge RIXS and x-ray absorption spectra of high-valence
transition-metal oxides LaCuO3 and NaCuO2. We analyze in detail the behavior of the FL feature
and show how it is connected to the details of electronic and crystal structure. On the studied
compounds we demonstrate how material details determine whether the electron-hole continuum
can be excited in the L-edge RIXS process.
The excitation spectrum is a fundamental character-
istic that determines properties of a physical system.
While the excitations of weakly correlated electrons can
be built out of elementary ones and therefore different
spectroscopic experiments show the similar spectra, e.g.,
the same gap for charge, spin and optical excitations, cor-
related materials such as transition metal oxides (TMO)
are different [1, 2]. Here, the connection between various
types of excitations is buried deep in the experimentally
unobservable wave function and different techniques are
necessary to probe specific excitations.
Following the remarkable improvements of energy res-
olution in the past decade resonant inelastic x-ray scat-
tering (RIXS) became a popular tool to study diverse
materials [3]. Its sensitivity to a range of two-particle ex-
citations enables observation of low-energy spin, orbital
and charge excitations (∼100 meV) [4–7] together with
high-energy excitations (∼1−10 eV), such as atomic mul-
tiplets or charge-transfer (CT) excitations [8–10]. The
versatility of RIXS is paid for complicated interpretation
of the resonant spectra which requires theoretical mod-
eling.
Two features have been observed in the L-edge RIXS
(2p→3d→2p) of TMO when scanning the incident photon
energy ωin across the x-ray absorption spectra (XAS):
a Raman-like (RL) signal with a constant energy loss
ωloss = ωin−ωout and a fluorescencelike (FL) signal with
a constant emission energy ωout, i.e., a linear dependence
of ωloss on ωin [3, 9, 11–14]. The analysis of material
specific behavior of these features shows a potential for
addressing questions concerning itinerancy of charge car-
riers and localization of charge excitations [12, 14, 15].
While several experimentally motivated interpretations
were put forward, unified description of the atomic-like
RL and itinerant FL features poses a theoretical chal-
lenge [16, 17].
The L-edge RIXS spectrum of the CT Mott insulator
NiO [8, 9] exhibits a RL behavior at ωin of the main ab-
sorption peak well separated from the FL feature at ωin of
the CT satellite. A different behavior was reported in the
negative-CT compound NdNiO3, where Bisogni et al. [15]
observed merging of the low-ωloss RL and FL features in
Ni L3-RIXS. Moreover, the details of low-ωloss FL fea-
ture exhibit distinct temperature dependence connected
to opening of charge gap at low temperatures. Bisogni
et al. interpreted the low-ωloss FL feature as a signature
of unbound particle-hole pairs in the RIXS final state.
Zhou et al. [12] studied L-edge RIXS in LaAlO3/SrTiO3
heterostructures and interpreted the relative intensity of
the FL feature as a measure of itinerant carrier concen-
tration. This conclusion was recently questioned by Pfaff
et al. [14] who suggested that either RL or FL signals re-
flect the nature of the intermediate state of the RIXS
process.
The commonly used cluster model with the TM 3d and
the neighboring O 2p orbitals misses the FL feature com-
pletely due the lack of continuum (delocalized) particle-
hole excitations. This is remedied by the Anderson im-
purity model (AIM); however, the use of simple ad hoc
bath densities of states [8–10, 15] does not allow to cap-
ture the important material details. To overcome this
limitation we employ the local-density approximation
(LDA) + dynamical mean-field theory (DMFT) [18, 19]
approach. The AIM with material specific hybridization
density is then extended to include the core orbitals [20].
This approach, which we recently applied to study nonlo-
cal screening effects in L-edge x-ray photoemission spec-
troscopy (XPS) [20], is here extended to analyze RIXS.
In order to focus on the physics of RIXS excitations, we
avoid the uncertainties brought about by structural phase
transition in nickelates and choose two isoelectronic Cu3+
compounds LaCuO3 and NaCuO2 as model systems for
high-valence TMO. Both share a tiny CT energy [21–25]
leading to small or no gap [21, 23, 24, 26, 27]. As we show
later the key difference between the two compounds is the
lattice geometry with corner-sharing CuO6 octahedra in
LaCuO3, but edge-sharing ones in NaCuO2; see Fig. 1.
The calculation proceeds in two steps. First, a stan-
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FIG. 1. The crystal structures of (a) LaCuO3 with P4/m and
and C2/m space groups in paramagnetic and antiferromag-
netic states, respectively [26] (b) NaCuO2 [28] visualized by
VESTA [29]. The blue, red, green, and yellow circles repre-
sent Cu, O, La and Na atoms, respectively. The sketch of the
xy plane is shown together.
dard LDA+DMFT calculation is performed as follows.
The LDA band structure obtained with Wien2K [30] is
projected [31, 32] onto a dp tight-binding model span-
ning the Cu 3d and O 2p orbitals and augmented with
the electron-electron interaction within the Cu 3d shell,
giving the Hamiltonian
H =
∑
k
(
d†k p
†
k
)(hddk − µdc hdpk
hpdk h
pp
k
)(
dk
pk
)
+
∑
i
W ddi .
Here, dk (pk) is an operator-valued vector whose elements
are Fourier transforms of dαi (pγi), that annihilate the Cu
3d (O 2p) electron in the orbital α (γ) in the i th unit cell.
The on-site Coulomb interaction W ddi is parametrized in
the usual way [33, 34] with U = 7.5 and J = 0.98 eV, typ-
ical for Cu systems [35]. The double-counting term µdc,
which corrects for the d–d interaction present in the LDA
step, renormalizes the p–d splitting and thus the CT en-
ergy. While several ad hoc schemes exist to compute µdc
(with somewhat different results), we treated µdc as ad-
justable parameter fixed by comparison to the available
L-edge XAS and valence XPS data, see the Supplemen-
tary Material (SM) [36]. The strong-coupling continuous-
time quantum Monte Carlo method [37–39] with density-
density approximation to the on-site interaction was used
to solve the auxiliary AIM.
In the second step, we compute the RIXS spectra for
AIM with DMFT hybridization density and Cu 2p core
states using the configuration interaction method [20].
The hybridization function, which encodes the informa-
tion of how a given Cu orbital γ exchanges electrons with
the rest of the crystal, can be written as
V 2γ (ε) =
∑
α
V 2α,γ
ε− εα,γ .
Here, Vα,γ is the hopping amplitude between the Cu ion
and auxiliary orbitals at energies εγ,α [42], which rep-
FIG. 2. LDA+DMFT 1P density of states for (a) LaCuO3
in the PM and AFI phases and (b) NaCuO2. The hy-
bridization function V 2γ (ε) of LaCuO3 (c) in the PM and
AFI phases and NaCuO2 (d). The energy origin is taken at
EF . The experimental XPS data (symbols) of LaCuO3 [23]
and NaCuO2 [25] are compared to the theoretical ones (black
line) [40]. µdc=55.64 eV is employed in the calculation.
resent the effect of the nearest-neighbor oxygen ligands
as well as the more distant atoms [18, 20]. In practice,
V 2γ (ε) obtained in the LDA+DMFT calculation is repre-
sented by 25 discretized bath states α for each Cu orbital
γ [20]. The RIXS intensity at finite temperature T is
given by [9, 10, 43]
FRIXS(ωout, ωin) =
∑
n
F
(n)
RIXS(ωout, ωin) e
−En/kBT /Z,
where
F
(n)
RIXS(ωout, ωin) =
∑
f
∣∣∣∣∣∑
m
〈f |Te|m〉〈m|Ti|n〉
ωin + En − Em + iΓL
∣∣∣∣∣
2
× δ(ωin + En − ωout − Ef )
=
∑
f
∣∣∣∣〈f |Te 1ωin + En −Himp + iΓLTi|n〉
∣∣∣∣2
× δ(ωin + En − ωout − Ef )
.
(1)
Here, |n〉, |m〉, and |f〉 are the initial, intermediate and
final states with energies En, Em, and Ef , respectively,
and e−En/kBT /Z is the Boltzmann factor with the parti-
tion function Z. ΓL is the lifetime width of the interme-
diate state, and Ti (Te) describes the dipole transition for
FIG. 3. The calculated L3-edge XAS and RIXS spectra for (a),(f) NaCuO2 and LaCuO3 in (b),(g) AFI phase, (c),(h) PM
phase, (d),(i) no EHP and (e),(j) CuO6 cluster model. The RIXS intensity with ωloss ≥ 3.0 eV (horizontal dashed line) are
magnified by 3.5 times [1.5 time for (e)]. µdc=55.64 eV is employed in the calculation. The LDA+DMFT spectrum for LaCuO3
(PM) is shown by a dotted curve in (d) and (f), for comparison. The cluster-model results for NaCuO2 are found in SM [36].
The experimental XAS data (dashed line) for LaCuO3 (PM) and NaCuO2 are taken from Ref. [23] and Ref. [41]. The spectral
broadening is considered using a Gaussian of 150 meV for RIXS and a Lorentzian 300 meV for XAS (HWHM).
the incident (emitted) photon. Himp is the AIM Hamilto-
nian augmented by the core orbitals and their interaction
with Cu 3d orbitals; see Eq. (3) in Ref. [20]. In the ac-
tual calculation the resolvent formulation on the second
line of Eq. (1) is used. We also compute L-edge XAS
spectra since the intermediate state |m〉 (corresponding
to the final state of XAS) provides an important clue for
interpretation of RIXS spectra. Details of the calculation
can be found in SM [36].
In Figs. 2(a),2(b) we show the one-particle (1P) den-
sity of states of LaCuO3 and NaCuO2. The µdc in the
range of 55.64–57.64 eV yields results consistent with Cu
L-edge XAS studies [23, 41, 44], see Fig. 3(a),3(c). The
µdc values provide also the best match with earlier va-
lence XPS studies [23, 25] shown in Figs. 2(a),2(b). The
deviations from the experimental XPS spectra may be
due the uncertainty of the relative Cu 3d : O 2p cross
section and the surface sensitivity of XPS. In NaCuO2,
in particular, the surface is prone to contamination lead-
ing to the appearance of Cu2+ ions [41, 45]. Varying µdc
within the above range has only a minor impact on the
RIXS spectra for both materials and does not affect our
conclusions [36]. For LaCuO3, paramagnetic metal (PM)
and antiferromagnetic insulator (AFI) solutions can be
stabilized, similar to LDA+U studies [24], indicating the
Slater nature of the gap. Reflecting the unclear experi-
mental situation [23, 24, 26, 27], we proceed with both
states and use them later to demonstrate the effect of
the small gap on RIXS. NaCuO2 (Egap ≈ 0.5 eV) has
a band-insulator character with a gap present already in
the LDA solution [45, 46]. Overall, the 1P density of
states suggest existing phase space for continuum of the
p–p excitations in the few eV range. The calculated Cu
L3-edge XAS and RIXS spectra are shown in Fig. 3. The
XAS spectrum of NaCuO2 has a single-peak (A), while
that of LaCuO3 exhibits an additional shoulder (B), en-
hanced in the PM phase, observed also in experiment for
NaCuO2 [41] and LaCuO3 [23]. The shoulder B is miss-
ing in the calculations on the CuO6 cluster model [23, 47],
see Fig. 3(e), indicating that the shoulder is not of d–d
or CT origin but due to a final state delocalized beyond
the CuO6 cluster. Such a nonlocal charge excitation is
captured by the present approach [20].
The RIXS spectra of NaCuO2 and LaCuO3 are strik-
ingly different. Tuning ωin to the peak A of the XAS,
two distinct d–d transitions with RL behavior are found
in both compounds, similar to another Cu3+ material
Zn1−xCuxO [48], followed by CT transitions with higher
ωloss. However, at higher ωin the RIXS of LaCuO3 yields
a linear FL feature, with little difference between the AFI
and PM phase. The FL feature is suppressed in NaCuO2
resembling the spectrum of the cluster model [36]. The
calculated RIXS spectra of LaCuO3 reminds one of the
experimental observation on NdNiO3 [15] with the FL
feature starting at the ωin on the L3 main edge and
not far above it as in NiO. The continuum of unbound
particle-hole pairs in the manner of Ref. [15] explains the
FL feature in LaCuO3.
Why is the FL feature missing in NaCuO2 then? The
small NaCuO2 gap cannot explain the absence of visible
particle-hole excitations at ωloss in the 3−4 eV range. In
fact, the experiment on NdNiO3 [15] and the calculations
FIG. 4. Low ωloss region (< 1.0 eV) of the RIXS map in the
PM and AFI phases of LaCuO3. The FL feature continues to
zero energy loss in the PM phase.
in the PM and AFI phases of LaCuO3 in Fig. 4 show that
the gap opening affects the FL feature only at low ωloss.
Moreover, the NaCuO2 1P density of states, Fig. 2(b),
exhibits noticeably higher density of states above and be-
low the gap than LaCuO3, Fig. 2(a), suggesting a larger
phase space for particle-hole excitations. To answer this
question we show, in Figs. 2(c),2(d), the hybridization in-
tensities Vγ(ε). It is instructive to consider the Vγ(ε) of
the cluster model first [36]. Here, Vγ(ε) is a single Dirac
δ function peaked at the energy εp of the ligand orbital,
while the O 2p density of states exhibits two peaks cor-
responding to the bonding and antibonding states.
A prominent peak in Vγ(ε) (for the eg orbitals) due
to hybridization to nearest-neighbor O ligands is found
in both LaCuO3 and NaCuO2. The continuum part of
Vγ(ε) in the two materials reveals the difference. While
in LaCuO3 a substantial hybridization intensity exists
in the low-energy region of -2 to 2 eV [blue shadow in
Fig. 2(c)], the Vγ(ε) of NaCuO2 resembles that of the
cluster model with a weak continuum background. This
is how the local quantity Vγ(ε), relevant for description of
the core-level excitation, encodes the information about
bonding and lattice geometry. In LaCuO3, the corner-
sharing network of CuO6 octahedra allows electrons and
holes to propagate through the strong Cu-O σ bonds and
thus gives rise to the continuum of Vγ(ε). This is not
possible in the chains of edge sharing CuO4 plaquettes in
NaCuO2, where the neighboring Cu ions form σ bonds
with orthogonal O 2p orbitals, see Fig. 1, and the crystal
resembles a collection of weakly coupled CuO4 clusters.
How does the hybridization intensity affect the RIXS
spectra? In Eq. (1), all intermediate states accessi-
ble in the XAS process contribute to RIXS in prin-
ciple. We estimate that the intermediate states with
|Em − En − ωin| . ΓL, which approximately conserve
energy in the partial XAS process, dominate while those
outside this range cancel approximately out due to the
varying sign of the denominator. Such a claim cannot
FIG. 5. Schematic of (a) electron-hole pair creation in
the”RIXS process of LaCuO3 and NaCuO2, and (b) CT to
the conduction states in the intermediate state.
be directly confirmed with the resolvent formulation of
Eq. (1). It is, nevertheless, supported by the diagonal
shape of the FL feature in the ωin-ωloss plane, suggest-
ing that a narrow range of intermediate states are “ex-
cited” that “decay” into a narrow range of final states
with matching electron-hole excitation. The small hy-
bridization intensity for ε > 0 in NaCuO2 implies that
(intermediate) states with different numbers of conduc-
tion electrons hybridize only weakly with one another.
In LaCuO3 a RIXS process that we schematically write
as d8 + d9v → Cd10v + Cd9cv → d8cv ends up in a fi-
nal state that can be characterized as the ground state
plus an electron-hole pair in the continuum, see Fig 5(a),
where C, v, and c correspond to a hole in 2p core level,
in valence bands, and an electron in conduction bands,
respectively. Such processes in NaCuO2 are strongly sup-
pressed since states of the type Cd10v and Cd9cv hy-
bridize only weakly. This is a local expression of the fact
that in NaCuO2 a hole transferred from Cu to O has a
small probability to escape the CuO4 cluster.
To test this interpretation, we switched off the hy-
bridization to the conduction band in the intermediate
states for the PM phase of LaCuO3; see Fig. 3(i). In
practice, we have set Vγ(ε > 0) = 0 in the Himp of
Eq. (1) while keeping Vγ(ε) unrestricted in the initial
and final states. In Fig. 5(b) the hybridization to the
conduction band is sketched. The intensity of the FL
feature is dramatically suppressed and the structure of
the RIXS spectrum resembles that of NaCuO2. Although
(unchanged) final states with excited electron-hole pairs
exist, they cannot be resonantly excited by the RIXS
process. This result supports the interpretation of the
FL feature in Ti L-edge spectra by Pfaff et al. [14] and
shows that the nature of hybridization in intermediate
states is the dominant factor affecting the intensity of FL
feature. Cutting hybridization to the conduction states
affects also the XAS spectrum, Fig. 3(d), which loses the
shoulder B and overlaps with that of the cluster model,
Fig. 3(e). This shows that intermediate states with local-
ized and delocalized character coexist in this ωin region,
which leads to coexistence of FL and RL features in the
RIXS spectrum.
In conclusion, we have studied the coexistence of
RL and FL features in RIXS spectra of high-valence
transition-metal oxides. We have shown how the IAM
hybridization function encodes the information about the
lattice environment and that it is the hybridization func-
tion rather than one-particle spectral density that deter-
mines the presence of FL feature. We predict that FL
feature is present in the L-edge RIXS spectra of LaCuO3
both in the PM and AFM phases, while it is absent in the
isoelectronic NaCuO2, experimental verification of which
is highly desirable. We have interpreted this numerical
observation in terms of crystal geometry. Comparing the
RIXS spectra of PM and AFM LaCuO3, we have shown
that the low-ωloss details of the FL feature are sensitive
to opening of a small gap similar to the experimental ob-
servation on NdNiO3 [15]. The present results show that
the FL component of the RIXS spectra is rather material
specific, and its interpretation requires advanced many-
body calculations.
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A. Computation of RIXS intensities
L-edge RIXS cross-section δ
2σ
δΩδω ∝ FRIXS is described by the Kramers-Heisenberg formula [s1, s2],
FRIXS(ωout, ωin) =
∑
n
F
(n)
RIXS(ωout, ωin) e
−En/kBT /Z,
where
F
(n)
RIXS(ωin, ωout) =
∑
f
∣∣∣∑
m
〈f |Tˆe|m〉〈m|Tˆi|n〉
ωin + En − Em + iΓL
∣∣∣2δ(ωin + En − ωout − Ef )
=
∑
f
∣∣∣〈f |Tˆe 1
ωin + En − Hˆ + iΓL
Tˆi|n〉
∣∣∣2δ(ωin + En − ωout − Ef ).
Here, |n〉, |m〉, and |f〉 represent the initial, intermediate, and final states with energies En, Em, and Ef , respectively.
e−En/kBT /Z is the Boltzmann factor with the partition function Z. ΓL is the lifetime width, and Tˆi (Tˆe) is the
transition operator that describes the x-ray absorption (emission) in the second-order optical process. In actual
calculations, ΓL is replaced by a constant value of 0.3 eV. The geometry setting including the x-ray polarization is
encoded in the operators Tˆi and Tˆe. In the present study, we employed the polarization configuration, where the
polarization vector of x-rays is perpendicular to the scattering plane [s3]. The incident (emitted) x-ray has the energy
ωin (ωout), and energy loss is given by ωloss = ωin − ωout. The operator Hˆ is the Hamiltonian of the whole system
and, in the LDA+DMFT approach, Hˆ is replaced by that of the Anderson impurity model (AIM) with the DMFT
hybridization intensity [s4]. The AIM Hamiltonian Hˆimp is augmented by the 2p core orbitals and their interaction
with Cu 3d orbitals, and thus has the form
Hˆimp = HˆTM + Hˆhyb.
The on-site Hamiltonian HˆTM is given as
HˆTM =
∑
γ,σ
ε˜d(γ)dˆ
†
γσdˆγσ + Udd
∑
γσ>γ′σ′
dˆ †γσdˆγσdˆ
†
γ′σ′ dˆγ′σ′ − Udc
∑
γ,σ, ζ,η
dˆ †γσdˆγσ(1− cˆ †ζη cˆζη) + Hˆmultiplet,
Here, dˆ †γσ (dˆγσ) and cˆ
†
ζη (cˆζη) are the electron creation (annihilation) operators for Cu 3d and 2p electrons, respectively.
The γ (ζ) and σ (η) are the Cu 3d (2p) orbital and spin indices. The Cu 3d site energies ε˜d(γ) = εd(γ) − µdc are
the energies of the Wannier states εd(γ) shifted by the double-counting correction µdc. The isotropic part of the
3d-3d (Udd) and 2p-3d (Udc) interactions are shown explicitly, while terms containing higher Slater integrals and the
spin-orbit (SO) interaction are contained in Hˆmultiplet. In the present study Udc=8.5 eV is employed. The SO coupling
within the 2p shell and the anisotropic part of the 2p-3d interaction parameters F k, Gk are calculated with an atomic
Hartree-Fock code. The F k and Gk values are scaled down to 85% of their actual values to simulate the effect of
intra atomic-configuration interaction from higher basis configurations neglected in the atomic calculation, which is a
successful empirical treatment [s1, s3, s5, s6]. The Hˆhyb describes hybridization with the fermionic bath and is given
as
Hˆhyb =
∑
α,γ,σ
α,γ,σ vˆ
†
αγσ vˆαγσ +
∑
α,γ,σ
Vα,γ,σ(dˆ
†
γσ vˆαγσ + vˆ
†
αγσdˆγσ)
The first term represents the energies of the auxiliary orbitals and the second term describes the hopping between the
Cu 3d ion and the auxiliary orbitals with the amplitude Vα,γ,σ. Here vˆ
†
αγσ (vˆαγσ) is the creation (annihilation) operator
for the auxiliary state with energy α,γ,σ. The hybridization is assumed to be orbital (and spin) diagonal, which is a
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good approximation in the studied compounds. The configuration interaction scheme with 25 discretized-bath states
representing the DMFT hybridization density is employed to compute RIXS intensities. In the discretization, we
have employed uniform energy meshes in the intervals with sizable hybridization intensity (typically defined as larger
than 5% of the peak value) [s4]. The initial state is computed using the Lanczos method. The intermediate state
propagated by the resolvent as (ωin + En − Hˆimp + iΓL)−1Tˆi|n〉 is computed using the conjugate-gradient method,
and then its overlap to the final states are computed again using the Lanczos method.
FIG. S.1. Calculated L3-edge XAS and RIXS for (a) LaCuO3 (PM), (b) LaCuO3 (AF), and (c) NaCuO2. The experimental
XAS data (dashed line) for LaCuO3 (PM) and NaCuO2 are taken from Ref. [s7] and Ref. [s8].
B. Double-counting correction dependence of XAS, RIXS and valance spectra
Figure S.1 shows Cu L-edge XAS and RIXS calculated for different double-counting corrections µdc in LaCuO3 and
NaCuO2. The double-counting corrects for the d–d interaction present in the LDA calculation. As one could find in
the dp Hamiltonian in the main text, µdc renormalizes the p–d splitting and a larger µdc reduces the splitting, i.e. the
charge-transfer (CT) energy. The XAS spectra of LaCuO3 with µdc = 51.64 eV, deep in the Mott insulating regime,
shows a sharp main line (A) and a weak multiplet feature around −14 ∼ −15 eV, resembling Ni L-edge XAS of NiO
(3d8 electronic configuration) [s9]. With µdc increase (i.e., CT energy decrease), a new shoulder feature B develops in
both antiferromagnetic (AF) and paramagnetic (PM) phases. The metal-insulator transition occurs at µdc ∼ 55.64 eV
in the PM solution, while a gap survives in the AF solution for µdc . 56.74 eV. The µdc=55.64–57.64 eV yields a
reasonable agreement to the experimental XAS data measured using the total electron yield method [s7]. The XAS
of NaCuO2 shows a rather weak µdc dependence and does not show the shoulder B, consistent with the experimental
observation [s8]. The estimated µdc values give similar RIXS features in LaCuO3, showing coexisting fluorescencelike
(FL) and Ramman-like features across the Cu L3 main line, while a small µdc, see µdc = 51.64 eV, gives a FL feature
that appears far above the L3 main line as in NiO [s10]. The calculated valance XPS with the estimated µdc give a
fair agreement to early photoemission data [s7, s11], see Fig. S.2.
(a) LaCuO3 (PM) (b) LaCuO3 (AF) (c) NaCuO2
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FIG. S.2. Calculated 1P density of states of (d) LaCuO3 (PM), (e) LaCuO3 (AF), and (f) NaCuO2 for different double-
counting corrections µdc. The calculated valence spectra (black line) are shown together. The experimental XPS data of
LaCuO3 and NaCuO2 are taken from Ref [s7] and [s11], respectively.
C. Hybridization density V 2γ (ε), XAS and RIXS spectra in cluster model
Figure S.3 shows the hybridization density V 2γ (ε) of the studied compounds in the cluster model. Considering the
crystal structure, see Fig. 1 in the manuscript, we here assumed CuO6 and CuO4 cluster for LaCuO3 and NaCuO2,
respectively. The V 2γ (ε) shows a single-peak feature, as expected, while the energy position of the peaks depends on
γ because of the crystal-field splitting in O 2p states.
Figure S.4 shows the L3 XAS and RIXS spectra computed by the LDA+DMFT approach and the cluster model.
For comparison, a magnified RIXS map of the RL features is shown for LaCuO3. We find a reasonable agreement
in the energy positions of the RL features (. 2.0 eV) between the two methods. However, the intensities and the
resonance photon energies of the RL features differ between the two methods. These depend, in general, on the
character of the intermediate states of the RIXS process. We remind that the cluster model does not describe the
intermediate states of LaCuO3 properly, which leads to the absence of the shoulder B in the XAS spectrum of the
cluster model (as compared to experiment).
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