



einige Anwendungen auf Optimierungsaufgaben
Dissertation
zur Erlangung des akademischen Grades

















Prof. Dr. Dr. h. c. Hans Meyer
Dekan der Mathematisch-Naturwissenschaftlichen Fakult

at II
Prof. Dr. sc. nat. Bodo Krause
Gutachter:
1. Prof. Dr. B. Kummer, Humboldt-Universit

at zu Berlin
2. Prof. Dr. H. Th. Jongen, RWTH Aachen

















ur Multifunktionen . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Pseudo-Regularit

at und Ableitungen von Multifunktionen . . . . . . . . . . 15
2.3 "Arten" der Pseudo-Regularit

at . . . . . . . . . . . . . . . . . . . . . . . . 19



















uckweise glatte Funktionen . . . . . . . . . . . . . 36
3.4 Einige Eigenschaften von Lipschitz-Funktionen . . . . . . . . . . . . . . . . 40
3.5 Urbildmengen von Lipschitz-Funktionen . . . . . . . . . . . . . . . . . . . 44
4 Einige Anwendungen 52
4.1 Regularit
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In der vorliegenden Arbeit besch

aftigen wir uns mit der Charakterisierung der L

osungen
von Gleichungen der Form f(x) = y, wobei f eine Lipschitzstetige, nicht notwendigerweise
dierenzierbare Funktion ist. Speziell sind wir an Aussagen

uber die topologische Struktur
der Urbildmengen f
 1
(y) interessiert, wenn x und y dieselbe endliche Dimension besitzen.
Dabei geht es vorrangig um die (f

ur Verfahren und Struktur wichtige ) Isoliertheit von
Nullstellen - f

ur solche Funktionen noch nicht studiert und im Gegensatz zum glatten
Fall hier nichttrivial. Bisher war bekannt, da fast alle Bildpunkte nur isolierte Urbilder
besitzen k









Um die Inversen zu studieren, werden gewisse Lipschitz-Eigenschaften der Multifunktion
f
 1
vorausgesetzt. Sie bilden eine Abschw

achung der bekannten strengen Regularit

at im
Sinne von Robinson (siehe [36]) bzw. der Regularit

at in Clarke's Inversen-Satz ([7]).







auf spezielle Problemklassen anwenden (z.B. auf die sog. Kojima-Funktion, deren Null-
stellen die kritischen Punkte eines Optimierungsproblems charakterisieren).
Die Beschreibung der L

osungen einer Gleichung der Form f(x) = y wurde von sehr vielen




atsergebnis stammt von Graves und Lyusternik (dazu siehe [15]):
Es sei f : X ! Y eine stetig dierenzierbare Funktion zwischen den Banachr

aumen X
und Y . Dann existieren L

osungen der Gleichung f(x) = y f

ur y "nahe an f(x)", falls
Df(x) surjektiv ist.







acheren Forderungen an Dierenzierbarkeit und Eindeutigkeit operiert wird.
Unser wichtigster Begri ist die Pseudo-Regularit

at einer Abbildung. Wir denieren ihn
als die Pseudo-Lipschitz Eigenschaft des inversen Operators.
Diese Eigenschaft (die letzlich die Surjektivit

at einer linearen Abbildung lokal und nicht-
linear verallgemeinert) wurde von Aubin in [2] und [3] eingef

uhrt. Sie hat viele Na-
men in der Literatur: Metrische Regularit

at (in [35] von Robinson zur Beschreibung des
Lipschitz-stetigen Verhaltens von zul

assigen Mengen in parametrischer Optimierung be-
nutzt); Aubin-Eigenschaft (siehe [11]); Oenheit mit linearer Rate. Die

Aquivalenz zwi-
schen der metrischen Regularit

at und der Oenheit mit linearer Rate wurde in [9] und [17]
gezeigt. Die

Aquivalenz zwischen der metrischen Regularit






at bekannt (wahrscheinlich zum ersten Mal in [6] und [32]).
Im Hinblick auf die Optimierung ist interessant, da diese Regularit

atsbegrie im glatten





assigen Punkte (siehe [35]). Weitere Ergebnisse zu den Beziehungen zwi-
schen den oben aufgef

uhrten Begrien ndet man in [8], [10], [29], [30] und [31].
3
Im ersten Kapitel der Arbeit werden die grundlegenden, hier benutzen Denitionen an-
gegeben und die wichtigsten Eigenschaften der ben

otigten Begrie zusammengefat.




aquivalent mit Hilfe von zwei verschie-










ur sog. Co-Ableitungen. Dabei erweist sich das bekannte Ekeland'sche Variationsprinzip





origkeit zu einem "Typ" wird durch die Gestalt der Funktion x(y) gegeben,
die eine L





osungen) der Inklusion y 2 F (x) als eine
Funktion von y beschreibt. Wir geben einige Beispiele als Vertreter dieser Kategorien an.
Der Anfang des dritten Abschnitts ist einigen Eigenschaften von verallgemeinerten Rich-
tungsableitungen (Contingent-Ableitungen, siehe [1] und Thibault-Mengen, [45]) gewid-
met. Insbesondere sind wir an Kettenregeln und Formeln f

ur partielle Ableitungen inter-
essiert, die z.B. bei Anwendungen auf die Kojima-Funktion von Nutzen sind.
Als n










ur lokale Lipschitz-Funktionen in endlichen Dimensio-
nen. Einen wichtigen Spezialfall bilden in diesem Zusammenhang st

uckweise glatte Funk-
tionen wegen ihrer leicht zu handhabenden Gestalt. Unser Hauptanliegen konzentriert




ur den Fall beliebiger Lipschitz Funktionen wird dabei eine Art Dimensionslemma eine
wichtige Rolle spielen, das die Dimensionsgr

oen des Urbildraumes und des Bildraumes
in Beziehung bringt. Im Falle gleicher Dimensionen werden wir als ein Hauptergebnis er-




Die Ergebnisse aus Kapitel 3 werden im vierten Kapitel auf die Kojima-Funktion zu einem
Optimierungsproblem

ubertragen. Sind die Gradienten der eingehenden Funktionen lokal
Lipschitz und richtungsdierenzierbar, kann man dann die Nebenbedingungen der Null-
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1.1 Grundlegende Denitionen und Beziehungen
Der Gegenstand unserer Untersuchungen sind Multifunktionen (auch mengenwertige Ab-
bildungen genannt). Im weiteren Verlauf dieses Abschnittes sollen X und Y Banachr

aume
bezeichnen. Man sagt, da die Abbildung F : X ! Y eine Multifunktion ist, wenn f

ur
alle x 2 X gilt: F (x)  Y . Der Graph GphF von F und die Urbildmengen F
 1
(y) zu
einem y 2 Y seien wie folgt deniert:
GphF := f(x ; y) 2 X  Y j y 2 F (x )g;
F
 1
(y) := fx 2 X j y 2 F (x )g:
Wir nennen eine Multifunktion F abgeschlossen, wenn der Graph GphF abgeschlossen
ist. Ein wichtiges Beispiel einer Multifunktion ist die inverse Abbildung f
 1
zu einer Funk-
tion f . Sie unterscheidet sich von allgemeinen Multifunktionen nur durch die Eigenschaft,
da ihre Bilder paarweise disjunkt sind.

Ahnlich wie bei Funktionen, spielen auch bei Multifunktionen ihre Stetigkeitseigenschaften
eine wichtige Rolle. Die n

achste Denition stellt einige der wichtigsten Stetigkeitsbegrie
f

ur mehrwertige Abbildungen vor.
Denition 1.1 Es sei F : X ! Y eine Multifunktion.






  Y mit F (x
0
) \ 
 6= ; eine Umgebung U von x
0
(U  X) existiert, so
da gilt:
F (x) \ 
 6= ; 8x 2 U:






  Y mit F (x
0
)  
 eine Umgebung U von x
0
(U  X) existiert, so da
gilt:
F (x)  
 8x 2 U:
Eine Abbildung, die in einem Punkt x
0




Mit diesen Denitionen folgten wir C. Berge. Eine st

arkere Version der Stetigkeit ist im
Falle einer Funktion durch die bekannte lokale Lipschitzstetigkeit gegeben. Wir m

ochten
diesen Begri auf Multifunktionen

ubertragen. Dazu gibt es mehrere M

oglichkeiten.
Denition 1.2 Es sei F : X ! Y eine Multifunktion mit abgeschlossenen Bildern F (x)
f

ur alle x 2 X. Man nennt die Abbildung F Lipschitz auf einer Menge U (U  X), falls





















































die abgeschlossene Einheitskugel im Raum X ist und die Summe von Mengen
punktweise (im Minkovski-Sinne) zu verstehen ist. Der Hausdor-Abstand eines Punktes




Wenn es keine Miverst

andnisse geben kann, lassen wir den Index des Raumes im Zu-









are (im jeweiligen Raum).
Auerdem denieren wir den Durchmesser diam A einer Menge A  X wie

ublich als:


























Wenn F eine Funktion ist, f





Sind die Bildmengen F (x) nicht beschr

ankt, birgt die Denition 1.2 eine ziemlich starke
Beschr

ankung in sich. Man stelle sich folgende Multifunktion F : IR! IR
2
vor: zu jedem
t 2 IR sei das Bild F (t) durch den Strahl gegeben, der im Nullpunkt beginnt und mit
der x-Achse im Bildraum den Winkel t bildet. Die Abbildung F ist nicht mal stetig im
Sinne des Hausdor-Abstandes der Bilder, obwohl wir sie als "stetig" empnden. Um
diese Diskrepanz zu eliminieren, wurde von Aubin in [2] der Begri der pseudo-Lipschitz-
stetigen Abbildung deniert:




) 2 GphF. Wir nennen




), falls es Umgebungen U von x
0
, V von y
0
und eine
Konstante L > 0 gibt, so da gilt:
F (x
1











Ein anderer Name f

ur solche Abbildungen wurde in [11] eingef

uhrt. Man sagt dann, die
Multifunktion F erf

ullt die Aubin-Eigenschaft. Ein Vergleich mit (1.2) ergibt, da es
sich hier um eine Stetigkeit, lokal eingeschr

ankt im Bildraum handelt.
6
In [40] nden wir folgende Charakterisierung der pseudo-Lipschitz Eigenschaft:









) 2 GphF genau dann, wenn die Funktion f(x; y) := d(y; F (x)) lokal





Diese Beschreibung ist aber nicht geeignet, um die Pseudo-Lipschitz Eigenschaft der In-
versen F
 1
von F zu untersuchen.
Bemerkung 1.4 Wir erhalten zun

achst einige einfache Folgerungen aus dem Fakt, da









, so da F (x) \ V 6= ; 8x 2
~
U:


















\ U . Aus der Denition 1.3 folgt:
y
0
2 F (x) + Ljjx  x
0





U erhalten wir die Existenz eines y 2 F (x) mit
jjy   y
0
jj  Ljjx  x
0
jj < "
und es gilt y 2 F (x) \ V .




), so da F pseudo-Lipschitz in







) \ V gilt:
d(y
0
; F (x))  Ljjx
0
  xjj 8x 2 U:

























Aus (1.4) folgt sofort (1.3). Umgekehrt: die Umgebungen aus (1.3) seien gegeben





























mit 0 < 
0

















unschte Inklusion aus (1.3).
Wir untersuchen den Fall x
1





























)IB  F (x
2





























entfernt, da die ganze Umgebung V
0








Beispiel 1.5 Wir betrachten folgendes Optimierungsproblem:
P (y) min
x
f(x; y) mit x 2 F (y)











ur Optimalwerte angeben, ins-
besondere besitzt die Abbildung 	, die die L

osungsmenge 	(y) von P (y) beschreibt, auch
gewisse Lipschitz-Eigenschaften (siehe [43], [44]). Dies ist wichtig z.B. im Fall eines Zwei-
Ebenen-Problems (d.h. die L

osungen von P (y) bilden die Eingangsdaten f

ur ein zweites









Dann heit F pseudo-regul





) 2 GphF, falls F
 1
pseudo-







atzlich die Mengen F
 1
(y) \ V f

ur alle y 2 U einelementig sind (dabei sind








Wenn F eine Funktion ist, k

urzen wir die Schreibweise ab, indem wir die Abbildung F













ur Abbildungen mit abgeschlossenem und
konvexem Graphen ist durch den bekannten Robinson-Ursescu-Satz gegeben (bewiesen
unabh

angig von Robinson in [35] und Ursescu in [46]):











) genau dann, wenn
y
0
2 core Im F:
Dabei bezeichnet Im F das Bild von F , und der core einer Menge A  X ist die Menge
aller Punkte x, so da gilt: 8z 2 X; z 6= x gibt es einen Punkt y, der auf der (oenen)
Strecke (x; z) liegt, so da f

ur die (abgeschlossene) Strecke [x; y] gilt: [x; y]  A. Zum
Beispiel ist der core der C
1
-Funktionen im Raum aller stetigen Funktionen leer.





















gegeben,  < 1. Ferner sei g : X ! Y eine lo-










g deniert). Dann gilt:
Die Abbildung F + g ist pseudo-regul


































Hierbei handelt es sich um eine Verallgemeinerung des Satzes 2.1 aus [8]. Derselbe Fakt ist
aus den Arbeiten von Robinson zur strengen Regularit

at wohlbekannt. Letztere bedeutet:
Die Abbildung F
 1
ist lokal eindeutig und Lipschitz. Der Begri der strengen Regula-
rit

at wurde in [36] eingef






uglich des Parameters streng regul

ar verhalten, wenn dies
nur f

ur die "linearisierte" Variationsungleichung richtig ist.











), wenn es Umgebungen U von x
0
, V von y
0
und eine
Konstante L > 0 gibt, so da gilt:
d(x; F
 1
(y))  Ld(y; F (x)) 8x 2 U 8y 2 V: (1.5)
Eine einfache Interpretation ist in dem Fall m

oglich, wenn F (x) die Menge der zul

assigen
Punkte zu einem Optimierungsproblem bezeichnet. Der Term d(y; F (x)) mit die Un-
zul






assigkeit" von x im Urbildraum X.
Beispiel 1.9 In [35] besch

aftigte sich Robinson mit den Mengen der Gestalt M(a; b) :=
fx 2 IR
n













)  0 und h(x
0







; (0; 0)) genau dann, wenn die folgenden zwei Bedingungen
erf

ullt sind (siehe [35]):









(ii) es gibt einen Vektor u 2 IR
n










)u < 0 8i 2 I(x
0




) = 0g: (1.6)
9
Sind die Bedingungen (i) und (ii) erf

ullt, sagt man, da die Mangasarian-Fromovitz
Constraint Qualication (kurz MFCQ) gilt.

















sagt man, da die Linear Independence Constraint Qualication (LICQ) erf

ullt ist.




) 2 GphF. Dann heit




), falls Umgebungen U von x
0
, V von y
0
und eine
Konstante L > 0 existieren, so da gilt:
(F (x) + "IB) \ V  F (x+ L"IB) 8x 2 U 8" > 0: (1.7)
Der folgende Satz summiert die Beziehungen zwischen den bis jetzt denierten Begrien
(dazu siehe auch [6], [9], [17], [32] und [41] , wo meistens noch allgemeinere Aussagen
bewiesen werden):





) 2 GphF gegeben. Dann sind folgende Aussagen

aquivalent:





























Es gibt Umgebungen U von x
0
, V von y
0









  yjjIB 8y 2 V 8y
0
2 Y: (1.8)
In anderen Worten: Es seien Punkte y
0






) \ U und y 2 V gegeben. Wir
nden einen Punkt x 2 F
 1
(y), so da gilt:
jjx
0


















) 8y 2 V: (1.10)






  xjj  Ljjy
0
  yjj. Umgekehrt, w










(y)) und (1.9) gilt.)















2 U 8y 2 V: (1.11)
10
(ii) ) (iii): Aus (1.11) folgt:
8x
0
2 U 8y 2 V :
d(y; F (x
0










2 U 8" > 0 : (F (x
0
) + "IB) \ V  F (x
0
+ L"IB):




2 U; y 2 V und " := d(y; F (x
0
)) > 0 (d.h. y 2 (F (x
0
)+"IB)\V ).
Aus (iii) erhalten wir y 2 F (x
0












Im folgenden Abschnitt charakterisieren wir pseudo-regul

are Multifunktionen mit Hilfe
von sogenannten verallgemeinerten Ableitungen f

ur mehrwertige Abbildungen. Es wur-
den relativ viele Konzepte f

ur die Dierentiation von Multifunktionen entwickelt; f

ur un-
sere Zwecke benutzen wir die von Aubin denierten Contingent-Ableitungen und stellen
die von Mordukhovich eingef

uhrten Co-Ableitungen vor. Im zweiten Teil des Abschnitts
werden pseudo-regul

are Abbildungen in Kategorien eingeteilt; das Kriterium daf

ur ist die
lokale Gestalt der Funktion x(y), die eine L










Mit X und Y bezeichnen wir im Folgenden Banachr

aume. Um die gew

unschten Ablei-
tungskonzepte denieren zu k

onnen, brauchen wir zun

achst die entsprechenden Kegel:
Denition 2.1 Es sei C  X, x
0






































































jj) 8x 2 C
o
wobei es sich in (2.2) um die schwache Konvergenz im dualen Raum X

handelt. Die















achlich Kegel sind. Mit ihrer Hilfe lassen








































































); u) schreiben wir CF (x
0












Die Contingent-Ableitung wurde von Aubin in [1] eingef

uhrt. Grundlegende Untersu-
chungen hierzu kann man in [4] und [5] nden. Die obigen Co-Ableitungen wurden (ba-
sierend auf dem Begri sogenannter approximate Frechet Normalen) von Mordukhovich
entwickelt und zur Analyse der Pseudo-Regularit

at in seinen Arbeiten [28], [29], [30],[31]
angewandt. Ein wichtiger Unterschied zwischen beiden Ableitungskonzepten ist die Tat-
sache, da es sich bei den Contingent-Ableitungen um eine primale und bei den Co-






















) im allgemeinen kein entsprechender Tangentenkegel.
Bemerkung 2.3
(i) Wenn man die Denition 2.1 ber







































Ist F eine Funktion und ist die Menge CF (x
0
; u) einelementig, sagen wir, da F




; u) bezeichnen wir die Richtunsablei-




; u) = v , CF (x
0
; u) = fvg. Ein allgemeinerer Typ der Rich-





ur endlichdimensionale Lipschitz-Funktionen fallen diese
Begrie allerdings zusammen.
(ii) Aus der Tatsache, da














erhalten wir folgende Symmetrie-Eigenschaft f

ur Contingent-Ableitungen:












(iii) Es sei F eine lokale Lipschitz-Funktion. Dann k

onnen wir in der Darstellung (2.5)
die Folge fu
k
g konstant setzen (u
k


































































ur stetig dierenzierbare Funktionen reduziert sich die Contingent-Ableitung bzw.
Co-Ableitung auf die Frechet-Ableitung bzw. die konjugierte Abbildung dazu.
Denition 2.4 Es sei F : X ! Y eine lokale Lipschitz-Funktion. Wir denieren die
Thibault-Menge TF (x
0































Das erste Mal wurden diese Mengen von Thibault in [45] benutzt. Eine Zusammenfassung
der Eigenschaften der Thibault-Mengen hat Kummer in [23] gegeben. Der wesentliche Un-
terschied zwischen Contingent-Ableitungen und Thibault-Mengen besteht bei Lipschitz-
Funktionen darin, da nun auch der Fupunkt x
k
des Dierenzenquotienten variieren
darf. Folgendes Beispiel illustriert die denierten Richtungsableitungen auf einer einfa-
chen Lipschitz-Funktion f :
Beispiel 2.5 Die Funktion f : IR ! IR sei gegeben durch f(x) = x f

ur x  0 und
f(x) = 2x f

ur x < 0. Im Punkt x
0
= 0 erhalten man dann:
Cf(0; u) = fug f

ur u  0, Cf(0; u) = f2ug f

ur u < 0
D

f(0; w) = fw; 2wg f

ur w  0, D

f(0; w) = [2w;w] f

ur w < 0 und
Tf(0; u) = [u; 2u] f

ur u  0, Tf(0; u) = [2u; u] f

ur u < 0:
Es ist bekannt, da die Richtungsableitung F
0
(x; :) einer richtungsdierenzierbaren lokalen
Lipschitz-Funktion F auch Lipschitz ist. Das n

achste Lemma erweitert dieses Ergebnis
auf Multifunktionen und ihre Contingent-Ableitungen (in endlichen Dimensionen).























); u). Mit U




























































































) und gegebenenfalls vergr


















































































onnen annehmen, da eine Teilfolge von fv
k
2
g existiert, die gegen ein geeignetes v
2






















die Abbildungen G und G
 1
beide Lipschitz, wobei G(u) := Cf(x
0
; u) ist.
Beweis: Die Behauptung folgt sofort aus Lemma 2.6 (angewendet auf die Funktion f
und die Multifunktion f
 1
) zusammen mit der Symmetrie-Eigenschaft (2.6) #
2.2 Pseudo-Regularit

at und Ableitungen von Multifunktionen
Mit Hilfe der Contingent-Ableitungen oder der Co-Ableitungen kann man die Pseudo-
Regularit

at von Multifunktionen auf eine kompakte Art und Weise charakterisieren. Al-
lerdings bekommt man eine

aquivalente Umformulierung in beiden F

allen nur bei endli-












Satz 2.8 ([3], [25], [29], [30], [31])




























CF ((x; y); u) 8(x; y) 2 W \GphF






);w) ) w = 0
Wir zeigen nur die

Aquivalenz zwischen (i) und (ii), da wir mit den Co-Ableitungen nicht
mehr arbeiten werden.
Die Bedingung (ii) (siehe [25]) ist eine vereinfachte Version der Bedingung, die Au-
bin/Ekeland in [3] benutzt haben. Die Injektivit

atsbedingung (iii) stammt von Morduk-
hovich. Urspr

unglich hat er die

Aquivalenz zwischen (iii) und der Oenheit mit linearer
Rate gezeigt.
Auf den ersten Blick scheint die Bedingung (iii) geeigneter zu sein, um die Pseudo-
Regularit





ufen (sie sieht wie eine "Punkt-Bedingung" aus, dagegen






ullt sein). Andererseits, wenn man
die Denition des Normalkegels bedenkt, ist dies auch eine Bedingung auf einer ganzen
Umgebung.
Die Bedingung (iii) bildet eine Br

ucke zu vielen anderen Gebieten. Andererseits ist sie
ziemlich schwer zu handhaben. Eine Hilfe dabei sind einige Kettenregeln und Rechenregeln
f

ur Co-Ableitungen (siehe z.B. [29], [30], [31]).
Bevor wir den Satz 2.8 beweisen, formulieren wir ein wichtiges Hilfsmittel f

ur Untersu-
chungen in diesem Zusammenhang: Das Ekeland'sche Variationsprinzip ([12]). Die Idee,
es in diesem Kontext zu nutzen, stammt von Aubin und Ekeland (siehe [3]). Ein typisches
Beispiel ist der Beweis von Satz 4 in Abschnitt 7.5 in [3]. Den Beweis von Satz 2.9 f

uhren
wir nicht auf; man ndet ihn z.B. in [3] oder [7].
Satz 2.9 (Das Ekeland'sche Variationsprinzip)
Es sei X ein vollst

andiger metrischer Raum und f : X ! IR [ f+1g ein unterhalb
stetiges Funktional (d.h. die Niveau-Mengen fx 2 X j f(x)  ag sind abgeschlossen),
das von unten beschr

ankt ist. Weiter seien ";  > 0 und ein x 2 X gegeben, so da
f(x)  inf
x
f(x) + " gilt.
Dann existiert ein x

2 X mit folgenden Eigenschaften:
d(x












) 8x 2 X
16
Beweis von Satz 2.8 (i) , (ii):


















Wir denieren W := V 
~
U und  := L wobei
~
U die Umgebung aus der Bemerkung
1.4(i) ist. Nun sei (x; y) 2 W \GphF und ein v 2 IB gegeben. F

ur t hinreichend klein ist




(y + tv) \ V 6= ;, d.h. es existiert ein x(t) 2 F
 1
(y + tv) \ V und es




und erhalten dadurch jju(t)jj  v. F





& 0 bekommen wir
einen H

aufungspunkt u der Folge fu(t
k
)g. Nun sieht man leicht, da v 2 CF ((x; y); u)
gilt (da y + tv 2 F (x+ tu(t))):
(ii) ) (i): Es seien W und  wie in (ii) gegeben. Wir w





































jj 8k 2 IN: (2.9)
Nun sei k so gew



















) \GphF ! IR, deniert durch
f(x; y) := rjjx  x
k
jj+ jjy   z
k
jj:






















und wenden das Ekeland'sche Variationsprinzip auf die Funktion f
und den vollst









































f(x; y) + r(jjx  x











jj 8(x; y) 2 GphF
(2.12)






are jetzt v = 0, w































) 2 W (wir k































Aus (ii) erhalten wir f



















































































































































ur t& 0 ergibt das einen Widerspruch, weil 4r(+ 1) < 1 angenommen wurde. #
Wenn wir die Forderung nach endlicher Dimension der R

aume fallen lassen, erhalten wir
nur partielle Aussagen, z.B. reicht f

ur die Richtigkeit der Implikation (i) ) (ii), da der





aume X, Y .
Die Charakterisierung der Pseudo-Regularit

at via Satz 2.8 (ii) ergibt folgende Aussage:






















) und eine uniforme Konstante L > 0,
so da F Lipschitz unterhalb stetig in jedem Punkt (x; y) 2 W \ GphF mit der
Lipschitz-Konstante L ist.
Beweis: (i) ) (ii): siehe Bemerkung 1.4 (ii).
(ii) ) (i): Die Multifunktion F sei Lipschitz unterhalb stetig in einem Punkt
(x; y) 2 W \GphF , d.h. f

ur x hinreichend nahe an x erhalten wir d(y; F (x))  Ljjx xjj.
Nun denieren wir Punkte x(t) := x+ tv mit jjvjj  1. Wir bekommen L

osungen y(t) von














aufungspunkt u mit jjujj  Ljjvjj. Daraus folgt:
v 2 CF
 1








) (nach Satz 2.8). #
2.3 "Arten" der Pseudo-Regularit

at









ochten wir uns einem praktischen Gesichtspunkt dieser Eigenschaft zuwenden. Es






are Multifunktion. Wie ndet man
L

osungen x = x(y) von y 2 F (x) unter der Voraussetzung, da y hinreichend nahe an y
0









ur die (einfachste) Gestalt von x(y)





Uberlegungen ist Folgendes: Obwohl wir die Gestalt der L

osungen




) schreiben, kann man diesen Ansatz in jedem Punkt (x; y)




) bendet. Dann bekommen wir zwar eine
andere Funktion x = x(y; x; y), jedoch die Gestalt soll die gleiche bleiben. In diesem Fall
liefert die Pseudo-Regularit

at sogar eine uniforme Beschr






Es existiert eine Richtung u, so da
x(y) = x
0
+ jjy   y
0
















eine Multifunktion, K  IR
n
ein konvexer Kegel mit
nichtleerem Innern. Weiter erf

ulle F folgende Monotoniebedingung:
y 2 F (x) und k 2 K ) y 2 F (x+ k) f












) , es gibt eine Richtung u 2 intK und eine Umge-





8(x; y) 2 W \GphF 8y
0
nahe an y : y
0
2 F (x+ jjy
0
  yjju).
Beweis: (() ist klar.
()): Wir nehmen ein k 2 intK und nden ein  > 0, so da k + IB  K ist. Die

































ur ein geeignetes L > 0. Wir denieren u := Lk 2 intK und
` := jjy
0






  yjjk + Ljjy
0
  yjjIB = Ljjy
0










+ `) = F (x+ jjy
0
  yjju):











y  f(x); k 2 K ) y  f(x + k):





y 2 F (x) , y  f(x):


















) 8i = 1; : : : ; m wobei u

= (1; : : : ; 1) ist.
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Beweis: ()): Es ist u









Nun setzt man y
0
:= y + L
 1
tv mit jjvjj = 1. In der i ten Gleichung sei v := e
i
(der i te
Einheitsvektor), so da wir f










) 8i = 1; : : : ; m:
Die Denition " := L
 1
liefert die Behauptung.




























8i = 1; : : : ; m: #





M(a) := fx 2 IR
n




eine stetig dierenzierbare Funktion
ist, g(x
0
)  0: Wir haben bereits erw








; 0) ist (siehe [35]). Hierbei handelt es sich ebenfalls um Typ 1.






)u < 0 f

ur i 2 I(x
0





und ein a 2 IR
m




















































) < 0) k







Typ 2: "Lineare" Abh

angigkeit
es existiert eine lineare Abbildung A : Y ! X, so da
x(y) = x
0
+ A(y   y
0





osung der Inklusion y 2 F (x) beschreibt. Als einen Vertreter dieses Typs k

onnen
wir die Situation erw
















, die Matrix Df(x
0
)





















) + o(jjz   z
0
jj):
Jetzt geben wir ein Beispiel an, wo eine Mischung von Typ 1 und Typ 2 vorliegt:







M(a; b) := fx 2 IR
n






















; (0; 0)) ist.
Behauptung: Es existieren eine Matrix A und eine Richtung u, so da (eine Inverse) x(a; b)
folgende Gestalt hat
x(a; b) = x
0
+ Ab + (jjajj+ jjbjj)u+ o(jjajj+ jjbjj): (2.15)
Beweis: Durch I(x
0




) = 0g denieren wir die aktive Index-
menge. Aus MFCQ folgt, da k  n sein mu. Im Falle der Gleichheit denieren wir die
Matrix D := Dh(x
0
). Falls k < n gilt, nden wir noch n   k Vektoren d
k+1
















i = 1; : : : ; k
j = k + 1; : : : ; n
regul

ar ist und D
 1
existiert. Jetzt streichen wir in D
 1
die Spalten k + 1; : : : ; n und
bezeichnen die auf diese Weise entstandene Matrix mit A. Nun betrachten wir folgende












+ Ab + tu+ r)  b
i
i = 1; : : : ; k
F
j
(t; b; r) := d
T
j
(Ab+ r) j = k + 1; : : : ; n















)jj 8i 2 I(x
0
)
(wenn u sie nicht erf

ullt, nde ein  > 0, so da u es tut).
Wegen F (0; 0; 0) = 0 und D
r
F (0; 0; 0) = D kann der Satz

uber implizite Funktionen
angewendet werden und ergibt: Es existiert eine lokal eindeutige Funktion r(t; b) mit
F (t; b; r(t; b)) = 0. Auerdem erh

alt man




F (0; 0; 0); D
b
F (0; 0; 0)):
22
Wenn wir noch in Betracht ziehen, da
D
t































= A  A = 0;
(wobei E
k
die k-dimensionale Einheitsmatrix bezeichnet), so bekommen wir Dr(0; 0) = 0,
d.h. r(t; b) = o(t+ jjbjj), falls die betrachtete Norm die Maximumnorm ist.
Setzt man nun t := jjajj+ jjbjj , erh

alt man Punkte
x(a; b) := x
0
+ Ab + (jjajj+ jjbjj)u+ r(jjajj+ jjbjj; b)
und eine Gestalt wie in (2.15). Daraus folgt:
h(x(a; b)) = b und
g
i




)[Ab + (jjajj+ jjbjj)u+ o(jjajj+ jjbjj)] + o(jjx(a; b)  x
0
jj); i 2 I(x
0
):
Mit Hilfe der Gestalt von x(a; b) ergibt das:
g
i




)[Ab + (jjajj+ jjbjj)u] + o(jjajj+ jjbjj):




























































und damit folgt g
i
(x(a; b))  0 f






ur Indizes i =2 I(x
0
) ergibt sich g
i
(x(a; b))  0 aus Stetigkeitsgr

unden. Deshalb liegt
x(a; b) in M(a; b) und hat die verlangte Form (2.15). #
Typ3: "St

uckweise lineare " Abh

angigkeit
es existieren endlich viele lineare Abbildungen A
1
; : : : ; A
k
: Y ! X, so da















ist und x(y) 2 F
 1









are Funktion, erhalten wir eine Gestalt vom Typ 3.
Typ 4
es existieren endlich viele positiv homogene (aber nicht notwendigerweise stetige) Abbil-
dungen A
1
; : : : ; A
k
: Y ! X, so da















Im Abschnitt 3 werden wir zeigen, da eine groe Klasse von lokal Lipschitz-stetigen






ar sind, diese Eigenschaft besitzen.
Zuletzt m

ochten wir ein Beispiel von B. Kummer angeben, das in keine der bis jetzt
beschriebenen Gruppen einzuordnen ist. Gleichzeitig illustriert es ein kompliziertes Ver-
halten, das durch die unendliche Dimension des Urbildraumes zustande kommt.
Beispiel 2.15 Es sei f : `
2












gegeben, und es sei
f(x
0
) = 0. Wir denieren die zu untersuchende Multifunktion F : `
2
! IR auf folgende




; 0), was man wie
folgt sieht:
Seien s; t 2 IR hinreichend nahe am Nullpunkt und x(t) 2 F
 1
(t). Ist s  t, so k

onnen
wir x(s) = x(t) setzen und erf

ullen alle Bedingungen.
Andernfalls nutzt man Folgendes:
F

ur jedes " > 0 mu es ein k = k(") geben mit x
k(")
(t)  t   ". Wir w

ahlen jetzt ein

















(s)  t  "+ 2(s  t) = s+ (s  t  ")  s;
also ist tats






jjx(t)  x(s)jj  2js  tj.
Als n






(t). Angenommen, so eine Richtung existiert; dann m

ute gelten:





ur eine geeignete Konstante L > 0. Durch den Grenz

ubergang t! 0 liefert dies jjujj  L.
Jetzt sei t > 0 gegeben. F






































ur t hinreichend klein) einerseits und k(t) ! 1 f

ur t ! 0
andererseits. In anderen Worten, je mehr sich t der Null n

ahert, um so mehr Komponenten







sein und es folgt jjujj = 1. Eine weitere Analyse des
Beispiels zeigt, da dessen Pseudo-Regularit

at weder mittels Contingent-Ableitungen noch
mittels Co-Ableitungen erkannt werden kann. #
25




Im ersten Unterabschnitt untersuchen wir einige n

utzliche Eigenschaften von verschiede-
nen Arten von Richtungsableitungen (B-Ableitungen, Contingent-Ableitungen, Thibault-
Mengen). Von besonderem Interesse f

ur uns sind Kettenregeln und Formeln f

ur partielle
Ableitungen zu diesen Ableitungskonzepten.
Der wichtigste Teil dieses Kapitels ist den Untersuchungen der topologischen Struktur der
Urbildmengen f
 1
(y) gewidmet, wobei f eine lokale Lipschitz-Funktion ist. Insbesondere
sind wir an Aussagen

uber die Isoliertheit der Urbilder interessiert. Zu diesem Zweck
untersuchen wir die Regularit

atseigenschaften derartiger Funktionen. Als ein wichtiger
Spezialfall werden st

uckweise glatte Funktionen behandelt.
Unter zus






onnen wir zeigen, da die Pseudo-Regularit

at von f zur Gestalt vom Typ 4 f

uhrt. Als
ein wichtiges Hilfsmittel wird sich eine Art Dimensionslemma erweisen. Es schliet f

ur
Lipschitz-Funktionen aus, da die Dimension der Bildmenge h








ahnen wir ein paar n

utzliche Eigenschaften von (verallgemeinerten)




ateren Untersuchungen brauchen werden. Das
n









eine positiv homogene Funktion, so gilt:
Cg(u; w) = Cg(u; w) 8 > 0:
Nun untersuchen wir die Frage, inwiefern sich die Dierenzierbarkeitseigenschaften einer
Funktion auf ihre Richtungsableitungen

ubertragen lassen. Dazu sei eine lokale Lipschitz-
Funktion f gegeben, die richtungsdierenzierbar ist. Unter welchen Bedingungen ist dann
die Richtungsableitung f
0
(x; :) selber richtungsdierenzierbar?
Das folgende Beispiel zeigt, da dies im allgemeinen nicht der Fall ist.
Beispiel 3.2 Zun
















































; n 2 IN
0 f

ur x = 0:
F

ur x 2 [ 1; 0] setzen wir h( x) := h(x). Wir sehen: h ist im Nullpunkt nicht richtungsdif-




Nun denieren wir eine Funktion g(x; y) auf der Menge A := f(x; y) 2 IR
2
j jyj  xg wie
folgt:










falls x 6= 0
0 falls x = 0:

Ahnlich wie die Funktion h, ist g auch nicht richtungsdierenzierbar in allen Punkten
(x; 0) mit x > 0. Mit Hilfe von g erkl









ur (x; y) 2 A;  x
2













ur (x; y) 2 A; y  x
2
oder y   x
2
:
Diese Funktion setzen wir auf den ganzen Raum IR
2
durch die Vorschriften
f( x; y) := f(x; y) und f(y; x) := f(x; y) fort.
Wir untersuchen f auf Richtungsdierenzierbarkeit. Probleme k

onnte es nur im Nullpunkt
geben, aber dort gilt (f












































((0; 0); (1; 0)) = 0. D.h., f ist richtungsdierenzierbar, f
0
(0; u) = g(u) und die
Richtungsableitung ist selber nicht richtungsdierenzierbar. #
Wir erhalten aufgrund des Beispiels eine positive Aussage nur unter einer Zusatzbedin-
gung. Die nachstehende ist aber ziemlich einschr

ankend. Es handelt sich hierbei um eine
hinreichende, aber nicht notwendige Bedingung.




lokal Lipschitz und richtungsdierenzierbar. Wir
sagen, f ist streng B-dierenzierbar in x
0
, falls es f

ur jedes " > 0 eine Umgebung U













auf U Lipschitz mit der Konstante " ist.
27
Bemerkung: Der Buchstabe B bezieht sich auf den Namen Bouligand-Ableitungen, (eine
andere Bezeichnung f

ur Richtungsableitungen) der von Robinson in [37] eingef

uhrt wurde.
Die strenge B-dierenzierbatkeit denierte er in [39], um eine "strenge" Approximation
der zugrundeliegenden Funktion zu erhalten.




lokal Lipschitz und richtungsdierenzierbar. Wei-
terhin sei f streng B-dierenzierbar in x
0






Beweis: Der Einfachheit halber schreiben wir im Folgenden r anstatt r
x
0
. Es sei ein















Den Term in der eckigen Klammer k










+ u) + r(u):

















+ u; w)  v
0
. Wir erhalten dadurch













Insbesondere gilt diam Cg(u; w) = diam Cr(u; w) 8u 8w. Angenommen, Cg(u; w) ist




diam Cg(u; w). F

ur dieses " bekommen wir eine Umgebung U(") des Nullpunktes,
so da r auf U(") Lipschitz mit der Konstante " ist. Man kann daher ein  > 0 mit
u 2 int U(") nden.
Nun betrachten wir die Menge Cg(u; w). Die Funktion g ist positiv homogen, deshalb
gilt:
diam Cg(u; w) = diam Cg(u; w) =  diam Cg(u; w):
Weiterhin nehmen wir uns ein beliebiges v
0
2 Cr(u; w) her. F

ur hinreichend groe
Indizes k gilt u+ t
k










 diam Cg(u; w):
28
Das bedeutet aber: diam Cg(u; w) = diam Cr(u; w) = 0, und g ist richtungsdieren-
zierbar. #
In [23] hat Kummer einige Kettenregeln f

ur Thibault-Mengen bewiesen. Die Ergebnisse
sind in folgender Aussage zusammengefat:








lokal Lipschitz und h := f(g(:)).
Dann gilt:


















(iv) Ist g stetig dierenzierbar und g
 1
unterhalb stetig in (g(x); x), gilt
Th(x; u) = Tf(g(x); Dg(x)u)




















ur geeignete Folgen t
k
& 0 und x
k



















ankt (da g Lipschitz ist) und wir k

onnen annehmen, da v
k
gegen ein



















und w 2 Tf(g(x); v)
Wenn wir x
k




(ii) Die Funktion g sei richtungsdierenzierbar, und es sei ein w 2 Cf(g(x); v) gegeben,
d.h. g
0

















& 0. Wir haben dann
g(x+ t
k



















))  f(g(x))] 2 Ch(x; u)
(wegen Bemerkung 2.3(iii)).



















Schreiben wir weiter w mit Hilfe von (3.2) um, erhalten wir analog zu oben w 2 Ch(x; u).





















ur bestimmte Folgen x
k
! x und t
k
& 0. Die Funktion f ist stetig dierenzierbar.























































& 0 und y
k
! g(x). Wegen der Unterhalbstetigkeit von g
 1










































und erhalten w 2 Th(x; u). #
Aus dem Korollar 2.10 folgt, da die Pseudo-Regularit

at einer Funktion die Unterhalbst-
etigkeit ihrer Inversen zur Folge hat. Dies ist interessant im Hinblick auf die Aussage (iv)
aus Proposition 3.5.







lokale Lipschitz-Funktion, f = f(x; y). Wir sind interessiert an Formeln folgender Gestalt
f

ur partielle Contingent-Ableitungen und Thibault-Mengen:
Tf((x; y); (u; v)) = T
x
f((x; y); u) + T
y
f((x; y); v) (3.4)
Cf((x; y); (u; v)) = C
x
f((x; y); u) + C
y









die partiellen Richtungsableitungen bezeichnen sollen, z.B.:
T
x
f((x; y); u) = Tf(:; y)(x; u). Diese Formeln sind im allgemeinen nicht richtig (siehe
folgendes Beispiel):
Beispiel 3.6 Die Funktion f : IR
2









ur x  0
x f

ur 0  x  jyj
jyj f

ur jyj  x




g  Tf((0; 0); (1; 1)), andererseits ist
T
x
f((0; 0); 1) = T
y
f((0; 0); 1) = C
x
f((0; 0); 1) = C
y
f((0; 0); 1) = f0g. #





Auf analoge Art und Weise kann man eine Aussage auch f

ur Contingent-Ableitungen

















f(:; ) sei lokal uniform Lipschitz f

ur  nahe an y
0
und x nahe an x
0
, d.h. es



















































ur  nahe an y
0
und x nahe an x
0
, d.h. es existiert












































Beweis: (i): Die Inklusion (). Wir sehen uns die Formel n

aher an. Die linke Seite besteht

















































































! a: Unser Ziel ist es, die
Folge fb
k
g zu nden, so da b
k






















Um die Schreibweise abzuk















































































































































































jjujj  . Analog die zweite Absch

atzung.












































































Da die Funktion f in der zweiten Variable stetig dierenzierbar ist, k

onnen wir das tun




















gegen Null wie fr

uher. Bei den Contingent-Ableitungen erfolgt der Beweis analog, nur das
Argument f

ur die Konvergenz von c
k
ist jetzt anders. #
Die Forderung, die Funktion f sei in der zweiten Variable stetig dierenzierbar, ist sehr
stark. Wir k

onnen sie auf folgende Art und Weise umgehen: Wir denieren eine neue
Funktion F (x; z) := f(x; g(z)) (wobei f stetig dierenzierbar in der zweiten Variable ist).
F

ur bestimmte Abbildungen g k

onnen die Formeln nun auch auf F

ubertragen werden
(dabei ist F nicht dierenzierbar in z).













& 0 und f

ur jedes Paar (v; w) mit v 2 Tg(z
0







existiert, so da gilt:



















































































































































































ur bestimmte Folgen t
k




. Die Funktion g ist simpel, deshalb k

onnen wir







































mit Hilfe der Folge ft
k

















































Eine geeignete Teilfolge von fa
k






















































atzungen wie in Beweis von Lemma 3.7 (i) ergeben die Behauptung.







Folgendes Beispiel beschreibt eine st

uckweise lineare Funktion, die gleichzeitig pseudo-
regul

ar, jedoch nicht streng regul

ar im Nullpunkt ist:




. Die erste Komponente f
1
von















ur jyj  x
x f

ur jxj  y
 y f

ur jyj   x
 x f

ur jxj   y












(y + x; y   x). Nun sei die zweite Komponente f
2
von
f deniert als f
2
(x; y) := f
1






















( x + y) f





(x + y) f













ur x  0; y  0
Man sieht leicht, da f pseudo-regul

ar in jedem Punkt ist. Auerdem hat jeder Bildpunkt
c = (a; b) 6= (0; 0) genau zwei Urbilder: f
 1
(c) = fz(c); z(c)g und f
 1




achste Aussage vergleicht die Kriterien f

ur strenge bzw. Pseudo-Regularit

at von loka-
len Lipschitz-Funktionen. Die Aussage (i) ndet man in [23], die Aussage (ii) ist eine
Umformulierung des Satzes 2.8.









, 0 62 Tf(x
0
; u) 8u 6= 0.




, 9 > 0 : IB 
[
jjujj

























; u) = fDf(x
0
)ug, bekommt man aus
der Pseudo-Regularit
















Eine wichtige Klasse von Lipschitz-Funktionen bilden die st

uckweise glatten Funktionen.
Derartige Abbildungen haben sehr "gute" Eigenschaften (im Vergleich zu einer beliebi-





uckweise glatte Funktionen erweitern kann.






uckweise glatt oder eine
PC
1








; i = 1; : : : ; p existie-
ren, so da f eine stetige Auswahlfunktion von f
1
; : : : ; f
p
ist, d.h. f ist stetig und
f(x) 2 ff
1
(x); : : : ; f
p
(x)g 8x 2 IR
n
:
Zu einem beliebigen Punkt x 2 IR
n
denieren wir die entsprechende aktive Indexmenge
als I
f







geeigneten Umgebung eines Punktes x
0
nur die Funktionen f
i









wesentlich aktiv, falls x
0





onnen wir jetzt annehmen, da alle Funktionen f
i






Andernfalls gibt es eine Umgebung U von x
0




) mit der Eigenschaft,
da U \ intfx j f (x ) = f
i
(x )g = ; gilt. Deshalb kann es in U keinen Punkt x geben, in






abe es eine Umgebung von x, wo das auch
der Fall ist. Wir erhalten, da f auf U eine Auswahlfunktion von f
i




) n fig ist.




- Funktionen zu PC
1
- Funk-











at bedeutete, ist dies bei PC
1
-Funktionen anders (siehe Beispiel 3.10). Deshalb
sind PC
1
-Funktionen die Kandidaten mit einfachster Struktur, bei denen man die Unter-
schiede zwischen den Regularit

atsbegrien studieren kann.
Um das Kriterium aus dam Satz 3.11 (ii) anwenden zu k









Lemma 3.14 ([27], [42])








































uckweise linear, falls f eine stetige Auswahlfunktion
36




x; i = 1; : : : ; p ist. Insbesondere
sind Richtungsableitungen von st

uckweise glatten Funktionen st

uckweise linear.
Unter einer Kegelzerlegung C von IR
n
verstehen wir eine Familie von n-dimensionalen
(konvexen) polyhedralen Kegeln, so da sich je zwei Kegel der Familie in einer gemein-
samen Seite schneiden und die Vereinigung aller Kegel den ganzen Raum IR
n
bildet.
Zwei Kegel der Kegelzerlegung heien adjazent, wenn ihr Durchschnitt eine (n   1)-






uberlegt sich leicht, da f

ur eine beliebige st





eine Kegelzerlegung C von IR
n
existiert, so da f

ur jeden Kegel C 2 C eine Matrix A(C)
existiert mit f
jC
(x) = A(C)x: Wir sagen dann, da f st

uckweise linear bzgl. C ist.






uckweise linear bzgl. einer Kegelzerlegung C von
IR
n
. Wir nennen f koherent orientiert, falls alle Matrizen A(C); C 2 C regul

ar sind
und ihre Determinanten dasselbe Vorzeichen besitzen.
Das n

achste Lemma (siehe [22]) charakterisiert die koherente Orientierung:






uckweise linear bzgl. einer Kegelzerlegung C von
IR
n
. Die Funktion f ist koherent orientiert genau dann, wenn das Bild jedes Kegels der
Kegelzerlegung C wieder ein Kegel ist und adjazente Kegel auch adjazente Bilder besitzen.
Die Surjektivit








ater sehen, da in diesem Zusammenhang folgendes Lemma wichtig ist:
Lemma 3.17 ([22])
Es sei C eine Kegelzerlegung von IR
n




eine bzgl. C st

uckweise lineare
Funktion. Wenn f koherent orientiert ist, so ist f surjektiv.
Beweis: Zuerst zeigen wir, da die Funktion f folgende Eigenschaft besitzt:
Ist die Menge A  IR
n
abgeschlossen, so ist auch ihr Bild f(A) abgeschlossen. Es sei
also eine Folge fa
n
g  A gegeben und die Folge ff(a
n
)g konvergiere gegen ein y. Die
Funktion f sei eine stetige Auswahlfunktion der Funktionen f
i






















[ fyg) ist kom-
pakt und fa
n
g konvergiert gegen ein a mit a 2 A (A ist abgeschlossen). Wir erhalten so
f(a) = y 2 f(A), d.h. f(A) ist abgeschlossen. Daraus folgt: f(IR
n
) ist ebenfalls abge-
schlossen.
Die Funktion f erh

alt nach Lemma 3.16 die Adjazenz von Kegeln. Daraus folgt, f ist ein
lokaler Hom







C) (d.h., es gibt
37
Umgebungen U von x und V von f(x), so da f
jU
: U ! V bijektiv ist). Da X oen ist,
erhalten wir dadurch, da auch f(X) oen ist.
Daraus folgt, da der Rand von f(IR
n
) in der Menge f(IR
n
) n f(X) = f(skel
n 2
C) ent-


























; i = 1; : : : ; p: . OBdA seien alle f
i
in einem Punkt x
0
wesentlich aktiv.






ar sind und ihre Determinanten dasselbe Vorzei-





(ii) Wenn die Funktion f pseudo-regul

ar im Punkt x
0





; :) koherent orientiert.
Beweis: (i): OBdA k








unden gibt es eine Umgebung U von x
0







) 8x 2 U , d.h. f
0
(x; :) ist koherent orientiert und damit surjektiv














(wobei S die Einheitssph












(x)ujj  c 8x 2 U:
Nun setzen wir  := c
 1















































(x; u) 8x 2 U . Gegebenenfalls vergr

oern wir  und erhalten die
Behauptung.
(ii): Wir denieren X
i
:= fx j f(x) = f
i





























ar. Weiter verfahren wir
indirekt.
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; :) ist st








































adjazent sind (sonst bilden wir eine Kette










ussen zwei Kegel in der Kette
mit der gew

unschten Eigenschaft existieren). Wir w
























) im denselben Halbraum enthalten. D.h., die Abbildung Cg(u; :) ist nicht
surjektiv. Aus Satz 3.11(ii) folgt damit, da g nicht pseudo-regul

ar im Punkt u sein kann.
Schlielich ergibt Korollar 2.7 einen Widerspruch zur Pseudo-Regularit

at von f . #













; i = 1; : : : ; p: . OBdA seien alle f
i





ar in einem Punkt x
0
, dann liegt Pseudo-Regularit

at vom Typ 3 vor.
Beweis: Aus der Pseudo-Regularit













) gegeben ist. D.h., f

ur y hinreichend nahe an f(x
0
)
erhalten wir endlich viele, und zwar h






implizite Funktion ergibt die Behauptung. #















otigt werden, bekommen wir aus dem Satz 3.18 eine notwendige und hin-
reichende Bedingung:
































)u auf dem Kegel C
i
gilt.















ar sind und ihre Determinanten dasselbe Vorzeichen besitzen.

















ar sind und dasselbe Determinan-
tenvorzeichen besitzen. #
In [34] sind Bedingungen aufgef

uhrt, unter denen eine st

uckweise glatte Funktion f streng
regul

ar ist. Es handelt sich dabei um die Bedigung (ii) aus Satz 3.18 mit zus

atzlichen For-
derungen (Invertierbarkeit der Richtungsableitung oder Bedingungen an den Abbildungs-
grad von f bzw. f
0
(x; :)). Auerdem sind positive Aussagen mit Hilfe der koherenten
39









bilden und die Anzahl der Kegel h

ochstens vier ist (dazu siehe [42]). In
diesem Spezialfall sind Pseudo-Regularit















































































(x; y) = y:
Man kann nachweisen, da f
0
((x; y); :) koherent orientiert ist f

ur alle x nahe am Nullpunkt:
f
0

















































((0; 0); u) = A
3
u = u, jedoch ist f nicht pseudo-regul

ar in (0; 0). #
3.4 Einige Eigenschaften von Lipschitz-Funktionen
In diesem Abschnitt beweisen wir das angek

undigte Dimensionslemma, das die Dimen-
sionen von Urbildmengen und Bildmengen bei Lipschitz-Funktionen vergleicht.
Die Peano-Abbildung ist ein bekanntes Beispiel einer Funktion, die das Einheitsintervall
[0; 1] auf das Quadrat [0; 1] [0; 1] abbildet. Unser Ziel ist es zu zeigen, da

ahnliche (in
dem Sinne, da das Bild gr

oere Dimension als der Urbildraum hat) Abbildungen nicht
lokal Lipschitz sein k

onnen.
Beispiel 3.22 (siehe [13], Beispiel 4.4.5) Wir erhalten die Peano-Abbildung als den Limes
einer Folge von Funktionen f
n
: [0; 1]! [0; 1] [0; 1]. Dazu teilen wir das Einheitsintervall
[0; 1] in 9 gleiche Intervalle mit der L

ange 1=9 und das Quadrat [0; 1] [0; 1] in 9 gleiche
Quadrate mit der Seitenl

















































































































(1) = (1; 1):
und durch lineare Extrapolation im Innern der Intervalle.
Jetzt setzen wir voraus, da wir das Intervall [0; 1] bereits in 9
n
gleiche Intervalle und
das Quadrat [0; 1]  [0; 1] in 9
n





und da eine stetige Funktion f
n
: [0; 1] ! [0; 1]  [0; 1] gegeben ist. Wir nehmen ein



















ore dem i-ten Quadranten
an und r sei die Rotationsabbildung, die eine Rotation um den Mittelpunkt des Quadrates





















Auf diese Weise erhalten wir eine stetige Abbildung f
n+1
: [0; 1] ! [0; 1]  [0; 1]. Die
Funktionenfolge ff
n
g konvergiert (punktweise) gegen eine stetige Funktion f : [0; 1] !
[0; 1] [0; 1] mit f([0; 1]) = [0; 1] [0; 1] (siehe [13]).








ur alle n 2 IN und erhalten ( x = 0,
y = 9
 n











Mit anderen Worten, die Funktion f ist nicht lokal Lipschitz im Nullpunkt. #
Der Beweis des n

achsten Lemmas nutzt denselben Eekt: Wegen des Dimensionsunter-
schiedes kann die potentielle Lipschitz-Konstante nicht endlich sein.
Lemma 3.23 (Dimensionslemma)
Es sei f : C ! IR
k
lokal Lipschitz, C  IR
n
sei abgeschlossen und int f(C) 6= ;. Dann ist
n  k.





= c; i = 1; : : : n; c 2 ZZ in W

urfel mit der Seitenl






(f(C \ A)) > 0, wobei 
k





wir annehmen, da 
k
(f(C \ A)) = 1.
Jetzt zerlegen wir den W













Dann existiert ein Index i 2 f1; : : : ; 2
n












































; j = 1; 2.

































































































. Es gibt einen Index i(s) 2 f1; : : : ; 2
n











Analog denieren wir d
s
:= diam f(C \A
s
i(s)





























2 C \ A
s
i(s)
; j = 1; 2.













































































































Wenn wir uns daran erinnern, da wir n < k angenommen haben, sehen wir, da der
rechte Term in (3.16) gegen 1 konvergiert (f







Uberlegungen werden angestellt, um zu zeigen, da die von uns benutzten





8x; y 2 IR
n
















































  jjx  yjj: #
Bemerkung 3.25 Inversion (siehe [13])
Es sei eine positive reelle Zahl r gegeben. Jedem Punkt x 2 IR
n
nf0g entspricht genau ein
Punkt i(x), der auf der Halbgeraden liegt, die im Nullpunkt beginnt und durch x geht,
so da gilt: jji(x)jjjjxjj = r
2
. Wir setzen also i(x) = tx; t 2 IR
+

















nf0g wird Inversion in der Sph

are mit dem Mittelpunkt
im Nullpunkt und mit Radius r genannt. Es handelt sich um eine bijektive Abbildung
IR
n
n f0g ! IR
n
n f0g mit i
2
= id. #
Bemerkung 3.26 Stereographische Projektion (siehe [13])
Es sei eine positive Zahl r gegeben. Wir betrachten die Sph

are S in IR
n
mit dem Mittel-
punkt (0; : : : ; 0; r) und dem Radius r. Mit H bezeichnen wir die Hyperebene, die durch die
Gleichung x
n
= 2r deniert ist. Jede Gerade, die durch den Nullpunkt und durch einen
Punkt x 2 S nf0g f

uhrt, trit H in genau einem Punkt, den wir mit s(x) bezeichnen. Um














Die Abbildung s : S n f0g ! H wird stereographische Projektion der Sph

are S aus
dem Pol 0 auf die Hyperebene H genannt.
Den Durchschnitt der Sph

are S und des Halbraumes, der durch die Ungleichung x
n
 r
deniert ist, bezeichnen wir mit T . Nun schr





ochten zeigen, da s
j
T










mit dem Mittelpunkt im Nullpunkt und mit Radius 2r eingeschr

ankt auf die Menge T . Es




















































Es seien Punkte x; y 2 T [ s(T ) gegeben, dann gilt r  jjxjj and r  jjyjj. Auerdem haben
wir:





















































































































+ 4jjx  yjj  12jjx  yjj:








)   2) (wobei
e
n
:= (0; : : : ; 0; 1) und s
i
die i-te Komponente von s ist). Wenn wir die Hyperebene H
mit IR
n 1





are S auf t(S)  IR
n 1
abbildet und die in beiden Richtungen
lokal Lipschitz ist. #
3.5 Urbildmengen von Lipschitz-Funktionen
Das Ziel dieses Abschnitts ist es, hinreichende Bedingungen f

ur die Isoliertheit der Urbild-
mengen von lokalen Lipschitz-Funktionen zu formulieren. Dazu sei eine lokale Lipschitz-


















aufen sich die Urbilder von f(x
0
), dann gibt es
eine Folge fx
k





















onnen wir annehmen, da die Folge fu
k












































Der folgende bekannte Satz charakterisiert die Dierenzierbarkeitseigenschaften von lo-
kalen Lipschitz-Funktionen (siehe [14]). Mit der Formulierung "f

ur fast alle" ist gemeint,
da die Menge der Werte, die das nicht erf

ullt, eine Nullmenge ist.
Satz 3.28 (Satz von Rademacher):











achste Lemma ist eine einfache Folgerung aus dem Satz von Rademacher:









existieren Umgebungen U von x
0
und V von f(x
0
), so da gilt:
f

ur fast alle y 2 V sind die Mengen f
 1
(y) \ U endlich.
Beweis: Aus Bemerkung 1.4(ii) erhalten wir eine Umgebung U von x
0
, so da f pseudo-
regul

ar in x f

ur alle x 2 U ist. Wir setzen V := f(U).
Aus dem Satz von Rademacher folgt: Die Funktion f ist dierenzierbar in fast allen Punk-
ten x 2 U . Wir bezeichnen mit U
d
die Menge aller Punkte x 2 U mit dieser Eigenschaft
und erhalten: 8x 2 U
d
: Df(x) hat den vollen Rang (siehe Satz 3.11) und x ist ein









)) = 0. (Man

uberdecke die Menge U nU
d
durch eine Familie von Kugeln mit
kleinen Radien. Wir k





ur die Inhalte der Bilder
der Kugeln angeben; also ist die Menge f(U n U
d
) auch eine Nullmenge.)
Auf diese Weise haben wir gezeigt: F






jedes x 2 f
 1




Nach diesem Lemma k











Bilder. Die Antwort gibt der folgende Satz:









ar ist. Unter der zus

atzlichen Voraussetzung, da f richtungsdierenzierbar ist, exi-
stieren Umgebungen U von x
0
und V von f(x
0
), so da gilt:
(i) 8u 6= 0 8x 2 U : f
0
(x; u) 6= 0 (d.h. x ist ein isoliertes Urbild von f(x))
(ii) 8y 2 V : die Mengen f
 1







; u) = 0 f

ur ein u 6= 0, w





; :) auf dem ganzen Strahl
ftu j t  0g den Wert Null annehmen. Man "sp

urt" intuitiv, da eine Dimension im
Bildraum "fehlt", um die angenommenen Eigenschaften aufrecht erhalten zu k

onnen.
Beweis: Um die Schreibweise abzuk





; u). Wir nehmen







jj = 1. Wir wissen, (siehe Korollar 2.7), da g bzw. g
 1
ist eine Lipschitzstetige
Funktion bzw. Multifunktion ist. Mit L
g
bzw. L sollen die entsprechenden Lipschitz-






















Man sieht, da die Menge A der Durchschnitt der Sph

are mit dem Mittelpunkt u
0
und
Radius r mit der (n   1)-dimensionalen anen Hyperebene H ist, die senkrecht zu der
Geraden steht, die durch u
0






Jetzt denieren wir die Menge
A
"
:= f u 2 A j jjg(u)jj  "g : (3.21)
Wir unterscheiden weiter zwischen zwei F

allen.
1. Angenommen, die Menge A
"
ist nicht leer. Dann erkl

















Mit Hilfe von Bemerkung 3.24 k


















































































Wir zeigen nun als wichtiges Zwischenergebnis: Es existiert ein Punkt v 2 IR
n
; jjvjj = 1

















. Wir wollen die stereographische Projektion auf die
46




) anwenden. Auf diese Weise w

urden wir eine Lipschitz-Funktion
von IR
n 2
auf eine Teilmenge von IR
n 1
mit nichtleerem Inneren erhalten. Das w

urde
einen Widerspruch zu Lemma 3.23 bilden.
Dazu identizieren wir die (n   1)-dimensionale Hyperebene H mit IR
n 1
, so da der
Punkt u
0
dem Nullpunkt in IR
n 1





mit dem Halbraum, der durch die Ungleichung x
n
 0 in IR
n
deniert ist, bezeichne man
mit D. Wir untersuchen das Urbild h
 1
(D) in H = IR
n 1
. Wenn wir h
 1
(D) mit dem
Halbraum schneiden, der durch die Ungleichung x
n 1
 0 bzw. x
n 1
 0 deniert ist,






ur mindestens eine von den beiden gilt: Ihr Bild hat






(eine Folgerung aus dem Baire'schen Satz).





) 6= ;. OBdA sei i = 1. Dadurch erhalten





















beschreibe die Transformation aus der Bemerkung 3.26, wobei n die








































C)) 6= ;. Nach Lemma 3.23 kann die Funk-
tion
~
h nicht existieren, wir erhalten also einen Widerspruch.
Daraus folgt in der Tat: Es gibt einen Punkt v 2 S
n







ur dieses spezielle v k

onnen wir die folgende Menge denieren
K
v









= ;. In diesem zweiten Fall w

ahlen wir einen beliebigen Punkt v; jjvjj = 1
und denieren die entsprechende Menge K
v
wie oben. Trivialerweise erhalten wir auch in
diesem Fall die Beziehung (3.25).
Die Abbildung g
 1
ist Lipschitz, also gibt es einen Punkt u 2 g
 1
(2"v); so da gilt
jju  u
0
jj  2L". Wir bestimmen diejenige Zahl  > 0, mit der u in der Hyperebene H
























jj = 1) erhalten wir:


















jj  1 + 2L" (3.26)
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jj  jju  u
0












wegen (3.20). Wir sehen so: u 2 K
v
und g(u) = 2"v.




















, wo das Maximum angenommen wird,


































jj < r und d(u

; A) > 0.
Wenn wir mit T den Kegel f tA j t  0g bezeichnen, erhalten wir dadurch: d(u

; T ) > 0.
Jetzt sei  eine feste Zahl mit 1 <  < 1 + d(u











Wieder unterscheiden wir zwischen zwei F

allen:
1. u 2 IR
n
n conv T . Dies ergibt jju  u

jj >    1 , weil u

2 conv T ,
d(u

; T ) >    1.







jj zu bekommen, untersuchen wir die Projektion
p(u) des Punktes u auf die Gerade durch u
0








































































Auf diese Weise haben wir gezeigt, da jjp(u)jj   und
jju  u

jj  jjp(u)  p(u

)jj  jjp(u)jj   jjp(u

)jj     1 (3.30)
wie in Fall 1.
Schlielich erhalten wir f



































wegen (3.18) und wir haben einen Widerspruch. #
Als eine wichtige Folgerung des Satzes 3.30 erhalten wir:









f richtungsdierenzierbar und streng B-dierenzierbar in x
0
.






); v) ist endlich 8v; jjvjj = 1 und es liegt die Pseudo-
Regularit

at vom Typ 4 vor.
Beweis: Es sei ein v 2 S beliebig gegeben. Angenommen, es gibt eine Folge fu
k
g mit






) = v. Aus dem Satz 3.30 folgt: Es existiert






; u)jj > 0. Das ergibt













ankt und hat oBdA einen Limes u

.








uberall (also auch in u

). Nach Lemma 3.4 ist g selber richtungsdierenzierbar (wegen der
strengen B-dierenzierbarkeit von f). Damit erf

ullt g alle Voraussetzungen von Satz 3.30.
Das bedeutet wiederum, in einer gewissen Umgebung von u

kann es nur endlich viele
L

osungen von g(u) = v geben, Widerspruch.
Insbesondere ist die Pseudo-Regularit

at von f vom Typ 4. #
Unter den Bedingungen von Satz 3.30 gibt es f






nur endlich viele Urbilder von y. Dies impliziert eine weitere Frage: Ist





















ur k ! 1 ist
diam X
k
! 0 und card X
k














onnen wir diese Situation ausschlieen?
Dies scheint im Moment noch ein oenes Problem zu sein. Obwohl man unter den Vor-
aussetzungen von Satz 3.30 einen Abbildungsgrad auf einer geeigneten Umgebung von
x
0
denieren kann und auch seine Endlichkeit bekommt, kennt der Autor im allgemeinen
keine M

oglichkeit, wie man an der Gr





Folgendes Beispiel illustriert das beschriebene Ph

anomen; es liegt aber keine Pseudo-
Regularit

at vor (sonst h

atten wir bereits ein Gegenbeispiel):





















































; n 2 IN
0 f

ur x = 0






ein lokales Minimum mit dem Wert 0 und













. Wir sehen auch,
da mit wachsendem n die lokalen Maximalwerte immer kleiner werden.





sich leicht, da die Funktion f richtungsdierenzierbar ist. Wenn wir uns mit unseren
Untersuchungen auf das Intervall [0; 1=2] einschr

anken, bleiben die lokale Minima bzw.




erhalten (da die Ableitungen der Funktion x
5




































ur n > 2.












In allen lokalen Maximalpunkten b
k





an, und in allen lokalen Minimalpunkten a
k
mit n  k  2n   1 nimmt f
50
einen kleineren Wert als c
n
an. Das bedeutet: Die Gerade y = c
n
hat einen nichtleeren
Durchschnitt mit jedem der Intervalle intJ
k
, n  k  2n 2 und intI
k
, n 1  k  2n 2.
Auerdem schneidet sie das Intervall J
2n 1
in einem seiner Endpunkte. Damit gibt es
mindestens 2n verschiedene Urbilder f

ur den Wert c
n
. Dabei bleibt jedoch die Anzahl der
Urbilder f

ur jeden Wert endlich. #
51
4 Einige Anwendungen
In diesem Kapitel m

ochten wir die Ergebnisse aus dem letzten Abschnitt auf einige Pro-
bleme anwenden. Als erstes untersuchen wir die Kojima-Funktion, deren Nullstellen die
Karush-Kuhn-Tucker-Punkte (kurz KKT-Punkte) einer Optmierungsaufgabe beschrei-
ben. In diesem Kontext vergleichen wir strenge Regularit

at mit der Pseudo-Regularit

at
und formulieren einige Folgerungen. Insbesondere sind wir dann in der Lage (unter zus

atz-
lichen Voraussetzungen) in einem Optimierungsproblem die Nebenbedingungen zu strei-
chen, deren entsprechende Lagrange-Multiplikatoren Null sind, und das Regularit

atsver-
halten der Kojima-Funktion bleibt unver

andert.
Unsere zweite Anwendung betrit einen Newton-

ahnlichen Algorithmus zum L

osen von
nichtglatten Gleichungen. Dieses Verfahren funktioniert unter zwei zus

atzlichen Voraus-
setzungen. Als eine Folgerung von Satz 3.30 k








Es sei ein Optimierungsproblem
(P ) minff(x) j g(x)  0g










). (d.h., die Ableitungen Df(x) und
Dg(x) sind lokale Lipschitz-Funktionen). Wir denieren folgende Abbildung:



























Die Nullstellen von F nennen wir kritische Punkte zum Problem (P ). Die Abbildung
F wurde von M. Kojima in [20] eingef

uhrt und ist unter dem Namen Kojima-Funktion
bekannt. Sie ist eng mit folgender verallgemeinerten Gleichung verbunden:
H(x; y) 2 N
C





































osungen dieser verallgemeinerten Gleichung werden KKT-Punkte zum Problem (P )
genannt. Folgende einfache Beziehung ergibt sich zwischen den kritischen und den KKT-
Punkten:
(x; y) KKT-Punkt ) (x; y + g(x)) kritischer Punkt,
(x; y) kritischer Punkt ) (x; y
+
) KKT-Punkt.
Wir denieren ein gest

ortes Problem P (a; b):
P (a; b) : minff(x)  a
T
x j g(x)  b
T
x  0g:
Man sieht leicht, da die kritischen Punkte diese Problems den L





Wir sind an Aussagen interessiert, die charakteristisch f

ur die strenge bzw. Pseudo-
Regularit

at der Funktion F sind. Dazu schreiben wir F in folgender, leichter zu handha-
bender Gestalt:









































); (u; v)). Schreibt man jetzt die Kojima-Fuktion F in
































da N richtungsdierenzierbar ist. Dabei ist TN(y
0
; v) gegeben durch alle Vektoren



































































Wir denieren die Indexmengen:
I
+







































































bekommen wir folgende Aussage (Teil (i) siehe [19], [25], Teil (ii) folgt aus dem Satz 3.30):
















, folgendes System hat nur die triviale
L


























= 0 (i 2 I
+
):
(ii) Die Ableitungen Df und Dg seien zus







(a) folgendes System hat nur die triviale L






























= 0 (i 2 I
+
):




) gibt es nur endlich viele
kritische Punkte zum Problem (P )
(c) f

ur (a; b) hinreichend nahe am Nullpunkt gibt es in U nur endlich viele kritische
Punkte zum gest

orten Problem P (a; b). Insbesondere bleibt die konvexe Menge
der entsprechenden Lagrange-Vektoren stets einelementig.























und h : U ! IR
n
eine stetige Auswahlfunktion von f
 1
auf U . Dann gilt
f
 1
(y) \ h(U) = fh(y)g 8y 2 U . (siehe [25]). Das bedeutet: f
 1
ist lokal eindeutig
und stetig in der N

ahe eines Punktes y 2 U .






















L die pseudo-Lipschitz-Konstante ist) f

ur y nahe an y
0
folgende Eigenschaften:




g und H ist stetig (d.h. unter und oberhalb





achsten Aussage (siehe [25]) geht hervor, da f

ur die Beziehungen zwischen
beiden Regularit

atskonzepten die Lagrange-Multiplikatoren mit dem Wert 0 keine groe
Rolle spielen.
Lemma 4.3 ([25]):











)) und F sei pseudo-regul













) = 0. Wir denieren F
(m)
als die Kojima-Funktion zum Problem (P
(m)
), das wir aus
(P ) durch Streichen der letzten Bedingung g
m

























) ein isolierte Nullstelle von F . Dann gilt:























) und die entsprechenden Umgebungen aus Denition 1.3 seien
gegeben durch U = IB
0






, wobei " so klein gew
























































































































































































































Die Konstante r haben wir so gew








. Deshalb wird die





























ur den (4.6) gilt.
(ii) Wir benutzen die Multifunktion H aus Bemerkung 4.2(ii) und denieren folgende
Abbildung: M(a; b) := arg minfy
m
j (x ; y) 2 H (a; b)g. Angenommen, M(a; b) ist ist ein-
elementig auf einer Kugel rIB. Dann ist die Abbildung M (wegen der Eigenschaften von
H) eine stetige Auswahlfunktion von F
 1




)g. Die Bemerkung 4.2(i)
impliziert die strenge Regularit






D.h., M(a; b) mu f

ur eine geeignete Folge (a; b) ! (0; 0) mehrwertig sein. Damit haben








) 2M(a; b), und es gilt





















































wobei  = (b
1
; : : : ; b
m 1




























i = 1; 2. Wir wissen: v
m













































). Mit einer Lipschitz- Konstante
K von Dg
m
und (u; w) := (u; v
1
; : : : ; v
m 1
) liefert das:


























! 0 folgt daraus: (u; w) = 0 und mit v
m
= 0 auch (u; v) = 0. Das ist ein
Widerspruch zu (4.7). #




uckweise glatte Funktionen formulieren
(oder man ben





) ein isolierter kritischer Punkt
ist). Nun k

onnen wir mit Hlife von Satz 3.30 die Aussage auf richtungsdierenzierbare
Lipschitz-Funktionen erweitern:










) und die Ableitungen Df , Dg seien




) ein kritischer Punkt des Problems (P ) und
I
+
:= fi j y
0
i
> 0g. Wir denieren das reduzierte Problem (P
r
), indem wir in (P ) alle




















ar, aber nicht streng regul






). (den Punkt z
0
bekommt man aus y
0
durch Streichen der Komponenten y
i
; i 62 I
+
.)
Beweis: Die Funktion F erf










= 0 streichen k





) ist dann ein kritischer Punkt
von (P
r
) mit den behaupteten Eigenschaften. #
Wenn wir mit C
2
- Funktionen arbeiten, erhalten wir auf diese Weise einen kritischen








ullt ist. Das System
F
r
= 0 ist dann lokal eine C
1
-Gleichung, und aus der Pseudo-Regularit










- Fall ist ein Ergebnis
aus [11].
Beispiel 4.5 Wir konstruieren eine Funktion h 2 C
1
(IR2; IR), so da die Ableitung Dh
st

uckweise linear und pseudo-regul

ar, aber nicht streng regul

ar (im Nullpunkt) ist.
Dazu nehmen wir uns die Funktion f aus dem Beispiel 3.10 her und setzen f

ur einen






(z). Nun schreiben wir z in Polarkoordinaten
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]g; 1  k  8.











y(y   x) falls (x; y) 2 C(1) [ C(5)
x(y   x) falls (x; y) 2 C(2) [ C(6)
x(y + x) falls (x; y) 2 C(3) [ C(7)











( y; 2y   x) falls (x; y) 2 C(1) [ C(5)
( 2x + y; x) falls (x; y) 2 C(2) [ C(6)
(2x + y; x) falls (x; y) 2 C(3) [ C(7)
( y; 2y   x) falls (x; y) 2 C(4) [ C(8)
Mit einfachen Mitteln erh

alt man die Stetigkeit und die Pseudo-Regularit

at von Dh.
Auerdem kann man zeigen, da f

ur jedes a 2 IR
2
n f0g genau drei L

osungen z von









In den letzten zehn Jahren wurden - beginned mit einer Arbeit von Kojima und Shindoh
[21] zahlreiche Konzepte f

ur Newton-Verfahren zum L

osen nichtglatter Gleichungen ent-
wickelt. Der folgende Ansatz stammt aus [24]:
Die Gleichung f(x + u) = 0 wird mittels verallgemeinerter Richtungsableitungen appro-
ximiert. Als m

ogliche Ableitungskonzepte werden u.a. klassische Richtungsableitungen,
Contingent-Ableitungen, Thibault-Mengen genutzt. Der Algorithmus funktioniert unter
zwei Bedingungen: eine uniforme Injektivit

atsbedingung in Bezug auf die benutzten Ablei-
tungen und eine Approximationsbedingung. Mit Hilfe der Resultate aus Abschnitt 3 sind
wir unter Pseudo-Regularit






klassische Richtungsableitungen als Approximationsansatz benutzt werden. Die zweite
(ziemlich abstrakte) Bedingung kann man f

ur viele der betrachteten Ableitungskonzepte
auf eine einfachere Bedingung reduzieren, die allerdings recht stark auch in der Klasse
aller richtungsdierenzierbaren Lipschitz-Funktionen bleibt (in [33] als semismoothness
bezeichnet). Wir formulieren die Konvergenzaussage f

ur den Fall endlicher Dimension.







Nullstelle von f , die wir nden m

ochten.






eine Multifunktion, die jedem Paar (x; u) eine nichtleere
Menge F (x; u)  R
n




























Denition 4.6 Das Tripel (f; x





ur jedes " > 0 Konstanten























Das Tripel (f; x

; F ) ist zul

assig, wenn eine Umgebung 
 von x

; eine Konstante c > 0
und eine Funktion o(:) existieren, so da gilt:
8x 2 
 8u 2 IR
n
:
(CI) cjjujj  inffjjvjj j v 2 F (x; u)g
(CA) f(x) + F (x; u)  F (x; u+ x  x

) + o(jjx  x

jj)IB:




und setzen F (x; u) := f
0
(x; u).
Beide Bedingungen zusammen implizieren, da x

eine isolierte Nullstelle von f ist. Letz-
teres wird nach Satz 3.30 durch die Pseudo-Regularit

at von f in x

gesichert. Auerdem
bekommt man zugleich f
0
(x; u) 6= 0 f

ur alle u 6= 0 und x 2 






agt sich von x

auf eine Umgebung. Damit wissen wir, da f








positiv ist. Allerdings verlangt die Bedingung (CI) eine positive untere Schranke c f

ur alle
c(x) in x 2 
.
Die zweite Bedingung kann im vorliegenden Fall F (x; u) = f
0





aquivalent ersetzt werden (siehe[24]). Die Bedingung (CA

) verlangt eine










ost, aber sagt nichts

uber das lokale Verhalten von f in anderen Richtungen.
Dadurch erhalten wir insgesamt als eine hinreichende Bedingung:
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eine lokale Lipschitz-Funktion, f(x

) = 0. Zus

atzlich











assig, wenn eine Umgebung 
 von x

und eine Funktion o(:) existieren, so da gilt:
8x 2 
 8u 2 X :
(CA





  x)  o(jjx  x

jj)IB:
Beweis: Wir zeigen, da die Bedingung (CI) aus dem Satz 4.7 erf

ullt ist. Angenom-

































onnen wir annehmen, da die Folge fu
k
g gegen ein geeignetes u 2 S konvergiert.
Da die Richtungsableitung f
0




ur jedes x ist
(wenn L
f





gegen Null. Nun m

ochten wir die Funktion f mit Hilfe von Satz 1.7 so st

oren, da wir auf




are Funktion mit der Richtungsableitung Null
erhalten. Das w

are ein Widerspruch zu Satz 3.30.









und U = IB
0
,  < 1
ist. Das bedeutet, f ist pseudo-regul

ar in allen Punkten x, falls x 2 V und f(x) 2 U gilt.
Wir k

onnen auch die entsprechenden Umgebungen V (x) und U(x) bestimmen:











(x) := minf   jjx  x


















2 V und f(x
k

















; u)jj gegen Null









































































Damit haben wir alle Voraussetzungen von Satz 1.7 erf

ullt. Als Ergebnis bekommt man,
da die Funktion (f + g) pseudo-regul































; u) = 0;
was im Widerspruch zum Satz 3.30 steht. #
Im Folgenden beschreiben wir typische Situationen, die bei den meisten Anwendungen
auftreten.
(i) Die Funktion f ist st






ullt (wir haben zur Verf







(ii) Die Funktion f ist mit Hilfe von sog. NCP-Funktionen erkl







ohnlich deniert als positiv homogene Funktionale auf
IR
2
, die genau die beiden nichtnegativen Koordinatenachsen als Nullstellen besitzen
und auf IR
2




Es sei g : IR
2
! IR so ein Funktional, dann l


























) = 0 8i = 1; : : : ; n
schreiben. Man kann sich leicht

uberlegen, da die Bedingung (CA





(iii) Point Based Approximations (dazu siehe [38]).
In diesem Fall wird die Existenz einer Konstante K > 0 gefordert, so da gilt:








Wenn man u := x

  x setzt, erh

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