Purpose: There are several potential sources of difference that can influence the reproducibility of magnetic resonance (MR) perfusion values. We aimed to investigate the reproducibility and variability of dynamic susceptibility contrast (DSC) MR imaging (MRI) parameters obtained from identical source data by using 2 commercially available software applications with different postprocessing algorithms.
D
ynamic susceptibility contrast (DSC) perfusion magnetic resonance imaging (MRI) (DSC-MRI) during bolus injection of gadolinium contrast agent is commonly used to investigate patients with primary brain tumors. [1] [2] [3] Cerebral blood volume (CBV) measurement derived from DSC-MRI has been shown to correlate with tumor grade and prognosis 4 and, recently, to provide a reliable estimation of the degree of neoangiogenesis, which could be useful for response assessment. 5, 6 Longitudinal studies can benefit from quantitative analysis approaches; but in the case of DCS-MRI, the reliability of the absolute quantification can be affected by several potential source of errors: the accuracy of the arterial input function (AIF), 7, 8 the delay and dispersion of bolus, 9 ,10 nonlinear dose response, 11, 12 intersubject variability of hematocrit levels, 13 and choice of computational implementation of the model (such as the deconvolution method). 14 The long existing problem in MR quantitative imaging is that a criterion standard or a priori knowledge is needed for reference. Up to now, none of the proposed methods is free from pitfalls. 15 A cross correlation to a criterion standard technique (eg, positron emission tomography) has been proposed to calibrate the DSC-MRI measurement by calculating a scaling factor, 16 but, whereas this calibration provides consistent cerebral blood flow (CBF) values in normal subjects, its validity in pathological tissues is far from being definitely assessed. 13, 17, 18 Although a large number of studies have been performed on perfusion metrics, a single-standard postprocessing workflow has not been established and literature reported CBV values in brain tumors span a wide range, 1 from 4.72 ± 2.76 (n = 21) to 8.27 ± 2.0 (n = 6). Our study was aimed to investigate the variability and reproducibility with respect to the processing algorithms in the DSC-MRI estimates of perfusion parameters obtained from a group of patients with glioblastoma multiforme by using 2 commercially available software applications. Owing to all the aforementioned errors in quantification, we proposed to test if the reproducibility of results could be better with simpler postprocessing methods that rely only on the raw signal versus time curve. We also aimed to compare algorithms in similar principle but implemented in different software brands.
MATERIALS AND METHODS

Patients
We retrospectively evaluated DSC-MRI data sets of 24 consecutive patients with glioblastoma multiforme between October 2010 and March 2013. All these patients had undergone no surgery. Approval for this study protocol was obtained from the local institutional review board, and signed informed consent was acquired from all patients. A histopathologically confirmed diagnosis was obtained within 1 month after the MR study.
DSC-MRI
All MRI and DSC-MRI scans were performed on a 3-T wholebody scanner (Discovery MR 750; GE Healthcare, Milwaukee, Wis) equipped with an 8-channel phased-array head coil. Dynamic susceptibility contrast MRI data sets were acquired with gradient-echoplanar-imaging sequence after administration of a compact bolus of gadopentate dimeglumine by using an injection rate of 7 mL/s delivered via a power injector through an 18-gauge intravenous line. Dynamic susceptibility contrast MRI scan parameters were as follows: repetition time, 1500 milliseconds (ms); echo time, 30 ms; field of view, 24 cm; acquisition matrix, 128 Â 128 (nominal resolution, 1.8 mm); 22 contiguous 4-mm axial slices; and number of averages, 1. Sixty phases were acquired for 1320 images and a scan time of 90 seconds. The injection was delivered with a delay of 20 seconds.
Software Applications
Two commercially available software applications, NordicICE (Version 2.3.11, NordicNeuroLab, Bergen, Norway) and GE Brainstat (Functool 9.4.05, GE Healthcare, Milwaukee, Wis) are used at our institution for obtaining maps of DSC-MRI brain vascular estimates.
Preprocessing
The preprocessing steps aim to enhance the image quality and to correct for artifacts and specific properties of the blood. The GE software application has a predefined procedure, and we set the same options in NordicICE. All DSC-MRI images were corrected for motion. After a check on a subset of images with the χ 2 map of the curve-fitting procedure, we decided for no temporal smoothing and a spatial smoothing with a kernel size of 1.5 pixel. Initial images of the time series were excluded if transient signal intensity effects were present owing to a no-steady-state signal. The prebolus signal intensity was averaged and used as baseline. The raw signal can then be converted into relative change in R2* (ie, the change in the reciprocal of T2*) versus time.
Postprocessing
Both software applications can generate maps of the perfusion parameters (mean transit time [MTT] , CBV, and CBF) on a voxel-by-voxel basis. Several approaches can be applied in the postprocessing procedure, but the main issue relies on whether the gamma-variate function (GVF) or AIF are used or not. For the mathematical details, refer to Table 1 .
The GE software application offers the possibility to apply 3 different methods: BrainStatGVF (BSGVF), BrainStatAIF (BSAIF), and BrainStatNEI (BSNEI). As illustrated in Figure 1A , BSAIF implements the AIF deconvolution procedure, but the raw curves are not fitted to a GVF, and BSGVF fits the raw data with gamma-variate but does not consider the AIF.
In the NordicICE software application, all the postprocessing steps are independently implemented, and we composed the methods as schematized in Figure 1B . Each method has been labeled with the convention of using capital letter A if the AIF was used in the analysis and lower case a if not. The same is valid for the use or not of the GVF (G and g). When the first-pass dynamic curve is fitted to a GVF, images corresponding to the reperfusion peak were excluded. Figure 1 . R(t), residue function; Γ(t), gamma-variate fitting function; C(t), signal intensity curve; C peak , maximum height of the signal curve; ρ, tissue density; k h , correction factor.
When no AIF deconvolution is applied, we can only perform a raw dynamic curve analysis. Cerebral blood volume is estimated from the area under the first-pass curve (AUC), whereas MTT can be calculated with the "area-to-height" relation (aG H method) 19, 20 or the "first moment" approach (aG FM method). 20 Cerebral blood flow can be calculated only as a ratio of the other 2 parameters.
When the AIF function is detected, CBF is calculated directly from the convolution of the AIF input function and the residue function. Cerebral blood volume can be calculated with 2 algorithms (CBValg): it can be computed by area normalization, that is, the ratio of the area under the signal versus time curve divided by the area under the AIF (AG N method), or it can also be estimated from the area under the residue function curve (AG RF method).
In both software applications, the positions of AIF were set in a semiautomatic way: AIF pixels are automatically selected in a user-defined region of interest (ROI) at the insular segment of the middle cerebral artery on the unaffected side. Positioning was performed carefully to ensure consistency among the methods.
For what concerns the deconvolution procedure, we used the truncated singular value deconvolution 14, 21 with fixed threshold level of 0.2 as cutoff value for diagonal elements in the NordicICE to correspond to the implemented procedure in GE.
In NordicICE, contrast agent leakage correction can be applied to data using the method proposed by Boxerman. 22, 23 Two pairs of CBV maps have been calculated with the use of AIF deconvolution and GVF, one with the normalization approach (AG Nbis method) and the other pair with the residue function implementation (method AG RFbis ). For both of them, corrected and uncorrected values on a pixel-by-pixel basis have been produced. In the GE software application, this option is not implemented.
Data Collection
Regions of interest were manually constructed by a neuroradiologist (with more than 3 years of experience) using the contrast-enhanced T1-weighted image as reference. Two ROIs of the same area were placed: one around tumor hot spot and the other one in the contralateral normal white matter. The same ROIs for a given patient were used across all the postprocessing methods. Each ROI-averaged CBV, CBF, and MTT estimate was then normalized (nCBV, nCBF, and nMTT) to the corresponding ROI-averaged values in the normal brain white matter. Values from the ROIs placed in normal brain white matter were also recorded. In the following, we will use the abbreviation nCBV to indicate the ratio CBV (tumor) / CBV (controlateral normalappearing white matter) and rCBV to indicate values as they come from the postprocessing procedure.
Statistical Analysis
All statistical analyses were performed with IBM SPSS (Version 18.0; Statistical Package for the Social Sciences, Chicago, IL). After having verified the normality, homoscedasticity and sphericity of the data, a one-way repeated-measures analysis of variance (ANOVA) was conducted to determine whether there was a significant difference in the calculated perfusion estimates. Factorial analysis has been applied to investigate which independent variables have significant effects. Moreover, post hoc Bonferroni test, with the correction of significance in case of multiple comparisons, was applied to determine which couple of methods has produced this significant difference. Significance was set at P < 0.05. We compare the statistical differences among methods with regard to the 3 physiological parameters bearing in mind that they are not independent but linked by the central volume principle. Statistical comparison have been performed only on estimates coming from direct calculation, in particular, CBF when AIF is used in the data processing procedure and MTT in the raw curve analysis. Coefficients of variation (CVs) of the mean values were also calculated.
RESULTS
All the perfusion parameter (MTT, CBV, and CBF) maps were successfully generated on a voxel-by-voxel basis by using 10 postprocessing methods. Typical CBV maps generated with 6 different methods are shown in Figure 2 . Figure 3 displays nCBV, nCBF, and nMTT values as a function of postprocessing method. The box plots show the median values for each group (middle line), with the box representing the 75th and 25th percentile values from top to bottom, respectively. The same data are also summarized in Table 2 , where the mean, standard deviation (SD), and range of data are listed for all methods.
Normalized CBV values are always positive for all postprocessing methods. The mean values of nCBV range from a minimum of 5.77 to a maximum of 8.79. The lowest mean we found is given by the BSNEI method. The minimum value ever obtained is 1.54, and the maximum one is 27.96; both come from the Ag RF method. Ag RF method displays also the maximum SD in nCBF values. Normalized MTT and nCBF data show similar CVs of mean values (34%), whereas nCBV has a CV of 20%.
Taking into account all 10 methods, the Mauchly test indicates that the assumption of sphericity has been violated (η 2 = 352, P < 0.001). Therefore, degrees of freedom are corrected using the Greenhouse-Geisser estimate of sphericity (ε = 0.33). One-way repeated-measures ANOVA indicates that there is at least one couple of postprocessing methods statistically different: F(9, 21) = 7.44; P < 0.001; η 2 = 0.24. It should be noted, however, that the number of comparisons for each possible matched pairs is high with respect to the numerosity of the sample. Therefore, to understand better where the cause of the variability of the data is, we combined methods that share some similarities.
The NordicICE software offers the possibilities to take into account separately the effect of the use of AIF and GVF in the CBV calculation. The NordicICE aG method is the most similar to BSGVF, whereas BSAIF can be well matched with Ag RF method. The ag method can be compared to BSNEI. The ANOVA test performed on the aforementioned 6 methods indicates that both the method (F(2, 46) = 6.07, P = 0.005; η 2 = 0.209) and software brand (F(1, 23) = 19.3; P < 0.0001; η 2 = 0.46) are statistically significant in nCBV values. There is no interaction between the 2 factors (P = 0.165). In particular, a pairwise comparison on the couples of similar methods shows that the methods with AIF show statistical difference, whereas the methods with the GVF yield similar results in nCBV indices.
With regard to nCBF estimates, we took into account AG N , Ag RF , Ag N , and AG RF from NordicICE and BSAIF from GE. After ANOVA test, F(4, 92) = 15.13; P < 0.001; η 2 = 0.40, the Bonferroni test indicates that the couples of methods listed FIGURE 2. First row: axial T2-fluid-attenuated inversion recovery and T1-weighted contrast-enhanced images of left posterior frontal glioblastoma multiforme. Lower rows: parametric maps for nCBV generated with GE software application (left) and NordicICE software (right). Similar methods were grouped in rows. NordicICE method, which is the most similar to BSGVF, is the aG, whereas BSAIF can be well matched with Ag RF method. The ag method can be compared to BSNEI. Figure 2 can be viewed online in color at www.jcat.org.
in Table 3 have statistical differences. The CV in nCBF values for methods with AIF is 50%, whereas without AIF, the CV is 30%.
The ag, aG FM , aG H , and BSGVF methods do not rely on the detection of AIF, and MTT is directly calculated. The one-way ANOVA test does not disclose any statistical difference in the MTT values.
Leakage Correction
The percentage difference (magnitude of difference divided by mean) between corrected and uncorrected nCBV was computed. 
Normal Values in "Institutional Units"
We also performed statistical analysis on the "absolute" outcomes of the methods. Bearing in mind that quantification in absolute units is difficult to achieve, we can always think in terms of "institutional units". Box plots for "institutional" values of rCBV for normal-appearing white matter are shown in Figure 3 . The prefix n indicates that the values are ratios of rCBV (tumor) / rCBV (contralateral normal white matter). For abbreviation of methods, please refer to Figure 1 .
Max, maximum value in the group; min, minimum value in the group; SD, standard deviation of data.
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The factorial ANOVA test indicates that there is a significant effect of the use of AIF in the calculated rCBV values, F(1,23) = 89.846; P < 0.0001; η 2 = 0.796. The use of gamma has no significant effects, F(1,23) = 1.018; P = 00.323; η 2 = 0.042. There is no interaction between the 2 factors, F(1,23) = 1.951; P = 0.176; η 2 = 0.078. If we divide the methods into 2 groups with respect to the application or no application of the AIF in the postprocessing, pairwise comparisons for the effects of AIF with a Bonferroni adjustment indicates that there is a significant difference between the methods with and without AIF (P < 0.0001; mean difference, 485; 95% confidence interval for difference, 379-590). Moreover, if we focus our attention only on the methods with gamma and without AIF, we see that the methods do not present statistical differences in the distribution of the rCBV values. On the other hand, if we check the existence for statistical differences among the methods with AIF, we have at least one couple of methods that is statistically different: F(3, 69) = 14.15; P < 0.0001; η 2 = 0.381.
DISCUSSION
Considerable evidence has been accumulated during the last few years that DSC-MRI can provide valuable clinical data concerning tumor grading, 24, 25 tumor progression, 26, 27 and therapy response monitoring. 28, 29 In this respect, intervendor software effects on data reproducibility have to be taken into account. 30, 31 To eliminate interoperator variability, which can act as a covariate in the algorithms comparison, 31 ROIs have been always placed by the same neuroradiologist with the supervision of another wellexperienced neuroradiologist. However, our nCBV estimates, ranging from 3.84 ± 1.40 to 8.79 ± 5.01 in 24 patients, display a wide range of mean values and reflect the variability found in the literature.
As previously reported, 30,31 software differences constitute the primary source of variability in perfusion parameters, and specific strategies should be optimized with respect to different clinical needs. In both software applications, AIF has an important influence on data. In NordicICE, AIF has a statistical effect among GE methods; although we could not investigate mutual influence of GVF and AIF, the effect of AIF seems to be greater than GVF. Moreover, our results show that the introduction of AIF in the data postprocessing introduces higher values variability.
The DSC-MRI measurements assume that the contrast agent remains intravascular, but in case of disruption or absence of the blood-brain barrier such as in brain malignant tumors, an extravasation to extravascular tissue space takes place. NordicICE offers the possibility to produce CBV leakage-corrected maps. Unlike the case reported in Toh et al, 32 we did not find any statistical difference between the corrected and uncorrected nCBV maps in our group of GBMs. The results from Toh et al show that the mean CBV ratio and corrected CBV ratio are 1.16 ± 0.66 and 2.28 ± 0.60, respectively for primary central nervous system lymphoma and were 5.00 ± 2.00 and 5.47 ± 2.05, respectively for GBM. This means that whereas for primary central nervous system lymphomas, the corrected maps have almost double values in the case of GBM, the difference is definitely lower. Moreover, we found a mean percent difference between corrected and uncorrected maps of the same order of magnitude as in Toh et al 32 (less than 10%). The "Boxerman correction," performing linear fitting of the experimental data, moderates the effects of contrast agent extravasation on T2*-weighted signal intensity loss. The extravasated contrast agent has 2 competing effects on the extravascular compartment: a corrupting T2 contrast drop and a T1 enhancement. The proposed rCBV correction is robust in the presence of this effect. Moreover, the fitting-correction technique takes the entire raw dynamic curve into account, increasing the fitting performance. Additionally, the gamma-variate fitting techniques can correct the tail deviation of ∆R2(t) caused by contrast leakage, forcing the postbolus ΔR 2 (t) back to baseline. This fitting of experimental signal curve can reduce the overestimation owing to contrast agent recirculation and can help eliminate the effects of leakage into the extravascular space. Our results demonstrate a sufficient leakage correction by GVF. Moreover, different conclusions have been drawn in the past on the use of corrected and uncorrected maps. For example, in Toh et al 32 authors show that the uncorrected rCBV values have the best diagnostic performance compared to the corrected ones.
It should be noted that if longitudinal studies have to be performed, an accurate but unstable result could not be the best solution. In this context, the effects of software automation have to be taken into account. Our findings show that when the same algorithm and the same software in the CBV calculation are applied, equivalent results are obtained. This can be regarded as a proof of the reproducibility of data processing workflow in NordicICE with regard to AIF automatic detection, GVF, and deconvolution. On the other hand, nCBVestimates are affected by the use of a different software application, even if the algorithms seem to be the same, so that MR perfusion results cannot be directly generalized from one vendor software to another.
If conflicting findings can be obtained using different software on same source data, all the more so if we compare results obtained at different institutions. Bjørnerud and Emblem 33 have also investigated statistical differences on the nCBV calculation. They compared 2 different approaches: model 1, similar to our AG N method; and model 2, similar to our AG RF method. They found that model 1 gives significantly higher nCBV values compared with model 2 for all deconvolution methods. On the contrary, our results show that CBValg has no statistical effects in the data variance. This difference can arise from the AG RF method calculation of nCBV as integration from the residue function and not as the product of CBF and MTT. In our analysis, same data are produced if we calculate directly nCBV as peak integration of the tissue over AIF curve or with the residue function integration. This demonstrates the experimental equality of the following relation:
Method 1 may lead to overestimation of nCBV owing to recirculation effects in the tissue signal curve, but our results demonstrate that when GVF is used, the recirculation effects are sensibly reduced. This is consistent also with our results on A single postprocessing step can have different effects on each perfusion parameter. Our results show that the fitting procedure of the raw data curve with the GVF has no effects on nCBV values, whereas the methods that show statistical differences with respect to nCBF values are only differentiated by the use or nonuse of GVF. In fact, the fitting procedure of raw curves with gamma-variate function, assuming that the dynamic tissue curve has a predefined shape, 34 reduces effects of spikes in the firstpass curve, and AUC is given analytically without the need for numerical integration to determine nCBV. The GVF method is less dependent than AIF to quantification issues and does not introduce hypothesis on T1, T2 relativity of blood, healthy, and tumor tissues. The processing is more straightforward from raw curve signal to nCBVestimation so that nCBV maps computed with different software do not show significant differences.
On the other hand, CBF is calculated as the maximum of the RF curve. An integral procedure, intrinsically averaging noise oscillations, is less sensitive to spikes than a peak value determination. The DSC-MRI technique can provide, in principle, the perfusion indices CBF, CBV, and MTT in absolute unit once the arterial and tissue signals are experimentally determined in identical units. This, however, poses a number of practical problems. First, the relaxation rate is proved to deviate from a linear proportionality to the intravascular concentration of contrast agent. Moreover, we have to use constant values for hematocrit in large and small vessels and to assume a uniform relativity effect of the contrast agent for all tissues, normal or pathological ones. Another concern arises from the distance between the place where the AIF is measured and the downstream tissue element, where the shape of the input function becomes dispersed and delayed.
In addition to the difference of the GVF effect on nCBV and nCBF, the applied methods disclose different behavior also in data SD. Considering the methods with AIF, SDs in nCBF values are higher than SDs in nCBVs. The reason could be ascribed to the different calculation possibilities: nCBF is directly calculated via deconvolution process, whereas nCBV can be calculated in 2 different ways (normalization procedure or residue function approach).
The statistical differences found in nCBF values impinge on the nMTT values calculated at CBV/CBF ratio; on the other hand, when MTT is directly calculated, all methods provide homogenous nMTT values. This can be easily explained by the MTT measurement, which comes directly in seconds without any data manipulation, and it does not rely on the intensity of the curve. Moreover, it should be noted that for absolute quantification of CBV and CBF, scaling factors are fundamental. Cerebral blood volume and CBF can therefore be provided in relative units (institutional units) while, since the same scaling factors affect both CBV and CBF, they cancel out in MTT. This observation should encourage the direct determination of MTT in all cases to check the consistency between the other 2 perfusion parameters and to correct them accordingly.
The combined effects of all the important steps in the CBV calculation are summarized in the Ag RF method. It displays the highest value variability in nCBV (SD, 70%), which can be related to the use of AIF and the absence of the gamma-variate fitting procedure.
Bearing in mind that an absolute quantification is beyond the scope of this work, we can test the variability of institutional data of normal white matter with respect to the postprocessing method. This can help to minimize the variability of data associated with pathology and to eliminate possible effects of leakage on tissue signal curve intensity. Interestingly, among the methods with the use of a gamma-variate fitting, there is no significant difference.
Conversely, the methods with the detection of AIF show statistical differences. This reflects the same situation as the normalized tumor values.
This study had some limitations. First, acceptable limits of variability in perfusion results were not considered. A healthy control group was not included. Abnormal hemodynamic properties of tumor tissue can affect the data variability independently from postprocessing algorithms. Another limitation arises from the fact that we compare commercially available software without the possibility to investigate in detail all the calculation steps such as, for example, the impact of different noise threshold for singularvalue-decomposition or specific algorithm for AIF automatic detection. Moreover, no effects on perfusion parameters due to acquisition sequence or examination procedure have been considered.
In summary, our work aimed to compare fast and fully automated quantitative perfusion analysis methods implemented in 2 different software brands. Different vendor software applications lead to nonequivalent perfusion values, even if the algorithms seem to be the same. The introduction of AIF in the data postprocessing determines higher estimates of variability. On the other hand, the gamma fitting procedure can sufficiently correct for leakage and yields more reproducible results when different algorithms and different vendors are compared.
In the case of interhospital and intrahospital examination comparison, the preferable solution is to use a simpler approach based on raw curve analysis because quantification processes lead to results not completely comparable even if the ratio of tumor to normal values is considered.
