Introduction
The questions considered in this paper arose from the study KS] of I. Fredholm's (insu cient) proof that the gap series P 1 0 a n n 2 (where 0 < jaj < 1) is nowhere continuable across fj j = 1g. The interest of Fredholm's method ( F] , ML]) is not so much its e cacy in proving gap theorems (indeed, much more general results can be got by other means, cf. the Fabry gap theorem in Di]) as in the connection it made between certain special gap series and partial di erential equations. For a full discussion of this see KS] here we shall only outline the salient points to provide motivation for a study of some function-theoretic questions that arise naturally when one tries to extend Fredholm's method to other kinds of gaps. As our starting point we take a slightly more general gap series than that of Fredholm, namely (1.1) '( ) = 1 X n=0 a n n 2 where fa n g are complex and
(1.2) 0 < lim n!1 ja n j 1=n < 1 :
Note that the radius of convergence is 1 (this would beso also under the weaker, and more natural condition where the right hand inequality in (1.2) is replaced by (1.3) lim n!1 ja n j 1=n < +1
but the method to be employed is simpler when (1.2) is assumed). Now, (1.4) u(z w) = 1 X n=0 a n e nz+n 2 w is convergent to a holomorphic function for (z w) 2 C L , where L = fw 2 C : Re w < 0g
and satis es (1.5) @ u @ w = @ 2 u @ z 2 : For real z wthis is of course the \heat equation", with w as the time variable, but here we consider the variables as complex. The initial value problem for (1.5) with data on fw = w 0 g is characteristic so, as S. Kovalevskaya already explained in her Habilitationsschrift Ko], even holomorphic data z 7 ! u(z w 0 ) does not in general su ce to guarantee a local holomorphic solution of (1.5). (Weierstrass expressed great surprise at this result, and admiration for his pupil's discovery cf. especially his letter to P. du Bois-Reymond of 15 December 1874, reproduced in Acta Math. 39). In fact, implicit in her reasoning is the following stronger statement: a solution to (1.5) holomorphic in a bidisk D z D w , where (1.6) D z = fz : jz ; z 0 j < R 1 g D w = fw : jw ; w 0 j < R 2 g extends holomorphically to C D w . (This can nowadays be deduced from general theorems, cf. Ki] or BS], also H, Theorem 9.4.8]. See also KS] for a simple proof).
Fredholm misunderstood Kovalevskaya's result, interpreting it to imply that if, for a solution u to (1.5) in the bidisk (1.6), the function w 7 ! u(z 0 w ) extends holomorphically across a boundary point w 1 of D w , then z 7 ! u(z w 1 ) extends holomorphically to all of C . This was the tool for Fredholm's attempt to prove the non-continuability of (1.1), and is (as shown in KS]) incorrect. We emphasize that the error lies in attempting to draw conclusions from the behaviour of w 7 ! u(z 0 w ) for just one value of z 0 .
To \save" Fredholm's idea one can rst establish the following renement of the above-mentioned result of Kovalevskaya. We precede it with a convenient de nition.
De nition. Let f be a function of one complex variable, holomorphic on a neighborhood of z 0 . Then, for k 2 N the k-fold symmetrization of f about z 0 is the function t 7 ! F(t z 0 k ) where
Note that F is holomorphic on a neighborhood of t = 0. The following is proven in KS].
Theorem A. If u is holomorphic on the bidisk (1.6) and satis es (1.5) there, and w 7 ! u(z 0 w ) extends holomorphically to a neighborhood of a boundary point w 1 of D w , then the 2-fold symmetrization of z 7 ! u(z w 1 ) about z 0 extends to C as an entire function of order at most 2 .
For later purposes note that if (1.5) is replaced by (1.7) @ u @ w = @ k u @ z k k 3 the corresponding conclusion holds for the k-fold symmetrization of f about z 0 . Now we can apply Fredholm's idea correctly to show that ' in (1.1) is not continuable across any point = e i v 0 v 0 2 R. Indeed, if it were then, with u given by (1.4), u(0 w ) would extend from L to a neighborhoodof its boundary point w 0 = e iv 0 and so, by Theorem A, the 2-fold symmetrization about 0 of P 1 n=0 a n e in 2 v 0 e nz would extend as an entire function, that is 1 X n=0 a n e in 2 v 0 ; e nz + e ;nz would extend from a neighborhood of z = 0 t o the entire z-plane without singularities. But, because of assumption (1.2) this is a Laurent series in e z with nite positive convergence radii. Since a Laurent series must have at least one singularity on each boundary circle of its annulus of convergence, we h a ve a contradiction, and the noncontinuability o f ' in (1.1) is proved.
Mittag-Le er's exposition ML] of Fredholm's idea ends with the suggestion that the method employed can be applied to more general situations. Let us see what happens when we try to apply the (corrected) Fredholm method to showing that P 1 n=0 a n n 3 is not continuable across any point o f @D , where again we assume (1.2) (since the gaps are bigger one might expect the proof to be easier, but the strangeness of the method is that it does not work this way, a s we will see). Introduce again the variable change = e w and look at u(z w) = 1 X n=0 a n e nz e n 3 w which is holomorphic on C L and satis es (1.9) 1 X n=0 a n e in 3 v 0 ; e nz + e !nz + e ! 2 nz where ! = e 2 i=3 , would be entire. But, could this happen? Now (1.9) is no longer a Laurent series in e z , but a Dirichlet series of quite general type: P c m e m z with complex exponents f m g lying on three rays through 0. Even if (1.2) prevents the series from converging on the whole z-plane, there are no general theorems that rule out the analytic continuability of (1.9) to the whole plane. (Indeed, see L] for discussion of phenomena which may occur).
It is fairly easy to show (see below, Section 4.2) that if we strengthen (1.2) to 0 < lim n!1 ja n j 1=n c for a su ciently small c > 0, then (1.9) cannot extend to all of C , and thus, in this case, we do obtain the noncontinuability of P 1 0 a n n 3 . where ! = e 2 i=3 (note that we have absolute convergence on a neighborhoodofz = 0 ) extends without singularities to all of C . Indeed, the sum of this series can vanish identically. An equivalent form of the last statement is obtained by e v aluating the Taylor coe cients of (1.11) at z = 0 :
There exist fc n g satisfying (1.10) such that c n n pk = 0 k = 0 1 2 : : :
We shall show that solutions satisfying (1.10) exist for each p > 2, but never for p 2. Moreover, for p > 2 there is no solution if < p where p is su ciently small, and for p integral we shall nd the best possible value of p . In the course of this work, certain other questions which arise naturally will also bediscussed. The rest of the paper is organized as follows. Section 2 deals with cases where (1.12) (and some more general equation systems) admits only the solution c n = 0. This is closely interwoven with known results concerning quasi-analytic functions. Section 3 contains our main result (Theorem 3.1) which shows the sharpness, in an important case, of the uniqueness theorem of Section 2 this example sheds light o n t h e possibility of extending Fredholm's method to other kinds of gaps. In Section 4 it is shown that under certain conditions a function de ned by a Dirichlet series of fairly general type cannot beanalytically continued much beyond its domain of absolute convergence this enables one to prove non-continuability of certain gap series by (a modi cation of) Fredholm's method. Section 5 contains a brief discussion of integral analogues of the problem treated in Sections 2 and 3 here fairly complete results are much easier to obtain.
A uniqueness problem for Dirichlet series.
Let us rst consider a rather general situation, a Dirichlet series
c n e n z where f n g and fc n g are complex. We m a y of course assume the n are pairwise distinct. From this point o n v arious combinations of hypotheses could be made, some leading to uniqueness theorems and others not.
J. Wol W] constructed in 1921 examples that imply one can nd f n g bounded and fc n g not all zero satisfying
and such that (2.1) (which t h e n c o n verges for all complex z) s u m s t o 0 (however, Dirichlet series are not discussed in W]). This is equivalent t o nding a n o n trivial solution fc n g satisfying (2.2) to the in nite system of linear equations
c n k n = 0 k = 0 1 2 : : :
Wol 's result is not given in terms of (2.3) but rather as the solution of a then long-standing uniqueness question concerning series of the type ; n=(log n) 2 whereas this is not possible if lim jc n j 1=n < 1 : Returning to Dirichlet series (2.1), we will in the remainder of this section be considering cases where n > 0 a n d n ! 1 . We begin with a basic uniqueness theorem. This is in principle known, as well as the corollaries we present these results are scattered in the literature on quasi-analytic functions and Banach algebras. We need them to put in proper perspective the results of Section 3, and we include proofs for the reader's convenience. c n n pk = 0 k = 0 1 2 : : :
This is just the case n = n p of the theorem, and much o f t h e r e s t of this paper is devoted to the question of sharpness of the condition (2.9). A few cases follow from well known results.
First of all, look at the case p = 2 . The corollary says that if fc n g decay exponentially, and P 1 1 c n n 2k all vanish then all c n vanish. Here we certainly cannot weaken the hypothesis of exponential decay to, say (2.11) jc n j exp ; ; a n for some < 1 since, as is well known from the theory of quasianalytic classes (cf. M]), given < 1, there is a nontrivial function P 1 n=1 c n cos n , where fc n g satis es (2.11), for which all derivatives vanish at = 0 , which is to say P 1 1 c n n 2k = 0 for k = 0 1 2 : : : See also Ha, p. 27 .] for a pioneering discussion in this vein.
Next, examine the case p = 1 . In the next section we shall discuss the sharpness of (2.9) in some other, more delicate cases. We m a y remark (as we will see in Section 5) that for the integral analogue of these problems matters are much simpler: di erent values of p are reducible to one another by a simple scaling argument (change of variables) but that is not possible with series. From a technical point of view, we stress that examples to show the sharpness of (2.9) are the main concern of this paper. Proof of Lemma. We may assume = 1. Write f = P 1 0 a n z n , g = P 1 0 b n z n where g = ( 1 ; z) ;1 f is analytic in D . Then, b n = a 0 + a 1 + + a n = ;(a n+1 + a n+2 + ) since P 1 0 a n = f(1) = 0. Hence jb n j j a n+1 j + ja n+2 j + so that, using (2.15), also fb n g satis es the estimates (2.15), hence g 2 C 1 (D ) and the lemma is proved.
Deduction of Corollary 2. If f vanishes at in nitely many points fz j g of D and 2 @D is a limit point of fz j g then f( ) = 0, so f = (z ; ) g(z) where g 2 C 1 (D ) . Now, g(z j ) = 0 , so g( ) = 0 and hence g = ( z ; ) h for some h 2 C 1 (D ) . Thus,
Continuing in this fashion we see that for each m we have f(z) = ( z ; ) m f m (z) for a suitable f m 2 C 1 (D ) . Thus, f has a zero of in nite order at , which completes the proof of Corollary 2.
Remark. It is not hard to show that there are non-trivial functions analytic in D whose Taylor coe cients satisfy (2.14), for any prescribed < 1=2, with in nitely many zeroes in D .
Proof of Theorem 2.1. Note that (2.6) and (2.7) imply the absolute convergence of each of the series (2.8). Consider now the function
In view of (2.7), g extends as an analytic function of z = x + iy into a strip fz : jImzj < g for some > 0. Then (2.8) expresses the fact that all even-order derivatives of g vanish at z = 0. Since g is an even function, g 0. Now, g(x) is the Fourier-Stieltjes transform of the discrete measure which places masses c n =2 at points 1=2 n . By the uniqueness theorem for Fourier-Stieltjes transforms this measure vanishes, i.e. all c n are zero. This concludes the proof.
Remark. The hypothesis jc n j e ;" 1=2 n in Theorem 2.1 could be weakened. What is essential is that c n are small enough so that X c n cos( 1=2 n x) falls into a quasi-analytic class on R, in the sense of Denjoy-Carleman.
One knows precisely what decay of fc n g is necessary for this, cf. M].
We shall not however pursue this kind of generalization, which i n volves only well-known ideas. 3. An example of non-uniqueness and some of its rami cations.
Theorem 3.1. For any p > 2, writing n = n p (n 0), there exists a complex sequence fc n g satisfying For integral p, t h e c onstant on the right side of (3.1) is sharp, in the sense that no such sequence fc n g exists with 0 < lim n!1 jc n j 1=n < p .
We postpone the proof, and discuss some consequences of the theorem. Let p 3 bean integer, and let fc n g beas in the theorem. As Remark. Note that (3.6) is a Dirichlet series of general type whose \exponents" are the set f;! k n : 0 k p ; 1 n 2 Ng which is distributed along p rays through the origin. Condition (3.1) guarantees that this series converges absolutely on a neighborhoodofz = 0 , y et not in the whole plane. But the sum is an entire function (indeed, zero!). This behaviour is in stark contrast with the cases p = 1 (Taylor series in e ;z ) and p = 2 (Laurent series in e ;z ). Recalling our discussion of Fredholm's method in Section 1, we see that (1.9) could in fact be entire, subject to (1.2) : : : so this method encounters an unforeseen di culty when applied to a series with gaps like P a n n 3 . (Thus, Mittag-Le er's opinion that Fredholm's method could be generalized may be too optimistic however, some gap series of type P a n n 3 can be exhibited by F redholm's method by requiring lim ja n j 1=n suitably small, see the discussion following Theorem 4.1 below.) Clearly ' is an entire function. By estimates given later, we will show it has order 1=p, and moreover that ' 0 (; n ) ;1 e ; n x :
As we will show later, for n > n 0 we have (3.12) log j' 0 (; n ) j ( ctg ( =p) + o(1)) n as n ! 1 , and so ' 0 ( n ) ;1 e ; n z converges uniformly for z on compact subsets of fRez > 0g. We shall show that this function f satis es the requirements of the theorem.
Thus, c n = ' 0 ( n ) ;1 , and (3.12) implies (3.1). We will rst verify (3.4) which, since clearly f is C 1 on the closed right half-plane, implies (3.3) (of course (3.4) is much stronger than (3.3)). Fix x > 0 in (3.8) and move to the right, to fw : Re w = x ;1 g.
A crude estimate gives (3.14)
jf ( and inserting this in (3.14) (with u = 1 =x) gives (3.4).
We turn now to the estimate (3.12). From (3.7), To conclude the proof of the theorem, we n o w derive the estimates for ' that were needed to justify moving the contour of integration in (3.8). These are well known (cf. Boa, p. 19]), but for the reader's convenience we present the details since some of the intermediate estimates will be required. We rst study ' in C n where < = 2 and (3.20) = fz : j ; arg zj < g: In C n log ' has a single-valued analytic branch that is real on the positive real axis. In the following calculation, we work with this branch, and restrict z to C n . log '(z) = To conclude the proof of our theorem we need only verify one last point: that the integral (3.8) tends to zero as is moved su ciently far to the left, since that was assumed in the passage from (3.8) to (3.11). For this purpose we recall that, since ' is of order 1=p < 1=2 there is a sequence R j ! 1 such that
where m(R) M (R) denote the minimum and maximum of j'(w)j on fjwj = Rg, respectively (see Boa, p. 40, Theorem. 3.1.6] ; ctg ( =p) :
Then F(z p) does not extend to all of C without singularities in fact, it has a singularity in the disk centered at 0 of radius ( 2 +(log(1= )) 2 ) 1=2 .
Observe that this implies the assertion in Theorem 3.1 concerning the sharpness of the constant. We do not know whether it is sharp also for non-integral p .
Before giving the proof, we observe a consequence of the theorem:
for fc n g satisfying (4.1) with < p the power series P 1 0 c n n p is not continuable across any point of @D this follows by the (modi ed) Fredholm argument w e presented in Section 1. Of course, this argument has the blemish that the upper bound imposed on is purely fortuitous one could remove i t b y combining the argument g i v en with Hadamard's multiplication of singularities theorem and a few other things (see KS] for details). This gives f which is precisely the continuous analogue of the sequence fc n g we constructed in Theorem 3.1: it decays exponentially on R + and the moments (5.9) vanish. But for xed p > 2, this result is weaker than Theorem 5.1 (compare (5.8) with (5.3)). Moreover, the method we used to prove Theorem 5.1 can be made to yield more, since F could bechosen to satisfy not merely (5.4), but jF(x)j exp(;'(jxj)) where ' is any su ciently regular positive increasing function on R + with Z 1 0 '(t) 1 + t 2 dt < 1:
Since these ideas are very well known, we do not pursue the details.
It would be interesting to extend Theorem 3.1 to the discrete analogue of Theorem 5.1, but we do not know how to do this.
