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Abstract-The object of this paper is to present some general families of bilinear and bilateral 
generating functions involving several variables. Applications to various classes of generalized hyper- 
geometric functions in two and more variables are considered. Relevant connections of the results 
presented here with those given earlier are also pointed out. 
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1. INTRODUCTION AND PRELIMINARIES 
Put 
(n = O), 
X(X+1)..-(X+n-l), (n~N:={1,2,3 ,... }), 
(1.1) 
and let 
and 
F(X;q,...,q.):= g (Ji)~A(jl,..., j,.)z(‘...zj,T. 
jl,...,jr=O 
G(X; ~1, . . . , Ys) := 2 (qA4 B&l,. . ., b) Y:l . . . Yk 
kl,...,k.=O 
(1.2) 
(1.3) 
where, and in what follows, 
L := C1 jl + . . . + t?,. j,; M := ml kl + . . e + m, k,, 
(b,. ..,e,m; X,ml,..., m,EC), 
(I-4) 
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and {A(jl,...,A-1) and {B(h,...,h)) are suitably bounded multiple complex sequences. Our 
first result (Theorem 1 below) provides a class of bilateral generating functions involving the 
multivariable functions F and G defined by (1.2) and (1.3), respectively. 
THEOREM 1. Let F * G denote a modified Hadamard product (or convolution) of the multivari- 
able functions F and G, which is defined by 
(F*G)(kxl,..., x,; I/I,..., I/A:= 2 2 (X)L+MA(~~,...,~~)B(IC~,...,IC,) (15) 
j, ,..., j,=O kl I..., k.=O 
.xp...xfi yfl...yt’, 
where F and G are given by (1.2) and (1.3), respectively, and L and M by (1.4). 
Then 
co 
c (4 +F(-n; zl,..., x,)G(X+n; PI,..., g/8)tn 
n=O 
12. 
= (1 -t)-‘(F*G) ( , A* 2 
(ItI < 11, (1.6) 
provided that each member of (1.6) exists. 
PROOF. Our proof of Theorem 1 is rather elementary. Indeed, upon substituting for F and G in 
the left-hand side of (1.6) their multiple-series expressions given by (1.2) and (1.3), respectively, 
we interchange the order of summation and evaluate the innermost n-series by means of the 
familiar binomial expansion: 
co 
c 0) 
+ tn = (1 - t)-X, 
n. 
(ItI < 1; x E @). (1.7) 
n=O 
By interpreting the resulting multiple series as a modified Hadamard product defined by (1.5), 
we arrive at the right-hand side of the bilateral generating relation (1.6) asserted by Theorem 1. 
This evidently completes the proof of Theorem 1 under the assumption that the aforemen- 
tioned interchange of the order of summation is permissible by absolute convergence of the series 
involved. Thus, in general, Theorem 1 holds true (at least as a relation between formal power 
series) for those values of the various parameters and variables involved for which each member 
of the assertion (1.6) exists. 
Two immediate consequences of the bilateral generating function (1.6) are worthy of note. 
First of all, setting y1 = . . . = ys = 0 in Theorem 1, we have Corollary 1. 
COROLLARY 1. Let the multivariable function F be defined by (1.2). 
Then 
provided that each member of (1.8) exists. 
Secondly, if we put x1 = +. . = 2,. = 0 in Theorem 1, we obtain Corollary 2. 
COROLLARY 2. Let the multivariable function G be defined by (1.3). 
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Then 
m (8, 
c nlG(A+n; YI,..., ys) tn = (1 - t)-X G X; 
n=O . 
(ItI < 1; kml,...,ms Eq, 
provided that each member of (1.9) exists. 
Corollaries 1 and 2, and their numerous special and limit cases, were given earlier by various 
authors (cf., e.g., [l, pp. 489-491, Problems 1 and 21). The main purpose of the present paper is 
to investigate some further applications and generalizations of Theorem 1. 
2. APPLICATIONS OF THE BILATERAL 
GENERATING FUNCTION (1.6) 
By suitably specializing the bounded coefficients 
A(jl,. ..,.&) and B(kl,...,k,), (2.1) 
we can apply Theorem 1 in order to derive bilinear and bilateral generating functions for various 
special functions and polynomials, including (for example) Appell and Kampk de FQriet hyper- 
geometric functions of two variables [2], Lauricella and (Srivastava-Daoust) generalized Lauricella 
hypergeometric functions of several variables [l], and so on (cf., e.g., [3,4]). 
In the special case of (1.6) when T = s = 2, if we further set 
ei=es=mi=ms=l, (2.2) 
we shall obtain the bilateral generating function: 
2 %f(-n; 2,y)g(X+n;u,v)tn=(1-t)-X(f*g) (h;&&; &&)7 
n=O 
71. 
where, for convenience, 
(2.3) 
(2.4) 
(2.5) 
(f * 9) (A; 23 Y; u,w) := 2 (A) p+q+r+s ap,q b,, xp yq uT us, (2.6) 
p,q,r,s=o 
and, by analogy with those involved in (2.1), {ap,q} and {bp,q} are bounded double sequences of 
complex numbers. 
For appropriate choices for the bounded complex coefficients ap,q and bp,q, we can deduce 
from (2.3) a number of bilateral generating functions for Kampe de Fkriet’s hypergeometric 
functions of two variables (cf. [2, p. 1501 and [l, p. 63 et seq.]). In particular, in terms of the 
Appell double hypergeometric functions Fl, . . . , F4 (cf. [2, p. 141 and [l, p. 53]), we may identify 
each of the functions f(-n; 2, y) and g(X + n; u, V) with any of the three Appell functions Fi, 
Fz, and F4. We shall thus be led to a total of nine bilateral generating functions involving 
Appell functions. Three of these nine bilateral generating functions, with f(-n; z, y) identified 
as F4 and g(X + n; u, V) identified as FI, F2 or F4, happen to be the main results of a paper 
by Chandwani (51; the remaining six bilateral generating functions of this class can indeed be 
deduced from (2.3) fairly readily, and we omit the details involved. 
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3. FURTHER GENERALIZATIONS OF THEOREM 1 
In view of the demonstrated importance of Theorem 1 in the derivation of various potentially 
useful families of bilateral generating functions for familiar special functions and polynomials 
in two and more variables, we find it worthwhile to consider some further generalizations of 
Theorem 1. 
We begin by recalling one of the many useful consequences of the Lagrange expansion (cf., 
e.g., 16, P. 1331) in the form [7, p. 349, Problem 2161: 
00 
CC Q + (P + 1) n fl = 0 + v+l n=O n ) l-PC ’ (3.1) 
(a,p E cc; c = C(t) := t(l + c)o+l; C(O) = 0) 7 
which, by virtue of the combinatorial identity: 
( a+(P+l)n n > a = a+(P+l)n ( o+(4n+i)n)+(B+1)(‘1+(~,“-I), (3.2) 
(n E No := N u {0}), 
immediately implies the equivalent identity [7, p. 348, Problem 2121: 
E a+(;+l)n (a+(~l~n)t”=(l+C)a~ 
(a,/3 E cc; c‘ = c(t) := t(l + c)@+‘; C(0) = 0) . 
For p = -1 and Q = -A (and with t replaced by A), both (3.1) and (3.3) reduce at once to 
the binomial expansion (1.7), which was applied in our proof of Theorem 1. In fact, (1.7) would 
follow also from (3.1) with 0 = 0 and QI = X - 1, or from (3.3) with ,B = 0 and o = A. Thus, by 
appealing to the identities (3.1) or (3.3) in place of the binomial expansion (1.7), we can prove 
an interesting generalization of Theorem 1. More generally, we can apply Gould’s identity [8, 
p. 196, Equation (6.1)]: 
2 r+(pY+l)n (a+(Y1)n)t” 
=(1+&-l)n (on’) (n+n*)-’ (&)Y (3.4) 
n=O 
(a,/3 y E @; c = C(t) := t(1 + c)c1+l; C(0) = 0) , 
which obviously provides a unification and generalization of both (3.1) and (3.3). The resulting 
generalizations of Theorem 1 may be stated as Theorem 2 and Theorem 3 below. 
THEOREM 2. In terms of the bounded multiple sequence 
{C (jl ,...,j,; h ,... ,b)) 
of complex numbers, let 
L<n 
cpyq, . . . ,z+; y1,. . . , ys) := c (-n)L (a + (P + 1) n + l)M 
j, ,..., j,=O kI ,..., k,=O (a + Pn + ~)L+M 
.C(ji ,..., j,; ki ,..., kS) z{l...zj, yf’...yt’, 
(3.5) 
(o,@Ec; nEN0), 
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where L and M are defined by (1.4). Suppose also that 
Qi (Xl ,.‘.,% Yl,...,Ys) := 2 ct.?1 ,“., A.; h ,‘.‘, b) 
kl,..., k.=O (3.6) 
Then 
ccl 
CC a+(P+l)n n c&q,, ,...( x,;y1 I..., ys)tn n=O > 
= (1 + w+’ l_pc o(x~(-~)e’,...,x,(-C)er;Yl(l+~)ml~...~Y~(l+om”)~ (3.7) 
provided that each member of (3.7) exists, C being given (as before) with (3.1). 
PROOF. For convenience, let S denote the left-hand side of the assertion (3.7). Then, upon 
substituting for L??@) (a . . ) from (3.5), we have 
jt,...,j,=O kl,...,k.=O 
. C(jl j * ICI,. . . , ICJ x:3;l . . .xj, ,‘.‘7 r, yf' . . . y,“” 
2 C(j, ,..., j,; /cl ,..., k,) {(-l)“‘xl}“...{(-l)“x,}j- 
jl,.,., j,=O kl,..., k.=O 
* Y:’ . ..y.“” 2 
a+(P+l)ni-M tn 
n=L 
n-L > 
(34 
=,l,.$=okl 2 C(jl,...,j,; k~,...,~~){(-t)elxl~‘l~“~(~t)‘rxr~jr 
P ,...,k.=O 
* Ylk’ . ..y.k* 2 ( a+(P+l)L+M+(P+l)n 
n=O n 
where we have assumed that the inversion of the order of summation is permissible by absolute 
convergence of the series involved. 
The innermost series in (3.8) can be summed by making use of (3.1) with CY replaced by 
(Y + (/3 + 1) L + M, and we thus find that 
2 2 C(jl,...,&; kl,...,k) 
jl,..., j,=O kl,..., k =0 8 (3-9) 
’ {(-p Xl}jl .. . {(-C)erxp}jr {y1(1+ C)“‘}k’ . . . {y,(l + C)“*}k” ) 
where (’ is given with (3.1). 
Upon interpreting the multiple series in (3.9) by means of the definition (3.6), we are led at 
once to the right-hand side of the assertion (3.7), and the final result as stated under Theorem 2 
would follow (as also in Theorem 1) by appealing to the principle of analytic continuation. 
REMARK 1. In its special case when p = 0, cy = X - 1, and 
C h j */cl,..., ,***, T, b) = O)L+M A (jl,. . . ,&) B (h, . . . , k) , (3.10) 
Theorem 2 immediately yields Theorem 1. 
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THEOREM 3. With fi?“) (.a *) defined (as in Theorem 2) by (3.5), let 
(XL 
(A + n + 1)~ 
c (A, 
jl,..., j,.=O k, ,..., k.=O 
.xp...xj,p yp...yf", 
(A E @; n E NO), 
where L and M are defined by (1.4). Suppose also that 
. . . 
m(a,P,7; Cl := (-1Y (“n’) (n+nel)-l (_L_)n, 
Then 
,3r, . . kl,...,ks) 
(3.11) 
(3.12) 
M 
c Y ( Q + (@ + l) n n=O Y+ (P-t- l)n n > c$y) (Xl,. . . ,x,; y1,. . . , ys) tn 
= (1 + c)* 2 rT-&(%P,Y; C) (3.13) 
n=O 
*a - ( (6 1)’ n; sl(+, . . . 1 x7(+; Y1(I + C)ml,. *. I Y,(I + c)“s > , 
provided that each member of (3.13) exists, < being given (as before) with (3.1). 
PROOF. Our proof of Theorem 3 is much akin to that of Theorem 2, which we have already 
detailed reasonably fully; indeed, in place of the expansion formula (3.1), we make use of Gould’s 
identity (3.4) in proving Theorem 3. 
REMARK 2. Theorem 2 can be deduced at least formally in the limit case of the assertion (3.13) of 
Theorem 3 when ]yj + 00. Moreover, in its special case when y = cy, Theorem 3 yields Corollary 3 
below, which can naturally be proven directly by making use of the expansion formula (3.3). 
COROLLARY 3. Let Q?“) (...)andQ(...) bedefined( as in Theorems 2 and 3) by equations (3.5) 
and (3.11), respectively 
Then 
co 
c a ( a + @ + ljn n=O a+(D+l)n n > !-2p@) (Xl,. . . ,xT; y1,. . . , ys) tn 
= (l+<)aQ &,o; x~(-C)“,...,x~(-oe~;Y~(I+~)~l,...,Y~(l+I)m.) 7 
( 
(3.14) 
provided that each member of (3.14) exists, C being given (as before) with (3.1). 
REMARK 3. It follows from Remark 2 that, for 
IYI < CxJ and Y # a, (3.15) 
Theorem 3 may be looked upon as being independent of Theorem 2 and Corollary 3. 
Numerous interesting special and limit cases of the various results presented in this section 
can be found in many earlier works on the subject of linear, bilinear, and bilateral generating 
functions (cf., e.g., [9]; see also [l, Chapter 91 and the references cited there). 
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