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CONVERGENCE OF THE ALLEN-CAHN EQUATION WITH
CONSTRAINT TO BRAKKE’S MEAN CURVATURE FLOW
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GRADUATE SCHOOL OF MATHEMATICAL SCIENCES UNIVERSITY OF TOKYO
KOMABA 3-8-1, MEGURO JP-153-8914 TOKYO JAPAN
Abstract. In this paper we consider the Allen-Cahn equation with constraint. In 1994,
Chen and Elliott [7] studied the asymptotic behavior of the solution of the Allen-Cahn
equation with constraint. They proved that the zero level set of the solution converges to
the classical solution of the mean curvature flow under the suitable conditions on initial
data. In 1993, Ilmanen [18] proved the existence of the mean curvature flow via the Allen-
Cahn equation without constraint in the sense of Brakke. We proved the same conclusion
for the Allen-Cahn equation with constraint.
1. Introduction
Let T > 0 and ε ∈ (0, 1). In this paper, we consider the following Allen-Cahn equation
with constraint:{
∂tϕ
ε −∆ϕε + ∂I[−1,1](ϕ
ε)− ϕε
ε2
∋ 0, (x, t) ∈ Rn × (0, T ),
ϕε(x, 0) = ϕε0(x), x ∈ Rn.
(1.1)
Here, I[−1,1] is the indicator function of [−1, 1] defined by
I[−1,1](s) =
{
0, if s ∈ [−1, 1],
+∞, otherwise,
and ∂I[−1,1] is the subdifferential of I[−1,1], that is
∂I[−1,1](s) =


∅, if s < −1 or s > 1,
[0,∞), if s = 1,
{0}, if − 1 < s < 1,
(−∞, 0], if s = −1.
Set
G := {v ∈ L∞(Rn) : ‖v‖L∞(Rn) ≤ 1} and K := G ∩H1(Rn).
For ϕε0 ∈ G, ϕε ∈ C(0, T ;L2(Rn)) is called a solution for (1.1) if the following hold:

ϕε ∈ L2(0, T ;H1(Rn)), ∂tϕε ∈ L2(0, T ; (H1(Rn))′),
ϕε(·, t) ∈ K a.e. t ∈ (0, T ), ϕε(·, 0) = ϕε0(·),∫ T
0
{〈∂tϕε, v − ϕε〉+ (∇ϕε,∇(v − ϕε))− 1ε2 (ϕε, v − ϕε)} dt ≥ 0
for any v ∈ L2(0, T ;H1(Rn)), with v(·, t) ∈ K for any t ∈ (0, T ).
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Here 〈 , 〉 denotes the pairing of (H1(Rn))′ and H1(Rn), and ( , ) denotes the inner product
in L2(Rn).
Let δ ∈ (0, 1
2
). To study (1.1), we consider the following equation:
 ∂tϕε,δ −∆ϕε,δ +
F ′δ(ϕ
ε,δ)
ε2
= 0, (x, t) ∈ Rn × (0,∞),
ϕε,δ(x, 0) = ϕε,δ0 (x), x ∈ Rn,
(1.2)
where
Fδ(s) =


1− δ
2δ
(
s +
1
1− δ
)2
, if s < −1,
−1
2
s2 +
1
2(1− δ) , if |s| ≤ 1,
1− δ
2δ
(
s− 1
1− δ
)2
, if s > 1.
The function F ′δ(s) is the Yosida approximation of ∂I[−1,1](s)−s. We remark that F ∈ C1(R),
Fδ(s) ≥ 0 and Fδ(s) = 0 if and only if s = ±(1 − δ)−1. By an argument similar to that
in [7], the classical solution of (1.2) converges to the solution of (1.1) under the suitable
conditions on initial data as δ → 0 for any T > 0.
The purpose of this paper is to prove that the solutions of (1.1) and (1.2) converge to a
weak solution for the mean curvature flow. Here, a family of hypersurfaces {Γ(t)}t∈[0,T ) is
called the mean curvature flow if the velocity of Γ(t) is
VΓ = H on Γ(t), t ∈ (0, T ), (1.3)
where H is the mean curvature vector of Γ(t). Chen and Elliott [7] proved that for a classical
solution {Γ(t)}t∈[0,T ) of the mean curvature flow, there exists a family of functions {ϕε0}ε>0
such that the zero level set of the solution ϕε for (1.1) converges to {Γ(t)}t∈[0,T ) as ε → 0.
But there is no result for the construction of the global weak solution for the mean curvature
flow via (1.1) or (1.2).
In this paper, we consider a weak solution for the mean curvature flow called Brakke’s
mean curvature flow which we define later [4]. There is a large amount of research on
the mean curvature flow [3, 8, 11, 12, 13, 14] and the connection between the Allen-Cahn
equation and the mean curvature flow [2, 5, 6, 10], so we may mention only a part of them
related to Brakke’s mean curvature flow and (1.1). Brakke [4] proved the existence of a
Brakke’s mean curvature flow by using geometric measure theory. Ilmanen [18] proved
that the singular limit of the Allen-Cahn equation without constraint is a Brakke’s mean
curvature flow under mild conditions on initial data. The main results of this paper is
the same conclusion for (1.1) and (1.2). Liu, Sato and Tonegawa [22], and Takasao and
Tonegawa [25] proved that there exists Brakke’s mean curvature flow with transport term via
the phase field method. Moreover, the regularity of Brakke’s mean curvature flow was proved
by Kasai and Tonegawa [20] and Tonegawa [26] by improving on Brakke’s partial regularity
theorem for mean curvature flow. Recently, Farshbaf-Shaker, Fukao and Yamazaki [15]
characterized the Lagrange multiplier λε of (1.1), where λε = λε(ϕε) satisfies
(∂tϕ
ε, ψ) + (∇ϕε,∇ψ) + 1
ε2
(λε, ψ) =
1
ε2
(ϕε, ψ)
for any ψ ∈ H1(Rn) and a.e. t ∈ (0, T ). Suzuki, Takasao and Yamazaki [24] studied the
criteria for the standard forward Euler method to give stable numerical experiments of (1.1).
The organization of the paper is as follows. In Section 2 of this paper we set out the basic
definitions and explain the main results. In Section 3 we study the monotonicity formula
and prove some propositions. In Section 4 we show the existence of limit measure µt which
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corresponds to Γ(t). In Section 5 we prove the density lower bound of µt and the vanishing
of the discrepancy measure ξ. In Section 6 we show the main results.
2. Preliminaries and main results
We recall some notations from geometric measure theory and refer to [1, 4, 9, 16, 23] for
more details. On Rn we denote the Lebesgue measure by Ln. Define ωn := Ln(B1(0)). For
r > 0 and a ∈ Rn we define Br(a) := {x ∈ Rn | |x−a| < r}. We denote the space of bounded
variation functions on Rn as BV (Rn). We write the characteristic function of a set A ⊂ Rn
as χA. For a set A ⊂ Rn with finite perimeter, we denote the total variation measure of the
distributional derivative ∇χA by ‖∇χA‖. For a = (a1, a2, . . . , an), b = (b1, b2, . . . , bn) ∈ Rn
we denote a⊗ b := (aibj). For A = (aij), B = (bij) ∈ Rn×n, we define
A : B :=
n∑
i,j=1
aijbij .
Let Gk(R
n) be the Grassman manifold of unoriented k-dimensional subspaces in Rn. Let
S ∈ Gk(Rn). We also use S to denote the n by n matrix representing the orthogonal
projection Rn → S. Especially, if k = n− 1 then the projection for S ∈ Gn−1(Rn) is given
by S = I − ν ⊗ ν, where I is the identity matrix and ν is the unit normal vector of S. Let
S⊥ ∈ Gn−k(Rn) be the orthogonal complement of S.
We call a Radon measure on Rn ×Gk(Rn) a general k-varifold in Rn. We denote the set
of all general k-varifolds by Vk(R
n). Let V ∈ Vk(Rn). We define a mass measure of V by
‖V ‖(A) := V ((Rn ∩ A)×Gk(Rn))
for any Borel set A ⊂ Rn. We also denote
‖V ‖(φ) :=
∫
Rn×Gk(Rn)
φ(x) dV (x, S) for φ ∈ Cc(Rn).
The first variation δV : C1c (R
n;Rn)→ R of V ∈ Vk(Rn) is defined by
δV (g) :=
∫
Rn×Gk(Rn)
∇g(x) : S dV (x, S) for g ∈ C1c (Rn;Rn).
We define a total variation ‖δV ‖ to be the largest Borel regular measure on Rn determined
by
‖δV ‖(G) := sup{δV (g) | g ∈ C1c (G;Rn), |g| ≤ 1}
for any open set G ⊂ Rn. If ‖δV ‖ is locally bounded and absolutely continuous with respect
to ‖V ‖, by the Radon-Nikodym theorem, there exists a ‖V ‖-measurable function H(x) with
values in Rn such that
δV (g) = −
∫
Rn
H(x) · g(x) d‖V ‖(x) for g ∈ Cc(Rn;Rn).
We call H the generalized mean curvature vector of V .
Let Hk be the k-dimensional Hausdorff measure. We call a Radon measure µ k-rectifiable
if µ is represented by µ = θHk⌊M , that is, µ(φ) = ∫
R
φ dµ =
∫
M
φθ dHk for any φ ∈ Cc(Rn).
HereM is countably k-rectifiable andHk-measurable, and θ ∈ L1loc(Hk⌊M) is positive valued
Hk-a.e. on M . For a k-rectifiable Radon measure µ = θHk⌊M we define a unique k-varifold
V by∫
Rn×Gk(Rn)
φ(x, S) dV (x, S) :=
∫
Rn
φ(x, Txµ) dµ(x) for φ ∈ Cc(Rn ×Gk(Rn)), (2.1)
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where Txµ is the approximate tangent space of M at x. Note that Txµ exists Hk-a.e. on M
in this assumption, and µ = ‖V ‖ under this correspondence.
Definition 2.1. Let µ be a Radon measure on Rn and φ ∈ C2c (Rn;R+). We define
B(µ, φ) :=
∫
Rn
−φ|H|2 +∇φ · (Txµ)⊥ ·H dµ
if µ⌊{φ > 0} is rectifiable, ‖δV ‖⌊{φ > 0} ≪ µ⌊{φ > 0} and ∫
Rn
|H|2 dµ < ∞. Here V is a
k-varifold defined by (2.1) and H is the the generalized mean curvature vector of V . If any
one of the condition is not satisfied, then we define B(µ, φ) := −∞.
Definition 2.2. A family {µt}t≥0 of Radon measures is called Brakke’s mean curvature
flow if
Dtµt(φ) ≤ B(µt, φ) (2.2)
is hold for any φ ∈ C2c (Rn;R+) and any t ≥ 0. Here Df(t) = limh→0 f(t+h)−f(t)h is the upper
derivative.
Definition 2.3. Let ϕε,δ be a solution for (1.2). We define a Radon measure µε,δt by
µε,δt (φ) :=
∫
Rn
φ
(ε|∇ϕε,δ|2
2
+
Fδ(ϕ
ε,δ)
ε
)
dx, (2.3)
for any φ ∈ Cc(Rn).
For r ∈ R we define
qε(r) :=


−1, if r < −εpi
2
,
sin r
ε
, if |r| ≤ εpi
2
,
1, if r > εpi
2
(2.4)
and
qε,δ(r) :=


δ
1−δe
√
1−δ
δ
sin−1
√
1−δe
r
ε
√
1−δ
δ − 1
1−δ , if r < −ε sin−1
√
1− δ,
1√
1−δ sin
r
ε
, if |r| ≤ ε sin−1√1− δ,
− δ
1−δe
√
1−δ
δ
sin−1
√
1−δe−
r
ε
√
1−δ
δ + 1
1−δ , if r > ε sin
−1√1− δ.
(2.5)
Remark 2.4. (1) qε ∈ C1,α(R), qε,δ ∈ C2(R) and for any ε > 0 we have
lim
δ→0
‖qε,δ0 − qε0‖C1,α(R) = 0. (2.6)
(2) qε,δ is a solution for
ε(qε,δr )
2
2
=
Fδ(q
ε,δ)
ε
and qε,δrr =
F ′δ(q
ε,δ)
ε2
(2.7)
with qε,δ(0) = 0, qε,δ(±∞) = ±(1− δ)−1, qε,δ(±ε sin−1√1− δ) = ±1 and qε,δr (r) > 0
for any r ∈ R. Moreover we have
sup
r∈R,δ∈(0, 1
2
)
|qε,δr (r)| ≤ 2ε−1 and sup
r∈R,δ∈(0, 1
2
)
|qε,δrr (r)| ≤ 2ε−2. (2.8)
(3) By (2.7) we have∫
R
ε(qε,δr )
2
2
+
Fδ(q
ε,δ)
ε
dr =
∫
R
√
2Fδ(qε,δ)q
ε,δ
r dr
=
∫ (1−δ)−1
−(1−δ)−1
√
2Fδ(s) ds =: σδ.
(2.9)
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Let Ω+0 ⊂ Rn be a bounded open set and we denote Γ0 := ∂Ω+0 . Throughout this paper,
we assume the following:
(1) There exists D0 > 0 such that
sup
x∈Rn,R>0
Hn−1(Γ0 ∩ BR(x))
ωn−1Rn−1
≤ D0 (Density upper bounds). (2.10)
(2) There exists a family of open sets {Ωi0}∞i=1 such that Ωi0 have a C3 boundary Γi0 such
that (Ω+0 ,Γ0) be approximated strongly by {(Ωi0,Γi0)}∞i=1, that is
lim
i→∞
Ln(Ω+0△Ωi0) = 0 and lim
i→∞
‖∇χΩi0‖ = ‖∇χΩ+0 ‖ as measures. (2.11)
Remark 2.5. If Γ0 is C
1, then (2.10) and (2.11) are satisfied.
Let {εi}∞i=1 and {δi}∞i=1 be sequences with εi, δi ↓ 0 as i→∞. For Ωi0 we define
rεi(x) =
{
dist (x,Γi0), x ∈ Ωi0
−dist (x,Γi0), x /∈ Ωi0.
We remark that |∇rεi| ≤ 1 a.e. x ∈ Rn and rεi is smooth near Γi0. Let rεi be a smoothing
of rεi with |∇rεi| ≤ 1, |∇2rεi| ≤ ε−1i in Rn and rεi = rεi near Γi0.
Define
ϕεi0 = q
εi(rεi(x)) and ϕ
εi,δj
0 = q
εi,δj (rεi(x)), i, j ≥ 1. (2.12)
Let U ⊂ Rn be a bounded open set and QT := U × (0, T ) for T > 0. By (2.6), (2.8) and
(2.12) there exists c1(i) > 0 such that
sup
j∈N
‖ϕεi,δj0 ‖C2(U) ≤ c1(i) (2.13)
and
lim
j→∞
‖ϕεi,δj0 − ϕεi0 ‖C1,α(U) = 0 (2.14)
for i ≥ 1. Let ϕεi,δj be a solution for (1.2) with initial data ϕεi,δj0 . Then supQT |ϕεi,δj | ≤ 11−δj
and supQT |Fδj(ϕεi,δj )| ≤ max|s|≤ 11−δj |Fδj (s)| = 1 by the maximal principle. Thus by (2.13)
and the standard arguments for parabolic equations (see [21, p.517]), for any open set
U ′ ⊂⊂ U there exists c2(i) > 0 such that
sup
j∈N
‖ϕεi,δj‖C1,α(Q′T ) ≤ c2(i), i ≥ 1, (2.15)
where Q′T := U
′×(0, T ). Hence by (2.14), (2.15), the Arzela`-Ascoli theorem and the diagonal
argument there exists a subsequence {δj}∞j=1 (denoted by the same index) such that for any
compact set K ⊂ Rn and T > 0 we have
ϕεi,δj → ϕεi in C1,α(K × [0, T ]) and sup
Rn×[0,T ]
|ϕεi| ≤ 1, i ≥ 1, (2.16)
where ϕεi is a solution for (1.1) with initial data ϕεi0 (see [7, Section 2]). Thus for i ≥ 1 and
any compact set K ⊂ Rn we have
ei,j → ei uniformly on K × [0, T ], (2.17)
where ei,j =
εi|∇ϕεi,δj |2
2
+
Fδj (ϕ
εi,δj )
εi
, ei =
εi|∇ϕεi |2
2
+ F0(ϕ
εi )
εi
and F0(s) =
1−s2
2
. Hence
µ
εi,δj
t → µεit as Radon measures, i ≥ 1, (2.18)
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where µεit is a Radon measure defined by
µεit (φ) :=
∫
Rn
φ
(εi|∇ϕεi|2
2
+
F0(ϕ
εi)
εi
)
dx (2.19)
for any φ ∈ Cc(Rn). By the definition of ϕεi,δj0 we obtain the following:
Proposition 2.6 (see Proposition 1.4 of [18]).
(1) There exists D1 = D1(D0) > 0 such that for any i, j ≥ 1, we have
sup
x∈Rn,R>0
{
µ
εi,δj
0 (BR(x)),
µ
εi,δj
0 (BR(x))
ωn−1Rn−1
}
≤ D1. (2.20)
(2) limi→∞ µ
εi
0 =
pi
2
Hn−1⌊Γ0 as Radon measures,
(3) limi→∞ ϕ
εi
0 = 2χΩ+0 − 1 in BVloc,
(4) for any i, j ≥ 1 we have
εi|∇ϕεi,δj0 |2
2
≤ Fδj (ϕ
εi,δj
0 )
εi
on Rn. (2.21)
Proof. We only prove (2) and (4). In the same manner as [18] we have
lim
i→∞
µεi0 = lim
δ↓0
σδHn−1⌊Γ0.
By limδ↓0 σδ =
∫ 1
−1
√
2F0(s) ds =
pi
2
we obtain (2). We compute that
εi|∇ϕεi,δj0 |2/2
Fδj (ϕ
εi,δj
0 )/εi
=
εi(q
εi,δj
r )2/2
Fδj (q
εi,δj)/εi
|∇rεi|2 = |∇rεi|2 ≤ 1,
where (2.7) and |∇rεi| ≤ 1 are used. Hence we obtain (2.21). 
Our main results are the following:
Theorem 2.7. Let Ω+0 ⊂ Rn be a bounded open set and satisfy (2.10) and (2.11). Let ϕεi ∈
C1,αloc (R
n× (0,∞)) be a solution for (1.1) with initial data ϕεi0 , and ϕεi,δj ∈ C2,αloc (Rn× (0,∞))
be a solution for (1.2) with initial data ϕ
εi,δj
0 , where ϕ
εi
0 and ϕ
εi,δj
0 are defined by (2.12).
Then there exist
(a) subsequences {ik}∞k=1, {jk}∞k=1 and a family of Radon measures {µt}t≥0 such that
µ
εi,δjk
t → µεit as k →∞, t ≥ 0, i ≥ 1, (2.22)
µ
εik ,δjk
t → µt as k →∞, t ≥ 0, (2.23)
µ
εik
t → µt as k →∞, t ≥ 0 (2.24)
and {µt}t≥0 is a global solution for Brakke’s mean curvature flow with initial data
µ0 =
pi
2
Hn−1⌊Γ0,
(b) and ϕ ∈ BVloc(Rn × [0,∞)) ∩ C
1
2
loc([0,∞);L1(Rn)) such that
(b1) ϕεik ,δjk → 2ϕ− 1 in L1loc(Rn × [0,∞)) and a.e. pointwise,
(b2) ϕ(·, 0) = χΩ+0 a.e. on Rn,
(b3) ϕ(·, t) is a characteristic function for all t ∈ [0,∞),
(b4) ‖∇ϕ(·, t)‖(φ) ≤ 2
pi
µt(φ) for any t ∈ [0,∞) and φ ∈ Cc(Rn;R+). Moreover
spt ‖∇ϕ(·, t)‖ ⊂ sptµt for any t ∈ [0,∞).
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3. Monotonicity formula
In this section, we consider the monotonicity formula for µ
εi,δj
t and prove the negativity
of the discrepancy measure which we define later. We assume that Ω+0 ⊂ Rn is a bounded
open set and satisfies (2.10) and (2.11), and ϕεi,δj ∈ C2,αloc (Rn× (0,∞)) is a solution for (1.2)
with initial data ϕ
εi,δj
0 , where ϕ
εi,δj
0 is defined by (2.12) in this section. We denote εi and δj
by ε and δ.
We define the backward heat kernel ρ by
ρ = ρy,s(x, t) :=
1
(4pi(s− t))n−12 e
− |x−y|2
4(s−t) , t < s, x, y ∈ Rn.
We define a Radon measure ξε,δt by
ξε,δt (φ) :=
∫
Rn
φ
(ε|∇ϕε,δ|2
2
− Fδ(ϕ
ε,δ)
ε
)
dx, (3.1)
for any φ ∈ Cc(Rn). ξε,δt is called a discrepancy measure. The monotonicity formula for the
mean curvature flow is proved by Huisken [17]. Ilmanen [18] proved the monotonicity formula
for the Allen-Cahn equation without constraint. The following monotonicity formula is
obtained in the same manner as [18, 3.3]. So we skip the proof.
Proposition 3.1.
d
dt
∫
Rn
ρ dµε,δt (x) =−
∫
Rn
ερ
(
−∆ϕε,δ + F
′
δ(ϕ
ε,δ)
ε2
− ∇ϕ
ε,δ · ∇ρ
ρ
)2
dµε,δt (x)
+
1
2(s− t)
∫
Rn
ρ dξε,δt (x)
(3.2)
for y ∈ Rn and 0 ≤ t < s.
Define ξε,δ = ξε,δ(x, t) :=
ε|∇ϕε,δ(x,t)|2
2
− Fδ(ϕε,δ(x,t))
ε
.
Proposition 3.2. ξε,δ(x, t) ≤ 0 for any (x, t) ∈ Rn× [0,∞). Moreover ξε,δt is a non-positive
measure for t ∈ [0,∞).
Proof. Let h > 0 and Fδ,h ∈ C∞(R) be a function with limh→0 ‖Fδ,h − Fδ‖C1(R) = 0.
Let qε,δ,h ∈ C∞(R) be a solution for
ε(qε,δ,hr )
2
2
=
Fδ,h(q
ε,δ,h)
ε
on R (3.3)
with limh→0 ‖qε,δ − qε,δ,h‖C2([−L,L]) = 0 for any L > 0. We remark that we have
qε,δ,hrr =
F ′δ,h(q
ε,δ,h)
ε2
on R. (3.4)
Let ϕε,δ,h ∈ C2,α(R× (0,∞)) be a solution for
 ∂tϕε,δ,h −∆ϕε,δ,h +
F ′δ,h(ϕ
ε,δ,h)
ε2
= 0, (x, t) ∈ Rn × (0,∞),
ϕε,δ,h(x, 0) = ϕε,δ,h0 (x), x ∈ Rn,
(3.5)
where ϕε,δ,h0 is defined by
ϕε,δ,h0 (x) = q
ε,δ,h(rε(x)), x ∈ Rn.
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We define a function r : Rn × [0,∞)→ R by
ϕε,δ,h(x, t) = qε,δ,h(r(x, t)), (x, t) ∈ Rn × [0,∞).
By (3.3) we have
ε|∇ϕε,δ,h|2/2
Fδ,h(ϕε,δ,h)/ε
≤ |∇r|2 on Rn × [0,∞).
Hence, if |∇r| ≤ 1 for any h > 0 then ε|∇ϕ
ε,δ|2/2
Fδ(ϕε,δ)/ε
≤ 1. Thus we only need to prove that
|∇r| ≤ 1 on Rn × [0,∞).
Let gδ,h(s) :=
√
2Fδ,h(s). By (3.3) and (3.4) we have
qε,δ,hr =
gδ,h(qε,δ,h)
ε
and qε,δ,hrr =
(gδ,h(qε,δ,h))r
ε
=
gδ,hq (q
ε,δ,h)
ε
qε,δ,hr . (3.6)
By (3.4), (3.5) and (3.6) we obtain
qε,δ,hr ∂tr = q
ε,δ,h
r ∆r + q
ε,δ,h
rr |∇r|2 − qε,δ,hrr
= qε,δ,hr ∆r + q
ε,δ,h
r
gδ,hq
ε
(|∇r|2 − 1).
(3.7)
Thus we have
∂tr = ∆r +
gδ,hq
ε
(|∇r|2 − 1)
and
∂t|∇r|2 = 1
2
∆|∇r|2 − |∇2r|2 + 2
ε
∇r · ∇gδ,hq (|∇r|2 − 1) +
2
ε
∇r · ∇|∇r|2. (3.8)
By the assumption we have |∇r(·, 0)| = |∇rε| ≤ 1 on Rn. By (3.8) and the maximal principle
we obtain |∇r| ≤ 1 in Rn × [0,∞). 
By Proposition 3.1 and Proposition 3.2 we have
Proposition 3.3. For y ∈ Rn and 0 ≤ t < s we have
d
dt
∫
Rn
ρ dµε,δt (x) ≤ −
∫
Rn
ερ
(
−∆ϕε,δ + F
′
δ(ϕ
ε,δ)
ε2
− ∇ϕ
ε,δ · ∇ρ
ρ
)2
dµε,δt ≤ 0. (3.9)
Next we prove the upper density ratio bounds of µε,δt .
Proposition 3.4. There exists c3 = c3(n) > 0 such that
µε,δt (BR(x)) ≤ c3D1Rn−1 (3.10)
for (x, t) ∈ Rn × [0,∞) and R > 0.
Proof. We compute that∫
Rn
ρy,s(x, 0) dµ
ε,δ
0 (x) =
1
(4pis)
n−1
2
∫
Rn
e−
|x−y|2
4s dµε,δ0
=
1
(4pis)
n−1
2
∫ 1
0
µε,δ0 ({x | e−
|x−y|2
4s > k}) dk = 1
(4pis)
n−1
2
∫ 1
0
µε,δ0 (B
√
4s log k−1
(y)) dk
≤ 1
(4pis)
n−1
2
∫ 1
0
D1ωn−1(
√
4s log k−1)n−1 dk ≤ c4D1,
(3.11)
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where c4 > 0 is depending only on n and the density upper bound (2.20) is used. By the
monotonicity formula (3.9), we have∫
Rn
ρy,s(x, t) dµ
ε,δ
t (x) ≤
∫
Rn
ρy,s(x, 0) dµ
ε,δ
0 (x) ≤ c4D1, (3.12)
for any 0 < t < s and y ∈ Rn. Fix R > 0 and set s = t + R2
4
. Then∫
Rn
ρy,s(x, t) dµ
ε,δ
t =
∫
Rn
1
pi
n−1
2 Rn−1
e−
|x−y|2
R2 dµε,δt ≥
∫
BR(y)
1
pi
n−1
2 Rn−1
e−
|x−y|2
R2 dµε,δt
≥
∫
BR(y)
1
pi
n−1
2 Rn−1
e−1 dµε,δt =
1
epi
n−1
2 Rn−1
µε,δt (BR(y)).
(3.13)
By (3.12) and (3.13) we obtain (3.10). 
4. Existence of limit measures
In this section, we prove the existence of limit measure µt. We also assume that Ω
+
0 ⊂ Rn
satisfies (2.10) and (2.11), ϕεi,δj ∈ C2,αloc (Rn × (0,∞)) is a solution for (1.2) with initial data
ϕ
εi,δj
0 , where ϕ
εi,δj
0 is defined by (2.12), and (2.16) and (2.18) hold in this section.
Lemma 4.1. For any φ ∈ C2c (Rn;R+), i, j ≥ 1 and t > 0 we have
d
dt
µ
εi,δj
t (φ) ≤ sup
x∈Rn
|∇2φ|µεi,δjt (sptφ). (4.1)
Moreover there exists c5 = c5(n,D1, sptφ, supx∈Rn |∇2φ|) > 0 such that the function µεit (φ)−
c5t of t is nonincreasing for any i ≥ 1.
Proof. We denote εi, δj and ϕ
εi,δj by ε, δ and ϕ. By the integration by parts,
d
dt
µε,δt (φ) =
∫
Rn
φ
∂
∂t
(ε|∇ϕ|2
2
+
Fδ(ϕ)
ε
)
dx
=
∫
Rn
φ
(
ε∇ϕ · ∇ϕt + F
′
δ(ϕ)
ε
ϕt
)
dx
=
∫
Rn
εφ
(
−∆ϕ+ F
′
δ(ϕ)
ε2
)
ϕt − ε(∇φ · ∇ϕ)ϕt dx
=
∫
Rn
−εφ
(
−∆ϕ + F
′
δ(ϕ)
ε2
)2
+ ε(∇φ · ∇ϕ)
(
−∆ϕ+ F
′
δ(ϕ)
ε2
)
dx
=
∫
Rn
−εφ
(
−∆ϕ + F
′
δ(ϕ)
ε2
− ∇φ · ∇ϕ
2φ
)2
+ ε
(∇φ · ∇ϕ)2
4φ
dx
≤
(
sup
x∈{x |φ(x)>0}
|∇φ|2
2φ
)
µε,δ(sptφ) ≤ sup
x∈Rn
|∇2φ|µε,δ(sptφ),
(4.2)
where supx∈{x |φ(x)>0}
|∇φ|2
2φ
≤ supx∈Rn |∇2φ| are used. By (3.10) and (4.2) there exists c5 =
c5(n,D1, sptφ, supx∈Rn |∇2φ|) > 0 such that µε,δt (φ)− c5t of t is nonincreasing. By µε,δt → µεt
for any ε > 0, µεt (φ)− c5t of t is also nonincreasing. 
Remark 4.2. By an argument similar to that in the proof of Lemma 4.1, for any i, j ≥ 1
and T ≥ 0 we have
µ
εi,δj
T (R
n) +
∫ T
0
∫
Rn
εi
(
−∆ϕεi,δj + F
′
δj
(ϕεi,δj)
ε2i
)2
dxdt = µ
εi,δj
0 (R
n) ≤ D1. (4.3)
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Proposition 4.3. There exist subsequences {εik}∞k=1, {δjk}∞k=1 and a family of Radon mea-
sures {µt}t≥0 such that (2.22), (2.23) and (2.24) hold.
Proof. By (2.18) we only need to prove (2.23) and (2.24). First we prove that there exist
{εik}∞k=1 and a family of Radon measures {µt}t≥0 such that µ
εik
t → µt as k → ∞ for any
t ≥ 0.
Let B1 ⊂ [0,∞) be a countable dense set. By the compactness of Radon measures, there
exists a subsequence {εik}∞k=1 and a family of Radon measures {µt}t∈B1 such that µ
εik
t → µt
as k →∞ for any t ∈ B1. Let {φl}∞l=1 ⊂ C2c (Rn;R+) be a dense set.
By Lemma 4.1, µt(φl) − c5(φl)t of t ∈ B1 is nonincreasing for any l ≥ 1. Hence for any
l ≥ 1 there exists a countable set El ⊂ [0,∞) such that
lim
t↑s,t∈B1
µt(φl) = lim
t↓s,t∈B1
µt(φl) (4.4)
for any s ∈ [0,∞) \El. Set B2 = [0,∞) \ ∪lEl. Then B2 is co-countable and (4.4) holds for
any l ≥ 1 and s ∈ B2.
Let s ∈ B2 \ B1. By the compactness of Radon measures, there exist a subsequence
{εikm}∞m=1 and a Radon measure µs such that µ
εikm
s → µs as m→∞.
Next we show that µs is unique and µ
εik
s → µs as k →∞. By Lemma 4.1, for any l ≥ 1,
m ∈ N and t1, t2 with t1 < s < t2 we have
µ
εikm
t1 (φl)− c5(t1 − s) ≥ µ
εikm
s (φl) ≥ µεikmt2 (φl)− c5(t2 − s).
Hence for any t1, t2 ∈ B1 with t1 < s < t2 we have
µt1(φl)− c5(t1 − s) ≥ µs(φl) ≥ µt2(φl)− c5(t2 − s).
Therefore by (4.4) we obtain µs(φl) = limt↑s,t∈B1 µt(φl) = limt↓s,t∈B1 µt(φl) for any l ≥ 1.
Thus µs is uniquely determined. Moreover, µ
εik
s → µs as k →∞.
Therefore µ
εik
t → µt as k → ∞ for any t ∈ B1 ∪ B2. Because [0,∞) \ (B1 ∪ B2) is a
countable set, there exists a subsequence {εik}∞k=1 (denoted by the same index) such that
µ
εik
t → µt as k →∞ for any t ∈ [0,∞).
Next we show that there exists a subsequences {δjk}∞k=1 such that µ
εik ,δjk
t → µt as k →∞
for any t ≥ 0. For φ ∈ Cc(Rn) we compute that
|µεik ,δjt (φ)− µt(φ)| ≤ |µεik ,δjt (φ)− µεikt (φ)|+ |µεikt (φ)− µt(φ)|
≤ sup
Rn
|φ|
∫
sptφ
|eik,j(x, t)− eik(x, t)| dx+ |µ
εik
t (φ)− µt(φ)|.
(4.5)
Let {Rk}∞k=1 and {Tk}∞k=1 satisfy Rk, Tk → ∞ as k → ∞. By (2.17) and the diagonal
argument, there exists a subsequence {δjk}∞k=1 such that
sup
t∈[0,Tk]
∫
BRk (0)
|eik,jk(x, t)− eik(x, t)| dx ≤
1
k
for k ≥ 1. (4.6)
By (4.5) and (4.6) we have µ
εik ,δjk
t → µt as k → ∞ for any t ≥ 0. Hence we obtain (2.22),
(2.23) and (2.24). 
5. Forward density lower bound and vanishing of ξ
In this section we prove the lower density estimate for µt and the vanishing of ξ by using
the technique of Ilmanen [18] and Takasao and Tonegawa [25]. Assume that ϕεi,δj and µ
εi,δj
t
CONVERGENCE OF THE ALLEN-CAHN EQUATION TO MCF 11
satisfy all the assumptions of Section 2 and µit := µ
εi,δi
t → µt and ξit := ξεi,δit → ξt for any
t ≥ 0 as Radon measures in this section. We denote ϕi := ϕεi,δi in this section.
By the computation we have the following estimates. The proof is omitted.
Lemma 5.1. We have
F ′δ(s)
(
s− 1
1− δ
)
≥ 1
100
Fδ(s) (5.1)
for any δ ∈ (0, 3
10
) and s ∈ [3
4
,∞), and
F ′δ(s)
(
s +
1
1− δ
)
≥ 1
100
Fδ(s) (5.2)
for any δ ∈ (0, 3
10
) and s ∈ (−∞,−3
4
].
Let µ be a measure on Rn × [0,∞) such that dµ = dµtdt.
Lemma 5.2. Assume (x′, t′) ∈ sptµ. Then there exist a subsequence {ij}∞j=1 and {(xj, tj)}∞j=1
such that
lim
j→∞
(xj , tj) = (x
′, t′) and |ϕij(xj , tj)| < 3
4
(5.3)
for any j ∈ N.
Proof. Set Qr = Br(x
′) × [t′ − r2, t′ + r2] for r > 0. If the claim were not true, then there
exist r > 0 and N ∈ N such that infQr |ϕi| ≥ 34 for any i ≥ N . So we may assume that
infQr ϕ
i ≥ 3
4
for any i ≥ N without loss of generality. Moreover we may assume δi ∈ (0, 310)
for i ≥ N . Let φ ∈ C2c (Qr). Then by Lemma 5.1 and supQr |ϕi| ≤ 11−δi ≤ 2 we have
1
100
∫
Qr
φ2
Fδi(ϕ
i)
ε2i
dxdt ≤
∫
Qr
φ2
F ′δi(ϕ
i)
ε2i
(
ϕi − 1
1− δi
)
dxdt
≤
∫
Qr
φ2(−ϕit +∆ϕi)(ϕi −
1
1− δi ) dxdt
=
∫ t+r2
t′−r2
d
dt
(∫
Br(x′)
φ2
(
− 1
2
(ϕi)2 +
1
1− δiϕ
i
)
dx
)
dt
+
∫
Qr
2
1− δiφ∇φ · ∇ϕ
i − φ2|∇ϕi|2 − 2φϕi∇φ · ∇ϕi dxdt
≤C(φ) +
∫
Qr
−φ2|∇ϕi|2 + 1
2
φ2|∇ϕi|2 + 4|∇φ|2 dxdt ≤ C(φ),
(5.4)
where C(φ) > 0 depends only on supx∈Rn{|φ|, |∇φ|}. By Proposition 3.2 and (5.4) we obtain∫ t′+r2
t′−r2
∫
Br(x′)
φ2 dµitdt ≤ 2
∫
Qr
φ2
Fδi(ϕ
i)
εi
dxdt ≤ 200C(φ)εi.
Hence we have ∫
Qr
φ2 dµ = 0.
This proves that (x′, t′) 6∈ sptµ. 
Set
ρry(x) :=
1
(
√
2pir)n−1
e−
|x−y|2
2r2 , r > 0, x, y ∈ Rn.
Note that ρy,s(x, t) = ρ
r
y(x) for r =
√
2(s− t). We use the following estimates.
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Lemma 5.3 (See[18]). Let D > 0 and ν be a measure satisfying supR>0,x∈Rn
ν(BR(x))
ωn−1Rn−1
≤ D.
Then the following hold:
(1) For any a > 0 there is γ1 = γ1(a) > 0 such that for any r > 0 and x, x1 ∈ Rn with
|x− x1| ≤ γ1r we have∫
Rn
ρrx1(y) dν(y) ≤ (1 + a)
∫
Rn
ρrx dν(y) + aD. (5.5)
(2) For any r, R > 0 and x ∈ Rn we have∫
Rn\BR(x)
ρrx(y) dν(y) ≤ 2n−1e−3R
2/8r2D. (5.6)
(3) For any a > 0 there is γ2 = γ2(a) > 0 such that for any r, R > 0 with 1 ≤ Rr ≤ 1+γ2
and any x ∈ Rn, we have∫
Rn
ρRx (y) dν(y) ≤ (1 + a)
∫
Rn
ρrx(y) dν(y) + aD. (5.7)
Lemma 5.4. There exist η = η(n) > 0 and γ3 = γ3(n,D1) > 0 with the following property.
Given 0 ≤ t < s, define r =√2(s− t) and t′ = s+ r2
2
. If x ∈ Rn satisfies∫
Rn
ρy,s(x, t) dµs(y) < η, (5.8)
then (B¯γ3r(x)× {t′}) ∩ sptµ = ∅.
Proof. Assume for a contradiction that (x′, t′) ∈ sptµ for some x′ ∈ B¯γ3r(x) with (5.8),
where γ3 will be chosen later. Then by Lemma 5.2 there exist a sequence {(xj, tj)}∞j=1 and
{ij}∞j=1 such that limj→∞(xj , tj) = (x′, t′) and |ϕij (xj, tj)| < 34 for any j. By Proposition 3.2
and sup
Rn×[0,∞) |ϕi| ≤ 11−δi for any i ≥ 1, we have
sup
Rn×[0,∞)
|∇ϕi| ≤ sup
Rn×[0,∞)
√
2Fδi(ϕ
i)
εi
≤ 1
εi
for i ≥ 1. (5.9)
Thus, there exists N ≥ 1 such that
|ϕij(y, tj)| ≤ 7
8
and Fδij (ϕ
ij (y, tj)) ≥ 1
10
(5.10)
for any y ∈ B¯εij /8(xj) and j > N . Hence there exists η = η(n) > 0 such that
2η ≤
∫
B¯εij /8
(xj)
Fδij (ϕ
ij (y, tj))
εij
ρxj ,tj+ε2ij
(y, tj) dy ≤
∫
Rn
ρxj ,tj+ε2ij
(y, tj) dµ
ij
tj(y), (5.11)
where inf
y∈B¯εij /8(xj)
ρxj ,tj+ε2ij
(y, tj) ≥ 1
(4pi)
n−1
2 εn−1ij e
1
256
> 0 is used. By the monotonicity formula
(3.9) we have ∫
Rn
ρxj ,tj+ε2ij
(y, tj) dµ
ij
tj(y) ≤
∫
Rn
ρxj ,tj+ε2ij
(y, s) dµijs (y) (5.12)
for sufficiently large j. Hence we obtain
2η ≤
∫
Rn
ρx′,t′(y, s) dµs(y). (5.13)
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By (2.20) and Lemma 5.3, for any a > 0 there exists γ1 = γ1(a) > 0 such that for any
x ∈ B¯γ1r(x′) we have
2η ≤
∫
Rn
ρx′,t′(y, s) dµs(y) ≤ (1 + a)
∫
Rn
ρx,t′(y, s) dµs(y) + ac3D1
= (1 + a)
∫
Rn
ρx,s(y, t) dµs(y) + ac3D1 ≤ (1 + a)η + ac3D1.
(5.14)
We remark that ρx,t′(y, s) = ρx,s(y, t) by t
′ − s = s − t = r2
2
. Set a := min{1
4
, η
4c3D1
} and
γ3 := γ1(a). Note that γ3 depends only on n and D1. Then we have η < 0. This is a
contradiction to (5.8). Hence (x′, t′) 6∈ sptµ. 
Lemma 5.5. Let U ⊂ Rn be open. There exists c6 = c6(n,D1) > 0 such that
Hn−1(sptµt ∩ U) ≤ c6 lim inf
r→0
µt−r2(U) for t > 0. (5.15)
Proof. We only need to prove (5.15) for every compact set K ⊂ U . Let Xt := sptµt ∩K.
By an argument similar to that in Lemma 5.4, for any (x, t) ∈ Xt we have
2η ≤
∫
Rn
ρx,t(y, t− r2) dµt−r2(y) (5.16)
for sufficiently small r > 0. By (5.6), for any L > 0 we obtain∫
Rn\BrL(x)
ρx,t(y, t− r2) dµt−r2(y) ≤ 2n−1e− 3L
2
8 c3D1.
Hence there exists L = L(n,D1) > 0 such that
η ≤
∫
BrL(x)
ρx,t(y, t− r2) dµt−r2(y).
Thus, by ρx,t(·, t− r2) ≤ 1
(4pi)
n−1
2 rn−1
we obtain
(4pi)
n−1
2 rn−1η ≤ µt−r2(BrL(x)). (5.17)
Set B = {B¯rL(x) ⊂ U | x ∈ Xt}. Note that B is a covering of Xt by closed balls cen-
tered at x ∈ Xt. By the Besicovitch covering theorem, there exists a finite sub-collection
B1,B2, . . . ,BB(n) such that each Bi is a disjoint set of closed balls and
Xt ⊂ ∪B(n)i=1 ∪B¯rL(xj)∈Bi B¯rL(xj). (5.18)
By (5.17) and (5.18) we obtain
Hn−1rL (Xt) ≤
B(n)∑
i=1
∑
B¯rL(xj)∈Bi
ωn−1(rL)n−1 ≤ ωn−1L
n−1
(4pi)
n−1
2 η
B(n)∑
i=1
∑
B¯rL(xj)∈Bi
µt−r2(B¯rL(xj))
≤ ωn−1L
n−1
(4pi)
n−1
2 η
B(n)∑
i=1
µt−r2(U) ≤ ωn−1L
n−1
(4pi)
n−1
2 η
B(n)µt−r2(U),
where Hn−2+arL is the approximate Hausdorff measure of Hn−2+a. Set c6 := ωn−1L
n−1
(4pi)
n−1
2 η
B(n)
which depends only on n and D1. Hence we obtain (5.15). 
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Lemma 5.6. Let η be as in Lemma 5.4. Define
Z :=
{
(x, t) ∈ sptµ
∣∣∣ t ≥ 0, lim sup
s↓t
∫
ρy,s(x, t) dµs(y) < η/2
}
and
Zt := Z ∩ (Rn × {t}) for t ≥ 0.
Then for a > 0, Hn−2+a(Zt) = 0 for a.e. t ≥ 0. Moreover we have µ(Z) = 0.
Proof. Let a > 0 and
Zτ :=
{
(x, t) ∈ sptµ
∣∣∣ t ≥ 0, ∫ ρy,s(x, t) dµs(y) < η for all s ∈ (t, t+ τ ]
}
.
First we prove Hn−2+a(Zt) = 0 for a.e. t ≥ 0. Note that Z ⊂ ∪∞m=1Zτm for some {τm}∞m=1
with τm ∈ (0, 1) and limm→∞ τm = 0. So we only need to prove Hn−2+a(Zτt ) = 0 for any
τ ∈ (0, 1), where Zτt := Zτ ∩(Rn×{t}). Set r :=
√
2(s− t) and t′ := s+ r2
2
. For (x, t) ∈ Zτ ,
let (x′, t′) ∈ Rn × [0,∞) satisfy |t′ − t| ≤ 2τ and |x′ − x| ≤ γ3r. Then (x′, t′) 6∈ sptµ ⊂ Zτ
by Lemma 5.4 and s − t ≤ τ . Moreover, if (x′, t′) ∈ Zτ then ∫ ρy,s(x, t) dµs(y) ≥ η for any
x ∈ B¯γ3r(x′) by (x′, t′) ∈ sptµ and Lemma 5.4. Therefore the relation
|t′ − t| ≤ 2τ and |x′ − x| ≤ γ3r
implies either (x, t) 6∈ Zτ or (x′, t′) 6∈ Zτ . Hence for (x, t) ∈ Zτ we have
P2τ (x, t) ∩ Zτ = {(x, t)}. (5.19)
Here, P2τ (x, t) is defined by
P2τ (x, t) :=
{
(x′, t′)
∣∣∣ 2τ ≥ |t′ − t| ≥ |x′ − x|2
γ23
}
.
Set
Zτ,x0,t0 := Zτ ∩ (B1(x0)× [t0 − τ, t0 + τ ]), x0 ∈ Rn, t0 ≥ 0.
Then there exists a countable set K ⊂ Rn × [0,∞) such that Zτ ⊂ ∪(x0,t0)∈KZτ,x0,t0 . Hence
we only need to prove Hn−2+a(Zτ,x0,t0t ) = 0 for a.e. t ∈ (0,∞), where Zτ,x0,t0t = Zτ,x0,t0 ∩
(Rn × {t}). Remark that for any x ∈ Rn the set {x} × [t0 − τ, t0 + τ ] ∩ Zτ,x0,t0 has no
more than one elements by (5.19). Define P : Rn+1 → Rn by P (x, t) = (x, 0), where
(x, t) ∈ Rn × [0,∞). Let δ′ > 0 and cover the projection P (Zτ,x0,t0) ⊂ B1(x0) × {0} by
{Bri(xi)}∞i=1, where (xi, 0) ∈ P (Zτ,x0,t0), ri ≤ δ′ and
∞∑
i=1
ωnr
n
i ≤ 2Ln(B1(x0)).
Let (xi, ti) be the point in Z
τ,x0,t0 corresponding to xi. By (5.19) we have Z
τ,x0,t0 ⊂∑
ti∈[t0−τ,t0+τ ]Bri(xi)× [ti −
r2i
γ23
, ti +
r2i
γ23
]. We compute that
∫ t0+τ
t0−τ
Hn−2+aδ′ (Zτ,x0,t0t ) dt ≤
∫ t0+τ
t0−τ
∞∑
i=1
∑
t∈[ti−r2i /γ23 ,ti+r2i /γ23 ]
ωn−2+arn−2+ai dt
=
∞∑
i=1
∫ ti+r2i /γ23
ti−r2i /γ23
ωn−2+arn−2+ai dt =
∞∑
i=1
2ωn−2+a
γ23
rn+ai ≤
4ωn−2+a
γ23ωn
(δ′)aLn(B1(x0)),
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where Hn−2+aδ′ is the approximate Hausdorff measure of Hn−2+a. Then δ′ → 0 implies that∫ t0+τ
t0−τ
Hn−2+a(Zτ,x0,t0t ) dt = 0.
Hence we obtain Hn−2+a(Zt) = 0 for a.e. t ∈ [0,∞). On the other hand, we compute that∫ t0+τ
t0−τ
µt(Z
τ,x0,t0
t ) dt ≤
∫ t0+τ
t0−τ
∞∑
i=1
∑
t∈[ti−r2i /γ23 ,ti+r2i /γ23 ]
c3D1r
n−1
i dt
=
∞∑
i=1
∫ ti+r2i /γ23
ti−r2i /γ23
c3D1r
n−1
i dt =
∞∑
i=1
2c3D1
γ23
rn+1i ≤
4c3D1
γ23ωn
δLn(B1(x0)).
Then δ′ → 0 implies that ∫ t0+τ
t0−τ µt(Z
τ,x0,t0
t ) dt = 0. Thus we obtain µ(Z) = 0. 
Lemma 5.7. For any (y, s) ∈ Rn × [0,∞) we have∫ s
0
∫
Rn
1
2(s− t)ρy,s(x, t) d|ξ
i
t|(x)dt ≤ c4D1 for i ≥ 1. (5.20)
Proof. We compute that
d
dt
∫
Rn
ρy,s(x, t) dµ
i
t(x) ≤
1
2(s− t)
∫
Rn
ρy,s(x, t) dξ
i
t(x) = −
1
2(s− t)
∫
Rn
ρy,s(x, t) d|ξit|(x),
where Proposition 3.2 and (3.2) are used. Therefore we have∫ s
0
1
2(s− t)
∫
Rn
ρy,s(x, t) d|ξit|(x)dt ≤ −
∫ s
0
d
dt
∫
Rn
ρy,s(x, t) dµ
i
t(x)dt
=
∫
Rn
ρy,s(x, 0) dµ
i
0(x)− lim
t↑s
∫
Rn
ρy,s(x, t) dµ
i
t(x) ≤
∫
Rn
ρy,s(x, 0) dµ
i
0(x) ≤ c4D1,
where (3.12) is used. Hence we obtain (5.20). 
Wemay assume that there exists a Radon measure ξt such that ξ
i
t → ξt as Radon measures.
Define dξ := dξtdt. Next we prove the vanishing of the discrepancy measure ξ.
Lemma 5.8. Assume that ϕεi,δj and µ
εi,δj
t satisfy all the assumptions of Section 2 and
µit = µ
εi,δi
t → µt and ξit = ξεi,δit → ξt for any t ≥ 0 as Radon measures. Then ξ = 0.
Proof. By (5.20) and ξit → ξt we have∫
Rn×(0,s)
1
2(s− t)ρy,s(x, t) d|ξ|(x, t) ≤ c4D1.
Let R and T be positive numbers. We integrate with the measure dµsds∫
BR(0)×[0,T+1]
∫
Rn×(0,s)
1
2(s− t)ρy,s(x, t) d|ξ|(x, t)dµs(y)ds
≤
∫
BR(0)×[0,T+1]
c4D1dµs(y)ds ≤ c3c4D21(T + 1)Rn−1 <∞,
where (3.10) is used. By Fubini’s theorem we obtain∫
Rn×[0,T+1]
(∫ T+1
t
1
2(s− t)
∫
BR(0)
ρ(y,s)(x, t) dµs(y)ds
)
d|ξ|(x, t)
≤ c3c4D21(T + 1)Rn−1.
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Hence there exists c7 = c7(x, t) <∞ such that∫ t+1
t
1
2(s− t)
∫
BR(0)
ρ(y,s)(x, t) dµs(y)ds ≤ c7(x, t) <∞ (5.21)
for |ξ|-a.e. (x, t) ∈ Rn × [0, T ].
Let x ∈ BR
2
(0) and T > s > t > 0. We compute∫
Rn
ρy,s(x, t) dµs(y) ≤
∫
BR(0)
ρy,s(x, t) dµs(y) + 2
n−1e−
3
8
(R/2)2
2(s−t)D1, (5.22)
where (5.6) is used. By (5.21) and (5.22) we obtain∫ t+1
t
1
2(s− t)
∫
Rn
ρy,s(x, t) dµs(y)ds
≤c7(x, t) +
∫ t+1
t
1
2(s− t)2
n−1e−
3
64
R2
s−tD1 ds <∞
(5.23)
for |ξ|-a.e. (x, t) ∈ BR
2
× [0, T ] and for any R > 0 and T > 0. Hence (5.23) holds for |ξ|-a.e.
(x, t) ∈ Rn × [0,∞). Set
h(s) = hx,t(s) :=
∫
Rn
ρy,s(x, t) dµs(y), (x, t) ∈ Rn × [0,∞).
Next, we claim that
lim
s→t
hx,t(s) = 0 |ξ|-a.e. (x, t) ∈ Rn × [0,∞). (5.24)
Define
A =
{
(x, t) ∈ Rn × [0,∞)
∣∣∣ ∫ t+1
t
1
2(s− t)
∫
Rn
ρy,s(x, t) dµs(y)ds <∞
}
.
Note that |ξ|(Ac) = 0. Fix (x, t) ∈ A and set λ := log(s− t). Then we have∫ 0
−∞
h(t+ eλ) dλ =
∫ t+1
t
1
s− t
∫
Rn
ρy,s(x, t) dµs(y)ds <∞. (5.25)
Set κ ∈ (0, 1]. By (5.25) there exists a sequence {λi}∞i=1 such that
λi ↓ −∞, λi − λi+1 ≤ κ, h(t+ eλi) ≤ κ. (5.26)
Fix λ ∈ (−∞, λ1] and choose i such that λ ∈ [λi, λi−1). Then by (3.9) we have
h(t + eλ) =
∫
ρy,t+eλ(x, t) dµt+eλ(y) =
∫
ρy,t+2eλ(x, t + e
λ) dµt+eλ(y)
≤
∫
ρy,t+2eλ(x, t+ e
λi) dµt+eλi(y) =
∫
ρRx dµt+eλi ,
(5.27)
where R
2
2
= 2eλ − eλi . On the other hand, by (5.26) we have
κ ≥ h(t + eλi) =
∫
ρy,t+eλi (x, t) dµt+eλi(y) =
∫
ρrx dµt+eλi , (5.28)
where r
2
2
= eλi . Remark that there exists c8 > 0 such that
1 ≤ R
r
=
√
2eλ−λi − 1 ≤ 1 + c8κ.
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Let 1 > a > 0 and κ = min{a, γ2(a)/c8} where γ2 = γ2(a) is defined by Lemma 5.3. Then
for λ ≤ λ1(a),
h(t+ eλ) ≤
∫
ρRx dµt+eλi
≤(1 + a)
∫
ρrx dµt+eλi + aD1 ≤ 2κ+ aD1,
where (5.27) and (5.28) are used. Passing a→ 0 we obtain
lim
s↓t
hx,t(s) = 0 for (x, t) ∈ A. (5.29)
Thus we have (5.24). On the other hand, by Lemma 5.6 we obtain
lim sup
s↓t
hx,t(s) ≥ η
2
> 0 for µ-a.e. (x, t). (5.30)
Hence by (5.24) and (5.30) we obtain
0 ≥ lim sup
s↓t
hx,t(s) ≥ η
2
for |ξ|-a.e.,
where |ξ| ≪ µ are used. Thus we have |ξ| = 0. 
6. Proof of main results
Let {εi}∞i=1 and {δi}∞i=1 be positive sequences with εi, δi ↓ 0. Set ϕ˜i ∈ C2,αloc (Rn) for i ∈ N.
Define measures µ˜i, ξ˜i and V˜ i by
µ˜i(φ) :=
∫
Rn
φ
(εi|∇ϕ˜i|2
2
+
Fδi(ϕ˜
i)
εi
)
dx and ξ˜i(φ) :=
∫
Rn
φ
(εi|∇ϕ˜i|2
2
− Fδi(ϕ˜
i)
εi
)
dx
for φ ∈ Cc(Rn), and
V˜ i(ψ) :=
∫
{x | |∇ϕ˜i(x)|6=0}
ψ(x, I − νi ⊗ νi)
(εi|∇ϕ˜i|2
2
+
Fδi(ϕ˜
i)
εi
)
dx
for ψ ∈ Cc(Rn × Gn−1(Rn)), where νi := ∇ϕ˜i|∇ϕ˜i| . Note that V˜ i ∈ Vn−1(Rn) and ‖V˜ i‖ = µ˜i.
For φ ∈ C2c (Rn), define
Bi(ϕ˜i, φ) :=
∫
Rn
−εiφ
(
−∆ϕ˜i + F
′
δi
(ϕ˜i)
ε2i
)2
+ εi∇φ · ∇ϕ˜i
(
−∆ϕ˜i + F
′
δi
(ϕ˜i)
ε2i
)
dx.
The following lemma is obtained in the same manner as Lemma 9.3 of [18]. So we omit the
proof.
Lemma 6.1. For φ ∈ C2c (Rn) we assume that
(1) µ˜i → µ˜ as Radon measures on Rn,
(2) ξ˜i is non-positive measure for i ∈ N,
(3) |ξ˜i|⌊{φ > 0} → 0 as Radon measures on Rn,
(4) there exists C > 0 such that Bi(ϕ˜i, φ) ≥ −C for i ∈ N,
(5) Hn−1(spt µ˜ ∩ {φ > 0}) <∞.
Then the following hold:
(1) µ˜⌊{φ > 0} is (n− 1)-rectifiable.
(2) There exists V˜ ∈ Vn−1(Rn) such that V˜ i⌊{φ > 0} → V˜ and ‖V˜ ‖ = µ˜⌊{φ > 0}.
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(3) For any Y ∈ C1c ({φ > 0};Rn) we have
δV˜ (Y ) = lim
i→∞
∫
−εiY · ∇ϕ˜i
(
−∆ϕ˜i + F
′
δi
(ϕ˜i)
ε2i
)
dx. (6.1)
(4) There exists the generalized mean curvature vector H for V˜ with∫
Rn
ψ|H|2 dµ˜ ≤ 2
pi
lim inf
i→∞
∫
Rn
εiψ
(
−∆ϕ˜i + F
′
δi
(ϕ˜i)
ε2i
)2
dx <∞ (6.2)
for ψ ∈ C2c ({φ > 0};R+).
(5)
lim sup
i→∞
Bi(ϕ˜i, φ) ≤ B(µ˜, φ). (6.3)
Proof of Theorem 2.7
First we prove Brakke’s inequality. Let ϕεi,δj ∈ C2,αloc (Rn × (0,∞)) be as in Theorem
2.7. Then by Proposition 4.3 there exist subsequences {εik}∞k=1, {δjk}∞k=1 and {µt}t≥0 such
that (2.22), (2.23) and (2.24) hold. By Lemma 5.8, there exist subsequences {εik}∞k=1 and
{δjk}∞k=1 (denoted by the same index) such that
ξεik ,δjk → 0 as Radon measures on Rn × [0,∞). (6.4)
Set ϕk = ϕεik ,δjk , µkt = µ
εik ,δjk
t , ξ
k
t = ξ
εik ,δjk
t and ξ
k = ξεik ,δjk . Let t0 ≥ 0 and φ ∈
C2c (R
n;R+). If Dtµt(φ)
∣∣∣
t=t0
= −∞, then (2.2) holds. Therefore we assume that
C0 := Dtµt(φ)
∣∣∣
t=t0
> −∞. (6.5)
Then there exist {hq}∞q=1 and {tq}∞q=1 such that hq ↓ 0, tq → t0 as q →∞ and
C0 − hq ≤
µtq(φ)− µt0(φ)
tq − t0 for q ≥ 1.
We may assume that tq > t0 for any q ≥ 1. (The other case is similar.)
By µkt → µt and (6.4) there exists a subsequence {kq}∞q=1 such that
C0 − 2hq ≤
µ
kq
tq (φ)− µkqt0 (φ)
tq − t0 =
1
tq − t0
∫ tq
t0
d
dt
µ
kq
t (φ) dt (6.6)
and ∫
{φ>0}×[t0,tq ]
d|ξkq | ≤ h2q(tq − t0) (6.7)
for q ≥ 1. By Proposition 3 and Lemma 4.1 there exists C1 = C1(n, φ,D1) > 0 such that
d
dt
µkt (φ) ≤ C1 for k ≥ 1, t ≥ 0.
We may assume C1 > C0. Set
Zq = {t ∈ [t0, tq] | d
dt
µ
kq
t (φ) ≥ C0 − 3hq} for q ≥ 1.
By (6.6) we have
C0 − 2hq ≤ 1
tq − t0
∫
[t0,tq ]\Zq
C0 − 3hq dt+ 1
tq − t0
∫
Zq
C1 dt.
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Hence we obtain
|Zq| ≥ (tq − t0)hq
C1 − C0 + 3hq ≥
(tq − t0)hq
2(C1 − C0) (6.8)
for sufficiently large q ≥ 1. By (6.7) we have
|Zq| inf
t∈Zq
|ξkqt |({φ > 0}) ≤ h2q(tq − t0). (6.9)
By (4.2), (6.8) and (6.9) for any q ≥ 1 there exists sq ∈ Zq such that
C0 − 3hq ≤ d
dt
µ
kq
t (φ)
∣∣∣
t=sq
= Bkq(ϕkq(·, sq), φ) (6.10)
and
|ξkqsq |({φ > 0}) ≤ 3(C1 − C0)hk. (6.11)
Assume that the subsequence {µkqsq}∞q=1 converges to a Radon measure µ˜. By Lemma 4.1
and (6.5), it is possible to prove (see [19, 7.1]) that
µ˜⌊{φ > 0} = µt0⌊{φ > 0}. (6.12)
Hence, by Lemma 6.1, (5.15), (6.5), (6.10), (6.11) and (6.12) we have
Dtµt(φ)
∣∣∣
t=t0
≤ B(µt0 , φ).
Therefore by this and Proposition 2.6 (2), {µt}t≥0 is a global solution for Brakke’s mean
curvature flow with initial data µ0 =
pi
2
Hn−1⌊Γ0. Thus we obtain (a).
Next we prove (b). Set wk := Φk ◦ ϕk, where Φk(s) := σ−1δjk
∫ s
−(1−δjk )−1
√
2Fδjk (y) dy and
ϕk := ϕεik ,δjk . Note that Φk(−(1− δjk)−1) = 0 and Φk((1− δjk)−1) = 1. We denote ε = εik
and δ = δjk . We compute that
|∇wk| = σ−1δ |∇ϕk|
√
2Fδ(ϕk) ≤ σ−1δ
(ε|∇ϕk|2
2
+
Fδ(ϕ
k)
ε
)
.
Hence by (4.3) we have∫
Rn
|∇wk(·, t)| dx ≤
∫
Rn
σ−1δ
(ε|∇ϕk|2
2
+
Fδ(ϕ
k)
ε
)
dx ≤ σ−1δ D1 (6.13)
for t ≥ 0. Fix T > 0. By the similar argument and (4.3) we obtain∫ T
0
∫
Rn
|∂twk| dxdt ≤ σ−1δ
∫ T
0
∫
Rn
(ε|∂tϕk|2
2
+
Fδ(ϕ
k)
ε
)
dxdt
≤σ
−1
δ
2
∫ T
0
∫
Rn
ε
(
∆ϕk − F
′
δ(ϕ
k)
ε2
)2
dxdt+ σ−1δ D1T ≤ σ−1δ D1(1 + T ).
(6.14)
By (6.13) and (6.14), {wk}∞k=1 is bounded in BV (Rn× [0, T ]). By the standard compactness
theorem and the diagonal argument there is subsequence {wk}∞k=1 (denoted by the same
index) and w ∈ BVloc(Rn × [0,∞)) such that
wk → w in L1loc(Rn × [0,∞)) (6.15)
and a.e. pointwise. We denote ϕ(x, t) := limk→∞(1 + Φ−1k ◦ wk(x, t))/2. Then we have
ϕk → 2ϕ− 1 in L1loc(Rn × [0,∞))
and a.e. pointwise. Hence we obtain (b1). By Proposition 2.6 (3) we obtain (b2). We have
ϕk → ±1 a.e. and ϕ = 1 or = 0 a.e. on Rn × [0,∞) by the boundedness of ∫
Rn
Fδ(ϕ
k)
ε
dx.
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Moreover ϕ = w a.e. on Rn × [0,∞). Thus ϕ ∈ BVloc(Rn × [0,∞)). For any bounded open
set U ⊂ Rn and a.e. 0 ≤ t1 < t2 < T we have∫
U
|ϕ(·, t2)− ϕ(·, t1)| dx = lim
k→∞
∫
U
|wk(·, t2)− wk(·, t1)| dx
≤ lim inf
k→∞
∫
U
∫ t2
t1
|∂twk| dtdx ≤ lim inf
k→∞
∫
Rn
∫ t2
t1
(ε|∂tϕk|2
2
√
t2 − t1 + Fδ(ϕ
k)
ε
√
t2 − t1
)
dtdx
≤C2D1
√
t2 − t1,
(6.16)
where C2 = C2(n, T ) > 0. By (6.16) and |Ω+0 | <∞, ϕ(·, t) ∈ L1(Rn) for a.e. t ≥ 0. By this
and (6.16), we may define ϕ(·, t) for any t ≥ 0 such that ϕ ∈ C
1
2
loc([0,∞);L1(Rn)). Hence
we obtain (b3). For φ ∈ Cc(Rn;R+) and t ≥ 0 we compute that∫
Rn
φ d‖∇ϕ(·, t)‖ ≤ lim inf
k→∞
∫
Rn
φ|∇wk| dx
≤ lim
k→∞
σ−1δjk
∫
Rn
φ
(εik |∇ϕk|2
2
+
Fδjk (ϕ
k)
εik
)
dx =
2
pi
∫
Rn
φ dµt.
Hence we obtain (b4). 
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