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1ABSTRACT
Annually, our world experiences thousands of seismic events that are the cause of hun-
dreds of structural disasters and human fatalities. The objective of the presented research is to
contribute to the world’s social, economic, and environmental needs by designing an optimized
feedback control for active mass dampers (AMDs) by reducing oscillations. The optimal de-
sign will meet the required specifications and maintain a structure’s quasi-ideal, static position
throughout a seismic event. The system’s equation of motion (EOM) is derived by using the
Lagrangian Method and the free-body diagram. All the simulated and experimental responses
of the AMD-1 system are obtained using MATLAB and Simulink. The experimental data is
collected from various tests performed on a single-story building model. The techniques uti-
lized for improvement of the AMD’s feedback control include parameter estimation, eigenvalue
assignment, and linear quadratic regulation (LQR). As success is achieved with the AMD feed-
back control, future research can focus on idealizing the AMD’s performance in a system with
multiple degrees of freedom.
2CHAPTER 1
INTRODUCTION
1.1 Motivation
Annually, our world experiences thousands of natural disasters (seismic events) that
are the cause of hundreds of structural disasters and human fatalities. These disasters can
be the effect of high wind speeds or an excitation of the Earth’s crust. A map of the global
economic effect of leading natural disasters, since 1980, is portrayed in Figure 1.1 [22]. This
map recognizes China, Japan, United States, Thailand, Chile and the Caribbean Islands as the
primary world victims of natural disasters, and they are ranked in the order of most to least
number of casualties. The summed number of deaths, caused by each natural disaster, and
their percentages are organized into Table 1.1, where it clearly shows that earthquakes are the
leading cause of the world’s natural disaster related deaths.
FIGURE 1.1: Leading natural disasters by overall economic loss and human fatality,
since 1980 [22].
With respect to structural disasters, earthquakes have a growing negative impact on
nuclear power plants. Figure 1.2 illustrates the worldwide location of both active earthquake
3zones, based on the seismic data gathered from the United States Geological Survey, and nu-
clear power plants, based on the nuclear power station information gathered from the Interna-
tional Atomic Energy Agency [1, 26, 27]. The number of plants and the overall percentages of
the top five countries, home to the most amount of nuclear power plants in the world, are listed
in Table 1.2. It is observed that two of the top three natural disaster victims (United States and
Japan) are collectively home to over 35% of the world’s nuclear power plants. This leads to a
higher potential risk for social, economic, and environmental loss, particularly, but not limited
to, the United States and Japanese areas.
FIGURE 1.2: Global heat-map of active earthquake zones (green, yellow, red zones) and nu-
clear power plant locations (purple dots) [26].
TABLE 1.1: Leading Natural Disaster
Deaths, Since 1980 [22]
Earth Water Wind
Earthquakes Tsunamis & Floods Hurricanes
106,897 22,654 1,492
81.57 % 17.29 % 1.14 %
TABLE 1.2: Countries with the Most
Nuclear Power Plant Locations [1, 26, 27]
Country Plants Worldly %
United States 79 31.73 %
Germany 26 10.44 %
France 22 8.84 %
Japan 19 7.63 %
United Kingdom 17 6.83 %
Total Plants 249 65.47 %
41.2 Solution and Concerns
A potential solution to this problem includes the installation of active mass dampers
(AMDs) into the buildings and plants at risk. In the 1980’s, researchers began considering the
use of AMDs to achieve structural control [38]. Yet in 2011, thirty years later, it was still rare
to hear about any such installations [32]. This hesitation, to commercially utilize AMDs, could
have been the result of several different limitations and concerns. When modeling large space
structures (LSS), the dynamics of the AMD system are nonlinear, and non-linearity can lead
to mathematical complexity and uncertainty. Unfortunately, the AWS (active wireless sensing)
units, used in wireless AMDs, have limited computational abilities that stem from the limited
availability of voltage, money, and resources. Consider the design of feedback controllers in
a MIMO (multi-input and multi-output) system, they require a vast amount of input voltage,
resulting in extremely high expenses. For this reason, restrictions must be put on the design
of the feedback control. These design specifications are made to decrease the effect of these
complications and lead to the design of a light weight device with a low power demand, a low
energy consumption rate, and the utilization a robust control scheme [3, 13, 32, 33, 38].
1.3 Application
The development and implementation of the feedback control design specifications
lead to an increased usage of AMDs. As of last year (2013), AMDs had been installed in fifty
Japanese buildings, one of which was a twenty four-story building in Tokyo, which survived the
2011 typhoon and earthquake. The AMD’s performance was closely monitored, and the results
suggested the AMD’s control performance and energy regeneration efforts were successful.
Analysis of this data provided evidence that the regeneration system saved as much as 35-65%
of the energy that the AMD was predicted to have consumed without it. Verification of this
success is presented in [39].
5The objective of the presented research is to further contribute to the World’s social,
economic, and environmental needs by designing an ideal feedback control for AMDs. It is in-
tended that the optimized design will meet the required specifications and maintain a structure’s
quasi-ideal, static position throughout a seismic event. The system used in this work is a one
story building model with an installed AMD (AMD-1). To design the feedback control, the sys-
tem’s equation of motion (EOM) is derived by using the Lagrangian Method and the free body
diagram. Simulated and experimental AMD-1 responses are obtained from a variety of tests
using MATLAB and Simulink. The techniques used for improvement of the AMD’s feedback
control include parameter estimation, eigenvalue assignment, and linear quadratic regulation
(LQR). As success is achieved with the AMD feedback control, future research can focus on
idealizing the AMD’s performance in a MIMO system.
6CHAPTER 2
LITERATURE REVIEW
Exceptional progress has been made in the field of system dynamics with respect to
structural control. Structural design techniques have evolved over the years to help structures
withstand seismic events and ensure safety to those in and around the structure. The use of
various supplementary damping systems (SDS) and mass damping systems (MDS) have been
widely studied and tested on structures susceptible to seismic excitation. Within these damping
systems, lies a controller that is used to increase the decay rate of the system. Depending
on the characteristics of the system-to-be-controlled, these controllers have the potential to be
highly complex and demand an intricate design. This section provides a brief background and
description for a variety of damping systems and controller design techniques.
2.1 Supplementary Damping Systems
A Supplementary Damping System (SDS) is a control system that is designed to absorb
structure vibrations [30]. Three of the main types of SDS are passive, semi-active, and active
control systems. Passive control is the simplest and cheapest form of an SDS. This type of
system uses mechanical control forces to oppose the motion of the structure, and requires no
external power. Consequently, its performance is always reliable, even in the event of a power
outage. The downfall is, a passive system is unable to adapt to the fluctuation of the system’s
parameters (mass, damping coefficient and stiffness) over time.
In a semi-active SDS, the system’s parameters can be modified to update the control
system. Control is achieved by counteracting the structure’s motion with controlled resis-
tive forces, which requires a small amount of external power. Since the system utilizes the
structure’s motion to develop these control forces, stability is always guaranteed; however, the
7performance is limited. It achieves the highest efficiency in situations where the dynamic char-
acteristics and excitation conditions are well known.
Active control systems are the more modern form of control systems and are found to
be the most versatile. They possess the ability to both add and dissipate energy in the system
by the use of force generators. These generators have a high demand for power, which can lead
to high expenses, and if the system were to go into an out-of-control state, it can increase the
potential for system destabilization [17, 30]. Despite these concerns, an active control system
was chosen to be used in this study because it has the highest potential for increased success.
2.2 Mass Damping Systems
Mass damper systems (MDS) are specific types of SDSs that use the the weight of a
mass to dissipate the energy transferred to the structure by a seismic event. The most effective
location for such systems is at or near the area where the vibration is at the highest amplitude.
Typically, this is at the top or bottom of a structure, or at the outermost point of an overhang.
The four most popular types of dampers used in these systems are tuned liquid column dampers,
tuned sloshing dampers, tuned mass dampers, and active mass dampers [30].
Tuned liquid column dampers (TLCD) are one of the cheapest in cost. They use the
mass and motion of a liquid, stored in a U-shaped tank, to counteract the vibration of a struc-
ture. Further energy dissipation can be achieved simply by installing adjustable gates. The
Bernoulli’s equation is used to derive this system’s dynamics, and is shown to only achieve
effectiveness in one axis [11].
Tuned sloshing dampers (TSD) use the surface waves of a liquid to absorb a structure’s
vibration. The tank, used to hold the liquid, is specifically engineered so that the frequency of
the liquid’s surface wave matches the natural frequency of the structure. Similar to the TLCD,
the tank also incorporates baffles to further dissipate energy, but effectiveness can be achieved
in two orthogonal axes, simultaneously, when a rectangular tank is used [30].
8Tuned Mass Dampers (TMD) use a mass (typically steel or concrete) suspended on
cables to counteract the force on a structure. In situations were minimum height requirements
become a variable in the problem, two masses, suspended by a combination of cables and struts,
are used. TMDs are tuned to be effective in two axes, simultaneously, and they incorporate
hydraulic cylinders to dissipate energy [20, 30].
Active Mass Dampers (AMD) are similar to TMDs, but they stabilize the system by
utilizing a driving mechanism instead of energy dissipators. Typically hydraulic actuators, with
their high durability and high cost performance rating, are used to drive the system, and are
based on the structure’s motion sensor input. The driving mechanism is controlled by a com-
puter, and therefore requires power, but it allows the control system to react to the structure’s
motion in real time [38]. It is For this reason that an AMD was chosen to be used in this study.
2.3 Controller Design
Within the AMD of this study’s active control system, there exists a controller. The
design of this controller must be unique to the provided system. Research suggests that the
most popular controller design methods include the eigenvalue assignment method and linear
quadratic regulator (LQR) design. Some newer controller design methods that have been uti-
lized in other studies include model predictive control (MPC) and adaptive control. It was
decided that the newness of these control methods imply there is still much to be learned about
them and they lack in reliability. For that reason, only the eigenvalue assignment method and
LQR design will be used in this study. Nonetheless, a brief background and description for
each of these controller design techniques is provided in this section for enlightening purposes.
92.3.1 Eigenvalue Assignment
To utilize the eigenvalue assignment method, the system must be written in the state-
space form shown in equation (2.1).
x˙ =Ax+Bu (2.1a)
y =Cx+Du (2.1b)
Vector x is defined as the state vector and x˙ is the derivative of the state vector. These
two vectors are used to represent all the measurable variables in the system (position, velocity,
and acceleration). In a real life situation, it is not always possible, or necessary, to measure all
these states; therefore, desired outputs are chosen from these states and represented by vector y.
The system input is represented by u, which is typically some kind of physical force or voltage.
The relation between the states, inputs and outputs is represented by the state-space matrices
A, B, C and D. The system matrix, A, represents the relation between each of the states. The
input matrix, B, represents the relation between each state and the input. The output matrix, C,
represents the relation between the output(s) and states. Lastly, the input-output matrix, D, is
used to represent the relation between the input and the output(s).
The objective of eigenvalue assignment (aka: pole placement design) is to design a
state-feedback gain vector, K, that will control a system based on its open-loop eigenvalues
(aka: poles or roots) and its desired time-domain specifications [3]. The open-loop eigenvalues
are determined from the system’s characteristic equation, denoted by: det(sI−A) = 0, where
I is the identity matrix and s is the Laplace operator. The time-domain specifications of the
current system are defined by the output response’s percent overshoot, Mp, settling time, ts,
and peak time, tp. These values are determined from the system’s damping coefficient, ζ , and
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natural frequency, ωn, found in the characteristic equation of standard second-order system:
s2+2ζωns+ω2n = 0 (2.2)
Based on the control theory, a system is only considered to be stable when all of its poles
have negative real parts. In other words, they are all located to the left of the stability boundary,
when plotted in the complex plane. This plot of the pole’s location also indicates whether the
system meets the desired specifications or not. If improvement it needed, the control theory
also states that, stability, a reduction in the system’s dynamic response, or a satisfaction of
the time-domain specifications can be achieved by moving the location of the dominant closed-
loop poles further to the left in the complex plane. This negative movement of the poles location
increases the system’s damping coefficient, and in turn decreases Mp, ts, and tp, which will be
further discussed in the results section.
Recall, each pole of a differential equation contributes an exponential function to the
power of “at" or “rt" to the system, where a represents the real part of an imaginary pole and r
represents a real pole. The dominant pole is defined by the pole that produces the exponential
function with the slowest decay rate (approaches zero last), because it has the most influence
on the system response. In matrix form, a vector K is added to the system, to produce the
stabilized or improved system shown in (2.3), where the closed-loop eigenvalues are found by
satisfying: det(sI− (A−BK)) = 0
x˙ =(A−BK)x+Bu (2.3a)
y =Cx+Du (2.3b)
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Since this world is imperfect, moving the poles too far to the left will cause discrep-
ancies. For this reason, it is important to determine and understand the limitations unique to
each system. For example, active control has the potential to introduce time delays in the con-
trol effort’s FB loop, and a MIMO system has a higher risk of asymptotic stability when using
low-gain controllers [2, 3, 5, 8, 9, 12, 28, 34].
Some of the newest background on the eigenvalue assignment method includes the ad-
dressing of the issue regarding the degrading performance in controllers, for systems with time
variant parameters, in 2007. This solution involved the utilization of eigenvalue assignment
techniques to stabilize the system with both, robust and adaptive controllers. It was found
that the robust pole placement controllers required lower actuator voltages than the adaptive
pole placement controllers. But it was also found that the adaptive controllers were found to
be noise tolerant, while the robust controllers were found to be noise sensitive. Furthermore,
studies show that robust stability and performance can only be achieved for a select range of
parameter uncertainties [14].
More recently, in 2011, a modified version of the eigenvalue assignment method was
discussed, and referred to as partial eigenvalue analysis (PEA). In PEA, only a selection of
the open-loop eigenvalues are modified in the FB controller. PEA was found to be effective
because it can keep a structure safely active under excitation, with minimal control effort [4, 8].
2.3.2 Linear Quadratic Regulator
In 2005, three numerical design techniques, used for optimizing active structural con-
trol during seismic activity, were presented. These techniques include LQR, discrete time-
dependent non-integral LQR, and generalized LQR. Reseach suggests that When designing an
LQR system, it should be taken into consideration that they require multiple sensors, integrat-
ing amplifiers and cables to achieve vibration control. However, it is also suggested that by
utilizing vibration control techniques that apply the robust control theory, the required equip-
ment may be minimized [36]. Nonetheless, this issue was not presented in the work of this
12
thesis.
The objective of the LQR method is to obtain a control force, u : [0,T ]→ Rm, that
is proportional to the structural response and that minimizes the cost function, J [25]. This
is achieved by utilizing an integral performance index and selecting the appropriate feedback
gains and full-state observers, based on the input and output weight matrices [5, 10, 19, 35].
The cost function, for a continuous time system, is expressed by equation (2.4), where
R represents the input weight matrix and Q represents the output weight matrix.
J(u) =
∫ ∞
0
(
xT Qx+uT Ru
)
dt (2.4)
Given the system dynamics are described by equation (2.5), where x is the state vector, x˙ is the
derivative of the state vector, A is the system matrix, and B is the input matrix.
x˙ = Ax+Bu (2.5)
J gets minimized by the state feedback law, u = −kx. The minimized function returns the
solution, S, of the Riccati equation (2.6), and the closed loop poles, the determinant of (A−BK)
[5, 25].
AT S+SA−SBR−1BT S+Q = 0 (2.6)
Finally, the feedback gain vector, K, is derived from S by the use of the following expression:
K = R−1BT S (2.7)
The limitations of the LQR method include [25]:
• (A,B) must be stabilizable.
• R > 0 and definite.
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• Q≥ 0 and semi-definite.
• (Q,A) must have no unobservable mode on the imaginary axis.
The discrete time-dependent non-integral LQR method is exactly the same as the LQR
method, but it is for a discrete-time state-space model. The discrete feedback control law,
u[n] = ˘Kx[n], minimizes the discrete cost function (2.8), given the system dynamics (2.9).
Since it is discrete, this method must reach optimality at every time instant and is used when
the control forces are set to be proportional to both, the structural response and the time step
[19, 25].
J =
∞
∑
n=0
{xT Qx+uT Ru} (2.8)
x[n+1] = Ax[n]+Bu[n] (2.9)
Lastly, the generalized LQR, is simply defined as a generalization of the criteria from
both the LQR and the discrete time-dependent non-integral LQR [19].
2.3.3 Model Predictive Control
In 2001, a general formulation of the (MPC) scheme was introduced by Mei and et al.
The objective is to minimize both the trajectory deviation between the predicted and desired
responses as well as the control effort subjected to specific constraints. This is achieved by
using a prediction model of the system response, formulated using both feedforward (FF) and
feedback (FB) loops, to control the real-time response of a seismically excited structure. [23].
To obtain the FF loop, two types of inputs were used: the Kanai-Tajimi Type model
and an Auto-Regressive (AR) model. The Kanai-Tajimi model simulates an earthquake input
based on the concept of a random pulse train. It also possesses the potential to incorporate the
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propagation, reflection, and refraction of seismic waves as they travel through the ground [16].
The Auto-Regressive model simulates the ground motion of an earthquake with a real-time
FF loop. It is constantly updated with real-time, on-line observations, which guarantees that
control actions of the system will be able to compensate for the unusual ground behavior by
employing both predictive and adaptive methods, despite time delays [23].
A year later, Mei and et al. formulated the prediction model with an acceleration FB
loop that records acceleration measurements from a variety of locations on the structure. From
the acceleration FB, the state observer estimates the system’s state variables with the Kalman-
Bucy filter. The effectiveness of the MPC scheme with the acceleration FB was validated from
the experimental results of an AMD used on both a single and a three story building model.
The results indicated that the MPC scheme, with the acceleration FB, performed just as good
or better than it did with the state FB [24].
In 2008, a numerical computation method for optimizing a control action, that took the
MPC scheme limitations into consideration, was devised [37]. Similar techniques had been
used in other fields of study; however, the high computational requirements of the MPC, re-
stricts its use to systems with slow dynamics. furthermore, it was concluded that, with the ba-
sic online quadratic programming methods, the MPC showed compelling control performance
when used at high sampling rates on inexpensive hardware [37].
2.3.4 Adaptive Control
Adaptive controllers maintain ideal performance under fluctuating conditions by incor-
porating a mechanism that estimates and updates the system with the time-varying parameters
[3]. Some frequently studied parameter estimation techniques include the Yule-Walker (Y-W)
estimation method and the least-squares method. The (Y-W) estimator is based on the assump-
tion that, by adjusting an asymptotic bias on the least-squares estimator, a continuous estimator
can be obtained. However, the least-squares method is considered to be the most common and
most efficient of these parameter estimation techniques. It sets up the system by starting with
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the reference model output and following it with the output of the plant to be controlled. The
objective is to minimize the least squares criterion, shown in equation (2.10). This criteria
is described to be the sum of the squares of the differences between the two outputs, within a
specified time interval. This error, between the reference model and plant outputs, is minimized
by continuously updating the adaptation mechanism with the controller parameters [3, 15, 31].
min L(t) =
t
∑
i=1
[r(i)− y(i)]2 (2.10)
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CHAPTER 3
MODELING
3.1 AMD-1 Schematic and Design Specifications
The Active Mass Damper - One Floor (AMD-1) model, used throughout this thesis
work, is composed of four major components. These components include a Quanser VoltPAQ-
X1 power amplifier module, a Quanser Q2-USB data acquisition board, a Quanser Active Mass
Damper (AMD) plant, and a QUARC real-time control software [29]. An illustration of this
experimental setup is shown in Figure 3.1.
FIGURE 3.1: Experimental setup.
Since it is important for the power amplifier to not go into saturation and for the control
effort to stay within the system’s physical limitations, the control strategy used the Proportional-
Velocity (PV) control scheme. In the AMD mode of the control scheme, the design specifica-
tions required the settling time, ts, to be less than 1 s: ts < 1 s. Also, the flexible structure that
the linear cart was mounted on was neglected for all modeling computations [29].
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3.2 Equation of Motion
The equations of motion (EOM) for the (AMD-1) system are obtained from the free
body diagram. These EOM are validated by comparing them to Quanser’s EOM, which was
obtained through the Lagrange’s method. For both methods, in order to linearly model the
system, the Coulomb friction of the cart system is neglected.
When deriving the AMD-1’s dynamic model from the free body diagram method, there
were two sets of cases considered. The first set of cases considered the cart’s driving force,
Fc, produced by the motor, to be the system input. It included two cases; one ignored the
structure’s viscous damping coefficient and the other considered it as an important parameter
of the system. Since, Quanser’s derivation of the EOM also considered the system input to be
Fc and neglected the structure’s damping coefficient, the EOM obtained from this set were used
for the validating comparison.
The second set included the same cases, but the system input was considered to be the
cart motor voltage, Vm. Since all the experimental AMD-1 tests will be using the cart motor
voltage as the system input, the EOM obtained from this set were used for all the AMD-1
simulations and experimetnal tests in this thesis work.
3.2.1 Free Body Diagram
Consider the case where the structure’s viscous damping coefficient is ignored and Fc
is the system input, the corresponding AMD-1 free body diagram is illustrated in Figure 3.2.
With the application of Hooke’s law and Newton’s law of motion, the EOM in equation (3.1a)
& (3.1b) was obtained. For simplification, equation (3.1a) was substituted into equation (3.1b)
to obtain the EOM in (3.1c).
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FIGURE 3.2: AMD-1 free body diagram without structure viscous damping.
M f x¨ f (t) =−K f x f (t)−Fc =⇒ x¨f(t) =−KfMf xf(t)−
Fc
Mf
(3.1a)
Mc[x¨ f (t)+ x¨c(t)] = Fc =⇒ x¨c(t) =−x¨ f (t)+ FcMc (3.1b)
=⇒ x¨c(t) = KfMf xf(t)+
Mc+Mf
McMf
Fc (3.1c)
Now, consider adding the structure’s viscous damping coefficient to the model. The
corresponding free body diagram is illustrated in Figure 3.3. The same laws were applied to
obtain the dynamic model, but they produced the EOM expressed by equations (3.2a) & (3.2c).
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FIGURE 3.3: AMD-1 free body diagram with structure viscous damping.
M f x¨ f (t) =−K f x f (t)−B f x˙ f −Fc =⇒ x¨f(t) =−KfMf xf(t)−
Bf
Mf
x˙f(t)− FcMf (3.2a)
Mc[x¨ f (t)+ x¨c(t)] = Fc =⇒ x¨c(t) =−x¨ f (t)+ FcMc (3.2b)
=⇒ x¨c(t) = KfMf xf(t)+
Bf
Mf
x˙f(t)+
Mc+Mf
McMf
Fc (3.2c)
Next, since the actual input for the experimental testing was the cart motor voltage, Vm,
the above “Fc-input" EOM need to be converted into “Vm-input" EOM. According to Quanser,
the cart driving force can be expressed by the following “Fc-Vm" relation [29]:
Fc =−
ηgK2gηmKmKt
Rmr2mp
x˙c(t)+
ηgKgηmKt
Rmrmp
Vm (3.3)
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After substitution and simplification, the “Vm-input" EOM for both cases were obtained. Equa-
tions (3.4a) & (3.4b) represent the EOM that ignored the structure viscous damping, and equa-
tions (3.5a) & (3.5b) represent the EOM that considered the structure viscous damping coeffi-
cient.
x¨ f (t) =−K fM f x f (t)+
ηgK2gηmKmKt
Rmr2mpM f
x˙c(t)− ηgKgηmKtRmrmpM f Vm (3.4a)
x¨c(t) =
K f
M f
x f (t)−
ηgK2gηmKmKt
(
Mc+M f
)
Rmr2mpMcM f
x˙c(t)+
ηgKgηmKt
(
Mc+M f
)
RmrmpMcM f
Vm (3.4b)
x¨ f (t) =−K fM f x f (t)−
B f
M f
x˙ f (t)+
ηgK2gηmKmKt
Rmr2mpM f
x˙c(t)− ηgKgηmKtRmrmpM f Vm (3.5a)
x¨c(t) =
K f
M f
x f (t)+
B f
M f
x˙ f (t)−
ηgK2gηmKmKt
(
Mc+M f
)
Rmr2mpMcM f
x˙c(t)+
ηgKgηmKt
(
Mc+M f
)
RmrmpMcM f
Vm
(3.5b)
3.2.2 Lagrange’s Method
Quanser’s Lagrangian approach was used to validate the EOM obtained from the free
body diagram. In this approach, the AMD-1 structure was modeled as a linear spring-mass
system with Fc as the single input to the system [29].
The Lagrangian, expressed as the difference between the system’s total kinetic and po-
tential energies, is expressed by equation (3.6).
L = TT −VT . (3.6)
Since the motorized linear cart’s translational direction is orthogonal to the rotor’s rotation,
the system’s total kinetic energy, TT , is expressed as the sum of the cart’s translational kinetic
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energy, Ttc, the rotational kinetic energy of the cart motor, Trc, and the translational kinetic
energy of the flexible structure’s floor, Tt f . This summation is shown below:
TT = Ttc+Trc+Tt f (3.7a)
TT =
[
1
2
Mc
(
x˙c(t)+ x˙ f (t)
)2]
+
[
1
2
JmK2g
r2mp
x¨c(t)
]
+
[
1
2
M f x¨ f (t)
]
(3.7b)
By combining like terms, equation (3.7b) can be simplified to the folowing expression:
TT =
(
r2mpMc+ JmK
2
g
2r2mp
)
x¨c(t)+Mcx˙ f (t)x˙c(t)+
(
Mc+M f
2
)
x¨ f (t) (3.8)
The AMD-1’s total potential energy, VT , is only expressed by the elastic potential en-
ergy, because the gravitational potential energy is assumed to be negligible. That being said,
the system’s total potential energy is expressed as:
VT =
1
2
K f x f (t)2 (3.9)
Recalling the system’s schematic, represented by the free body diagrams, it is deter-
mined that the system has two Degrees-of-Freedom (DOF). It was for this reason that the sys-
tem should have two Lagrangian (generalized) coordinates, which were chosen to be: xc and
x f . Furthermore, the system’s Lagrange equations are expressed as:
(
∂
∂ t∂ x˙c(t)
L
)
−
(
∂
∂xc(t)
L
)
= Qxc (3.10a)(
∂
∂ t∂ x˙ f (t)
L
)
−
(
∂
∂x f (t)
L
)
= Qx f (3.10b)
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With the Lagrangian known, the only remaining unknown variables in the Lagrange’s equations
are the system’s generalized forces. The nonlinear Coulomb friction, applied to the linear cart,
and the viscous damping force, applied to the structure floor, are neglected, which resulsts in
the generalized forces expressed below:
Qxc(t) = Fc−Beqx˙c(t) (3.11a)
Qx f (t) = 0 (3.11b)
The Lagrangian equation (3.6) and the generalized forces (3.11) are substituted into
the Lagrange’s equations, (3.10), to produce a more explicit expression of the first and second
Lagrange’s equations. The EOM was obtained when the Lagrange’s equations were solved for
the second-order time derivative of the two Lagrangian coordinates. This result is represented
below.
x¨c(t) =
K f Mcr2mpx f (t)+ r
2
mp(−McBeq−M f Beq)x˙c(t)+ r2mp(Mc+M f )Fc
Mcr2mpM f + JmK2g Mc+ JmK2g M f
(3.12a)
x¨ f (t) =
K f (Mcr2mp+ JmK
2
g )x f (t)+McBeqr
2
mpx˙c(t)−Mcr2mpFc
Mcr2mpM f + JmK2g Mc+ JmK2g M f
(3.12b)
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As a remark, when the equivalent viscous damping coefficient, Beq, as seen at the motor
pinion, and the cart rotor’s moment of inertia, Jm, are neglected, the EOM becomes:
x¨c(t) =
K f
M f
x f (t)+
Mc+M f
McM f
Fc (3.13a)
x¨ f (t) =−K fM f x f (t)−
1
M f
Fc (3.13b)
Notice, when the above EOM, (3.13), is compared to the EOM in (3.1), obtained from
the first case of the free body diagram method, they are found to be identical! That being said,
validation is achieved for all EOM obtained from the free body diagram.
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CHAPTER 4
SIMULATION
MATLAB and Simulink were used to simulate the response of the AMD-1 system
and measure its response throughout the experimental testing. In order for these programs to
interpret the mathematically derived model of the system, it must be converted into its state-
space representation. That is to say, the state-space matrices A, B, C, and D must be determined
in a way that satisfies the expression in (4.1).
x˙(t) =Ax(t)+Bu (4.1a)
y(t) =Cx(t)+Du (4.1b)
The state variables, x, were chosen to be the generalized coordinates (xc and x f ) and
their first-order time derivatives. The desired outputs, y, were chosen to be the cart position, xc
and the floor acceleration, x f . These states were chosen to be the outputs, because they can be
more easily measured in a real-life situation than any of the others. Now, recall the “Vm"-EOM,
obtained in the previous section, by rearranging and organizing the variables appropriately, the
state space matrices can be determined. The corresponding state-space representation of the
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“Vm-input" EOM is shown in equation (4.2).

x˙c(t)
x˙ f (t)
x¨c(t)
x¨ f (t)

=

0 0 1 0
0 0 0 1
0 K fM f −
(Mc+M f )K2g KtKm
McM f Rmr2mp
0
0 − K fM f
K2g KtKm
M f Rmr2mp
− B fM f


xc(t)
x f (t)
x˙c(t)
x˙ f (t)

+

0
0
(Mc+M f )KgKt
McM f Rmrmp
− KgKtM f Rmrmp

Vm (4.2a)
xc(t)
x¨ f (t)
=
1 0 0 0
0 − K fM f
K2g KtKm
M f Rmr2mp
− B fM f


xc(t)
x f (t)
x˙c(t)
x˙ f (t)

+
 0
− KgKtM f Rmrmp
Vm (4.2b)
4.1 MATLAB Simulations
The obtained state-space matrices and the system’s physical constants, which are doc-
umented in the front matter under Physical Constants, are defined in MATLAB with the script
‘Vm_SYSTEM.m,’ found in Appendix A. Figure (1) and (2) of this code produce the steady
state response of the system obtained from a step input and an impulse input, respectively. The
step input represents a constant application of the input voltage, while the impulse input repre-
sents a quick jolt. The simulated responses obtained from each input are illustrated in Figure
4.1, with the step response on the top and the impulse response on the bottom.
These plots provide a visual explanation of how the raw system should react to a given
input. With a step input, the cart position response was found to be unstable, as it linearly in-
creased to infinity. This was expected because the constantly applied voltage is directly related
to the cart position, as seen in the state-space representation. The step input’s floor acceleration
response, on the other hand, was stable. This is because the floor acceleration is represented
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FIGURE 4.1: The system’s natural step response (top) and impulse response (bottom).
by variables that take into account the damping effect of cart on the system. With an impulse
input, the cart position and floor acceleration response were both found to be stable, which is
simply an effect of the temporarily applied voltage.
4.1.1 Controllability and Observability
A control system was designed and implemented to improve the system’s output re-
sponse based on its input and its ability to estimate the state variables from the outputs. In
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order for this control system to be viable, it must be confirmed that the system is both control-
lable and observable.
A system is controllable if and only if, in a definite time interval, its states can be
modified by varying the input. This is confirmed when, the controllability matrix, CO, has full
rank. In other words, its rank must be equal to the number of system states [7, 21].
CO =
[
B AB A2B A3B
]
(4.3)
A system is observable if and only if its states can be interpreted from its outputs. The
observability matrix, W, is used to verify this ability. Again, confirmation is achieved only
when the observability matrix has full rank [7, 21].
W =
[
C CA CA2 CA3
]T
(4.4)
Both the controllability and observability matrices were computed for the AMD-1 sys-
tem, and were confirmed to have full rank, verifying that the system can be both controlled
and observed. Control was achieved through the state-feedback design and observability was
achieved through the full-order state observer design.
4.1.2 State-Feedback Design
The state-feedback design uses a full-state feedback gain vector, K, to control a system
by placing the system’s closed-loop poles at the desired pole locations. Vector K is designed
to satisfy equation (4.5), which controls the system input. After implementation of this gain
into the system, the new and improved system takes the form of equation (4.6), where the
eigenvalues of (A−BK) represent the system’s closed-loop poles.
u = Kx (4.5)
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x˙ = (A−BK)x (4.6)
The desired locations for these closed-loop pole are determined by the system’s de-
sired time-domain specifications. Due to the state-feedback law, these poles were placed at the
following locations:
P =
[
−6+15 j −6−15 j −8 −16
]
To show why these poles were chose, recal the characteristic equation of a standard second-
order system and its characteristic roots:
s2+2ζωns+ω2n = 0 (4.7a)
s =−ζωn± jωn
√
1−ζ 2 (4.7b)
The system’s damping ratio, ζ , and natural frequency,ωn, are used to determine whether
or not the system response is satisfactory, with respect to the desired time-domain specifica-
tions. With a plot of the system’s dominant pole, in the complex plane, these parameters can
be calculated. From vector P, it is established that “−6± 15 j" is the dominant pole because
e−6 has a slower decay rate than e−8 and e−16, thus having a greater influence on the system
response. The corresponding plot of this pole’s location is illustrated in Figure 4.2.
From this plot and With the use of trigonometry, the system’s parameters (ζ and ωn)
are determined from the pole’s location. Table 4.2 contains the calculated values of ζ and ωn,
along with the equations used to obtain those values.
Finally, the current system’s AMD-mode time-domain specifications can be determined
from these known parameters. Table 4.2 contains the calculated values for each specification
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FIGURE 4.2: A plot of the system’s dominant pole and the corresponding system parameters.
TABLE 4.1: System Parameters Obtained from the Pole Plot
Specification Equation Value
Natural Frequency Re2+ Im2 = ω2n ωn = 16.1555 Hz
Damping Ratio Re = ωnζ ζ = .37139
along with the formulas used to obtain them. Recall the AMD-mode settling time design spec-
ification: ts ≤ 1s, stated in the previous section titled Experimental Setup and Specifications.
From the table’s settling time value, it is concluded that the system’s peak time performance
was satisfactory because it settled in about .6667 s, which is faster than specified.
TABLE 4.2: Time-Domain Specifications Obtained from the System Parameters
Specification Equation Value
Settling Time ts = 4ζωn ts = .667 s
Peak Time tp = piωn
√
1−ζ 2 tp = .209 s
Percent Overshoot Mp = e
(
−piζ√
1−ζ2
)
Mp = 28.461 %
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The full-state feedback gain vector, K, shown below, was determined by the use of the
MATLAB ‘place’ command. This is also shown in the MATLAB script ‘Vm_SYSTEM.m’,
found in Appendix A, where the system was updated with the feedback gain vector and its
figure (3) and (4) are used to simulated the controlled response. These new controlled step
(top) and impulse (bottom) responses are shown in Figure 4.3.
K =
[
45.0945 −213.8050 4.3052 −4.5640
]
(4.8)
FIGURE 4.3: The system’s controlled step response (top) and impulse response (bottom).
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A comparison of these controlled responses with the natural responses, of Figure 4.1,
indicates that the use of vector K was successful. First consider the responses obtained from
the step input (a constant voltage). The natural cart position response was unstable, but when
the feedback gain is applied to the system, its response is stabilized, leveling off at about .o3 m.
The floor acceleration response, although already stable in its natural state, showed an improved
decay rate with the application of the feedback gain. The natural floor acceleration response
took about 3 s to decay, but after the feedback gain was added, it decayed in less than 1 s.
Now consider the responses obtained from the impulse input (a voltage jolt). The natural
response of the cart position peaked at .25 m and only decayed to about .225 m. With the
feedback gain, the peak only reached .08 m and it decayed all the way to 0 m. Just as in the
step responses, the effect of the feedback gain, on the floor acceleration was an improved decay
rate. It decreased its decay time from 3 s to about .8 s.
4.1.3 Full-Order State Observer Design
According to the full-state feedback law, since only the floor acceleration is directly
measured, the AMD-1’s active control strategy should also incorporate a state observer. This
design specification was chosen to more accurately represent a full-scale application, where the
floor deflection or velocity are very difficult to measure. Accelerometers, provide affordable
and reliable means of sensing a structure’s dynamic behavior, and they produce measurements
that can be used to estimate the floor deflection and velocity.
The observer is designed to satisfy equation (4.9), and is essentially a replica of the
actual plant, but with a corrective term that gets multiplied by the full-order observer gain
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matrix, G.
X˙0 =AX0+BU+G(Y−Y0) (4.9a)
Y0 =CX0+DU (4.9b)
Vector G was determined by placing the closed-loop poles at the locations specified by
vector OP. These locations were chosen based on the observer error dynamics. It ensures that
there will be no interference from the observer on the plant’s dynamics, and was chosen to
make the observer error dynamics over three times faster than the plant’s error dynamics.
OP =
[
−20 −25 −30 −35
]
The MATLAB script ‘Vm_SYSTEM.m’, found in Appendix A, was also used to de-
termine the value of the full-order observer gain matrix, G, and to update the system with the
observer gain. Visual plots illustrating the actual and estimated states will be provided in the
Simulink section.
G =

36.6829 0.0036
−4.7604 −0.1765
107.6736 −0.7844
−243.1164 −1.5950

(4.10)
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4.2 Simulink Simulations
To accompany and support the above MATLAB responses, corresponding Simulink
diagrams were constructed for the system’s response to a step-input. The open-loop, closed-
loop, and state observer diagrams are presented and used to simulate and analyze the system’s
output responses.
4.2.1 Open-Loop
Figure 4.4 represents the open-loop model of the AMD-1 system. The state-space
matrices (A, B, C, and D) were uploaded, with the previously mentioned MATLAB scripts,
and the scope was used to plot its response.
FIGURE 4.4: Open-loop Simulink diagram.
Figure 4.5 illustrates the response of the open-loop system. Notice, both the cart posi-
tion and floor acceleration responses perfectly match those obtained from the MATLAB code,
but they are plotted on the same graph. Just the same, the cart’s position response is unstable,
increasing toward infinity, and the floor acceleration response is stable, decaying over time.
4.2.2 Closed-Loop - Feedback Controller
Just as before, the system needs to be controlled. Control is achieved by adding the
feedback gain, K, to the system. Doing so, resulted in the closed-loop Simulink diagram,
illustrated in Figure 4.6. Again, the corresponding state space matrices and feedback gain
vector were uploaded, and the scope was used to plot the system’s response.
Figure 4.7 illustrates the controlled response obtained from the closed-loop system.
Again, both output responses were proved to be identical to those obtained from the MATLAB
34
FIGURE 4.5: Open-loop scope of the system’s response.
FIGURE 4.6: Closed-loop Simulink diagram.
code. Just the same, the cart’s position response was stabilized and the floor acceleration re-
sponse’s decay rate was increased. These similarities confirm the consistency of the derived
mathematical model.
4.2.3 Closed-Loop - Feedback Controller with an Observer
Lastly, the system with the state observer was modeled. The corresponding state ob-
server Simulink Diagram is shown in Figure D.1 of Appendix D, where the plant, observer
plant, controller feedback, and observer feedback are all present. To obtain a smoother, more
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FIGURE 4.7: Closed-loop scope of the system’s response.
distinguished response, the step input was replaced with a 2.5 Hz frequency sine wave of ampli-
tude .02. Also, for better visualization and understanding of the benefits gained from utilizing
a state observer, an initial condition was placed on the main plant. This condition consisted of
an initial floor position of 3 mm. On the contrary, the observer plant’s initial conditions were
all kept at zero . Also, present in this diagram are multiple scopes that were used to plot the
following responses: the plant’s output, ‘y’, the observer plant’s output, ‘y¯’, plant’s states, ‘x’,
the estimated observer plant’s states, ‘x¯’, and the system error, ‘y− y¯’.
Figure 4.8 illustrates the comparison of the plant’s states, x, and the estimated observer
plant’s states, x¯. Notice that both plants produce identical responses for both the cart’s position
and velocity. The floor’s position and velocity, on the other hand, are similar, yet not identical.
The plant’s initial floor position of 3 mm, explains why the floor position responses had different
initial values; however, its observed that it only took about .05 s for the two responses to
converge. A similar effect from the initial condition was seen in the floor velocity response, but
it took about .3s to converge. This suggests that the higher derivative of the velocity intensified
the discrepancy by about 6 times that of the floor position.
Figure 4.9 illustrates the comparison of the plant’s output, y, and the observer plant’s
output, y¯, response. It is observed that the both plants produced identical cart position output
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FIGURE 4.8: State observer Simulink - a comparison of the plant’s and observer plant’s state
responses.
responses, but different, yet similar, floor acceleration output responses. Likewise, this small
deviation, in the beginning of the floor acceleration responses, is an effect of the different initial
conditions. Notice though, even with different initial conditions, these responses still converge
to the same trajectory after only 25 s.
FIGURE 4.9: State observer Simulink - a comparison of the plant’s and observer plant’s output
responses.
Finally, figure 4.10 illustrates the system’s error, denoted by y− y¯, which represents
the difference between the plant’s output and the observer plant’s output. Notice, the cart’s
37
FIGURE 4.10: State observer Simulink - system’s error.
position’s error is zero, which implies that these response are exactly the same for both plants.
On the contrary, the floor acceleration error, showed some discrepancy. However, the main
point is, despite having different initial conditions, the error still converges to zero, and does so
in just over .3 s. These observations come as no surprise since they are completely supported
by the conclusions made from previous output comparison plot.
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CHAPTER 5
PARAMETER ESTIMATION
Since the viscous damping coefficient of the structure, B f , was neglected in all the
previous simulations, parameter estimation techniques were used to obtain a more accurate
model of the system. The two techniques considered for this estimation included a Simulink
Parameter Estimation Toolbox and an external motion and force sensor.
5.1 Simulink Toolbox
Figure 5.1 illustrates the Simulink diagram that incorporated the Simulink Parameter
Estimation Toolbox. It included a basic model of the AMD-1’s mass-spring-damper system,
a ‘Parameter Estimation GUI with preloaded data’ toolbox, a transient data block, and a sys-
tem parameter block, which contains their current values. Within the transient data block was
preloaded floor position data that was obtained from an experimental test on the AMD-1 struc-
ture. The scope, shown in Figure 5.2, illustrates the plots of the unstable simulated floor position
response and the preloaded experimental floor position data, both of which had an initial floor
position of 12.0126 mm.
The presented GUI toolbox contained a ‘Control and Estimation Tools Manager,’ which
is where the parameter estimation project was created. It performed a number of continuous
parameter estimation iterations until the simulated response converged to take a form similar
to response produced by the transient data. In this case, the estimation tool performed 100
iterations, where the final values of the estimated parameters were: M f = 2.509 kg, B f = 3.283
Ns/m, and K f = 511.9 N/m. The resultant plot of the estimator is plotted with the transient data
in Figure 5.3, where it is observed that the two responses very closely resemble each other.
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FIGURE 5.1: Simulink model of the AMD-1’s mass-spring-damper system with parameter
estimation GUI.
FIGURE 5.2: A comparison of the simulated and experimental floor position data before esti-
mation.
5.1.1 External Sensor Tests
An external motion and force sensor was also used to estimate the system parameters.
The setup of these sensors, with respect to the AMD-1 model, is illustrated in Figure 5.4. Here,
the motion sensor was supported by a tripod, which was positioned at the height of the AMD-
1’s top floor, and the force sensor, was tied to the top of the structure’s wall with fishing line. In
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FIGURE 5.3: A comparison of the experimental and estimated floor position response after
estimation.
addition, both sensors were connected to the computer, where real-time data was unanimously
collected.
FIGURE 5.4: Force and motion sensor setup.
With both sensors turned on, an impulse excitation was applied to the AMD-1 structure
by quickly pulling the force sensor away from the model and immediately letting go. A plot of
the collected sensor data is illustrated in Figure 5.5, where the data tips represent the important
values that were used to calculate the system parameters. From this data K f was derived from
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Hooke’s law, M f was derived from the natural frequency formula, and B f was derived from the
logarithmic decrement.
FIGURE 5.5: Force and motion sensor response as an impulse force was applied to the AMD-1
structure.
Table 5.1 organizes and defines the variables obtained from the sensor data and the
calculations used to derive K f and M f . From the force sensor’s plot, the maximum applied
force, Fmax, was easily found by the value at the tip of the single peak. Note, the reason that this
peak is negative is simply because the force sensor was pulled to the left. The time at which
this maximum force was applied was used to obtain the corresponding floor position, x f orce.
However, this position is not the actual displacement of the floor. Notice, at rest, the sensor
data shows that the floor position is at .42 m, which is the distance between the sensor and the
floor. Therefore, that distance must be subtracted from x f orce to get the actual displacement of
the floor. This value, along with Fmax was used in Hook’s law to calculate K f .
Next, the period, T , of the position sensor’s response was measured and used to calcu-
late the natural frequency of the system, ωn. This value, along with the previously calculated
stiffness, were used to obtain M f with the natural frequency formula expressed in Table 5.1.
Table 5.2 formulates the derivation of B f . Presented is the calculation of the system’s
free response. From this response, the logarithmic decrement, δ , was found, which is defined
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TABLE 5.1: Derivation of the Floor’s Stiffness and Mass
Variable Symbol Value Calculations
Maximum Force Applied Fmax -17.8629 N F = kx
Distance Between Sensor and AMD-1 xs .42 m K f = Fmaxx f orce−xs
Floor Position at Time of Fmax x f orce .382 m Kf = 470.0763 N/m
Period T .375 s ωn =
√
K f
M f
Frequency f =1/T 8/3 Hz M2f =
K f
M2f
Natural Frequency ωn = 2pi f 16pi3 rad/s Mf = 1.6744 kg
as the natural logarithm of the ratio of two consecutive amplitudes. The value of δ was obtained
through the graphical approach, which uses the measurements of peak one and six (shown by
the data tips in Figure 5.5). With this value, the damping ratio was calculated through the
numerical approach. Then finally, with the damping ration, the floors mass, and the floors
stiffness, B f was determined.
TABLE 5.2: Derivation of the Floor’s Damping Coefficient, Graph: [18]
Calculation of the System’s Free Response:
mx¨+2ζωnx˙+ω2n x = 0
xT (t) = X0e−ζωnt sin(2pi f t+φ)
Logarithmic Decrement: δ = ln x(t)x(t+T )
↙ ↘
Graphical Approach Numerical Approach
δ = 1n ln
x1
xn+1
δ = ln 2piζ√
1−ζ 2
δ = 15 ln
.469−.42
.437−.42 ζ =
δ√
4pi2+δ 2
δ = .2117−→ ζ = .2117√
4pi2+.21172
ζ = .03368
B f = 2ζ
√
M f K f
Bf = 1.8898 Ns/m
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CHAPTER 6
RESULTS
6.1 Experimental Testing
All the experimental tests were performed on a single story building model. Recall
Figure 3.1, where it shows the AMD-1 model connected to a computer installed with the real-
time control software, QUARC. This software was used in the Simulink Model, shown in Figure
D.2 of Appendix D, to run the experimental tests and collect the response data, which included
the floor’s position and acceleration, the cart motor voltage, and the cart position.
To obtain these responses, the necessary system parameter and state-space matrix values
were defined within the Simulink model with a provided set of MATLAB scripts [29]. As
improvements were made to the system, these scripts were updated and modified with the
MATLAB scripts documented in the Appendix.
Notice, the mode switching sequence incorporated in this model. It is used to alternate
between the structure excitation mode and the active mass damping mode. Initially, this se-
quence was programmed to excite the AMD-1 structure at 0 s, and again at 11.5 s, and then
also dampen it at 11.5 s. In other words, the controller was off during the first excitation, and
then turned on, at 11.5 s, for the second excitation. The purpose of this was to provide a clear
visualization of the controller’s effect on the system response. An example of such a response
is illustrated in Figure 6.1, where the disturbance was defined as a 2.5 Hz sine wave with an am-
plitude of .02 m and a period of .4 s. From these plots, it is clear that the controller significantly
increases the decay rate of all the AMD-1 responses.
Further improvements to the system’s response were obtained by redesigning the feed-
back gain with the eigenvalue assignment and the LQR methods. Three sets of tests were
considered, each utilizing a different set of parameter values: the original approximations, the
Simulink toolbox estimations, and the sensor data calculations, which are documented in Table
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FIGURE 6.1: Floor position and acceleration, cart position, and cart motor voltage responses.
6.1. The corresponding gains for each set were determined and applied to the system, where
simulated and experimental tests were analyzed.
TABLE 6.1: The Sets of System Parameters Values Used for Testing
System Parameters Floor Mass M f Structure Damping B f Floor Stiffness K f
(kg) (Ns/m) (N/m)
Original Approximations: 1.3800 0.0000 500.9000
Simulink Estimations: 2.5090 3.2830 511.6000
Sensor Calculations: 1.6744 1.8898 470.0763
6.2 Estimated vs. Original Parameter Tests
To test the validity of the Simulink parameter estimations, their responses were com-
pared to those of the original parameters. Figure 6.2 illustrates the floor position and cart motor
voltage responses from both tests, superimposed onto one another. This comparison shows that
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both sets of parameters seem to produce similar responses, but the estimated parameter test
does appear have a slightly wider range of fluctuation.
FIGURE 6.2: A comparison of the floor position (left) and cart motor voltage (right) data
obtained from the original vs. estimated parameters.
To further analyze this comparison, the RMS values were calculated for each response.
These values are displayed in Table 6.2, where it is observed that, for both the floor position and
cart motor voltage results, the RMS values were smaller for the results obtained from the orig-
inal parameter test. Furthermore, since the estimated parameter tests showed no improvement
in the system response, further use of them was concluded to be unnecessary.
TABLE 6.2: RMS Values of the Original and Estimated Parameter Test Responses
Parameters Floor Position RMS Cart Motor Voltage RMS
Original 3.2197 0.4987
Estimated 3.5818 0.5017
6.3 Eigenvalue Assignment Results
The first method used to redesign the feedback control was the eigenvalue assignment
method. This method improves the system response by focusing on increasing the response’s
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peak ratio reduction. As previously stated, the control theory says that this is done by mov-
ing the location of the system’s dominant poles further to the left in the complex plane, where
the dominant poles are the ones that produce the exponential function with the slowest de-
cay rate. Recall, the AMD-1 system’s pole locations, represented by: P = [−6+ 15 j,−6−
15 j,−8,−16]. Figure 6.3 illustrates the exponential functions produced by the real poles, -8
and -16, and the real part of the complex poles, -6. From this plot, it is evident that the dominant
poles are “−6±15".
FIGURE 6.3: A plot of the exponential function provided by the closed-loop poles.
Due to certain constraints, the range for which these roots can be varied is limited. The
lower variation limit is determined by the stability boundary, which is defined by the imaginary
(or vertical) axis of the complex plane. The upper variation limit is determined by Earthly
limitations, such as the availability of voltage, money, and resources. Figure 6.4 illustrates the
location of each set of poles considered for the eigenvalue assignment tests.
Investigation into the effect the pole location has on the feedback design, and the effect
the gain has on the AMD-1 system response, was analyzed through two sets of simulated and
experimental tests. One test modeled the system with the original parameters and the other used
the parameters calculated from the sensor tests. To update the plant and control system with
the appropriate parameters and modifications, the MATLAB script ‘EIGENVALUE.m,’ found
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FIGURE 6.4: Location of the poles considered for the eigenvalue assignment tests.
in Appendix B, was used. Simulated data was obtained from the observer Simulink model in
Figure D.1, and the experimental data was obtained from the experimental Simulink model
with the Quarc software in Figure D.2. In the experimental Simulink diagram, the excitation
mode was re-programed to last from 0 s to 1.5 s, with the disturbance starting at .8 s and ending
at 1.2 s, and the damping mode was re-programmed to last from 1.5 s to 5 s.
The primary goal of this test is to increase the decay rate of the structure by minimizing
the floor acceleration output. For that reason, the peak heights were measured and the RMS
values were calculated from this output’s response. Note, for the experimental responses, all
data was gathered after 1.5 s, when the controller was turned on. This corresponding resultant
peak and RMS data is organized into Table 6.3
When studying this table, is observed that the heights seem to decrease as the dominant
poles increase. Also, notice this decrease in peak heights is directly related to the increase in
value of the feedback gains. For further analysis, these peak heights were plotted to illustrate
the actual trends. The simulated and experimental peak trend plots for each parameter test are
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TABLE 6.3: Eigenvalue Assignment Results: Experimental and Simulated Floor Acceleration
Peak and RMS Data
Original Parameters: M f = 1.38 kg, B f = 0 Ns/m, K f = 500.9 N/m
x¨ f Peak Height x¨ f RMS Data
Pole Feedback Gain K Simulated Experimental Simulated Experimental
(m) (mm) (m) (mm)
-1 [39.0474 53.3504 1.4436 -3.0995] 0.4577 3.5690 0.1929 1.0896
-2 [39.5657 1.9216 1.8863 -3.7971] 0.4315 3.7840 0.1887 0.8373
-3 [40.4296 -50.5084 2.3939 -4.2923] 0.4067 4.910 0.1882 0.7696
-4 [41.6390 -103.9395 2.9662 -4.5852] 0.3841 6.2750 0.1881 0.7772
-5 [43.1940 -158.3717 3.6033 -4.6758] 0.3640 5.6280 0.1860 0.7157
-6 [45.0945 -213.8050 4.3052 -4.5640] 0.3485 5.6520 0.1858 0.7002
-7 [47.3406 -270.2395 5.0719 -4.2498] 0.3355 4.8860 0.1869 0.7406
-8 [49.9323 -327.6750 5.9034 -3.7333] 0.3242 4.3110 0.1855 0.7056
Sensor Parameters: M f = 1.6744 kg, B f = 1.8898 Ns/m, K f = 470.0763 N/m
x¨ f Peak Height x¨ f RMS Data
Pole Feedback Gain K Simulated Experimental Simulated Experimental
(m) (mm) (m) (mm)
-1 [38.7942 50.9969 2.9150 2.3436] 0.5003 3.066 0.2061 1.4621
-2 [39.3092 5.1399 3.3520 1.9665] 0.4675 3.9760 0.2029 0.9905
-3 [40.1674 -41.1770 3.8515 1.8129] 0.4373 3.8320 0.2010 0.8446
-4 [41.3690 -87.9538 4.4134 1.8826] 0.4105 4.5990 0.2010 0.8203
-5 [42.9139 -135.1906 5.0377 2.1756] 0.3877 4.5510 0.1988 0.8109
-6 [44.8021 -182.8873 5.7246 2.6919] 0.3724 6.1790 0.1989 0.8243
-7 [47.0337 -231.0440 6.4738 3.4316] 0.3599 4.4070 0.2005 0.8062
-8 [49.6085 -279.6606 7.2856 4.3946] 0.3475 6.3470 0.1989 0.8495
illustrated in Figure 6.5. Analysis of these trends indicate that there are discrepancies between
the simulated and experimental trends. The simulated trends for both sets of parameter tests
produced a desirable peak trend, where the peak heights decrease as the poles moved further
from the stability boundary. The experimental trends, on the other hand, produced inconsistent
and undesirable trends. Investigation into the reason for this discrepancy will be discussed later,
but first, analysis of the RMS trends will be considered.
The RMS value trends were also plotted and are illustrated in Figure 6.6.Analysis of
these trends indicate that both parameter tests produced experimental RMS trends that closely
represent the simulated RMS trends. It is also observed that these RMS trends reveal an accept-
able, decreasing tendency, with the exception of one (or two) stray RMS values that produced
a peak(s) in the curve. These peaks could be an effect of improper testing procedure or data
collection. They could also be a result of the system’s physical constraints, such as, the voltage
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FIGURE 6.5: Eigenvalue Assignment Results: Simulated and experimental floor acceleration
peak trends, for both parameter tests.
supply and controller capability.
Next, investigation into reason for the discrepancies found in the experimental peak
trends was considered. First, two of the floor acceleration responses were superimposed onto
one another to visualize the effect that the pole location had on the output’s decay rate. The
responses that were chosen for comparison were obtained from the tests where the dominant
poles where at ‘−6’ and ‘−3.’ This comparison is illustrated in Figure 6.7, for the original
parameter tests, and in Figure 6.8 for the sensor parameter parameter tests.
Both plots reveal that there is a great deal of noise present in the floor acceleration data,
which interferes with accurate data collection of its peak heights. Even so, in both cases, it
can still be recognized that the smaller pole, −6, produced a response that decayed quicker.
Nevertheless, to obtain better peak analysis results, two alternate processes were considered:
the use of the floor position responses to obtain peak height data and the addition of a filter in
the state observer to reduce the the effect of noise.
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FIGURE 6.6: Eigenvalue Assignment Results: Simulated and experimental floor acceleration
RMS trends, for both parameter tests.
When the floor position data was used to measure the heights, the first three peaks were
considered, again after 1.5s. These heights were used to calculate and compare the response’s
peak ratio reduction over time. These peak heights and the ratios of ‘peak one to peak two’ and
‘peak two to peak three’ are documented in Table 6.4. Notice that, for both parameter tests, the
peak heights decrease more significantly when smaller poles are used, which wass verified by
the peak ratio values.
A larger peak ratio value indicates the presence of a quicker decay rate. From the table’s
values, it is revealed that the ratios increase as the poles decrease. This is verification that the
smaller poles produce the more desirable responses. Also, from this table, it is concluded that
the original parameter results produced better results than the sensor parameters. However, this
is not to say that the sensor parameters are bad. Recall, the original parameter neglected the
damping coefficient of the structure; therefore, the sensor parameters actually produce a more
accurate AMD-1 response.
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FIGURE 6.7: Eigenvalue Assignment Results: Original parameter floor acceleration responses,
produced when the controller’s dominant pole locations were at −3 and −6.
FIGURE 6.8: Eigenvalue Assignment Results: Sensor parameter floor acceleration responses,
produced when the controller’s dominant pole locations were at −3 and −6.
Next, a filter was applied to the state observer, which produced clearer floor acceleration
responses with considerably less noise discrepancy. Just as before, the RMS values were com-
puted, and the peak heights were measured, for the new filtered floor acceleration responses.
However, this time the heights were measured from the data produced after 1.5 s (when the
damper was turned on) and the first four peaks were considered. Additionally, the first five
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TABLE 6.4: Eigenvalue Assignment Results: Floor Position Peak Ratio Data From Both Pa-
rameter Tests
Original Parameters: Sensor Parameters:
M f = 1.38 kg, B f = 0 Ns/m, K f = 500.9 N/m M f = 1.38 kg, b = 0 Ns/m, K f = 500.9 N/m
Peak Height (mm) Peak Ratio Peak Height (mm) Peak Ratio
Pole Pk1 Pk2 Pk3 Pk1/Pk2 Pk2/Pk3 Pk1 Pk2 Pk3 Pk1/Pk2 Pk2/Pk3
-1 12.01 9.532 7.4390 1.2600 1.2814 14.76 11.820 10.320 1.2487 1.1453
-2 11.92 7.922 4.8130 1.5047 1.6460 14.90 9.620 6.653 1.5489 1.4460
-3 11.23 6.222 2.8730 1.8049 2.1657 14.54 7.771 4.767 1.8710 1.6302
-4 11.28 5.079 1.9010 2.2209 2.6718 14.59 6.878 3.325 2.1212 2.0686
-5 11.21 4.516 1.6460 2.4823 2.7436 14.16 5.826 2.772 2.4305 2.1017
-6 10.72 3.437 0.8479 3.1190 4.0535 13.88 5.249 2.349 2.6443 2.2346
-7 11.21 3.270 1.1210 3.4281 2.9170 13.93
-8 10.91 2.825 0.8032 3.8619 3.5172 13.02
peak heights of the corresponding input voltage data were also collected to gain a better under-
standing of how the excitation and controller effect the floor acceleration response.
The filtered floor acceleration and voltage peak heights, measured from the original and
sensor parameter test, are documented in Table 6.5. Just by comparing the table’s acceleration
data values, it is observed that the floor acceleration’s first peak varies for each pole, but the pro-
ceeding peaks decrease the fastest for the smaller poles. The table’s voltage data, on the other
hand, was found to be a little more difficult to analyze. For this reason, a better visualization of
these trends was obtained by plotting their values.
TABLE 6.5: Eigenvalue Assignment Results: Experimental Voltage and Filtered Floor Accel-
eration Peak Data
Original Parameters: M f = 1.38 kg, B f = 0 Ns/m, K f = 500.9 N/m
Vm Peak Data (V) x¨ f Peak Data (mm), After 1.5 s
Pole Pk1 Pk2 Pk3 Pk4 Pk5 Pk1 Pk2 Pk3 Pk4
(.8 s) (1.2 s) (1.502 s) ( 1.8 s) ( 2.2 s)
-1 2.735 2.989 -0.9482 0.9277 0.7047 2.465 1.8450 1.4790 1.2540
-2 2.752 2.992 -0.3879 0.8559 0.4475 2.618 1.5090 1.0570 0.8677
-3 2.750 3.000 0.0809 0.8555 0.2850 2.395 0.9670 0.6626 0.4492
-4 2.779 2.978 0.6189 0.9224 0.2254 2.411 0.7826 0.5409 0.4382
-5 2.594 2.983 1.1300 0.9453 0.2173 2.348 0.6074 0.3691 0.3076
-6 2.782 2.971 1.6250 1.0060 0.2036 2.347 0.3997 0.2980 0.2748
-7 2.755 2.991 2.1490 1.0440 0.2141 2.364 0.2927 0.2035 0.1697
-8 2.774 2.951 2.6960 1.0350 0.2112 2.558 0.2501 0.1821 0.1501
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Figure 6.9 illustrates a plot of the voltage data’s peak trends that were produced from
each eigenvalue assignment test. Recall, the disturbance was programmed to start at .8 s and end
at 1.2 s. That being said, it can be speculated that the first two peaks are simply a result of the
excitation, explaining why they are essentially the exact same for each eigenvalue assignment
test. Also recall, the controller was programed to turn on at 1.5 s. This explains the peaks that
crest at 1.502 s. Notice, that these peaks are quite small for the poles closest to the stability
boundary, but they quickly increase as the poles decrease. Observation of the remaining peaks
show that they again converge to approximately the same value. From these observations, it is
found that the only difference in the voltage peak heights are an effect of the controller voltage.
When compared to the floor acceleration peaks, the conclusion is, as increased stability is
achieved, increased voltage is used. Therefore, for design purposes, this max voltage will need
to be regulated because it is directly related to the cost of control.
FIGURE 6.9: Eigenvalue Assignment Results: Voltage peak trends.
Next, the RMS values were used to analyze the filtered floor acceleration and corre-
sponding voltage responses. This time, three cases were considered for the calculation of the
RMS values: after 1.5 s (when the controller was turned on), after 1.502 s (when the maximum
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TABLE 6.6: Eigenvalue Assignment Results: Experimental Filtered Floor Acceleration RMS
Data
Original Parameters: M f = 1.38 kg, B f = 0 Ns/m, K f = 500.9 N/m
Vm RMS Data x¨ f RMS Data
Pole 1.5 s 1.502 s 1.6 s 1.5 s 1.502 s 1.6 s
-1 0.3881 0.3875 0.3594 1.0313 1.0297 1.0002
-2 0.2628 0.2618 0.2401 0.8012 0.7991 0.7554
-3 0.2299 0.2286 0.2108 0.6653 0.6625 0.5935
-4 0.2408 0.2398 0.2240 0.6109 0.6081 0.5247
-5 0.2618 0.2607 0.2401 0.5833 0.5803 0.4737
-6 0.2919 0.2910 0.2616 0.5709 0.5677 0.4450
-7 0.3182 0.3174 0.2771 0.5676 0.5643 0.4225
-8 0.3601 0.3594 0.3048 0.5872 0.5840 0.4189
voltage peaked) and 1.6 s (after the system has had time to react to the controller). Considera-
tion of all these cases provided better understanding of how to interpret the RMS values. The
collected RMS values, for the voltage and filtered floor acceleration responses, are organized
into Table 6.6. Relatively speaking, both sets of RMS calculated after 1.5 s and 1.502 s seem
to be about the same, which is expected since they are only separated by .002 s. Looking at the
voltage RMS values, the trend looks like it decreases but then increases after a certain point.
However, the filtered floor acceleration RMS values seem to have a steadily decreasing trend
about them. Nonetheless, both sets of values will be plotted for a clearer visualization of their
trend.
Figure 6.10 illustrates plot of the voltage RMS trends obtained from each case. Notice
how the voltage RMS trends decrease from pole −1 to −3, and then proceed to increase. The
trend’s decreasing slope is due to the negative controller peaks (Peak 3 at 1.502 s) for poles −1
and −2. Even though these larger poles designed a controller that used a minuscule amount of
voltage, their output results has a much slower decay rate than the smaller poles. Furthermore,
the remaining increase in the voltage trends indicate that an increased amount of voltage is
required when smaller poles are used to design the feedback control.
Figure 6.11 illustrates the filtered floor acceleration RMS trends, obtained from each
case. It is observed that the trend has a decreasing slope. Notice, for the RMS values that
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FIGURE 6.10: Eigenvalue Assignment Results: Voltage RMS trends.
were obtained after 1.5 s and 1.502 s, there exists a slight increase in the trend produced by
the smaller poles, which could be and effect of the controller. However, when the RMS values
were calculated after 1.6 s, this increasing effect no longer exists.
FIGURE 6.11: Eigenvalue Assignment Results: Filtered floor acceleration RMS trends.
In conclusion to these eigenvalue assignment tests, it was found that increased stability
is achieved by designing the feedback controller with smaller poles. It was also found that as
increased stability is achieved, a higher controller voltage is required. Therefore, the optimal
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feedback design is achieved by using the smallest pole possible that keeps the required volt-
age within the allowable range. In the end, more money means more voltage, which leads to
improved controller and output performance.
6.4 Linear Quadratic Regulation
The other method used for feedback design was the Linear Quadratic Regulation
method. This method balances the importance of the system’s control effort, Vm, and the sys-
tem’s error, Vm−Y . Recall from the background section that this is done by adjusting the
values of the input weight matrix, R, and the output weight matrix, Q, while being mindful of
the limitation for each.
Consideration for both limitations leaves only a select range of possible R and Q values.
Since there is only one input to the system, the value for R remains a single constant. For these
LQR tests, the considered values ranged from 1 to .001, decreasing by a power of tent. Since the
AMD-1 system has four states, Q must be defined by a 4×4 matrix; therefore, Q was initially
defined by the 4×4 identity matrix. Reacall, as a value of Q is increased, more effort is put into
reducing the state variable that corresponds to that value. Since the main focus of the feedback
design is to reduce the floor’s oscillation, the value of Q(2,2), which represents the floor’s
position, was chosen to be increased because it is directly related to the floor acceleration. The
rang of values considered for Q(2,2) were: 1, 5, 20, 50, and 100.
For all the simulated and experimental LQR tests, the control system was up-
dated with the MATLAB code ‘LQR.m’ in Appendix C, where the different values of R and
Q were used to design different feedback gains. Many simulations were run to gain an un-
derstanding of the effect R and Q had on the system response. Observations suggested that
decreasing R reduced the floor’s oscillation, and increasing Q eliminated the floor’s oscilla-
tion, while also reducing the peak heights. The LQR-designed controller was then tested on
the AMD-1 system and analyzed by comparing the RMS values that were obtained from the
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filtered floor acceleration data and corresponding voltage data, after 1.6s, since those criteria
produced the best results for the eigenvalue assignment tests.
The calculated RMS data pertaining to the filtered floor acceleration responses is orga-
nized into Table 6.7, and that of the voltage responses is organized into Table 6.8. Here, the left
column of both tables represents the different Q values considered for testing, and the consid-
ered R values are represented in the rows under the parameters. Notice that the filtered floor
acceleration RMS values seem to decrease as Q increases and R decreases. On the contrary,
the voltage RMS values seem to increase as Q increases and R decreases. Again, these values
were plotted to provide a visual representation of the RMS trends based on the input and output
weight functions used to design the feedback control.
TABLE 6.7: LQR Results: Experimental
Filtered Floor Acceleration RMS Data
Original Parameters:
M f = 1.38 kg, B f = 0 Ns/m, K f = 500.9 N/m
Q \R 1 0.1 0.01 0.001
Identity 0.7648 0.7181 0.6499 0.5822
5 0.7615 0.7327 0.6364 0.5818
20 0.7784 0.7428 0.6468 0.5891
50 0.7524 0.7197 0.6122 0.5625
100 0.7595 0.7004 0.6038 0.5343
TABLE 6.8: LQR Results: Experimental
Voltage RMS Data
Original Parameters:
M f = 1.38 kg, B f = 0 Ns/m, K f = 500.9 N/m
Q \R 1 0.1 0.01 0.001
Identity 0.0070 0.0449 0.1392 0.1833
5 0.0069 0.0454 0.1394 0.1833
20 0.0068 0.0467 0.1436 0.1866
50 0.0076 0.0503 0.1447 0.1878
100 0.0086 0.0528 0.1499 0.1926
Figure 6.12 illustrates the the trend of the filtered floor acceleration responses RMS
values with respect to R, and each trend represents a different Q value. These trends show that
as R decreases, so does the RMS value. Meaning, the smaller input weights produce responses
with increased decay rates. Also, the RMS values decrease more rapidly as R decreases when
larger values of Q are used. Therefore, the best output response is achieved with smaller R
values and larger Q values. However, there is limit to how small the input, and how large the
output, weights can be made.
Figure 6.13 represents the the voltage response’s RMS trend, plotted on the same axes
as the filtered floor acceleration. These trends indicate that more voltage is required when R is
58
FIGURE 6.12: LQR results: Filterend floor acceleration RMS trends.
smaller. It is also observed that as Q is increased, the RMS values increase more rapidly as R
decreases.
FIGURE 6.13: LQR results: Voltage RMS trends.
Furthermore, these LQR results support the conclusion that larger Q’s and smaller R’s
are used to design a contoller that decays the system the fastest, but requires the most voltage.
Just the same, when the system’s requirements and the resources available are known, an op-
timal feedback controller can be designed by balancing the importance of the input with the
importance of the system’s output.
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CHAPTER 7
CONCLUSION
This work presents an effective method for deriving the AMD-1 EOM, an improved
model of the AMD-1 system, and the design of a feedback control that successfully reduces
the oscillation of the AMD-1 structure upon excitation. The new derivation of the EOM used
the system’s free body diagram and its results were validated with Quanser’s EOM, which was
obtained from the Lagrange’s Method. This model was improved by considering the effect of
the structure’s viscous damping. The value of this damping coefficient, along with the corre-
sponding floor’s stiffness and mass, was determined through the force and motion sensor data
analysis.
Furthermore, two feedback design techniques were applied: eigenvalue assignment and
LQR. Analysis of both techniques were used to determine which method was more appropriate
and efficient. It was concluded that when the output’s primary focus is to satisfy the time-
domain specifications, then the eigenvalue assignment method is more effective. When the
output’s focus is to balance the importance of the control effort with the importance of reduced
vibration, then the LQR method becomes more effective.
7.1 Discussion
Simulated eigenvalue results indicated that the optimal floor acceleration responses
were obtained when the system’s feedback control was designed with the dominant pole’s that
were further from the stability boundary in the complex plane. However, the experimental
results, showed that little, to no, improvement was achieved once the poles moved past a certain
point. Comparison of the corresponding voltage responses showed that the demand for more
power increased more drastically as the dominant poles surpassed −6.
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The LQR results indicated that the optimal response was achieved when Q(2,2) = 100
and R= .001, in other words, when Q was larger and R was smaller. This conclusion was made
from the RMS value trend analysis. Also, despite the fact that these Q and R values required
the highest amount of voltage out of all the LQR tests, comparison showed that there was no
alarming significance in the required voltage.
Furthermore, even though the feedback control that was designed in this work was made
specific to an AMD system, it could be applicable in any structure susceptible to wind or ground
excitation. As research continues, the efficiency and credibility of such a control system is sure
to grow, increasing the potential to save lives and preserve structures.
7.2 Future Research
Future research in this field could focus on the compensation for the presented sys-
tem’s limitations, or the derivation of a model that would reduce modeling error. Any time an
assumption is made, it increases the potential for error. When deriving the mathematical model
of the AMD-1 system, many parameters were neglected, or assumed to be negligible. Recall,
the nonlinear coulomb friction applied to the linear cart, the viscous damping force applied
to the floor, the friction between the cart and the structure, and the natural structure damping
were all neglected. In addition, the gravitational potential energy was assumed to be negligible.
Future research could develop a method that would include the loss due to these parameters or
verify their negligence.
With respect to resource availability, the accessibility to a larger power source and/or
higher accuracy amplifiers and sensors would guarantee the achievement of a higher degree of
stability. In addition, a method that would accurately estimate the system parameters (mass,
spring constant and damping coefficient) could be proposed, which would result in a even more
accurate model of the system.
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It should also be considered that, in reality, the buildings and structures at the highest
risk have multiple degrees of freedom and their system parameters continually fluctuate over
time. A structure’s mass fluctuates daily as an effect of various personnel and merchandise
continually entering and leaving, and a structure’s stiffness and viscous damping fluctuates
over the years as an effect of aging and weathering. Therefore, some other ideal topics of study
would include the modeling of MIMO systems and the addition of an adaptation system that
would continuously estimate the system parameters and update the control system.
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APPENDIX A
MATLAB SCRIPT FOR SIMULATING THE AMD
10pt
1 %% Vm_SYSTEM .m
2
3 %% The sys tem ’ s p h y s i c a l c o n s t a n t s were p r o v i d e d by Quanser ’ s s c r i p t s
4 %% The f o l l o w i n g s c r i p t s are used f o r m o d i f i c a t i o n s
5
6 %% PARAMETERS −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
7
8 Mc= . 6 5 ; %Mass o f c a r t ( kg )
9
10 %O r i g i n a l A p p r o x i m a t i o n s
11 Mf = 1 . 3 8 ; %Mass o f f l o o r ( kg )
12 Bf =0; %damping c o e f f i c i e n t ( Ns /m)
13 Kf = 5 0 0 . 9 ; %S p r i n g c o n s t a n t o f f l o o r (N /m)
14
15 %S i m u l i n k Toolbox E s t i m a t i o n s
16 % Mf =2.509; %Mass o f f l o o r ( kg )
17 % Bf =3.283; %Damping c o e f f i c i e n t ( Ns /m)
18 % Kf =511 .6 ; %S p r i n g c o n s t a n t o f f l o o r (N /m)
19
20 %Se ns or T e s t C a l c u l a t i o n s
21 % Mf =1.6744; %Mass o f f l o o r ( kg )
22 % Bf =1.8898; %Damping c o e f f i c i e n t ( Ns /m)
23 % Kf =470.0763; %S p r i n g c o n s t a n t o f f l o o r (N /m)
24
25 a=Kf / Mf ;
26 M1=(Mc+Mf ) / ( Mc∗Mf ) ;
27 M2=−1/Mf ;
28 K1=Kg^2∗Kt∗Km/Rm/ r_mp ^ 2 ;
29 K2=Kg∗Kt /Rm/ r_mp ;
30
31
32 %% STATE VARIABLE REPRESENTATION −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
33 % I n p u t = Vm
34 % N e g l e c t Jm & Beq
35 % Eff_m = E f f _ g = 1
36
37 A=[0 0 1 0 ; 0 0 0 1 ; 0 a −M1∗K1 0 ; 0 −a K1 / Mf −Bf / Mf ] ; %Sys tem m a t r i x
38 B = [ 0 ; 0 ;M1∗K2;−K2 / Mf ] ; %I n p u t m a t r i x
39 C=[1 0 0 0 ; 0 −a K1 / Mf −Bf / Mf ] ; %Outpu t m a t r i x
40 D=[0;−K2 / Mf ] ; %I n p u t−o u t p u t
41 %m a t r i x
42
43
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44 %% SIMULATED SYSTEM −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
45
46 sys_Vm= s s (A, B , C ,D) ; %S t e a d y s t a t e r e s p o n s e
47
48
49 %% SIMULATION PLOTS −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
50
51 f i g u r e ( 1 )
52 s t e p ( sys_Vm ) %S t e p r e s p o n s e
53
54 f i g u r e ( 2 )
55 i m p u l s e ( sys_Vm ) %I m p u l s e r e s p o n s e
56
57
58 %% CONTROLABILITY −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
59 %The a b i l i t y o f an e x t e r n a l i n p u t t o m od i f y t h e s y s t e m s t a t e s
60
61 CO= c t r b (A, B) ; %C o n t r o l l a b i l i t y m a t r i x : CO=[B ; AB ; A^2B ; A^3B]
62 rank (CO) %C o n t r o l l a b l e i f f CN has f u l l rank ( rank =4)
63
64
65 %% OBSERVABILITY −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
66 %The a b i l i t y o f t h e s y s t e m o u t p u t s t o i n t e r p r e t t h e s y s t e m s t a t e s
67
68 W=obsv (A, C) ; %O b s e r v a b i l i t y m a t r i x : W=[C; CA; CA^ 2 ; CA^3]
69 rank (W) %O b s e r v a b l e i f f W has f u l l rank ( rank =4)
70
71
72 %% POLE PLACEMENT DESIGN −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
73
74 damp (A) %Open−l oop p o l e s
75 P=[−6+15 j ; −6−15 j ; −8; −16]; %Closed−l oop p o l e s
76 %due t o t h e s t a t e−f e e d b a c k law
77
78 %% FULL−STATE FEEDBACK −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
79
80 f i g u r e ( 3 )
81 K= p l a c e (A, B , P ) %Ful l−s t a t e f e e d b a c k ga in V e c t o r
82 AK=(A−B∗K) ; %S t a b i l i z e d s y s t e m m a t r i x
83
84
85 %% STABLIZED SYSTEM −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
86
87 sys_K= s s (AK, B , C ,D) ; %S t a b i l i z e d s y s t e m
88
89
90 %% SIMULATION PLOTS −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
91
APPENDIX A: MATLAB Script for Simulating the AMD 69
92 f i g u r e ( 3 )
93 s t e p ( sys_K )
94
95 f i g u r e ( 4 )
96 i m p u l s e ( sys_K )
97
98
99 %% FULL−ORDER OBSERBER −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
100
101 OP=[−20; −25; −30; −35]; %Closed−l oop p o l e s
102 %due t o t h e o b s e r v e r e r r o r dynamics
103 KO= p l a c e (A’ , C’ , OP) ;
104 G=KO’ ; %Observer f e e d b a c k ga in m a t r i x
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APPENDIX B
MATLAB SCRIPT FOR EIGENVALUE ASSIGNEMENT
10pt
1 %% EIGENVALUE .m
2
3 %% VARIABLES −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
4
5 Mc= . 6 5 ; %Mass o f c a r t ( kg )
6
7 %O r i g i n a l Parame ter s
8 Mf = 1 . 3 8 ; %Mass o f f l o o r ( kg )
9 Bf =0; %damping c o e f f i c i e n t ( Ns /m)
10 Kf = 5 0 0 . 9 ; %S p r i n g c o n s t a n t o f f l o o r (N /m)
11
12 %S i m u l i n k Toolbox E s t i m a t i o n s
13 % Mf =2.509; %Mass o f f l o o r ( kg )
14 % Bf =3.283; %Damping c o e f f i c i e n t ( Ns /m)
15 % Kf =511 .6 ; %S p r i n g c o n s t a n t o f f l o o r (N /m)
16
17 %Se ns or T e s t C a l c u l a t i o n s
18 % Mf =1.6744; %Mass o f f l o o r ( kg )
19 % Bf =1.8898; %Damping c o e f f i c i e n t ( Ns /m)
20 % Kf =470.0763; %S p r i n g c o n s t a n t o f f l o o r (N /m)
21
22 a=Kf / Mf ;
23 M1=(Mc+Mf ) / ( Mc∗Mf ) ;
24 M2=−1/Mf ;
25 K1=Kg^2∗Kt∗Km/Rm/ r_mp ^ 2 ;
26 K2=Kg∗Kt /Rm/ r_mp ;
27
28
29 %% STATE VARIABLE REPRESENTATION −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
30 % I n p u t = Vm
31 % N e g l e c t Jm & Beq
32 % Eff_m = E f f _ g = 1
33
34 A=[0 0 1 0 ; 0 0 0 1 ; 0 a −M1∗K1 0 ; 0 −a K1 / Mf −Bf / Mf ] ; %Sys tem m a t r i x
35 B = [ 0 ; 0 ;M1∗K2;−K2 / Mf ] ; %I n p u t m a t r i x
36 C=[1 0 0 0 ; 0 −a K1 / Mf −b / Mf ] ; %Outpu t m a t r i x
37 D=[0;−K2 / Mf ] ; %I n p u t−o u t p u t
38 %m a t r i x
39
40 %% POLE PLACEMENTS
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
41
42 % P=[−1+15 j ; −1−15 j ; −8; −16];
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43 % P=[−2+15 j ; −2−15 j ; −8; −16];
44 % P=[−3+15 j ; −3−15 j ; −8; −16];
45 % P=[−4+15 j ; −4−15 j ; −8; −16];
46 % P=[−5+15 j ; −5−15 j ; −8; −16];
47 P=[−6+15 j ; −6−15 j ; −8; −16]; %O r i g i n a l p o l e p l a c e m e n t s
48 % P=[−7+15 j ; −7−15 j ; −8; −16];
49 % P=[−8+15 j ; −8−15 j ; −8; −16];
50
51
52 %% STATE FEEDBACK GAIN −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
53
54 K= p l a c e (A, B , P )
55
56
57 %% OBSERVER FEEDBACK GAIN −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
58
59 OP=[−20; −25; −30; −35];
60 KO= p l a c e (A’ , C’ , OP) ;
61 G=KO’ ;
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APPENDIX C
MATLAB SCRIPT FOR LQR
10pt
1 %% LQR .m
2
3 %% R & Q b a l a n c e t h e i m p o r t a n c e o f t h e c o n t r o l e f f o r t & e r r o r
4
5 %% VARIABLES −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
6
7 Mc= . 6 5 ; %Mass o f c a r t ( kg )
8
9 %O r i g i n a l Parame ter s
10 Mf = 1 . 3 8 ; %Mass o f f l o o r ( kg )
11 b =0; %damping c o e f f i c i e n t ( Ns /m)
12 Kf = 5 0 0 . 9 ; %S p r i n g c o n s t a n t o f f l o o r (N /m)
13
14
15 a=Kf / Mf ;
16 M1=(Mc+Mf ) / ( Mc∗Mf ) ;
17 M2=−1/Mf ;
18 K1=Kg^2∗Kt∗Km/Rm/ r_mp ^ 2 ;
19 K2=Kg∗Kt /Rm/ r_mp ;
20
21
22 %% STATE VARIABLE REPRESENTATION −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
23 % I n p u t = Vm
24 % N e g l e c t Jm & Beq
25 % Eff_m = E f f _ g = 1
26
27 A=[0 0 1 0 ; 0 0 0 1 ; 0 a −M1∗K1 0 ; 0 −a K1 / Mf −b / Mf ] ; %Sys tem m a t r i x
28 B = [ 0 ; 0 ;M1∗K2;−K2 / Mf ] ; %I n p u t m a t r i x
29 C=[1 0 0 0 ; 0 −a K1 / Mf −b / Mf ] ; %Outpu t m a t r i x
30 D=[0;−K2 / Mf ] ; %I n p u t−o u t p u t
31 %m a t r i x
32
33 %% SIMULATED SYSTEM −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
34
35 sys_Vm= s s (A, B , C ,D) ; %S t e a d y s t a t e r e s p o n s e
36
37
38 %% R : INPUT WEIGHT −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
39 % L i m i t a t i o n s : R>0 , p o s i t i v e d e f i n i t e
40 % Large R : − Means u ( t ) must be s m a l l t o keep per fo rmance i n d e x s m a l l
41 % − Measns l e s s c o n t r o l e f f o r t i s used , which l e a d s t o
42 % −> Slower t h e p o l e s
43 % −> Larger s t a t e s
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44
45 R=1;
46 % R= . 1 ;
47 % R=.01 ;
48 % R=.001;
49
50
51 %% Q: OUTPUT WEIGHT −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
52 % L i m i t a t i o n s : Q−NR^(−1)N’ >0 , p o s i t i v e semi−d e f i n i t e
53 % Large Q: − Means x ( t ) must be s m a l l t o keep per fo rmance i n d e x s m a l l
54
55 %S t a r t w i t h Q=eye ( 4 )
56 Q=eye ( 4 ) ;
57
58 %I n c r e a s e v a l u e s c o r r e s p o n d i n g t o t h e s t a t e s you want t o p u t more
59 %e f f o r t i n t o k e e p i n g s m a l l .
60 % Q( 2 , 2 ) =5;
61 % Q( 2 , 2 ) =10;
62 % Q( 2 , 2 ) =20;
63 % Q( 2 , 2 ) =50;
64 Q( 2 , 2 ) =100;
65
66
67 %% STATE FEEDBACK GAIN −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
68
69 KL= l q r (A, B , Q, R) %LQR f e e d b a c k ga in
70 AL=(A−B∗KL) ; %LQR s y s t e m m a t r i x
71
72 K=KL
73
74
75 %% SIMULATED SYSTEM −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
76
77 sys_L= s s (AL, B , C ,D) ;
78
79 %% SIMULATION PLOTS −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
80
81 f i g u r e ( 1 )
82 s t e p ( sys_L )
83
84 f i g u r e ( 2 )
85 i m p u l s e ( sys_L )
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APPENDIX D
SIMULINK DIAGRAMS
D.1 State Observer
FIGURE D.1: State observer Simulink diagram.
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