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CYCLICITY OF POLYNOMIAL NONDEGENERATE CENTERS
ON CENTER MANIFOLDS
ISAAC A. GARCÍA1, SUSANNA MAZA1 AND DOUGLAS S. SHAFER2
Abstract. We consider polynomial families of ordinary differential equations
on R3, parametrized by the admissible coefficients, for which the origin is an
isolated singularity at which the linear part of the system has one non-zero
real and two purely imaginary eigenvalues. We derive theorems that bound the
maximum number of limit cycles within the center manifold that can bifurcate,
under arbitrarily small perturbation of the coefficients, from any center at the
origin. The bounds are global in that they apply to the system corresponding
to any point on any irreducible component of the center variety in the space
of parameters. We also derive theorems for such bounds when attention is
confined to a single irreducible component of the center variety.
1. Introduction
We consider real polynomial families of differential equations
(1) ẋ = −y + F1(x, y, z;µ), ẏ = x+ F2(x, y, z;µ), ż = λz + F3(x, y, z;µ)
where F1, F2, and F3 contain only nonlinear terms, under the assumption that
the origin is an isolated singular point for all values of the parameters µ ∈ Rp
and λ ∈ R∗ = R \ {0} and where the parameter vector µ is comprised of all the
admissible arbitrary coefficients in the nonlinearities of family (1). Any analytic
family of differential equations on R3 having an isolated Hopf singularity, by which
we mean a singularity at which the linear part possesses one real and two purely
imaginary eigenvalues, can be transformed into the form (1) by means of an affine
change of coordinates and a rescaling of time. The reader can consult the classical
source [19] for the study of periodic orbits around Hopf points in Rn.
It is well known that for any positive integer k family (1) has a two-dimensional
Ck (local) center manifold W c at the origin. But, depending on the values of the
parameters µ, W c can be nonunique and also nonanalytic (see, for instance, [2] and
[24]). Nevertheless, the local dynamics of (1) near the origin restricted to any two
center manifolds are Ck−1-conjugate and must be of either focus or center type
(see [6] and [2], respectively; the latter fact can also be easily deduced from the
technique developed in [5]). We say that the origin is a center of (1) if all the
orbits on the local center manifold at the origin are periodic (and in this case the
center manifold is unique and analytic); otherwise it is called a saddle-focus.
For any fixed choice of λ there are associated to the origin of family (1) two differ-
ent sequences of polynomials {vj(λ, µ)}j∈N ⊂ R(λ)[µ] and {η̃j(λ, µ)}j∈N ⊂ R(λ)[µ],
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called Poincaré-Lyapunov quantities and the real focus quantities respectively. The
first sequence arises from the study of the first return map of (1) near the origin,
following the ideas of [5]. The second one arises as obstructions to the existence
of a certain type of formal first integral for (1) (see [10]). Both share the property
that system (1) with (λ, µ) = (λ∗, µ∗) has a center at the origin if and only if
every element of the sequence vanishes at (λ, µ) = (λ∗, µ∗). The focus quantities
are much easier to work with than the Poincaré-Lyapunov quantities because their
computation is algorithmic and highly efficient, since only algebraic manipulations
are required, not quadratures, as in the case of the Poincaré-Lyapunov quantities.
We will prove that these two sequences of elements of R(λ)[µ] can be related so
that by means of computational algebra techniques we can in some cases bound
the cyclicity of centers at the origin in (1), where roughly speaking the cyclicity of
the singularity at the origin of system (1) with (λ, µ) = (λ†, µ†) is the maximum
number of limit cycles that can bifurcate from it under small perturbation of the
parameters in (1), that is, for (λ, µ) ∈ R∗×Rp with |λ−λ†|  1 and ‖(µ−µ†)‖  1.
(The precise statement is Definition 10.)
Actually, one more limit cycle can be created if we introduce one more real
parameter α and we permit in (1) perturbations of the form
(2) ẋ = αx−y+F1(x, y, z;µ), ẏ = x+αy+F2(x, y, z;µ), ż = λz+F3(x, y, z;µ).
We do not count this extra limit cycle in this work.
When the origin of a specific system (1) is a saddle-focus a bound on its cyclicity
can be found by reducing the problem to the study of the two-dimensional system
that arises when the full system is restricted to any local center manifold W c (see
for example [18] and also [23]). Approximating any local center manifold W c at the
origin of (1) and computing the first Poincaré-Lyapunov quantities of the system
restricted to W c, from a weak focus of order k there can be made to bifurcate at
most k− 1 limit cycles under small perturbation within the family (1). This upper
bound on the cyclicity of a kth order weak focus can be obtained directly from
an application of the finitely differentiable version of the Weierstrass-Malgrange
Preparation Theorem.
Although there have been some previous studies on the cyclicity in the center
case, to the best of our knowledge there has appeared no general method for pro-
ducing a global upper bound on the cyclicity. One great difficulty in doing so is the
lack of analyticity of W c. A main goal of this paper is to overcome this difficulty,
presenting a method for bounding the cyclicity in the center case without any kind
of reduction to W c. Based on this we are able to prove theorems that give rea-
sonably practical methods for obtaining such a global bound in many cases. Using
ideas of Colin Christopher we also show how to bound or even compute the cyclic-
ity on irreducible components of the variety whose intersection with the natural
parameter space corresponds to the systems with a center. As is well known the
parameter λ plays a special and often troublesome role for the center and cyclicity
problems for systems of the form (1). We also address and clarify the situation
to some extent, particularly in the case that the system is complexified and the
complexification is generalized, including allowing λ to take complex values.
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2. Focus quantities, complexification, and complex focus quantities
To simplify the notation we will write explicit displays in this section as if degFj
is the same number n for all j and that all coefficients are admissible. Throughout
the paper we let R∗ denote R \ {0}. The ideal generated by elements r1, . . . , rs of
a ring R will be denoted by 〈r1, . . . , rs〉. For a field k the variety in kn of an ideal
I ⊂ k[x1, . . . , xn] will be denoted V(I); when convenient we will write V(r1, . . . , rs)
in place of the more cumbersome V(〈r1, . . . , rs〉). The ideal in k[x1, . . . , xn] of a
set S in kn will be denoted I(S). We will write VR(I) or VC(I) to specify the
field k when necessary; by default V(I) means that k = R. On the other hand,
when an ideal I in R[x1, . . . , xn] is specified by generators r1, . . . , rs then we will use
the same name I for the ideal in C[x1, . . . , xn] generated by the same polynomials
r1, . . . , rs.
By the Lyapunov Center Theorem (see a proof in [3]) it is known that the origin
of a specific system (1) is a center if and only if it admits a local real analytic
(or, by [10], merely formal) first integral H of the form H(x, y, z) = x2 + y2 +
(3)
· · ·.
Additionally, in this case one has analyticity and uniqueness of W c.
For any formal series H(x, y, z) = x2 + y2 +
(3)
· · · there is a well-documented
algorithmic procedure (e.g., [7, §8.3]) for choosing the coefficients of the higher
order terms in H such that




2 + y2)j ,
where X = (−y+F1(x, y, z;µ))∂x+(x+F2(x, y, z;µ))∂y +(λz+F3(x, y, z;µ))∂z is
the vector field associated to family (1), although the choice of the coefficients is not
uniquely determined (which is unimportant for questions of cyclicity, since cyclicity
bounds will be derived in terms of the ideals the coefficients generate, rather than
the coefficients themselves).
Definition 1. The functions η̃j(λ, µ) appearing in (3) are the focus quantities.
They are rational functions of λ and µ with coefficients in Q and whose denomi-
nators depend only on λ (see Theorem 7 and Subsection 6.1). We will write them
η̃j(λ, µ) = ηj(λ, µ)/dj(µ) ∈ Q(λ)[µ].
The denominators of the focus quantities can vanish at λ = 0, where the Hopf
singularity degenerates into a zero-Hopf singularity, but they never vanish for λ ∈
R∗ = R \ {0}.
In order to exploit the advantages of working with varieties over an algebraically
closed field and for computational efficiency we complexify the problem in the
following standard way. Introduce the complex coordinate X = x + iy and its
conjugate Y = X = x − iy. The first two equations in family (1) then become
Ẋ = iX + P (X,Y, z;µ) where P is given by
P (X,Y, z;µ) = F1
(
1
2 (X + Y ),
i





2 (X + Y ),
i
2 (Y −X), z;µ
)
.
Adjoin to this single complex differential equation its complex conjugate, rewrite z
as Z, and regard Y and Z as complex state variables independent of X to obtain
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from (1) the polynomial system on C3
(4)















where bq,p,r = āp,q,r and cp,q,r are such that
∑n
p+q+r=2 cp,q,rX
pY qZr is real for all
X,Y = X ∈ C and Z ∈ R. Family (4) is called the complexification of the polyno-
mial family (1). We abbreviate the parameter list as (a, b, c) = (ap,q,r, bp,q,r, cp,q,r).
Dropping the restrictions on the complex coefficients bq,p,r and cq,p,r and allowing λ
to be complex yields a more general family on C3 that typically is equally amenable
to study. We will maintain the notation µ for the parameter vector, now an element
of CN for some N , and let Z denote the vector field on C3 corresponding to system
(4), whether or not the coefficients are restricted.
When (4) is the complexification of family (1) the linear subspace Π of C3 given
by Π = {(X,Y, Z) : Y = X, ImZ = 0} is invariant under Z. Viewing Z as a
vector field on R6, (x11, x12, x21, x22, x31, x32) = (ReX, ImX,ReY, ImY,ReZ, ImZ),
and choosing coordinates (u, v, w) on Π, viewed as a linear subspace of R6, de-






2x22, x31) with inverse onto Π defined
by (x11, x12, x21, x22, x31, x32) = (u, v, u,−v, w, 0), in these coordinates Z|Π is ex-
actly the vector field X of the original system (1). Thus the original system (1) is
embedded in an invariant subspace of its complexification (4).
Temporarily summarizing the original system (1) and its complexification (4) by
ẋ = F̃1(x, y, z), ẏ = F̃2(x, y, z), ż = F̃3(x, y, z)
and
Ẋ = G̃1(X,Y, Z), Ẏ = G̃2(X,Y, Z), Ż = G̃3(X,Y, Z),
respectively, one can verify that if H(x, y, z) = x2 + y2 +
(3)
· · · is any formal series
then defining a series Ĥ by Ĥ(X,Y, Z) = H( 12 (X + Y ),
1




(ZĤ)(X,Y, Z) = ĤX G̃1 + ĤY G̃2 + ĤZ G̃3
= HxF̃1 +HyF̃2 +HzF̃3 = (XH)( 12 (X + Y ),
1
2i (X − Y ), Z),
and conversely starting with a formal series Ĥ(X,Y, Z) and defining a formal series
H(x, y, z) by H(x, y, z) = Ĥ(x+ iy, x− iy, z) one has
(6) (XH)(x, y, z) = (ZĤ)(x+ iy, x− iy, z).
Thus the existence of a formal first integral of the form H(x, y, z) = x2 +y2 +
(3)
· · · of
(1) is equivalent to the existence of a formal first integral Ĥ(X,Y, Z) = XY +
(3)
· · ·
of (4), and based on the Lyapunov Center Theorem one generalizes the concept
of a center singularity on a center manifold of systems in R3 to systems in C3 of
the form (4), even without restrictions on the coefficients, hence not necessarily the
complexification of a real system, by saying that (4) with (λ, µ) = (λ∗, µ∗) ∈ C∗×Cp
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has a (complex) center at the origin if and only if it admits a formal (complex) first
integral Ĥ(X,Y, Z) = XY +
(3)
· · ·. By (5) and (6) system (1) with (λ, µ) = (λ∗, µ∗) ∈
R∗ × Rp has a center at the origin if and only if its complexification (4) has a
complex center at the origin.
If H is chosen with respect to the original real system (1) so that (3) holds and Ĥ







Definition 2. The coefficient functions g̃j(λ, µ) appearing in (7) are the complex
focus quantities (which are in fact real when (4) is the complexification of a real
system). They have the form g̃j = gj/dj, where gj is a polynomial in (λ, a, b, c)
with coefficients in the ring of Gaussian integers Z[i] = {α+ βi : α, β ∈ Z} and dj
has the form
dj(λ) = (r1λ+ is1) · · · (rhλ+ ish)
with rp ∈ Z and sp ∈ Z for all p (see Subsection 6.1 and compare this to the
expression for η̃j from Theorem 7).
If the restrictions on the coefficients in (4) have been dropped so that it is a
family that does not necessarily arise as the complexification of a real family of the
form (1) (in the example in Section 6 below, obtaining from the complexification
(27) of (25) the general family (28)) then the complex focus quantities are exactly
the coefficients in (7) that arise in attempting to zero out the coefficents in Z(Ψ)
for Ψ(X,Y, Z) = XY +
(3)
· · ·. In any case in practice it is much more efficient to
compute the complex focus quantities directly, whether (4) is the complexification
of a real system or not, based on structure they possess, as shown in [23]. In the
case that (4) is a family containing the complexification of a real family (1) we then
recover the real focus quantities η̃j(λ, µ) ∈ Q(λ)[µ] for family (1) by reimposing the
restrictions on the coefficients bq,p,r and cp,q,r and requiring that λ be real.
In the discussion so far we have assumed that the polynomials Fj in (1) all have
the same degree and that all their coefficients may be non-zero. Henceforth we
let E ⊂ Rp+1 denote the actual parameter space, the set of admissible coefficients
together with λ. It is proved in [10] that (1) with (λ, µ) = (λ∗, µ∗) has a center
at the origin if and only if all the focus quantities vanish. In [23] it is shown that
there is a variety VC in the space Rp+1 of real parameters, λ included, such that a
system (1) corresponding to (λ, µ) = (λ∗, µ∗) ∈ E has a center at the origin if and
only if (λ∗, µ∗) ∈ VC ∩ E. A slight refinement in the argument is given in Section
6 (Theorem 20 and the text that follows it). By slight misuse of language we will
refer to VC as the center variety for family (1).
Remark 3. When the complex focus quantities g̃j are computed directly for system
(4) and it is the complexification of a real system (1) then they are of course
real. Because of the choices possible in constructing each series H and Ĥ the two
sets of focus quantities generated for independently chosen H and Ĥ need not
exactly match (except for the first pair), although they are equivalent insofar as
the dynamics of system (1) are concerned.
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3. The displacement map of the Hopf singularity
We will closely follow [5] to get the reduced displacement map near the origin for
(1). This technique has the advantage that we do not need to restrict the flow of
(1) to a two-dimensional center manifold W c and work in local coordinates. Thus
we overcome the difficulty that W c need not be analytic and obtain an analytic
reduced displacement map.
First we introduce a polar-directional blow-up Φ : S1 × R× R→ R3 defined by
(8) x = r cos θ, y = r sin θ, z = rw,
which because of the factor r in the z equation blows up the origin (x, y, z) = (0, 0, 0)
to {(θ, r, w) : r = 0}.
For any (x, y, z) satisfying (x, y) 6= (0, 0) there exist unique r > 0 and θ ∈ [0, 2π)
such that (x, y) = (r cos θ, r sin θ), hence a unique w such that z = rw. Conversely,
for any (θ, r, w) with r > 0 and θ ∈ [0, 2π), (x, y, z) is uniquely specified and
(x, y) 6= (0, 0). Thus letting ζ denote the z-axis in R3, the map Φ defined by (8) is
an analytic diffeomorphism of {(θ, r, w) : r > 0} ⊂ S1 × R× R onto R3 \ ζ.
Setting F̂j(θ, r, w;µ) = Fj(r cos θ, r sin θ, rw;µ) for j = 1, 2, 3, the change (8)
transforms family (1) into
(9)
θ̇ = 1 + Θ(θ, r, w;µ)
ṙ = R(θ, r, w;µ)
ẇ = λw +W(θ, r, w;µ),
where
Θ(θ, r, w;µ) = 1r [cos θF̂2(θ, r, w;µ)− sin θF̂1(θ, r, w;µ)]
R(θ, r, w;µ) = cos θF̂1(θ, r, w;µ) + sin θF̂2(θ, r, w;µ)
W(θ, r, w;µ) = 1r [F̂3(θ, r, w;µ)− wR(θ, r, w;µ)],
defined at r = 0 by the limit. System (9) is analytic about r = 0 since F̂j(θ, r, w;µ) =
O(r2). The set r = 0 is invariant under (9) because R(θ, 0, w;µ) = 0.
Because Θ(θ, 0, w;µ) = 0, θ̇ > 0 for |r| small enough and w lying in an arbitrary
fixed compact neighborhood K of 0 in R. Then for ρ > 0 sufficiently small we may




= R(θ, r, w;µ),
dw
dθ
= λw +W (θ, r, w;λ, µ)
on the cylinder C = {(θ, r, w) : |r| 6 ρ, w ∈ K} ⊂ S1 × R× R.
There is a one-to-one correspondence between 2π-periodic solutions of (10) and
small amplitude periodic orbits of (1) around (x, y, z) = (0, 0, 0) through the trans-
formation (8). For fixing δ > 0 sufficiently large and defining Cδ = {(x, y, z) : z2 >
δ(x2 + y2)}, a thin solid cone with vertex at the origin surrounding the z-axis, (1)
is analytically conjugate to (9) on R3 \ Cδ, which contains every periodic orbit of
(1) near the origin, since all of them lie on a center manifold W c tangent at the
origin to the plane z = 0, and W c ∩ Cδ = {(0, 0, 0)}.
Let Ψ(θ; r0, w0;λ, µ) = (r(θ; r0, w0;λ, µ), w(θ; r0, w0;λ, µ)) be the unique solu-
tion of the Cauchy problem (10) with initial condition (r(0), w(0)) = (r0, w0). Then
we can define the analytic Poincaré map Π(r0, w0;λ, µ) associated to (10) as the
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time-2π image of (r0, w0) under the flow, Π(r0, w0;λ, µ) = Ψ(2π; r0, w0;λ, µ). We
can then define the analytic displacement map
d(r0, w0;λ, µ) = Π(r0, w0;λ, µ)− (r0, w0) = (d1(r0, w0;λ, µ), d2(r0, w0;λ, µ)).
By construction, periodic orbits near the origin (x, y, z) = (0, 0, 0) of (1) correspond




0 > 0 of the displacement map d(r0, w0;λ, µ).
Applying a Lyapunov-Schmidt reduction to the displacement map by means of
the Implicit Function Theorem (see [5]) it can be shown that there exists a unique
analytic function w̄(r0, λ, µ) defined near r0 = 0 such that w̄(0, λ, µ) = 0 and
d2(r0, w̄(r0, λ, µ);λ, µ) ≡ 0. This procedure reduces the problem of looking for
zeroes of the displacement map d(r0, w0;λ, µ) near r0 = 0 and with r0 > 0 to the
problem of searching for zeroes of the analytic reduced displacement map






around r0 = 0 and with r0 > 0. Clearly system (1) with (λ, µ) = (λ
∗, µ∗) has a
center at the origin if and only if δ(r0;λ
∗, µ∗) ≡ 0.
Definition 4. The analytic functions vj(λ, µ) are the Poincaré-Lyapunov quanti-
ties.
The main result in Section 4, Theorem 7, will show that vj ∈ R(λ)[µ], the set of
polynomials in µ with coefficients in the field of rational expressions in λ with real
coefficients. The Poincaré-Lyapunov quantities can be determined in a recursive
way, albeit with computations that include quadratures, as we now explain. As a
first step, we consider the Taylor series of Ψ(θ; r0, w0;λ, µ) near r0 = 0
(12)












where the coefficients of the series satisfy the initial conditions R0(0;w0;λ, µ) =
1, W0(0;w0;λ, µ) = w0 and Rj(0;w0;λ, µ) = Wj(0;w0;λ, µ) = 0 for all j > 1.
Therefore Rj(θ;w0;λ, µ) and Wj(θ;w0;λ, µ) are determined as the unique solutions
of certain linear Cauchy problems appearing after equating like powers of r0 when
we require that these Taylor series be solutions of (10).




and W (θ, r, w;λ, µ) =
∑
j>1Bj(θ, w;λ, µ)r
j where the coefficients Aj and Bj are
trigonometric polynomials with coefficients in R[w, µ] and R[w, λ, µ], respectively.


































where the prime indicates derivative with respect to θ and the functions Aj and Bj
are evaluated at (θ, w(θ; r0, w0;λ, µ);µ) and (θ, w(θ; r0, w0;λ, µ);λ, µ) respectively,
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with w(θ; r0, w0;λ, µ) given by by (12). The first few linear differential equations
that appear are R′0 = 0, W
′






1 = λW1 + B1R0. In
general these equations have the form R′i = P(R0, . . . , Ri−1, A2, . . . , Ai−1) and
W ′i = λWi + Q(R0, . . . , Ri−1, B1, . . . , Bi) for certain polynomials P and Q. In
particular, solving the first two linear differential equations with the appropriate
initial conditions yields
(13) R0(θ;w0;λ, µ) = 1, W0(θ;w0;λ, µ) = w0 exp(λθ).
The displacement map d(r0, w0;λ, µ) = (d1(r0, w0;λ, µ), d2(r0, w0;λ, µ)) is rep-
resented by the Taylor series












Writing the analytic function w̄, introduced above, as w̄(r0, λ, µ) =
∑
j>1 w̄j(λ, µ) r
j
0,
we obtain the coefficients w̄j(λ, µ) from the condition d2(r0, w̄(r0, λ, µ);λ, µ) ≡ 0.
In this way we can then obtain the Taylor expansion (11) of the reduced displace-
ment map δ(r0;λ, µ), which is defined on a sufficiently short segment Σ = {r0 ∈
R : 0 6 r0 6 r̂0} and is an analytic diffeomorphism such that periodic orbits of (1)
near the origin correspond to its zeros in r0.
A system in family (1) with (λ, µ) = (λ∗, µ∗) ∈ E has a center at the origin if
and only if the Poincaré-Lyapunov quantities vj all vanish at (λ
∗, µ∗), equivalently
if and only if the polynomials in λ and µ that are their numerators all do. But the
set of common zeros of any collection of polynomials is determined by the ideal that
they generate in the ring of polynomials, which leads to the following definition.
Definition 5. The Bautin ideal B associated with family (1) is the ideal
B = 〈vj : j ∈ N〉
in R(λ)[µ] (see (11) and Definition 4). By Bk is meant the ideal
Bk = 〈v3, . . . , vk〉.
Analogously we define the ideals (see (3) and (7) and Definitions 1 and 2)
I = 〈η̃j : j ∈ N〉, Ik = 〈η̃2, . . . , η̃k〉 and J = 〈g̃j : j ∈ N〉, Jk = 〈g̃1, . . . , g̃k〉
in Q(λ)[µ] (or R(λ)[µ], depending on the context).
In conjunction with the discussion in the paragraph preceding Remark 3 and
recalling that we write η̃j = ηj/dj and g̃j = gj/dj a system (1) corresponding
to (λ, µ) = (λ∗, µ∗) ∈ E has a center at the origin if and only if vj(λ∗, µ∗) =
ηj(λ
∗, µ∗) = gj(λ
∗, µ∗) = 0 for all j. In Section 5 we will see how the cyclicity of
all centers can be bounded above by the cardinality of a special basis of the Bautin
ideal called the “minimal basis,” defined as follows.
Definition 6. Let B = {f1, f2, f3, . . . } be an ordered basis of an ideal I in a
Noetherian ring.
a. A basis B′ of I satisfies the retention condition with respect to B if it is a basis
of I that contains the first non-zero element fJ of B and if, for every j > J + 1,
if fj /∈ 〈f1, . . . , fj−1〉 then fj ∈ B′.
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b. The minimal basis M of I with respect to B is the unique basis of I of minimal
cardinality that satisfies the retention condition with respect to B. In particular,
it is the basis M of I defined by the following procedure:
(i) initially set M = {fJ};
(ii) sequentially check successive elements fj , starting with j = J + 1, and
adjoin fj to M if and only if fj /∈ 〈M〉, the ideal generated by M .
Thus for example the minimal basis of the principal ideal 〈f〉 with respect to the
ordered basis B = {f3, f2, f} is B itself, not the basis {f} of minimal cardinality.
When we speak of “the minimal basis of B” it will always mean with respect to
the natural ordering by increasing index of the basis {v3, v4, . . .}, and similarly for
other ideals such as I and J .
Recall that a polynomial ring over a field is Noetherian. We also remind the
reader that the elements of R(λ) are formal expressions, not functions, so that it
is a field, hence the polynomial ring R(λ)[µ] is Noetherian. Thus each ideal in
Definition 5 admits a unique minimal basis with respect to any ordered basis.
4. Relation between v2k−1, η̃k, and g̃k
Before connecting the cyclicity of centers to the cardinality of the minimal basis of
B we investigate the relationship between the Poincaré-Lyapunov quantities vk(λ, µ)
and the focus quantities η̃k(λ, µ) and g̃k(λ, µ) for family (1) and its complexification
(4) as was done in Theorem 6.2.3 of [22] for nondegenerate monodromic singularities
of planar vector fields.
In the following theorem the Poincaré-Lyapunov quantities vk(λ, µ) and the focus
quantities η̃k(λ, µ) and g̃k(λ, µ) for family (1) and its complexification (4) are all
viewed as elements of the ring R(λ)[µ].
Theorem 7. Let vk be the Poincaré-Lyapunov quantities (Definition 4) and let η̃k
and g̃k be the focus quantities (Definitions 1 and 2) associated to the Hopf singu-
larity at the origin of the polynomial family (1) and its complexification (4). Let
Ik = 〈η̃2, . . . , η̃k〉 in the ring R(λ)[µ]. Then the following holds:
(i) v3 = πη̃2 and
(ii) for k > 2, v2k ∈ Ik and v2k+1 − πη̃k+1 ∈ Ik.
The analogous result with η̃j replaced by g̃j−1 and Ik replaced by Jk−1 also holds.
Proof. Statements for the complex focus quantities g̃k (which are in fact real) follow
from (5) and (6), so we will confine our attention to the focus quantities η̃k.
We will use the reduced displacement as defined in the previous section. Let
S := {(x, y, z) ∈ R3 : x ∈ Σ, y = 0, z ∈ K}, where Σ = {r0 : 0 6 r0 6 r̂0 < ρ} is
the set on which the mapping w̄(r0, λ, µ) (described in the paragraph that contains
(11)) is defined and where ρ is the constant and K is the compact set described
in the paragraph that contains (10). We will compare the value of the reduced
displacement map δ(r0;λ, µ) with the variation in the formal Lyapunov function
H(x, y, z) = x2 + y2 + · · · in one turn about the z-axis starting from the point
(x0, y0, z0) = (r0, 0, r0w̄(r0, λ, µ)) ∈ S and returning to S again. (If the series
fails to converge then it is understood that H denotes the function defined when
the series is truncated at sufficiently high order.) The change in H, as a func-
tion of r0 and the parameters (λ, µ), is denoted by ∆H(r0;λ, µ). We will com-
pute ∆H by integrating its derivative X (H) along the solution φ(t; r0;λ, µ) =
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(x(t; r0;λ, µ), y(t; r0;λ, µ), z(t; r0;λ, µ)) of (1) that satisfies the initial condition
(x0, y0, z0) = (r0, 0, r0w̄(r0, λ, µ)) ∈ S.
In one turn about the z-axis time increases by some amount τ = τ(r0;λ, µ) and





















2j(t; r0;λ, µ) dt,
where in the second equality we have used (3) and in the third we have used (8).












where the uj(θ, w;µ) are trigonometric polynomials whose coefficients are in R[w, µ].
Replacing r and w by the Taylor series (12) about r0 = 0 of the solution of (10) that












where ũj(θ;λ,w) is a trigonometric polynomial with coefficients in R[λ, µ]. Making
the same Taylor series substitution for r in the expression for ∆H above, performing




















































Turning now to ∆r0, for any r0 > 0 sufficiently small, we define ζ as the positive
real number defined by








The restriction r0 > 0 ensures that ζ = u(r0) has an inverse r0 = g(ζ). By Taylor’s
Theorem, for any ε sufficiently close to 0 there exists ζ̃ between ζ and ζ + ε such
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that g(ζ + ε) = g(ζ) + g′(ζ)ε+ 12!g





























]3 = −1 +O(r̃0)4r̃30
so that, for ε = ∆H, one has
(15) ∆r0 = g(ζ + ε)− g(ζ) =
1 +O(r0)
2r0
∆H − 1 +O(r̃0)
8r̃30
∆H2.




0 it is of order r0.
Therefore substituting the expression (14) for ∆H into the expression (15) shows











0 + · · · ]
]
.
The conclusion of the theorem now follows by comparing this expression for ∆r0





The next two results follow immediately from Theorem 7.
Corollary 8. Let vk and η̃k be the Poincaré-Lyapunov quantities and the focus
quantities (Definitions 4 and 1) associated to the origin of the polynomial family (1)
and g̃k the complex focus quantities (Definition 2) associated to its complexification
(4). The Bautin ideal (Definition 5) satisfies
(16) B = 〈vk : k > 3〉 = 〈v2k+1 : k > 1〉 = 〈η̃k : k > 2〉 = 〈g̃k : k > 1〉. 
Corollary 9. Let vk and η̃k be the Poincaré-Lyapunov quantities and the focus
quantities (Definitions 4 and 1) associated to the origin of the polynomial family (1)
and g̃k the complex focus quantities (Definition 2) associated to its complexification
(4). Let {vk1 , . . . , vkr}, {η̃j1 , . . . , η̃js}, and {g̃`1 , . . . , g̃`t} be the minimal bases for
the Bautin ideal B of (16) with respect to the ordered bases {v3, v5, . . .}, {η̃2, η̃3, . . .},
and {g̃1, g̃2, . . .}, respectively. Then r = s = t and kq = 2jq − 1 = 2`q + 1. 
5. The Bautin ideal and the cyclicity of centers
Recall that our perturbations of family (1) are confined to that same family
rather than taking place in the larger family (2), for which the center eigenspace
and all center manifolds have disappeared when α 6= 0. Recall also that the set of
admissible parameters is denoted E ⊂ Rp+1. Thus the precise definition of cyclicity
that we employ in this work can be stated as follows.
Definition 10. For parameters (λ, µ) ∈ E let N((λ, µ), ε) denote the number of
limit cycles on any center manifold of the corresponding system (1) that lie wholly
within the ε-neighborhood of the origin. The singularity at the origin of the system
(1) that corresponds to the parameter choice (λ†, µ†) has cyclicity c with respect to
the space E if there exist positive constants δ1 and ε1 such that for every pair ε and δ
for which 0 < ε < ε1 and 0 < δ < δ1, max{N((λ, µ), ε) : ||(λ, µ)−(λ†, µ†)|| < δ} = c,
where || · || denotes the usual norm on Rp+1.
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If for some (λ†, µ†) ∈ R∗ × R the origin is a saddle-focus (i.e., a focus in the
local center manifold) then there is a positive k ∈ N such that vj(λ†, µ†) = 0 for
j 6 k − 1 but vk(λ†, µ†) 6= 0. This implies that, for (λ, µ) in a sufficiently small
neighborhood of (λ†, µ†), we have vk(λ, µ) 6= 0 and consequently we can express






0 + vk(λ, µ)[1 + ψ(r0;λ, µ)]r
k
0 .
Then, following an argument like that in Proposition 6.1.2 of [22], we can easily
deduce that the cyclicity of the saddle-focus at the origin with respect to pertur-
bation within the family (1) is bounded above by k − 3. See also the proof of
Theorem 3.5 in [18] where it is shown in a concrete example how to prove that
the bound k − 3 is sharp if the parameters (λ, µ) involved can be adjusted with a
certain independence.
Definition 11. For any point (λ∗, µ∗) ∈ R∗×Rp, the local Bautin ideal at (λ∗, µ∗)
of the family (1), denoted B(λ∗,µ∗), is the ideal generated by the Poincaré-Lyapunov
quantities vj(λ, µ) for j > 3 in the ring R(λ∗,µ∗){λ, µ} of germs of real analytic
functions at (λ∗, µ∗).
For simplicity of exposition and by abuse of language we will routinely simply
work with and refer to analytic functions themselves rather than referring to them
as representatives of the relevant germs. Note that since the ring R(λ∗,µ∗){λ, µ} is
Noetherian, B(λ∗,µ∗) is finitely generated.
Let m = m(λ∗, µ∗) ∈ N denote the cardinality of the minimal basis {vj1 , . . . , vjm}
of B(λ∗,µ∗). Then the reduced displacement map (11) can be expressed in the form
(17) δ(r0;λ, µ) =
m∑
k=1
vjk(λ, µ) [1 + ψk(r0;λ, µ)] r
jk
0
where ψk(r0;λ, µ) are analytic functions at r0 = 0. (See Lemma 6.1.6 of [22]). We
remark that j1 > 3 and that ψk(0;λ, µ) = 0 for any k ∈ {1, . . . ,m} (and mention
incidentally that it is only the fact that the retention condition is satisfied that
is needed for this rearrangement; minimality serves only to sharpen estimates on
cyclicity). We also emphasize the need to restrict λ∗ to non-zero values for the
appeal to Lemma 6.1.6 of [22], hence of (17), to be valid.
Theorem 12. The cyclicity of any center at the origin of a polynomial family of
the form (1) is finite.
Proof. The result can be derived from the rearrangement (17) of δ(r0;λ, µ) by a
repeated application of a Rolle’s Theorem kind of argument. The argument is along
the lines of Proposition 6.1.2 and Theorem 6.1.7 of [22]. 
A cyclicity bound theorem in terms of the Bautin ideal, likewise based on (17)
and proved in the same way, is Theorem 14 below. Its validity depends on the
following lemma, whose easy proof is omitted.
Lemma 13. If M = {vj1 , . . . , vjm} is the minimal basis of B in R(λ)[µ] with respect
to the ordered basis B = {vj : j ∈ N} then for any (λ∗, µ∗) ∈ R∗ × Rp it is a basis
of the local Bautin ideal B(λ∗,µ∗) = 〈vj : j ∈ N〉 in the ring R(λ∗,µ∗){λ, µ} that
satisfies the retention condition with respect to B. In particular, the cardinality
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of the minimal basis of the local Bautin ideal B(λ∗,µ∗) = 〈vj : j ∈ N〉 in the ring
R(λ∗,µ∗){λ, µ} with respect to the ordered basis {vj : j > 3} is at most m. 
Theorem 14. Suppose the minimal basis of the Bautin ideal B = 〈vj : j ∈ N〉
in the ring R(λ)[µ] has cardinality m and that (λ∗, µ∗) ∈ R∗ × Rp is such that
vj(λ
∗, µ∗) = 0 for all j ∈ N. Then for the system in family (1) that corresponds
to parameter values (λ, µ) = (λ∗, µ∗) the cyclicity of the center at the origin, with
respect to perturbations within the family (1), is at most m− 1. 
5.1. A cyclicity bound computed with polynomial ideals. Recall our nota-
tion
• η̃j(λ, µ) = ηj(λ, µ)/dj(λ) for the focus quantities, the coefficients in (3), with
ηj ∈ Q[λ, µ] and dj ∈ Q[λ] (Definition 1),
• g̃j(λ, µ) = gj(λ, µ)/dj(λ) for the complex focus quantities (although the denom-
inators of corresponding quantities need not exactly match), the coefficients in
(7), with gj ∈ Q[λ, µ] and dj ∈ Q[λ] (Definition 2), and
• vj(λ, µ), the Poincaré-Lyapunov quantities, the coefficients in the expansion (11)
of the reduced displacement map (Definition 4).
By Theorem 7 up to multiplication by π, vj ∈ Q(λ)[µ] for any j > 3. Thus we will
write
(18) vj(λ, µ) = Vj(λ, µ)/Dj(λ), Vj ∈ R[λ, µ] and Dj ∈ Q[λ],
where the roots of Dj are in iQ.
Definition 15. We define the polynomial ideals
• H = 〈ηj : j ∈ N〉 and Hk = 〈η2, η3, . . . , ηk〉 in the ring R[λ, µ];
• G = 〈gj : j ∈ N〉 and Gk = 〈g1, g2, . . . , gk〉 in the ring R[λ, µ];
• V = 〈Vj : j ∈ N〉 and Vk = 〈V3, V4, . . . , Vk〉 in the ring R[λ, µ];
and, recalling Definition 5 so that no ambiguity arises because of (16),
• B = 〈vj : j ∈ N〉 and Bk = 〈v3, v4, . . . , vk〉 in the ring R(λ)[µ].
Compare this definition with Definition 5.
By Theorem 7, V2k+1 = Hk+1 = Gk.
Lemma 16. (Consult Definition 15.) Let {Vj1 , . . . , Vjm} be the minimal basis
of the polynomial ideal V with respect to the ordered basis {Vj : j > 3}. Then
{vj1 , . . . , vjm} is a basis of the Bautin ideal B that satisfies the retention condition
with respect to the ordered basis {vj : j > 3}. In particular, the cardinality of the
minimal basis of the Bautin ideal B with respect to the ordered basis {vj : j > 3} is
at most m.
Analogous statements hold for minimal bases of H and G and the corresponding
bases of B.
Proof. Suppose {Vj1 , . . . , Vjm} is the minimal basis of the polynomial ideal V with
respect to the ordered basis {Vj : j > 3}. The first non-zero element of the bases
{Vj : j > 3} of V and {vj : j > 3} of B agree, so the first non-zero element of the
latter basis is contained in {vj1 , . . . , vjm}.
Suppose s > j1 is any index different from j1, . . . , jm and that jk is the largest
index among j1, . . . , jm for which jk < s. Then because Vs ∈ 〈Vj1 , . . . , Vjk〉 we have
Vs =
∑k

















14 I.A. GARCÍA, S. MAZA & D. S. SHAFER
meaning that vs ∈ 〈vj1 , . . . , vjk〉, so that its omission does not violate the retention
condition.
The proofs of the statements with respect to the focus quantites η̃k and the
complex focus quantities g̃k are identical. 
Remark 17. It need not be true that {vj1 , . . . , vjm} be the minimal basis of B.
Taking into account Theorem 7 regarding the relationship between the polynomials
vj and η̃j , the computation in the proof of Theorem 36 in Subsection 9.2 shows that
for the Moon-Rand family (43), {V3, V5, V7, V9} is the minimal basis of V9, hence by
the reasoning in the proof of the lemma {v3, v5, v7, v9} is a basis of B9 that satisfies
the retention condition, but {v3, v5, v7} is the minimal basis of B9.
Lemma 16 combines with Theorem 14 to immediately give the following global
upper bound for the cyclicity of any center inside family (1) in terms of the polyno-
mials Vj , ηj , and gj , the numerators of the Poincaré-Lyapunov, focus, and complex
focus quantities.
Theorem 18. (Consult Definition 15.) Let m be the cardinality of the minimal
bases of V = 〈Vj : j ∈ N〉, H = 〈ηj : j ∈ N〉, and G = 〈gj : j ∈ N〉. Then for
any system in family (1) that corresponds to parameter values (λ, µ) ∈ V(V) with
λ 6= 0, the cyclicity of the center at the origin, with respect to perturbation within
the family (1), is at most m− 1. 
To use Theorem 18 we must be able to obtain the cardinality of the minimal basis
of V. If we go over to the complex setting, regarding V as the ideal 〈Vj : j ∈ N〉 in
the complex polynomial ring C[λ, µ] and allowing λ and µ to take complex values,
then this can be done whenever there exists a k ∈ N for which Vk is a radical
ideal, as will be shown in Theorem 26 in Section 7. We obtain a similar advantage
by working with the complexification (4) of (1) and in doing so can additionally
sometimes exploit the structure of the focus quantities delineated in [23], as will
be illustrated by the example in Subsection 6.2. However, when working in the
complex setting complications can arise. In particular, it is possible for general
ideals I and J in R[x1, . . . , xn] that V(I) = V(J) in Rn but VC(I) 6= VC(J)
in Cn so we must check that the equality V(V) = V(Vk) implies the equality
VC(V) = VC(Vk). Moreover if we allow λ to take complex values then additional
complex focus quantities arise and the variety VC(V) need not exactly pick out
systems with a center (see Remark 22). So before continuing with applications of
Theorems 14 and 18 we consider working in the complex setting more closely.
6. Complex-valued parameters
In this section we examine the derivation of the complex focus quantities in order
to clarify the situation when λ is allowed to take complex values, then discuss in
detail a concrete example illustrating earlier theorems and their limitations in the
complex setting.
6.1. Construction of the complex focus quantities. In [10] the question of
whether or not λ was restricted to real values in the complexification of a family
like (4), or its generalization to a family of the same form but without conditions on
the parameters, was not explicitly addressed. In [23] it is implicit that λ is allowed
to take complex values, some of which must be excluded, but the discussion is
incomplete. Since this question bears directly on our work, we devote the first
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part of this section to clarifying the situation, based on a detailed discussion of
the construction of the complex focus quantities for (4). For this purpose it is
convenient to adopt the notation of [23]. Thus we let N−1 = {−1, 0, 1, . . . } ⊂ Z,
N0 = {0, 1, . . . }, and begin with the family of real polynomial systems on R3
(19)















where S1, S2, and S3 are fixed finite subsets of N30, every element of which satisfies
p + q + r > 2, with complexification that we express using an index shift (used in

















where S ⊂ N−1 ×N0 ×N0 is a set of ` triples, all satisfying 1 6 p+ q + r 6 N − 1,
and T ⊂ N0×N0×N−1 is a set of m triples, all satisfying 1 6 P +Q+R 6 N − 1,
for some N > 2. As before we let Z denote the corresponding vector field on C3.
As the complexification of (19) the coefficients in (20) satisfy bqpr = āpqr and
the right hand side in ż is real when λ, x, y, and z are real. For the remainder
of this section these requirements are dropped, so (20) is viewed as a larger family
(for example, family (28) in place of (27) in the following subsection).
We write a potential formal first integral with a similar indexing scheme,









These triply indexed coefficients have nothing directly to do with those of the
reduced displacement map in (11); we are simply duplicating the notation of [23]
here. We also write similarly





with a similar shift in the first two subscripts. The g̃j of the previous sections
correspond to the g̃j,j,0 here.
We now make it explicit that when we drop the restrictions on the coefficients
apqr, bqpr, and cPQR we also allow λ to take complex values.
The coefficients vj−1,k−1,n of Ψ are found recursively for successive values of
the sum j + k + n > 2 by attempting to zero the coefficients g̃j−1,k−1,n of ZΨ.
In [23] there is a detailed derivation of the fact that the coefficient g̃k1,k2,k3 of
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xk1+1yk2+1zk3 is
(23)























′′ (k3 − s)vj−1,k−1,k3−sck1−j+1,k2−k+1,s
 ,
where the primes on the first two sums indicate that ak1−j+1,k2−k+1,s is to be
replaced by 0 if (k1− j+ 1, k2− k+ 1, s) /∈ S and bk1−j+1,k2−k+1,s is to be replaced
by 0 if (k2−k+1, k1−j+1, s) /∈ S, and the double prime on the third sum indicates
that the corresponding term does not appear if (k1 − j + 1, k2 − k + 1, s) /∈ T .
The maximum of the sum of the subscripts on vαβγ in the sums is k1+k2+k3−1.
Thus if λ must be real and non-zero then except when (k1, k2, k3) = (K,K, 0) for
K ∈ N, the equation g̃k1k2k3 = 0 can be solved uniquely for vk1k2k3 in terms of the
known quantities vαβγ with α + β + γ < k1 + k2 + k3. A formal first integral Ψ
thus exists if g̃kk0 = 0 for all k ∈ N. But when we allow λ ∈ C the coefficient of
vk1,k2,k3 can be zero for additional values of (k1, k2, k3) and the construction of Ψ
halts at this step unless the three sums on the right hand side of (23) add to zero
already. In this case then many additional “focus quantities” arise, as illustrated
in the example in Subsection 6.2 below.
Since k3 takes every value in N0, k1 and k2 each take every value in N−1, and
k1 − k2 takes every value in N0 in this process, the additional obstructions can
occur unless λ is excluded from taking any value in Qi = {qi : q ∈ Q}, including
λ = 0. Thus the theorem in [10] (Theorem 7) that (20) with (a, b, c) = (a∗, b∗, c∗)
admits a formal first integral of the form (21) (i.e., (20) has a center) if and only if
g̃kk0(a
∗, b∗, c∗) = 0 for all k ∈ N0 is valid precisely when λ ∈ C \Qi.
Theorem 19 (Theorem 7 of [10], clarified). Let Ψ be a formal series of the form
(21) and let g000, g110, . . . be polynomials in (a, b, c) that satisfy
ZΨ(x, y, z) = g̃000xy + g̃110(xy)
2 + g̃220(xy)
3 + · · ·
with respect to the system (20) for a fixed choice of λ ∈ C \Qi. Then system (20)
with (a, b, c) = (a∗, b∗, c∗) admits a formal first integral of the form (21) if and only
if g̃kk0(a
∗, b∗, c∗) = 0 for all k ∈ N0. 
By (23) and the recursive process of construction of Ψ we obtain the form of
the coefficients vk1,k2,k3 of Ψ and gk1,k2,k3 of ZΨ, namely, that each is a quotient of
polynomials in the parameters (λ, a, b, c) with coefficients in the ring of Gaussian
integers Z[i] = {α + βi : α, β ∈ Z}. In the case of the complex focus quantities in













indicating that the focus quantities depend only on the coefficients vk1,k2,k3 with
k3 ∈ {0, 1}, so that in some cases (for example, in fact when ck1,k2,2 = 0 for all
(k1, k2)) their denominators can have only the form λ+mi, m ∈ Z.
The other result mentioned earlier, from [23], is formally stated as follows.
Theorem 20 (Theorem 2 of [23]). Consider a family (19) on R3 (which is just
(1) expressed in the notation of [23]) and let E ⊂ Rp+1 denote the set of admissible
parameters (which in particular excludes λ = 0). There exists a variety VC in RM
such that the system (19) with parameter string (λ,A,B,C) ∈ E has a center on the
local center manifold at the origin in R3 if and only if (λ,A,B,C) lies in E ∩ VC .

To sketch the idea of the proof and refine it somewhat, the numerators of the
complex focus quantities generate an ideal J in C[λ, a, b, c] to which corresponds a
variety V(J) in (λ, a, b, c)-space. The original proof spoke of points off the countable
union of the hyperplanes
Z = ∪{(ri, a, b, c) : ri is a root of dKK0 for some K},
where dKK0 is the denominator of the Kth complex focus quantity. But in fact
these denominators arise precisely in connection with the full set of obstructions
to construction of a formal first integral Ψ; each is a coefficient λk3 − (k1 − k2)i
of vk1,k2,k3 . Since the vanishing of this coefficient is possible if and only if λ ∈
C \Qi, and since all values in Qi arise, in fact the set Z is the countable union of
hyperplanes
Z̃ = ∪{(ri, a, b, c) : r ∈ Q},
and then off the set Z̃ a point of V(J) corresponds to a system on C3 in family (20)
for which there exists a formal first integral Ψ of the form (21). The set V(J) \ Z̃
is not closed, hence does not form a variety in CN . But when we restrict to the
case that (20) be the complexification of a real family (19), λ must be real and to
V(J) there corresponds a variety VC in the space of the original coefficients of the
original real family. Points in E ∩ VC (E the actual set of admissible parameters,
i.e., admissible coefficients) correspond to exactly those elements of the original
family (19) for which there is a center at the origin in the center manifold.
6.2. A concrete example. Continuing with the notation of the previous subsec-




ẇ = λw +Bu2
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with the admissible parameters E = {(λ,A,B) : λ 6= 0} ⊂ R3. In the proof of
the next proposition we will first use this system to illustrate the discussion in the
previous subsection, then show how the cyclicity theorem applies to it.
Proposition 21. The Bautin ideal B in the ring R(λ)[A,B] associated to the origin
of family (25) is B = 〈AB〉. In particular, the center variety VC of Theorem 20
is VC = {(λ,A,B) ∈ R3 : AB = 0} and the cyclicity of the center at the origin is
zero.
Proof. Let X denote the corresponding vector field. A straightforward computation
shows that for the formal or convergent series H(u, v, w) = 12 (u
2 + v2) +
(3)
· · · of the
Lyapunov Center Theorem (see the second paragraph of Section 2) display (3) is
(26) XH(u, v, w) = AB
2(λ2 + 4)
(u2 + v2)2 +
(6)
· · ·.
The Lyapunov Center Theorem then implies that AB = 0 is a necessary condition
for system (25) to have a center on the center manifold. This condition is also
sufficient, since when A = 0 a first integral is H(u, v, w) = 12u
2 + 12v
2 and when
B = 0 the center manifold is the plane w = 0, on which H is a first integral.
Therefore writing VC = {(λ,A,B) : AB = 0} ⊂ Rp+1 = R3, the set of parameters
corresponding to a center is the intersection of the variety VC with the parameter
space E, illustrating Theorem 20.
The complexification of (25) is the system
(27)
ẋ = ix+ A2 ixz +
A
2 iyz
ẏ = −iy − A2 ixz −
A
2 iyz
ż = λz + B4 x




When A = 0 then it is clear that Ĥ(x, y, z) = xy is a first integral of (27). When
B = 0 we will demonstrate the existence of a first integral by exploiting the structure
of the focus quantities.






in agreement with (26) just above. In further keeping with the result for the real
system, we claim that every complex focus quantity for the complexification (27)
contains the product AB as a factor. To prove this assertion we apply the theory
developed in [23]. In the notation of (20), (27) lies in the general family
(28)
ẋ = i(x− a0,0,1xz − a−1,1,1yz)
ẏ = −i(y − b1,−1,1xz − b0,0,1yz)
ż = λz + c2,0,−1x
2 + c1.1.−1xy + c0,2,−1y
2,
S = {(0, 0, 1), (−1, 1, 1)} and T = {(2, 0,−1), (1, 1,−1), (0, 2,−1)}, and in particu-
lar
a0,0,1 = −A2 i, a−1,1,1 = −
A
2 i, b0,0,1 = −
A
2 i, b1,−1,1 = −
A
2 i,
c2,0,−1 = −B4 , c1,1,−1 = −
B
2 , c0,2,−1 = −
B
4 .
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and ν = (ν1, . . . , ν7) ∈ N70 denotes the corresponding exponent string, then a func-
tion L : N70 → Z3 is defined by
(ν1, . . . , ν7) 7→ ν1(0, 0, 1) + ν2(−1, 1, 1) + ν3(0, 0, 1) + ν4(1,−1, 1)
+ ν5(2, 0,−1) + ν6(1, 1,−1) + ν7(0, 2,−1),
that is,
(L1(ν), L2(ν), L3(ν)) = (−ν2 + ν4 + 2ν5 + ν6,
ν2 − ν4 + ν6 + 2ν7,
ν1 + ν2 + ν3 + ν4 − ν5 − ν6 − ν7).
It is shown in [23] that for any monomial appearing in the Kth focus quantity gKK0,
its exponent string ν satisfies L1(ν) = L2(ν) = K and L3(ν) = 0. Fix ν ∈ N70 with
L1(ν) = L2(ν) = K and L3(ν) = 0 and suppose that, contrary to what we wish
to show, either ν1 = ν2 = ν3 = ν4 = 0 (A does not appear in the corresponding
monomial in gKK0) or ν5 = ν6 = ν7 = 0 (B does not appear in the corresponding
monomial in gKK0). In the former case the equation L3(ν) = 0 dictates that νj = 0
for 5 6 j 6 7, hence νj = 0 for all j, while in the latter case it dictates that νj = 0
for 1 6 j 6 4, hence νj = 0 for all j. Either way the equations L1(ν) = L2(ν) = K
are impossible, and the claim is established.
By the claim gkk0 = 0 for all k ∈ N if and only if AB = 0, hence by Theorem
19, for λ 6∈ Qi system (27) has a center if and only if AB = 0.
To obtain a cyclicity result for family (25), again by the claim clearly {g̃110} is
the minimal basis of the ideal 〈g̃rr0 : r ∈ N〉 ⊂ R(λ)[A,B]. Since g̃rr0 corresponds
to g̃r in Corollary 9, by Theorem 18 the cyclicity of any center in family (25)
is zero. (Incidentally we could also establish the cyclicity result by noting that
〈g̃110〉 is radical, performing a computation analogous to (32) below, then applying
Corollary 9 and Theorem 14.) 
Remark 22. To see what can happen in family (27) when λ is allowed to take
values in Qi suppose λ = 2i. Searching for a series of the form (21) as a formal
first integral, at the first stage we can find vk1,k2,k3 with k1 + k2 + k3 = 1 to force
gk1,k2,k3 = 0 for all index strings except (k1, k2, k3) = (1,−1, 1), for which (23) gives
g̃1,−1,1 = (λ+ 2i)v1,−1,1 −
A
2




That is, g̃1,−1,1 = −A2 i is an additional complex focus quantity so that A = 0 is
an additional necessary condition that there be a center. It is also sufficient, since
then Ψ(x, y, z) = xy is a first integral for (27). Thus for λ = 2i the center set C
is {(A,B) : A = 0}. Contrariwise, if B = 0 but A 6= 0 then the numerators of all
the g̃kk0 exist, and all of them vanish, but the corresponding system (27) does not
have a center. Thus since in this reduced case B can now be viewed as an ideal in
C[A,B], the center set C is not equal to VC(V) and is in fact a proper subset, which
is not surprising since now there are an additional infinitely many focus quantities
besides the g̃kk0.
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7. Global center cyclicity bounds
In this section we work in the complex setting in order to use the completeness
of C to obtain bounds on the cyclicity of centers of systems family (1) on R3. We
begin with a few facts that will be needed in the proof of the main result of the
section.
Lemma 23. Suppose fj ∈ R[λ, µ] for j ∈ N. The equality 〈fj : j ∈ N〉 =
〈fj1 , . . . , fjm〉 holds in R[λ, µ] if and only if it holds in C[λ, µ].
Proof. The inclusion 〈fj1 , . . . , fjm〉 ⊂ 〈fj : j ∈ N〉 is immediate, as is the fact
that the truth of the reverse inclusion in R[λ, µ] implies its truth in C[λ, µ]. Hence
suppose the reverse inclusion holds in C[λ, µ], so that in particular for any fs ∈
R[λ, µ] there exist hj ∈ C[λ, µ] such that
(29) fs = h1fj1 + · · ·+ hmfjm .
Defining the operator Re(·) on C[λ, µ] in the obvious way and applying it to (29)
yields
fs = Re(h1)fj1 + · · ·+ Re(hm)fjm ,
so that fs ∈ 〈fj1 , . . . , fjm〉 in R[λ, µ]. 
Lemma 24. Suppose fj ∈ R[λ, µ] for j ∈ N. A set M = {fj1 , . . . , fjm} is the
minimal basis of 〈fj : j ∈ N〉 in R[λ, µ] if and only if M is the minimal basis of
〈fj : j ∈ N〉 in C[λ, µ].
Proof. Suppose M is the minimal basis of 〈fj : j ∈ N〉 in R[λ, µ]. The first non-zero
element of 〈fj : j ∈ N〉 in C[λ, µ] is still fj1 . If f ∈ 〈f1, . . . , fk〉 in C[λ, µ], so that
(30) f = h1f1 + · · ·+ hkfk for hj ∈ C[λ, µ]
then there exist hj,js ∈ R[λ, µ] such that
(31)
f = h1(h1,j1fj1 + · · ·+ h1,jmfjm) + · · ·+ hk(hk,j1fj1 + · · ·+ hk,jmfjm)
= (h1h1,j1 + · · ·+ hkhk,j1)fj1 + · · ·+ (h1h1,jm + · · ·+ hkhk,jm)fjm
so that M is a basis of 〈f1, . . . , fk〉 in C[λ, µ].
Now suppose s 6 k is distinct from j1, . . . , jm and that jr is the largest index
satisfying jr < s. Then
fs = h1f1 + · · ·+ hrfjr for h1, . . . , hr ∈ R[λ, µ] ⊂ C[λ, µ],
so M satisfies the retention condition in C[λ, µ], hence is the minimal basis of
〈f1, . . . , fk〉 in C[λ, µ].
Conversely, suppose M is the minimal basis of 〈fj : j ∈ N〉 in C[λ, µ]. The first
non-zero element of 〈fj : j ∈ N〉 in R[λ, µ] is still fj1 . If f ∈ 〈f1, . . . , fk〉 in R[λ, µ],
so that (30) holds for hj ∈ R[λ, µ] then there exist hj,js ∈ C[λ, µ] such that (31)
holds, which we write as
f = g1fj1 + · · ·+ gmfjm for gj ∈ C[λ, µ].
Applying the operator Re(·) of the proof of Lemma 23 yields
f = Re(g1)fj1 + · · ·+ Re(gm)fjm
so that M is a basis of 〈f1, . . . , fk〉 in R[λ, µ].
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Now suppose s 6 k is distinct from j1, . . . , jm and that jr is the largest index
satisfying jr < s. Then
fs = h1f1 + · · ·+ hrfjr for h1, . . . , hr ∈ C[λ, µ],
hence
fs = Re(h1)fj1 + · · ·+ Re(hm)fjm
so M satisfies the retention condition in R[λ, µ], hence is the minimal basis of
〈f1, . . . , fk〉 in R[λ, µ]. 
We will also need the following result, Proposition 5.1 of [12], based on the idea
in Proposition 1 of [17]. The proof requires the Strong Hilbert Nullstellensatz hence
need not hold in general for C replaced by R.
Proposition 25 ([12], [17]). Suppose J = 〈f1, . . . , fk〉, R, and N are polynomial
ideals in C[x], x ∈ Cn, such that J = R ∩ N and R is radical. Then for any
polynomial f ∈ I(VC(J)) and any x∗ ∈ Cn \VC(N) there exist a neighborhood U
of x∗ in Cn and rational functions rj on U such that f =
∑k
j=1 rjfj on U . 
As a last preliminary, we note that because it is true that for the complexification
of a real system the complex focus quantities are real, and also because of Corollary
8, the expression VC(V) = VC(Vk) in the main theorem makes good sense and
(recalling the notation in Definition 15) is equivalent to VC(G) = VC(Gk) and
VC(H) = VC(Hk).
Theorem 26. (Consult Definition 15.) Suppose that, viewing (1) as a system on
C3 and allowing λ and µ to take complex values, or passing to the complexification
(4) of (1), the equality VC(V) = VC(Vk) holds (equivalently, VC(G) = VC(Gk) or
VC(H) = VC(Hk)) and that the minimal basis of Vk (equivalently, Gk or Hk) has
cardinality m.
(i) If Vk is a radical ideal in C[λ, µ] then V = Vk and for any (λ∗, µ∗) ∈ V(V)∩E
the cyclicity of the center at the origin is at most m− 1.
(ii) If a primary decomposition of Vk is written Vk = R ∩ N where R is the
intersection of the ideals in the decomposition that are prime (hence is radical)
and N is the intersection of the remaining ideals in the decomposition then
for any system of family (1) (on R3) corresponding to parameters (λ∗, µ∗) ∈
(V(V) ∩E) \V(N) the cyclicity of the center at the origin is at most m− 1.
Proof. Suppose Vk is a radical ideal. The Strong Hilbert Nullstellensatz applies to
give the first and third equalities in the computation
(32) V ⊂
√
V = I(VC(V)) = I(VC(Vk)) =
√
Vk = Vk.
By Lemma 23 the equality of the ideals V = 〈Vj : j ∈ N〉 and Vk = 〈V1, . . . , Vk〉 in
C[λ, µ] implies the equality of the same ideals in R[λ, µ], hence by Lemma 24 the
minimal basis of V = Vk has cardinality m. Point (i) follows from Theorem 18.
Now suppose R and N are as in point (ii) and let {Vj1 , . . . , Vjm} be the minimal
basis of Vk. The first three steps in computation (32) show that for each j ∈ N,
Vj ∈ I(VC(Vk)) hence by Proposition 25 with Vk = 〈Vj1 , . . . , Vjm〉 playing the
role of I and Vj playing the role of f , for any (λ
∗, µ∗) ∈ VC(Vk) \ VC(N) there
exists a neighborhood U of (λ∗, µ∗) in C × Cp and rational functions ri such that
Vj =
∑m
i=1 riVji is valid as analytic functions on U . Then this same equality is
valid when we restrict to (λ∗, µ∗) ∈ U ∩ (V(Vk) \V(N)).
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We claim that {vj1 , . . . , vjm} is a basis of B(λ∗,µ∗) in R(λ∗,µ∗){λ, µ} that satisfies
the retention condition. Certainly the first non-zero element of {vj : j ∈ N} is vj1 .

















Thus {vj1 , . . . , vjm} is a basis of B(λ∗,µ∗) in R(λ∗,µ∗){λ, µ} and the same argument
shows that it satisfies the retention condition. Thus the result follows from Theorem
18. 
Remark 27. The hypotheses of Theorem 26 are expressed in terms of properties
of ideals in C[λ, µ] and varieties in Cn, in which setting more general theorems
(e.g., the Strong Nullstellensatz) are valid and it is generally more efficient to do
computations than in the real setting. Two of them can often be checked in the
real setting:
(i) if 〈f1, . . . , fk〉 is radical in R[λ, µ] then it is radical in C[λ, µ] ([11]); and
(ii) if M is the minimal basis of 〈f1, . . . , fk〉 in R[λ, µ] then it is the minimal basis
in C[λ, µ] (Lemma 24).
The major hindrance in applying Theorem 26 in practical situations is trying
to verify the hypothesis VC(V) = VC(Vk) for a specific value of k, which turns on
the difficulty in showing that if (λ∗, µ∗) ∈ VC(Vk) then the corresponding system
admits a first integral on a neighborhood of the origin in C3. Clearly if the ascending
chain of radical ideals√
H2 ⊂
√




H`+1 = · · · =
√
H
stabilizes at index ` then both V(H`) = V(H) and VC(H`) = VC(H) hold. But we
rarely know the value of ` and we are in general unable to prove that the condition
V(Hk) = V(H) ⊂ Rp+1 implies VC(Hk) = VC(H) ⊂ Cp+1. We know from the
discussion in Section 6 that there are points (λ, µ) ∈ VC(H) (ones with λ ∈ iQ) for
which the associated complex system has no formal first integral. Thus we do not
have a characterization in terms of formal first integrals of the variety VC(H).
We have a partial result, whose statement depends in part on the following
definition.
Definition 28. Given a field k and an ideal I = 〈f1(λ, µ), . . . , fk(λ, µ)〉 in k[λ, µ]
let I∗ denote the ideal in k[µ] that is generated by the polynomials f∗j (µ) = fj(λ
∗, µ)
that arise when the indeterminate λ is replaced by the fixed element λ∗ of k.
Proposition 29. Suppose V(Hk) = V(H) ⊂ Rp+1 and {f1, . . . , fr} ⊂ R[λ, µ] are
such that
(a) r 6 p+ 1,
(b) VC(Hk) = VC(f1, . . . , fr), and
(c) for some Σ $ VC(Hk) the map F : Cp+1 → Cr : (λ, µ) 7→ (f1(λ, µ), . . . , fr(λ, µ))
satisfies rank(dPF ) = r at every point P ∈ VC(Hk) \ Σ.
Then (in the notation of Definition 28)
(i) (VC(Hk) \ {(λ, µ) : λ ∈ Qi}) \ Σ ⊂ VC(H) in Cp+1;
(ii) if the Zariski closure VC(Hk) \ Σ = VC(Hk) then VC(H∗k) = VC(H∗) in Cp
when λ is assigned any fixed value λ∗ 6∈ Qi.
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Proof. To establish conclusion (i) we will show that for every point in the set
(VC(Hk) \ {(λ, µ) : λ ∈ Qi})\Σ the corresponding system (1) admits a formal first
integral. We first confine ourselves to the real situation, restricting attention to F
as a map from Rp+1 to Rr. Writing just Σ for Σ ∩ Rp+1, by the rank condition F
is a submersion at every point in VC \ Σ, hence
VC \ Σ = V(Hk) \ Σ = V(f1, . . . , fr) \ Σ = F−1(0) \ Σ
is a submanifold of Rp+1 of codimension r. Reordering the parameter variables
if necessary and for simplicity making the unnecessary assumption that λ is one
of the control variables, by the Implicit Function Theorem for any point P ∗ =
(λ∗, µ∗1, . . . , µ
∗
p) ∈ V(Hk) \ Σ = VC \ Σ there exist neighborhoods
U of (λ∗, µ∗1, . . . , µ
∗
p−r) ∈ Rp+1−r and V of (µ∗p−r+1, . . . , µ∗p) ∈ Rr
and r analytic functions hj : U → V , p−r+1 6 j 6 p, such that for (λ, µ) ∈ U×V ,
F (λ, µ) = 0 if and only if µj = hj(λ, µ1, . . . , µp−r) for p− r + 1 6 j 6 p.
Fix any point P ∗ ∈ (V(Hk) ∩ E) \ Σ. Because Σ is a closed set the point P ∗
and all points in VC near it are now parametrized not by an implicitly defined
subset f1 = · · · = fr = 0 of Rp+1 but by the full open neighborhood U of the point
(λ∗, µ∗1, . . . , µ
∗
p−r) in Rp+1−r. Thus writing, for 1 6 j 6 3,
F̂j(x, y, z;λ




∗, µ∗1, . . . , µ
∗
p−r, hp−r+1(λ
∗, µ∗1, . . . , µ
∗
p−r), . . . , hp(λ
∗, µ∗1, . . . , µ
∗
p−r)),
we have replaced the polynomial family (1) by the analytic family
(33)
ẋ = −y + F̂1(x, y, z;λ∗, µ∗1, . . . , µ∗p−r)
ẏ = x+ F̂2(x, y, z;λ∗, µ∗1, . . . , µ∗p−r)
ż = λz + F̂3(x, y, z;λ∗, µ∗1, . . . , µ∗p−r)
on R3 with parameter space U \ {λ = 0}, every element of which admits a formal,
hence local analytic, first integral because of the hypothesis V(Hk) = V(H) ⊂
Rp+1. That is, for each point in the open parameter set U \ {λ = 0} ⊂ Rp+1−r
we have a system (33) and a formal first integral H(x, y, z;λ∗, µ∗1, . . . , µ
∗
p−r). The
infinitely many conditions that H satisfies as a formal first integral are identities,
whose validity has nothing to do with the actual values of the variables (x, y, z)
or the parameter variables (λ, µ1, . . . , µp−r) or whether they are real or complex,
only that the denominators in the expressions for the coefficients vj−1,k−1,n in (21)
not vanish. These denominators arise when expression (23) is set equal to zero and
the resulting equation is solved for vk1,k2,k3 , hence are non-zero in the real case
provided λ 6= 0 and in the complex case provided λ 6∈ Qi.
Now turning to the situation that the map F is viewed as a map of complex
spaces, F is the same map, the Implicit Function Theorem applies in the same way,
but now at every point in VC(Hk) \Σ, to give the same functions hj , and the new
system (33) is the same in the complex setting as in the real setting, and all goes
through as before. This establishes conclusion (i).
In order to prove (ii) we particularize (i) to the case in which we fix the value
λ = λ∗ 6∈ Qi, that is, we have VC(H∗k) \ Σ ⊂ VC(H∗) in Cp. Taking in both sides
of this inequality the Zariski closure (which preserves the inclusion) and using the
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hypothesis of the proposition we get VC(H∗k) ⊂ VC(H∗), which in turn implies
(ii). 
Remark 30. In applications often the set Σ in condition (c) of Proposition 29
satisfies Σ ⊂ ∪j 6=`(Cj ∩ C`) where the sets Cs are the irreducible components of
VC(Hk). Since by definition the Zariski closure of a set is the smallest variety that
contains that set, in such a case the condition VC(Hk) \ Σ = VC(Hk) in conclusion
(ii) is automatic.
Remark 31. If {f1, . . . , fs} is a basis of either Hk or
√
Hk then hypothesis (b)
holds, but sometimes a much simpler collection of polynomials picks out VC(Hk).
It is typical of three-dimensional systems that with even just a few parameters
computations quickly become intractable. The parameter λ causes the greatest
difficulty, so one way to make progess is to fix its value. Thus for example the
center problem for the generalized Moon-Rand system with homogeneous cubic
nonlinearities was solved in [18] by setting λ = 1, but even then only by means of
a novel use of modular arithmetic in the computations. We can sometimes make
progress on the cyclicity problem as well by fixing the special parameter λ, as
hinted at by point (ii) of the proposition just proved and as will be illustrated in
examples in Section 9. However, we expect that cyclicity results for fixed λ do not
automatically imply good results when λ is allowed to vary. More specifically, it
is conceivable that the cyclicity of a center in a specific member of a family of the
form (1) that arises when all parameters, including λ, are allowed to vary could be
strictly larger than the cyclicity of centers of all nearby members of the family when
all parameters except λ are allowed to vary, but λ itself is held fixed, although we
do not have an example for a system of the form (1). An example for the situation
in which λ is allowed to appear in the nonlinearities is the family
(34)
ẋ = −y(1 + F (x2 + y2)) + xf(x2 + y2, z;λ, µ)
ẏ = x(1 + F (x2 + y2)) + yf(x2 + y2, z;λ, µ)
ż = λz + z G(x2 + y2) + zf(x2 + y2, z;λ, µ),
where F (0) = G(0) = 0 and f(r2, 0;λ, µ) = µr2+(λ−1)r4. The center manifold W c
is the plane z = 0 for all choices of the parameters. Changing to polar coordinates
in W c we obtain
ṙ = rf(r2, 0;λ, µ), θ̇ = 1 + F (r2),
from which it is clear that the only periodic orbits are circles centered at the origin
of radius r satisfying f(r2, 0;λ, µ) = 0. There is a center on the center manifold if
and only if (λ, µ) = (1, 0). If we maintain λ = 1 then the cyclicity is 0; if we allow
λ to vary from 1 then there is a cycle if and only if µ(1− λ) > 0, and it is unique.
Moreover since there exists (λ, µ) arbitrarily close to (1, 0) with µ(1 − λ) > 0
and
√
µ/(1− λ) aritrarily close to 0 by Definition 10 the cyclicity is 1. (Indeed
this example has the fascinating property that the “global cyclicity” of the system
corresponding to (λ, µ) = (1, 0) is 1 and that by suitable choice of (λ, µ) the unique
limit cycle can be made to bifurcate from either the center itself, an arbitrary
element of the period annulus, or from infinity.) In sum, we must have λ = 1 in
order to obtain an element of VC but must allow it to change in order to obtain a
sharp upper bound on the cyclicity of the center on W c. Of course, we can increase
the dimension of the parameter space by adding variables in the coefficients of F
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and G. The Bautin ideal does not depend on these additional variables but now
we can construct examples where the center variety is not reduced to just a point.
We state the problem raised by this discussion as an open question.
Question. Suppose the system of the form (1) with parameter values (λ∗, µ∗) has
a center at the origin and that for any parameter value (λ, µ) in a sufficiently small
neighborhood of (λ∗, µ∗) any center at the origin of the corresponding system has
cyclicity at most c, under the restriction that the parameter λ is not allowed to
vary under the perturbation. What are conditions, if any, that guarantee that the
cyclicity of the center at the origin for the system corresponding to (λ∗, µ∗), under
arbitrary small perturbation (including change in λ), is at most c?
8. Center cyclicity bounds on irreducible components of VC
In this section we develop an approach to bounding the cyclicity of centers of
family (1) on individual irreducible components of the center variety VC . It is based
on ideas formulated by Colin Christopher in [8].
For any natural number κ up to the Bautin depth (the cardinality of the minimal
basis) of B let us denote by dPFκ the κ×(p+1) Jacobian matrix of the real analytic
mapping
(35) (λ, µ) 7→ Fκ(λ, µ) = (vj1(λ, µ), . . . , vjκ(λ, µ))
evaluated at P ∈ E = R∗ × Rp ⊂ Rp+1, where {vj1(λ, µ), . . . , vjκ(λ, µ)} is the
minimal basis of the ideal Bjκ (Definition 5) and E is the parameter space. Recall
that by Theorem 20 there is a variety VC ⊂ Rp+1 such that an element of the family
(1) corresponding to (λ, µ) has a center at the origin if and only if (λ, µ) ∈ VC ∩E
and that it is V(V) (see Definition 15). For a definition and discussion of smooth
points of an affine variety consult Section 6 in Chapter 9 of [9].
Theorem 32. Let C ⊂ V(V) be an irreducible component of the center variety VC
associated to the origin of family (1). Let P = (λ∗, µ∗) ∈ C ∩ E be a point such
that rank(dPFκ) = κ and κ 6 p+ 1. Then the following holds:
(i) There exists a neighborhood U of P in Rp+1 such that C ∩U is a submanifold
of Rp+1 of codimension at least κ and there exist bifurcations of (1) producing
κ − 1 small amplitude limit cycles from the origin for parameter values with
(λ, µ) sufficiently close to P .
(ii) If moreover codim(C) = κ then P is a smooth point of C and the cyclicity of
P and also of any point in a relatively dense open subset of C is exactly κ−1.
Proof. We begin by proving statement (i). Since p + 1 > κ, dPFκ has maximal
rank, so Fκ is a submersion at its regular point P . Then the origin 0 ∈ Rκ is a
regular value of Fκ restricted to some neighborhood U ⊂ Rp+1 of P . In consequence
U ∩ F−1κ (0) is a smooth submanifold of Rp+1 of codimension κ. But
C ⊂ V(V) ⊂ V(Vjκ) = F−1κ (0),
so codim(C) > codim(U ∩ F−1κ (0)) = κ.
Let {vj1 , . . . , vjm} be the minimal basis of B. As mentioned in the proof of
Theorem 18 the displacement map can be locally expressed in the form (17), that
is, for (λ, µ) near P and r0 sufficiently close to zero one has
(36) δ(r0;λ, µ) =
m∑
k=1
vjk(λ, µ) [1 + ψk(r0;λ, µ)] r
jk
0
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where ψk are analytic functions such that ψk(0;λ, µ) = 0 for any k ∈ {1, . . . ,m}.
Recall the order 3 6 j1 < j2 < · · · < jm and that all the jk are odd.
We translate the point P to the origin of Rp+1 by the coordinate change in
parameter space (λ, µ) 7→ (λ− λ∗, µ− µ∗). By the Domain Straightening Theorem
(e.g., Exercise 7.18 in [20]) there exist suitable analytic parameter transformations
to yield (37) below. To be explicit, since Fκ(0) = 0 and rank(d0F
κ) = κ, and
without loss of generality renaming the parameters (including λ, hence placing it




∂µ1 . . . ∂µκ
)
6= 0,
hence by an application of the Implicit Function Theorem we deduce that there are
κ analytic functions near the origin of Rp+1−κ, say fj(µκ, . . . , µp) for j = 1, . . . , κ,
such that
vjk(λ, f1(µκ+1, . . . , µp), . . . , fκ(µκ+1, . . . , µp), µκ+1, . . . , µp) ≡ 0
near the origin for k = 1, . . . , κ. Performing the analytic change of variables in the
parameter space
µk 7→ µk − fk(µκ+1, . . . , µp), 1 6 k 6 κ,
we obtain that
(37) vjk(λ, µ) = µk,
for k = 1, . . . , κ. Since the µk are independent for k = 1, . . . , κ, it is clear that we
can take
|vj1 |  |vj2 |  · · ·  |vjκ |  1,
with vjivji+1 < 0 for i = 1, . . . , κ − 1. Then by using standard arguments of
bifurcation theory we get that κ − 1 small amplitude limit cycles can be made to
bifurcate from the origin of (1) with parameters at (λ, µ) = (λ∗, µ∗). This proves
statement (i).
To prove part (ii) we assume that codim(C) = κ. Since rank(dPFκ) = κ still
holds we have that codim(U ∩ F−1κ (0)) = κ. Since C ⊂ F−1κ (0) by definition, now
we must have the local equality
C ∩ U = U ∩ F−1κ (0) = U ∩VR(Bjκ).
Since {vj1(λ, µ), . . . , vjκ(λ, µ)} is the minimal basis of the ideal Bjκ , in the new
parameters it follows that
C ∩ U = {(λ, µ) ∈ Rp+1 : µ1 = · · · = µκ = 0}.
By definition of C, for all k > jκ the analytic functions vk(λ, µ) are elements of the
ideal I(C) in the ring R0{λ, µ} of analytic functions at the origin that is composed
of all germs of analytic functions that vanish on C. Therefore by the analogue of
Lemma 3.1 of [15, Ch. II.3], adapted from the case of smooth germs to the case
of analytic germs, vk ∈ 〈µ1, . . . µκ〉 for all k > jκ, i.e., there are analytic functions
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In particular, taking into account (37) and (38), the local expression of the dis-
placement map (36) for r0 and (λ, µ) both near the origin can be written into the
form





1 + ψ̂k(r0;λ, µ)
]
rjk0
for some analytic functions ψ̂k such that ψ̂k(0;λ, µ) = 0 for any k ∈ {1, . . . , κ}.
Using now a Bautin type argument we obtain that the cyclicity of P is exactly
κ− 1.
The fact that P is a smooth point of C follows from the Jacobian criterion for
smoothness ([9, Ch. 9.6]) that ensures that U ∩ F−1κ (0) is a smooth submanifold.
Finally, we recall that the set of smooth points of C (and any variety) is dense.
Since the non-smooth point on C as well as the points Q ∈ C with rank(JκQ) < κ
form a closed subset of C, statement (ii) follows. 
Remark 33. Since V(Vjκ) = V(
√
Vjκ) it is of interest to consider the situation
in point (i) of the theorem in terms of generators f1, . . . , f` of
√
Vjκ . Suppose the
Jacobian at a point P ∈ R∗ × Rp of the map (λ, µ) 7→ (f1(λ, µ), . . . , f`(λ, µ)) has
rank ` with p + 1 > `. Since C ⊂ V(Vjκ) = V(
√
Vjκ) it follows that there is a
neighborhood U of P in R∗ × Rp such that codim(C ∩ U) > `.
We now use Theorem 7 to show how the hypotheses of Theorem 32 can be verified
using the focus quantities in place of the Poincaré-Lyapunov quantities (as stated),
independently of whether they have been reduced modulo the ideal generated by
the previous ones or not. Recall thatH = 〈ηj : j ∈ N〉, the ideal in R[λ, µ] generated
by the numerators of the focus quantities.
Proposition 34. For any natural number κ less than or equal to the Bautin depth
of B let {η̃i1(λ, µ), . . . , η̃iκ(λ, µ)} be the minimal basis of the ideal Iiκ in R(λ)[µ].
Consider in addition to the map Fκ given in (35) the analytic maps from Rp+1 to
R given by
Gκ(λ, µ) = (η̃i1(λ, µ), η̃i2(λ, µ), . . . , η̃iκ(λ, µ)),
Hiκ(λ, µ) = (η̃2(λ, µ), η̃3(λ, µ), . . . , η̃iκ(λ, µ)).
Let P ∈ R∗×Rp be a point that lies on V(Hi(κ−1)). Then the rank of the Jacobians
of Fκ, Gκ and Hiκ at P coincide.
Proof. Let dPFκ be the Jacobian of Fκ at P . Using row vector gradient operator





By Theorem 7 there exist qrs ∈ R(λ)[µ] such that
vjr (λ, µ) = π η̃ir (λ, µ) +
r−1∑
s=1
qrs(λ, µ) η̃is(λ, µ), r = 1, . . . , κ.









s=1 η̃is(P )∇qκs(P ) + qκs(P )∇η̃is(P )
 .
















where the symbol ∼ denotes row equivalence of matrices, i.e., that each matrix
can be obtained from the other by elementary row operations. Since row reduction
preserves rank, rank(dPFκ) = rank(dPGκ).
In a similar way we can prove that rank(dPGκ) = rank(dPHiκ). 
9. Examples
In this section we illustrate the theorems and difficulties that can be encountered
in trying to apply them.
9.1. Toy Example. Consider the family
(40) ẋ = −y, ẏ = x+ a1x2 + a2xz + a3z2, ż = −z + b1x2 + b2xz + b3z2,
which is family (1) with λ = −1, F1 = 0, and F2 and F3 arbitrary homogeneous
polynomials of degree two in the variables x and z. The parameter is µ = (a, b) =
(a1, a2, a3, b1, b2, b3) ∈ R6.
Proposition 35. The center variety VC associated to the origin of family (40) is
VC = V(H6) = C1 ∪ C2 where C1 and C2 are the irreducible varieties
C1 = {(a, b) : b1 = 0}
C2 = {(a, b) : a2 = a3 = 0}.
The cyclicity of the center at the origin of (40) satisfies
(i) if µ ∈ C1 \ {(a, b) : a2 = 0}, then the cyclicity is 0;
(ii) if µ ∈ C2 \ Z , Z = C1 ∪ {(a, b) : 26a1 − 23b2 = 0}, then the cyclicity is 1;
(iii) if µ ∈ C2 \ {(a, b) : a1 = b2 = 0}, then the cyclicity is at most 4 and there are
perturbations producing one limit cycle.
Moreover with regard to the following two subfamilies of (40) (and perturbation
restricted to the respective subfamilies) the cyclicity of the center at the origin sat-
isfies:
(iv) for the subfamily (40) with a3 = 0: cyclicity 0;
(v) for the subfamily (40) with a2 fixed at a nonzero value: cyclicity 0.
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Proof. Letting η̂j denote the reduction of η̃j modulo the ideal of the previous focus


























η̂j = 0, j = 7, 8, 9.
At each step in the computation we apply the Radical Membership Test ([22])
and find that (recalling the notation introduced following (18)) η̂j /∈
√
Hj−1 for
3 6 j 6 6 so V(H) $ V(Hj) for j 6 5 and we continue with the next focus
quantity, plus a few more once the chain Hj itself appears to have stabilized at H6,
at which point we suspect that V(H) = V(H6). Using the routine minAssChar in
the PRIMDEC.lib library of Singular ([16]) we obtain the prime decomposition
(41)
√
〈η2, η̂3, . . . , η̂6〉 = 〈b1〉 ∩ 〈a2, a3〉.
Therefore (recalling Corollary 8)
(42) VC = V(V) ⊂ V(H6) = V(
√
H6) = V(b1) ∪V(a2, a3).
For the reverse inclusion, if b1 = 0 then the (x, y)-plane is invariant, hence is the
center manifold. On it the system is ẋ = −y, ẏ = x + a1x2, which is Hamiltonian
with Hamiltonian function h(x, y) = 12x
2 + 12y
2 + 13a1x
3, hence has a center at the
origin. When a2 = a3 = 0, H(x, y, z) = h(x, y) is a first integral in a neighborhood
of (0, 0, 0) for system (40) in a full neighborhood of the origin in R3, which therefore
when restricted to the local center manifold has a center at the origin. Thus VC =
V(V6) = V(H6) = C1 ∪ C2.
We will prove statements (i) and (ii) as application of Theorem 32, by means of
Proposition 34, to family (40).
(i) The 1× 6 Jacobian matrix of the mapping G1(a, b) = η2(a, b) of Proposition
34 evaluated at any point P in C1 is dPG1 =
(
0 0 0 a2 0 0
)
, which has rank
1 if a2 6= 0. Since codim(C1) = 1, point (i) follows from Theorem 32(ii).
(ii) The 2 × 6 Jacobian matrix of the mapping G2(a, b) = (η2(a, b), η̂3(a, b)) of
Proposition 34 evaluated at any point P in C2 is
dPG2 =
(
0 b1 0 0 0 0
0 0 b21(26a1 + 23b2) 0 0 0
)
,
whose rank is 2 provided b1(26a1 − 23b2) 6= 0. Since codim(C2) = 2, point (ii)
follows from Theorem 32(ii).
The remaining parts of the proposition will be proved using Theorem 26, but
first we need to apply Proposition 29. Using for example the intersect command
in Singular by (41) we have
√
H6 = 〈f1, f2〉 where f1 = b1a3 and f2 = b1a2 so
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that the map F = (f1, f2) has derivative at P = (a1, a2, a3, b1, b2, b3) given by
dPF =
(
0 0 b1 a3 0 0
0 b1 0 a2 0 0
)
,
hence rank(dPF ) = 2 at every point P ∈ VC(H6)\Σ, where VC(H6) = C1∪C2 and
Σ = C1∩C2 = {b1 = a2 = a3 = 0}. In particular, recalling Remark 31, Proposition
29 applies with k = 6, p = 6, and r = 2. From Remark 30 and taking into account
that λ is already fixed at value 1 for the whole family so that there is no distinction
between I and I∗ for any ideal of interest, by Proposition 29(ii) VC(H) = VC(H6)
holds. Thus the first hypothesis in Theorem 26 is satisfied. It is clear that the
minimal basis of H6 is {η2, . . . , η6}, of cardinality 5. Using the routine primdecGTZ
in the PRIMDEC.lib library of Singular to obtain the primary decomposition of
H6, we have H6 = R ∩N where R, the intersection of the two prime ideals in the
decomposition, is the radical ideal displayed in (41) and N is the intersection of the
five primary ideals in the decomposition, whose associated primes, automatically
computed by primdecGTZ, are
√
Q3 = 〈a2, b1〉,
√
Q4 = 〈a1, a2, b1, b2〉,
√
Q5 = 〈a1, a2, a3, b2〉,
√
Q6 = 〈a1, a2, b1, b2b3〉,
√
Q7 = 〈a1, a2, a3, b2b3〉 .

















= {(a, b) : a2 = b1 = 0} ∪ {(a, b) : a1 = a2 = b2 = a3 = 0}
= ({a2 = 0} ∩ C1) ∪ ({a1 = b2 = 0} ∩ C2) .
Since by Corollary 9 H = V and has minimal basis {V3, V5, V7, V9, V11} this implies
that
V(V) \V(N) = (C1 \ {(a, b) : a2 = 0}) ∪ (C2 \ {(a, b) : a1 = b2 = 0})
and Theorem 26(ii) gives the cyclicity bound of result (iii) (which omits the state-
ment regarding C1 because of the stronger result (i)). The fact that there are points
P ∈ C2 \ {(a, b) : a1 = b2 = 0} such that a single limit cycle can be made to bi-
furcate from the origin under small perturbation follows by Theorem 32(i), taking
into account that rank(dPF2) = 2 for any point P with b1 6= 0.
Statements (iv) and (v) follow from Theorem 26(i). For in each case H2 = 〈η2〉 =
〈b1〉 =
√
〈b1〉 and the reasoning in the case b1 = 0 in the discussion that follows
(42) yields the identity VC = V(H2). 
9.2. Moon-Rand systems. In [21] Moon and Rand introduced the following sys-
tem of differential equations in the context of modelling control of flexible struc-
tures,
(43) ẋ = y, ẏ = −x− xz, ż = −λz + c20x2 + c11xy + c02y2,
which could be placed in the canonical form of (1) by a time-rescaling reversing
time. The admissible parameters are λ ∈ R∗ and µ = (c20, c11, c02) ∈ R3. In [18]
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it was shown that the origin is a center for (43) if and only if the two polynomial
restrictions c02 = 2c20 − λc11 = 0 hold, thus identifying the center variety as
(44) VC = {(λ, c20, c11, c02) : c02 = 2c20 − λc11 = 0} ⊂ R× R3.
Define the map F : R4 → R2 by F (λ, c20, c11, c02) = (c02, 2c20−λc11). Its Jacobian
dF =
(
0 0 0 1
−c11 2 −λ 0
)
clearly has rank 2 everywhere. Thus 0 = (0, 0) is a regular value of F so that
VC = F
−1(0) is a codimension-2 submanifold of R4.
With respect to the cyclicity of the singularity of (43) it was also proved in [18]
that no limit cycles bifurcate from a first order weak focus (η2(λ
†, µ†) 6= 0) and
that a weak focus at the origin of order k ∈ {2, 3} has cyclicity k−1. In particular,
if η2(λ
†, µ†) = η3(λ
†, µ†) = 0 but η4(λ
†, µ†) 6= 0 then two limit cycles can be made
to bifurcate under small perturbation within the family (43). As for limit cycle
bifurcations from centers, it was also shown in [18] that for any system (43) whose




02 = 0 there are perturbations that produce two
limit cycles bifurcating from the origin, and that otherwise the center has cyclicity
at least one. Using Theorem 32 we extend that result for centers as follows.
Theorem 36. Consider the Moon-Rand family of systems (43) with parameter
space E = R∗ × R3, expressed as (λ, µ) = (λ, c20, c11, c02), and center variety VC
given by (44). Then the following holds:
(i) If (λ, µ) ∈ (VC ∩ E) \ {(λ, µ) : c11 = 0} then the cyclicity of the center at the
origin under perturbation within family (43) is one.
(ii) If (λ, µ) ∈ VC ∩ E ∩ {(λ, µ) : c11 = 0}, that is (λ, µ) = (λ, 0, 0, 0) with λ 6= 0,
then the cyclicity of the center at the origin is two when we perturb it inside
family (43) while keeping λ constant.
Proof. We directly compute the first four focus quantities. The first two are
η̃2 =
2c20 − 2c02 − c11λ
4 + λ2
η̃3 = −
(c20 + c02)(2c02(−4 + λ2) + 2c20(12 + λ2)− c11λ(12 + λ2))
4λ(4 + λ2)2
.
Rather than work in R[λ, µ] with only the numerators we reduce each full focus
quantity modulo the ideal generated by the previous ones, working in the ring
R(λ)[µ]. To do so, in Mathematica we use the command PolynomialReduce and
specify the list { c20, c11, c02 } of indeterminates rather than specifying the list
{ lambda, c20, c11, c02 } and independently in Singular we use the reduce
command with the ring specification ring r = (0, lambda), (c20, c11, c02)
in place of ring r = 0, (lambda, c20, c11, c02). The result for the first four
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focus quantities is
η̃2 =








2λ2(4 + λ2)(16 + λ2)
η̂5 = 0.
Because VC has codimension two we seek to apply Theorem 32 with κ = 2. Taking
into account Proposition 34 we compute the Jacobian of the map G2 : R4 → R2 :
(λ, µ) 7→ (η̃2, η̂3) and obtain, using c02 = 2c20 − λc11 = 0,
dG2 =













which has rank two when c11 6= 0. Then statement (i) of the theorem follows by
Proposition 34 and Theorem 32(ii).
Let us go through the first few steps of an attempt to apply Theorem 26 to
family (43). Now we work with just the numerators of focus quantities, reducing
each one in R[λ, µ] modulo the ideal generated by the numerators of the previous
focus quantities. Using precisely the same Mathematica and Singular commands
as before but this time making the indeterminate specification { lambda, c20,
c11, c02 } in Mathematica and in Singular making the ring specification ring
r = 0, (lambda, c20, c11, c02) we find that
η2 = 2c20 − 2c02 − λc11
η̆3 = −4c02(c20 + c02)(4 + λ2)
η̆4 = 128 c
3
02(1 + λ
2)(4 + λ2)3(10 + λ2)
η̆5 = −427991040 c402(1 + λ2)(4 + λ2)3
η̆6 = 0
with the interesting result that η̂5 = 0 but η̆5 6= 0.
We know that V(H) ⊂ V(H4). Conversely, by inspection (λ, c20, c11, c02) is in
V(H4) if and only if the condition (44) specifying VC holds, so V(H4) ⊂ V(H).
Thus V(H4) = V(H). To apply Theorem 26 we need the analogous identity in the
complex setting, but in that context the reduction to a two-dimensional invariant
manifold (the center manifold) as well as geometrical techniques for identifying
existence of a first integral do not apply.
Blocked at that point, we seek to apply Proposition 29. The natural first thing
to try is to let η2, η̆3, and η̆4 play the role of the fj in Proposition 29 (see Remark
31), so we consider the map (λ, µ) 7→ F (λ, µ) = (η2(λ, µ), η̆3(λ, µ), η̆4(λ, µ)). At
any point P = (λ, µ) = (λ, c20, c11, c02) ∈ C4, we have that
dPF =(
a− c11 2 −λ −2
−8c02(c02 + c20)λ −4c02(4 + λ2) 0 −4(2c02 + c20)(4 + λ2)
256c302λ(4 + λ
2)2(74 + 52λ2 + 5λ4) 0 0 384c202(1 + λ
2)(4 + λ2)3(10 + λ2)
)
.
CYCLICITY OF CENTERS IN R3 33
It is easy to check that rank(dPF ) = 3 at any point P ∈ VC(H4) \ Σ, where
Σ = {(λ, µ) : c02 = 0} ∪ {(λ, µ) : λ = c11 = 0} ∪ {(λ, µ) : λ = ±2i}.
Since Σ is a finite union of hyperplanes in C4 it follows that the Zariski closure
VC(H4) \ Σ = VC(H4). In conclusion, assigning any fixed value λ = λ∗ 6∈ Qi (in
particular we take any λ∗ ∈ R∗) we have that by Proposition 29 VC(H∗4) = VC(H∗).
Since H4 is not radical part (i) of Theorem 26 does not apply. Thus we will apply
Theorem 26(ii) with this fixed (but arbitrary) value λ = λ∗. Using again the ring
specification ring r = (0, lambda), (c20, c11, c02) in Singular we find the
primary decomposition of H∗4 using the routine primdecGTZ in the primdec.LIB
library. The outcome is that H∗4 = N ∩ R where R is a prime ideal, N is primary
but not prime, and
√
N = 〈c11, c02, c20 − λ∗c11/2 − c20〉. Therefore, taking into
account that V(N) = V(
√
N), we obtain
V(N) = {µ ∈ R3 : c11 = c20 = c02 = 0}.
By Theorem 26(ii) the cyclicity (perturbing only inside the family (43) keeping
λ = λ∗ constant) is at most 3 − 1 = 2 on (VC \V(N)) ∩ E. Notice that the only
point on (VC \V(N))∩E that does not lie in (VC ∩E) \ {(λ, µ) : c11 = 0}, so that
part (i) does not apply, is just (λ∗, 0, 0, 0).
In order to prove that this upper bound on the cyclicity is sharp we will specify
a concrete perturbation in the restricted parameter space E ∩ {λ = λ∗} of family
(43) using the analytic curve ε 7→ µ(ε) ⊂ R3 passing through the point µ(0) = µ∗ =
(0, 0, 0) that is defined by
ε 7→ µ(ε) = (ε+ ε3, 4ε/λ∗, ε(−1 + ε2 + ε4))
and for which
η2(λ
∗, µ(ε)) = −2ε5,
η̆3(λ
∗, µ(ε)) = 8(4 + (λ∗)2)ε4 +O(ε5),
η̆4(λ
∗, µ(ε)) = −128(1 + (λ∗)2)(4 + (λ∗)2)3(10 + (λ∗)2)ε3 +O(ε4).
Thus the perturbation is such that, for ε sufficiently small,
|η2(λ∗, µ(ε))|  |η̆3(λ∗, µ(ε))|  |η̆4(λ∗, µ(ε))|  1,
with η2(λ
∗, µ(ε)) η̆3(λ
∗, µ(ε)) < 0 and η̆3(λ
∗, µ(ε)) η̆4(λ
∗, µ(ε)) < 0. Then by using
standard arguments of bifurcation theory we get that two small amplitude limit
cycles can be made to bifurcate from the origin of (43), which gives point (ii) of
the theorem. 
The Moon-Rand family is an excellent illustration of the difficulties in trying to
obtain a global bound on the cyclicity of centers using Theorem 26 when working
with real world examples. We know that V(H4) = V(H) and to apply Theorem
26 we need the analogous identity in the complex setting, but in that context
the reduction to a two-dimensional invariant manifold (the center manifold) as
well as geometrical techniques for identifying existence of a first integral do not
apply. In the real setting the identity VC = V(f1, f2) where f1(λ, µ) = c02 and
f1(λ, µ) = 2c20−λc11 is an enormous simplification of the description of V(H4), so
we look for a similarly simple description of VC(H4) for which the rank condition
might hold. But as already shown in [18] instead of having just one irreducible
component as in the real setting the center variety for the complexification of (43)
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is much more complicated; in fact it is the union of three irreducible components
V(Jj) where the ideals Jj are
J1 = 〈c02,−λc11 + 2c20 − 2c02〉
J2 = 〈c211 + 16c202, 4λc02 − c11, λc11 + 4c02, λ2 + 1,−λc11 + 2c20 − 2c02〉
J3 = 〈λ2 + 4,−λc11 + 2c20 − 2c02〉.
There is no simpler characterization of VC(H4) than that given by the focus quan-
tities, and at this point we are out of options except to try to apply Proposition
29, which is just what we did to obtain statement (ii) of Theorem 36.
We mention two important points illustrated by the Moon-Rand family.
(i) As already noted, the ascending chains of ideals Hj in R(λ)[µ] and Hj in
R[λ, µ] are not necessarily the same.





must hold when the ground field is C). In the Moon-Rand family computations





9.3. Generalized Lorenz system. The generalized Lorenz system is the four-
parameter family of quadratic differential equations on R3 given by
(45) ẋ = a(y − x), ẏ = bx+ cy − xz, ż = dz + xy,
which reduces to the Chen system when b = c − a, to the Lorenz system when
c = −1, and to the Lü system when b = 0. We assume ad 6= 0 else none of the
equilibria of the family are isolated.
First of all we characterize the center variety of the origin for the generalized
Lorenz family (45). Recall that by Hopf singularity is meant an isolated singularity
at which the linear part possesses one real and two purely imaginary eigenvalues.
Theorem 37. The generalized Lorenz family (45) (with ad 6= 0) has a Hopf sin-
gularity at the origin if and only if c = a and a(a+ b) < 0. The singularity at the
origin is a center if and only if in addition d = −2a.
Proof. The origin (0, 0, 0) is always an equilibrium. The linear part of the system
there is
A =
−a a 0b c 0
0 0 d
 ,
for which the conditions stated for a Hopf singularity are clear. Assuming hence-
forth that they hold, the eigenvalues of A are ±σi and d, where σ =
√
−a(a+ b).
An eigenvector corresponding to eigenvalue σi is v =
(
(−a+ σi)/b, 1, 0
)
.
Defining the invertible matrix
P = col(Im(v),Re(v), e3) =
σ/b −a/b 01 0 0
0 0 1

and making the change of coordinates x = Pu followed by a time-rescaling system
(45) is transformed into
u̇ = −v − abσuw +
a2
bσ2 vw
v̇ = u− 1buw +
a
bσvw
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We compute the first focus quantity to be
η̃2 =
(2a+ d)(a2 + σ2)
b2(d2 + 4σ2)
which is zero if and only if d = −2a. It is well known (Theorem 1.1 of [25];
cf. [1]) that when d = −2a the original system (45) has the Darboux polynomial
V (x, y, z) = x2 − 2az; that is, there exists a polynomial function K such that V
satisfies XV = KV , where X is the vector field associated to family (45). This
implies that the surface with equation V = 0 is invariant for (45). Since it is
tangent to the center eigenspace at the origin it is a center manifold at the origin
for (45). But in fact when c = a, V is actually an inverse Jacobi multiplier of (45)
(that is, it satisfies XV = V divX ). By Theorem 4 of [4] this implies that (45) has
a center at the origin. 
Knowing when the origin is a center we now obtain a bound on its cyclicity.
Theorem 38. Suppose the origin is a center in the generalized Lorenz family (45).
No limit cycle can bifurcate from it when we perturb within family (45) under the
monodromic parameter constraints c = a, a(a+ b) < 0, and d 6= 0.
Proof. The parameter constraints serve to eliminate the parameter c and otherwise
define the set E of admissible parameters. From Theorem 37 the center variety VC
is the codimension-1 hyperplane d = −2a, hence we apply Theorem 32 with κ = 1.
Taking into account Proposition 34 and recalling that σ =
√
−a(a+ b) we define
H2 : R3 → R : (a, b, d) 7→ η̃2 =
−ad(2a+ d)
4b2(d2 − 4ad− 4a2)
.
At an arbitrary point P ∈ VC ∩ E, P = (a, b, d) = (a, b,−2a) we directly compute
that dPH2 = (4a
2 0 2a2) which has maximal rank 1, since a 6= 0 in E. The result
then follows from Theorem 32(ii). 
9.4. An Extended Moon-Rand Family. In [14] the authors gave sufficient con-
ditions that the origin be a center for a number of subfamilies of the more general
family obtained from (43) by fixing the value of λ at 1 and replacing the nonlin-
earity in the ẏ term by the most general homogeneous quadratic polynomial in the
three variables, in their notation the family
ẋ = y
ẏ = −x+ a1x2 + a2xy + a3xz + a4y2 + a5yz + a6z2
ż = −z + c1x2 + c2xy + c3y2.
Their Theorem 2 gave six conditions, each of which is sufficient for the origin to be
a center on the center manifold at the origin in the special case that a1 = a3 = 0
and conjectured that at least one of them must hold for a center. In this example
we restrict further to the situation c2 − 2c1 = c3 = 0 (related to some of the other
conditions they list), so the family we consider here is
(46)
ẋ = y
ẏ = −x+ a2xy + a4y2 + a5yz + a6z2
ż = −z + c1x2 + 2c1xy
with parameter µ = (a2, a4, a5, a6, c1) ⊂ R5 and of course λ fixed at λ = λ∗ = 1.
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We first solve the center problem, confirming in this limited situation a conjecture
formulated in [14], then analyze the cyclicity problem.
Proposition 39. The center variety VC = V(H) associated to the singularity at
the origin for family (46) is
VC = V(η2, η3) = {µ : a2a4 + a5c1 = c1(a24a5 + a2a6c1) = 0}.
Moreover writing Z = Z1 ∪ Z2 where
Z1 = {µ : c1 = 0} and Z2 = {µ : a2 = a5 + a34 − a6c21 = 0},
the following holds:
(i) if µ ∈ VC \ Z then the cyclicity of the center at the origin is one
(ii) and if
a. µ ∈ {µ : c1 = a2 = 0, a4 6= 0} ⊂ (VC ∩ Z1) or
b. µ ∈ {µ : c1 = 0, a34 − a6c21 6= 0} ⊂ (VC ∩ Z2)
then the cyclicity of the center at the origin is at most one.
Proof. The first two focus quantities, the second reduced modulo the first, are
η2(µ) = a2a4 + a5c1 and η̂3(µ) = c1(a
2
4a5 + a2a6c1).
We will prove that V(η2, η3) is the center variety V(H) by establishing the inclusion
V(η2, η3) ⊂ V(H).
It is not difficult to find the Darboux polynomial F (x, y, z) = c1x
2− z for family
(46), with cofactor K ≡ 1. Thus F−1(0) = {(x, y, z) : z = c1x2} is an invariant
surface for family (46). Since it is tangent to the center eigenspace at the origin
it is a center manifold W c at the origin for all values of the parameter µ. The
restriction of (46) to W c is
(47) ẋ = y, ẏ = −x+ a2xy + a4y2 + a5c1x2y + a6c21x4.
If c1 = 0, in which case η̂3(µ) = 0 is automatic, the system (47) is a quadratic family
whose centers are well known: the origin is a center if and only if a2a4 = 0, which
is true if and only if η2 = 0. If c1 6= 0 then η2(µ) = 0 if and only if a5 = −a2a4c1 , in
which case η̂3(µ) = −a2(a34 − a6c21).
If η̂3(µ) = 0 because a2 = 0 then (47) becomes
ẋ = y, ẏ = −x+ a4y2 + a34x4
which is time-reversible, hence has a center at the origin.




then the system (47) is
ẋ = y, ẏ = −x+ a2xy + a4y2 − a2a4x2y + a34x4.
for which we find the inverse integrating factor
V (x, y) = 1 + 2a4x− a2y + 3a24x2 − a2a4xy + a24y2 + 2a34x3 − a2a24x2y + a44x4
by a brute force computation. The reciprocal of V is an integrating factor for the
system on W c, which therefore has a center at the origin.
Thus if η2(µ) = η̂3(µ) = 0 then there is a center on the center manifold, so
V(H3) ⊂ V(H), as required.
The mapping G2 of Proposition 34 is G2(µ) = (η2, η̂3) and has derivative
(48) dG2 =
(
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We seek to apply Theorem 32 with κ = 2 and we see immediately that dPG2 can
never have rank 2 if c1 = 0. Hence suppose that c1 6= 0.
The primary decomposition of H3 that we obtain when we use the primdecSY
command from the PRIMDEC.lib library of Singular is H3 = P1 ∩ P2 ∩Q1 ∩Q2
where the ideals Pj are prime and the ideals Qj are primary but not prime and
P1 = 〈a2, a5〉, P2 = 〈a2, c1〉, P3 :=
√
Q1 = 〈a4, c1〉
P4 :=
√
Q2 = 〈a34 − a6c21, a2a4 + a5c1, a24a5 + a2a6c1, a22a6 − a4a25〉.
Let Cj = V(Pj) denote the four irreducible components of VC = V(H3). On C1
dG2 =
(


















4 − a6c21) = 0, which corre-
sponds to the intersection of C1 with C4.
The components C2 and C3 have empty intersection with {µ : c1 6= 0} hence
need not be considered. On C4 the vanishing of the first and second generators of
P4 yield a6 =
a34
c21
and a5 = −a2a4c1 , which automatically imply the vanishing of the
third and the fourth, so that
dG2 =
(
a4 a2 c1 0 −a2a4c1






The rank is certainly zero if a2 = 0 (which implies a5 = 0 and corresponds to the
intersection of C4 with C1) but (based on columns three and four) is two otherwise.
In sum, if the point P ∈ V(H3) is in {µ : c1 6= 0} ∩ [C1 ∪ C4 \ (C1 ∩ C4)]
corresponding to the conditions stated in the proposition then dPG2 has rank κ = 2.
But then G2 is a submersion at P , so that for some neighborhood U in R5 of P
VC ∩U = G−1(0)∩U is thus a codimension-2 submanifold of R5, and again because
rank(dPG2) = 2 Theorem 32(ii) implies that the cyclicity of the center is 2− 1 = 1
proving point (i).
In the second part we want to apply Theorem 26. Since we know that V(H3) =
V(H), the first step is to check that VC(H3) = VC(H) also holds. To that purpose
we are going to use Proposition 29 with f1 = η2 and f2 = η̆3, then we will investigate
the map (λ, µ) 7→ F (λ, µ) = G2(λ, µ) already considered before. It is easy to see
that rank(dPF ) = 2 for any point P ∈ VC(H3) \Σ where Σ = {c1 = 0}∪{a2 = 0},
the union of two hyperplanes. Hence the Zariski closure VC(H3) \ Σ = VC(H3)
and, by Proposition 29(ii) we conclude that VC(H∗3) = VC(H∗), which in this
example is exactly the same as VC(H3) = VC(H).
The former primary decomposition H3 = P1∩P2∩Q1∩Q2 shows that H3 is not
radical, hence Theorem 26(i) does not apply, but we can use Theorem 26(ii) with
N = Q1 ∩Q2 = 〈−a34 + a6c21, a22a24a6 − a34a25, a2a4 + a5c1, a2a4a6c1 + a34a5〉,
where the generators of
√
N are as complicated as those of N , to prove that if
µ ∈ VC \V(N) then the cyclicity of the center at the origin is at most one. In fact,
point (ii) is the above statement refined with part (i) taking into account that:
(a) VC ∩Z1 = {µ : c1 = a2a4 = 0} and VC ∩Z1 ∩V(N) = {µ : c1 = a4 = 0}, hence
(VC ∩ Z1) \V(N) = {µ : c1 = a2 = 0, a4 6= 0}.
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(b) VC ∩ Z2 = {µ : c1(a34 − a6c21) = 0} and VC ∩ Z2 ∩V(N) = {µ : a34 − a6c21 = 0},
hence (VC ∩ Z2) \V(N) = {µ : c1 = 0, a34 − a6c21 6= 0}.
The proposition is now proved. 
Notice that the cyclicity problem at the origin in family (46) on the subsets
VC ∩Z1 ∩V(N) = {µ : c1 = a4 = 0} and VC ∩Z2 ∩V(N) = {µ : a34 − a6c21 = 0} of
the center variety VC remains open.
References
[1] A. Algaba, F. Fernández-Sánchez, M. Merino, and A. J. Rodŕıguez-Luis, On Darboux
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