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Abstract
Eﬃciency analysis in the public sector assesses the performance of municipal and government entities in
their provision of services to the public. South Africa, in particular, has experienced a large degree of
negative feedback with respect to the ability of the government and its municipal departments to provide
basic services to citizens. This has led to a number of service delivery protests throughout the country.
To remedy this, the ability of the municipality to provide basic services needs to be assessed in order for
improvements to be made. A ﬁrst step in this process would be to determine the eﬃciency with which
municipalities are providing these services.
This study focuses on a particular municipal service, namely electricity distribution. Primarily, the
eﬃciency with which municipalities provide electricity to consumers is determined. This is achieved using
the parametric cost frontier approach, which is appropriate since municipalities aim to reduce the costs
incurred in distributing electricity. The municipalities are compared to a frontier (theoretical best prac-
tice) from which inferences on their performances can be made. Those municipalities whose performances
are not optimal, deviate from the frontier. The deviations (errors) are then assumed to be caused by
two factors, namely stochastic random noise and ineﬃciency. This composition accounts for eﬀects for
which municipalities cannot control (stochastic random noise) and those for which it can (ineﬃciency).
The parametric nature of the cost frontier approach allows for distributional assumptions to be made on
these factors. Stochastic random noise is always assumed to be normally distributed, while ineﬃciency is
assumed to be one-sided and positively skewed. The study assesses ineﬃciency by using ﬁve one-sided, pos-
itively skewed distributions, namely the half normal, exponential, truncated normal, gamma and Rayleigh
distributions. This is to determine whether eﬃciency estimates are robust across all distributions. Cross
sectional data sets of 121 municipalities in 2005 and 108 municipalities in 2006 are examined independently.
Keywords: eﬃciency analysis; stochastic cost frontier; composed error; electricity distribution.
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Chapter 1
Introduction and Objective
South Africa is currently facing an energy crisis, one of which was last faced in 2008. South Africa's sole
state owned utility, the Electricity Supply Commission (Eskom), which is responsible for approximately
95% of South Africa's power generation (Khumalo et al., 2003), is battling to meet electricity demand from
households and industry. This is due to deteriorating power stations and maintenance backlogsﬁn. Conse-
quently, Eskom faces ﬁnancial issues which have prompted the power utility to undertake drastic measures
to decrease consumer usage of electricity. One of the measures implemented to decrease consumption
is load shedding. Load shedding occurs when Eskom conducts rolling blackouts across the country in
adherence to a schedule. It is conducted with the intention of reserving power in order for the demand
to be met in the following days or weeks. Eskom, however, has come under scrutiny from the general
public and industry for implementing load shedding. The disruptive process has had adverse implications,
with businesses reporting productivity losses (Fin24, 2015a). According to the Public Enterprise Minister
Lynne Brown, load shedding is slated to continue until February 2017 (Fin24, 2015b).
In 2015 Eskom also threatened to cut oﬀ municipalities that owe money to the power utility. In South
Africa, both Eskom and municipalities are responsible for the distribution of electricity to consumers.
These municipalities purchase power in bulk from Eskom and in turn sell it to households and businesses.
Some municipalities, however, incur debt which Eskom deems unacceptable. Fin24 (2015c) reports that
as of March 2015, approximately R4.6 billion was owed to Eskom by municipalities, where the top 20
defaulting municipalities were responsible for R3.68 billion of that debt. These 20 municipalities were
threatened to be cut oﬀ, with the acting Eskom CEO at the time, Zethembe Khoza, saying that non-
payment for electricity undermines Eskom's statutory obligation to generate and supply electricity to
municipalities nationally on a ﬁnancially sustainable basis (Fin24, 2015c). Fortunately the vast majority
managed to establish a payment plan with Eskom ensuring that consumers in their respective areas will
indeed still receive electricity. This, however, did not stop the current CEO, Brian Molefe, from suggesting
that for those defaulting municipalities, Eskom should override the municipality's obligation to distribute
electricity by supplying power to consumers directly (Pressly, 2015). This idea has been met with some
criticism as municipalities are highly dependent on consumer power sales. It has been reported that 20%
to 50% of municipal total income is due to power sales (Van Rensburg and Masote, 2015).
These defaulting municipalities raise questions on how well municipalities manage the costs they incur
in the distribution of electricity. As a way of answering these questions, the eﬃciency with which munic-
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ipalities distribute electricity and the implications regarding the costs that they incur, warrants further
investigation. This then brings the study to its main objective, which is to the determine the cost eﬃciency
with which municipalities distribute electricity.
Eﬃciency can be described as the optimal production of outputs using minimum inputs. Thus the
process for cost eﬃciency can be described as the minimisation of costs when producing certain outputs
using minimum inputs. This study intends to determine cost eﬃciencies for South African municipalities
and to use these to benchmark their performance with regard to the distribution of electricity. The
technique employed is stochastic frontier analysis (SFA), which is a parametric approach. In this approach,
municipalities are compared to a frontier or theoretical best practice upon which a stochastic cost function
is imposed. The study aims to employ three diﬀerent cost functional forms, namely the Cobb-Douglas,
restricted (hybrid) and translog, and thus determine which is most appropriate to model the cost frontier.
In comparison with the cost frontier, municipalities which are found to not perform optimally deviate
from this frontier. These deviations (errors) are assumed to be caused by two factors, namely stochastic
random noise and ineﬃciency. These factors model the eﬀects which the municipality has no control over
(stochastic random noise) and those eﬀects which are tractable (cost ineﬃciency). The parametric nature
of SFA allows for distributional assumptions to be made on these factors. Stochastic noise is generally
assumed to have a symmetric distribution such as the normal distribution. Cost ineﬃciency, on the other
hand, is assigned a one-sided, positively skewed distribution. The study will assign ﬁve such distributions,
namely the half normal, exponential, truncated normal, gamma and Rayleigh, for cost ineﬃciency with the
intention of ascertaining whether the cost eﬃciency estimates are robust across the diﬀerent distributional
assumptions. Lastly, the study aims to supplement the literature regarding eﬃciency analysis of electricity
distribution in the South African context as it is currently lacking.
The remainder of this study is structured as follows: a comprehensive review of the literature is
presented in Chapter 2; details of the data used are given in Chapter 3; Chapter 4 provides the methods
employed; Chapter 5 presents the results obtained with corresponding discussions and Chapter 6 concludes
the study.
2
Chapter 2
Literature Review
The current chapter will present a concise review of the pertinent literature related to South African
electricity distribution and economic eﬃciency analysis.
This literature survey provides a brief overview of the municipal structure in South Africa. Within
this structure, the functions for which the municipalities are mandated to perform are highlighted, with
special recognition given to the provision of services. In particular, the provision of electricity services is
detailed.
This is followed by the literature regarding econometric eﬃciency analysis. Here the background of
eﬃciency analysis is presented, with its constituents further explored. The main approaches that have
been used in the literature to obtain these eﬃciencies are subsequently discussed. In particular, the use
of the parametric approach, namely stochastic frontier analysis (SFA), is surveyed.
2.1 Municipal Structure in South Africa
South Africa is governed by a 3-tier system. At the top of this system is the national government, fol-
lowed by the provincial tier and lastly, the local government. Essentially these spheres are autonomous,
however intergovernmental relations are promoted to ensure cooperative governance of the country. The
White Paper on Local Government (RSA, 1998) states that the three governments are distinctive, inter-
dependent and interrelated. The manner in which these three spheres of government function is set by
the Constitution of the Republic of South Africa, 1996 (RSA, 1996). Each of these government divisions
comprises of, as given by the Education and Training Unit (ETU) (ETU, Undated):
• elected members - these members are elected through general public voting where their responsibil-
ities are, amongst others, to approve laws and policies,
• cabinet or executive committees - who assist in the making of laws and policies and are also respon-
sible for the various government departments, and
• departments and civil servants - who are mandated to carry out the functions of the government.
The elected members at national and provincial level are voted for every ﬁve years. This is the same for
local government, albeit two years after every national and provincial election.
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South Africa has nine provinces each with its own governing system. Figure 2.1 provides a map of
South Africa divided into its provincial constituents.
Eastern Cape
Free State
Gauteng
KwaZulu−Natal
Limpopo
Mpumalanga
North West
Northern Cape
Western Cape
Figure 2.1: Provincial demarcation of South Africa.
Within these provinces lies local government. Local government, which is the closest sphere to the
people, is recognised as a distinct government by the 1996 Constitution. In particular, Section 151 of the
1996 Constitution states the following (RSA, 1996):
1. The local government is comprised of municipalities, which are established to cover the entire area
of South Africa.
2. A municipal council has executive and legislative authority over its municipality.
3. A municipality is mandated to administer the aﬀairs of the community it services, under the condi-
tions set by national and provincial legislation which are approved by the Constitution.
4. A municipality's ability to govern may not be obstructed by the national or a provincial government.
Legislature such as the Local Government: Municipal Structures Act, 1998 (Act 117 of 1998), the Local
Government: Municipal Systems Act, 2000 (Act 32 of 2000) and the Local Government: Municipal De-
marcation Act, 1998 (Act 27 of 1998) were passed to provide guidelines for establishing a municipality
in a particular area. This resulted in the categorisation of municipalities according to size and level of
urbanisation. The diﬀerent categories are detailed as follows:
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• Metropolitan (Category A): These municipalities administer the most urbanised areas. These areas
are typically high in population density and signiﬁcantly trade in goods and services. Section 2 (b) of
Chapter 1 of the Municipal Structures Act, 1998 also states that these areas are a centre of economic
activity with a complex and diverse economy. There are currently 8 metropolitan municipalities in
South Africa. These are the City of Johannesburg, City of Cape Town, Ethekwini, City of Tshwane,
Nelson Mandela Bay, Ekhuruleni, Mangaung City and Buﬀalo City.
• Local (Category B): These municipalities cover all areas that fall outside of the metropolitan mu-
nicipality's jurisdiction. The CoGTA (2009) report further sub-categorises local municipalities as
follows: B1 (with large budgets, secondary cities), B2 (with large town as core), B3 (with small
towns, with a relatively small population and signiﬁcant urban population) and B4 (mainly rural
area with one or two small towns). There are currently 226 local municipalities in South Africa.
• District (Category C): These municipalities are comprised of a number of local municipalities. In
areas which are not governed by local municipalities such as nature parks, where few people live,
district management takes responsibility. In this case, the district municipality for that area has the
same functionality as a category B municipality. District municipalities are further categorised as
C1 (not water service authorities) and C2 (water service authorities) municipalities (CoGTA, 2009).
Currently, South Africa has 44 district municipalities.
According to the The Local Government Handbook: South Africa 2015, as of 2016 the number of munici-
palities will be reduced from the current 278 to 267. Where there will be 9 metropolitan, 43 district and
215 local municipalities. These changes will come into eﬀect after the 2016 local government elections.
2.2 Municipal Service Provision
Within its ﬁnancial and administrative means, a municipality is encouraged to fulﬁll certain objectives.
These objectives are set out by the Constitution under Section 152 of Chapter 7. The Constitution lists
these objectives for local government as follows:
• to maintain democratic and accountable governance for communities;
• to provide services to society through sustainable means;
• to encourage socio-economic development;
• to establish a secure and healthy environment; and
• to encourage community participation relating to the issues of local government.
The present study is interested in the second objective, which is concerned with tenable measures in
providing services to the community. Local communities are dependent on municipalities to provide basic
services. These services are, amongst others, electricity and gas supply; water supply; sewage collection
and disposal; refuse removal; municipal health services; municipal roads and storm water drainage; street
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lighting and municipal parks and recreation (RSA, 1998)1. These services aﬀect a communities quality of
life, and thus the importance of a municipality delivering quality services can not be understated.
A municipality is involved in providing services in a number of ways. One such avenue is through
its own capacity, using its own employees, ﬁnances and equipment. Municipalities can also create their
own municipal companies which are established to provide services. This is the case for the City of
Johannesburg metropolitan municipality where City Power, which is wholly owned by the municipality,
is responsible for the distribution of electricity (Khumalo et al., 2003). Municipalities may also provide
services by outsourcing through Municipal Service Partnerships (MSPs). MSPs can be formed between
other municipalities, organisations such as Non-Government Organisations (NGOs) or Community Based
Organisations (CBOs) as well as private companies. MSPs occur when a municipality lacks the necessary
resources and/or management skills, to perform a mandated task. Further details on MSPs can be found
in The White Paper on Local Government Service Partnerships, (RSA, 2000).
The current study focuses on a particular municipal service, namely electricity provision. Section 2.2.1
provides an overview of electricity service provision in South Africa.
2.2.1 Electricity Service Provision
The South African electricity sector is comprised of the state owned power utility Eskom and also local
authorities (its structure is outlined in Figure 2.2).
Figure 2.2: The structure of the electricity sector of South Africa (source: Khumalo et al. (2003, pg. 10)).
Eskom, which when compared globally, is the seventh largest electricity supplier with regard to its
size and sales (James-Smith, 2005). The utility generates 95% of South Africa's electricity, resulting in
Eskom being given the sole responsibility of meeting the demand for the entire country in 2004 (Gaunt,
2008). However, Eskom only distributes electricity to 40% of the consumers directly, whereas the rest of
the consumers are delivered electricity via their local municipality. Local municipalities purchase power
in bulk from Eskom and subsequently sell it to businesses and consumers at varying tariﬀ levels with the
intention of earning a proﬁt. This is a means of generating revenue for municipalities, which according
to Van Rensburg and Masote (2015), accounts for approximately 20% to 50% of a municipality's total
1For a full list of the responsibilities of local government, see part B of both Schedule 4 and 5 of the Constitution.
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income. The tariﬀs are regulated by the National Energy Regulator of South Africa (NERSA) to assist
municipalities in generating revenue to manage the varying costs they incur while also ensuring that
purchasing electricity is not an expensive burden on consumers. This is supported by Jamasb and Pollitt
(2003, pg.1610), as they postulate that ...the primary aim of regulators is to promote cost savings in
utilities and to achieve lower prices for consumers. NERSA is also responsible for issuing licenses to
authorities intending on distributing electricity.
Prior to the democratic age (pre-1994) only certain areas in South Africa received electricity. The
advent of the democratic regime brought with it the intention and obligation of expanding the areas that
receive electricity to the entire country. Since providing services, which include electricity delivery, is a
responsibility of local government as mandated by the Constitution, preliminary reforms were undertaken
to streamline this obligation. The most signiﬁcant of all was the reduction of the over 1000 racially seg-
regated local authorities to 843 more inclusive municipalities in 1995 (Steytler, 2005). The number of
municipalities was further reduced to 284 for which the ﬁrst democratic municipal councils were elected
in 2000 (Steytler, 2005). This resulted in increased responsibility for these newly integrated municipal-
ities. The inclusion of areas without electricity within a municipality resulted in renewed emphasis on
electriﬁcation. Electriﬁcation is a problem that still persists in South Africa.
As an avenue to improve the electricity supply sector in South Africa, the electricity distribution in-
dustry (EDI) was to be restructured into six independent regional electricity distributors (REDs). REDs
would be subsidiaries of the state owned EDI Holdings which was established in 2002 (Gaunt, 2008).
The restructuring would streamline the EDI with regards to its regulation as well as electriﬁcation. Ac-
cording to Gaunt (2008) all the REDs would be relatively equal in size and service area, ensuring that
tariﬀ inequity across the utilities is reduced. Furthermore, the REDs would oﬀer simplistic measures in
improving personnel skills and capacity throughout the utilities since the personnel would be under the
same structure (Gaunt, 2008). Although the implementation of the REDs has deﬁnite beneﬁts, it has dis-
advantages as well. REDs are monopolistic public entities where competition is not imperative, which in
turn could adversely aﬀect eﬃciency of service provision (Gaunt, 2008). Khumalo et al. (2003) state that
the implementation of the REDs would have an adverse eﬀect on municipal revenue. The responsibility
of distributing electricity would be commandeered by the REDs resulting in the loss of a large portion of
municipal total income.
Empirically, a RED (which was called RED1) was implemented in July 2005 by the City of Cape
Town as a private entity. By December 2006 however, it was terminated, casting doubt over this form of
restructuring. Its termination was due to the failure to meet the objectives pertaining to the transfer and
amalgamation of resources from the area which it covers, rationalisation of tariﬀs and eﬃciency (Gaunt,
2008). In 2010, it was decided that the implementation of the REDs would not be viable and the initiative
was terminated. In recent times, due to the energy crisis and municipal ﬁnancial woes, the idea of the
RED model has been revisited (Pressly, 2015).
Gaunt (2008) surveys ﬁve published governmental documents that are aimed at restructuring the EDI.
These documents are the Department of Minerals and Energy Aﬀairs report (DMEA, 1992); Electricity
Restructuring Interdepartmental Committee (ERIC) report (DME, 1997); Energy White Paper (DME,
1998); EDI Restructuring Blueprint (DME, 2001) and the Co-operative Agreement (DME, 2002). In
summary, Gaunt (2008) reveals from the documents the reasons for restructuring the EDI (into the REDs
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system in this case) are essentially threefold. The ﬁrst is to promote the implementation and funding
of electriﬁcation. Secondly, to standardise the tariﬀ structure, ensuring uniformity as well as promoting
transparency in the tariﬀs across REDs. Lastly, to improve the eﬃciency, distribution quality and ﬁnancial
condition of the electricity distribution sector.
The current study focuses on the evaluation of the eﬃciency of the electricity distribution sector at
municipal level in South Africa.
2.3 Eﬃciency Measures
Eﬃciencies within ﬁrms are analysed to determine whether these entities are operating at an optimum
level. Depending on the ﬁrm and the purpose of the analysis, cost or production eﬃciencies could be
assessed. Eﬃciency analysis has been implemented in a wide spectrum of ﬁrms, companies and government
organisations. These include law and insurance ﬁrms; banks and water service providers. Fried et al. (2008)
provide a comprehensive list of empirical applications in which eﬃciency and production analyses have
been conducted.
Before eﬃciency is described, the concept of dominance is introduced. For two ﬁrms A and B, ﬁrm A
is said to be dominant if it produces no fewer outputs while using no more inputs than ﬁrm B (Bogetoft
and Otto, 2010). Formally, dominance is deﬁned as
A = (xA, yA) dominates B = (xB, yB)⇔ xA ≤ xB, yA ≥ yB and (xA, yA) 6= (xB, yB). (2.1)
The production setting in the above deﬁnition is for a single-input (x) and single-output (y) technology.
It is required that both ﬁrms be not exactly the same. Furthermore, for ﬁrm A to dominate ﬁrm B it
must, in at least one dimension, perform better than ﬁrm B, while at least matching ﬁrm B in the other
dimension (Bogetoft and Otto, 2010). Consequently, Bogetoft and Otto (2010) deﬁne eﬃciency for any
given technology set T , where T consists of ﬁrm observations, as follows
(x, y) ∈ T is eﬃcient in T ⇔ it cannot be dominated by some (x′, y′) ∈ T. (2.2)
The above deﬁnition (2.2) is recognised as Koopmans technical eﬃciency (Bogetoft and Otto, 2010).
Its deﬁnition will be explained further in section 2.3.1. To illustrate of the concept of eﬃciency, the
deﬁnitions of Greene (2008) and Fried et al. (2008) are used. For m inputs x =(x1, x2, . . . , xm) ∈ Rm+ that
produce n outputs y =(y1, y2, . . . , yn) ∈ Rn+, the production technology can be described by the input set,
L(y) = {x : (y,x) is producable}. (2.3)
By assessing L(y) in conjunction with its complement, which is the set of inputs such that x fails to
produce y, a boundary can be constructed that determines where a producer's limits lie (Greene, 2008).
This boundary, which is known as the isoquant of the production function, is given as
I(y) = {x : x ∈ L(y) and λx /∈ L(y) if 0 ≤ λ < 1}. (2.4)
This isoquant I(y) is deﬁned by the down scaling of an input mix. In this case, the isoquant or frontier
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encloses the minimum combinations of inputs. Another input set is the eﬃcient subset deﬁned as
ES(y) = {x : x ∈ L(y) and x′ /∈ L(y) for x′k when x′k ≤ xk ∀k and x′k < xj for some j}. (2.5)
Figure 2.3 provides an illustration of the diﬀerence between the sets I(y) and ES(y). The process given
comprises of two inputs x1 and x2, where every combination of the inputs produces the same ﬁxed output
y. The input point xb = (xb1, x
b
2) lies on the isoquant, i.e x
b ∈ I(y), but xb /∈ ES(y). This occurrence is
due to the presence of slacks in xb2. Also, by deﬁnition (2.1), x
b is dominated by xc. The input point xa
however, is contained in both sets. This yields the following property ES(y) ⊆ I(y) ⊆ L(y). According to
Greene (2008) the distinction between the two input sets (I(y) and ES(y)) falls away for strictly convex
isoquants since the dimensions would be void of slacks.
Figure 2.3: Input Requirements (Greene, 2008).
Equations (2.3) to (2.5) deﬁne eﬃciency from an input orientation stand-point. Input orientation
focuses on utilising the minimum resources required to produce a known output. In contrast, producing
the maximum output for a given set of inputs constitutes an output orientation. The corresponding output
based sets are given as follows. For the output orientation, the output requirement set is deﬁned as (Fried
et al., 2008)
K(x) = {y : (y,x) is producable}, (2.6)
where the output isoquant is
P (x) = {y : y ∈ K(x) and θy /∈ K(x) if θ > 1}, (2.7)
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and the eﬃcient subset is given as
ES(x) = {y : y ∈ K(x) and y′ /∈ K(x) for y′k when y′k ≥ yk ∀k and y′k > yj for some j}. (2.8)
As in the input orientation, the sets exhibit the property ES(x) ⊆ P (x) ⊆ K(x).
The basic concept of eﬃciency is now established. In the sections that follow, the types of eﬃciencies
are discussed and theoretical explanation of their calculation is provided.
2.3.1 Technical Eﬃciency
Technical eﬃciency refers to the use of optimal procedures. One such procedure could include a given
set of outputs being produced by the optimal usage of inputs (minimum resources). Alternatively, the
procedure could pertain to the optimal output produced (maximum services) given a set of inputs. The
aforementioned variations correspond to input oriented technical eﬃciency and output oriented technical
eﬃciency respectively.
Two deﬁnitions of technical eﬃciency by Koopmans (1951) and (jointly) Debreu (1951) and Farrell
(1957) have been proposed. Koopmans' deﬁnition was touched on earlier and more detail is provided in
what follows. With regard to input oriented technical eﬃciency, Koopmans stated that an input vector
x ∈ L(y) is technically eﬃcient ⇔ x′ /∈ L(y) for x′ ≤ x. In other words, if x ∈ ES(y). For the output
oriented technical eﬃciency, the output vector y ∈ K(x), is technically eﬃcient ⇔ y′ /∈ K(x) for y′ ≥ y,
i.e if y ∈ ES(x). Graphically, the input oriented technical eﬃcient vectors lie on the thickened curve in
Figure 2.3. All these vectors cannot be dominated.
In contrast, Farrell (1957) introduced a measure of determining technical eﬃciency, speciﬁcally for the
input oriented technical eﬃciency. The output oriented eﬃciency measure was ﬁrst introduced by Debreu
(1951), a measure which was referred to as the coeﬃcient of resource utilisation. The measurement for
input oriented technical eﬃciency by Farrell (1957) is given by the function
TEI(y,x) = min{λ : λx ∈ L(y)}. (2.9)
TEI(y,x) measures the minimum radial contraction of a vector x towards the input isoquant. It is non-
increasing and homogeneous of degree of −1 in x and it is not aﬀected by changes in the units in which the
inputs and outputs are measured (Kumbhakar and Lovell, 2003). The output oriented technical eﬃciency
is given by
TEO(x,y) = [max{θ : θy ∈ K(x)}]−1 , (2.10)
where TEO(y,x) measures the maximum radial expansion of y towards the output isoquant. It is non-
decreasing and homogeneous of degree 1 in y, and it also does not vary with changing units of the input
and output measurements (Kumbhakar and Lovell, 2003).
Both TEI(y,x) and TEO(y,x) are normalised to be bounded by unity, where TEI(y,x) = 1 ⇔ x ∈
I(y) and TEO(x,y) = 1 ⇔ y ∈ P (x). Thus only points on the respective isoquants are deemed to be
technically eﬃcient. This can be undesirable if the isoquant is similar to that which is shown in Figure
2.3. The Debreu-Farell measurement regards all points on the isoquant to be technically eﬃcient (Fried
et al., 2008). A stark contrast to Koopmans account for technically eﬃcient points. Koopmans deﬁnition
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is stringent in that the points that are on the isoquant but are dominated are not regarded as technically
eﬃcient. Intuitively, it would make sense to provide measures for the stringent case. This would however
require non-radial measures (see Färe and Lovell, 1978) which violate the homogeneity and invariance
property (Kumbhakar and Lovell, 2003). Owing to this and its desirable properties, the Debreu-Farell
eﬃciency measure is preferred in the econometric literature.
Shephard (1953, 1970) provided a functional representation of the production process called the dis-
tance function. For input oriented production, input distance functions are deﬁned and, similarly, output
distance functions are deﬁned for output oriented production. The input distance function can be written
as
DI(y,x) = max
{
τ :
[
1
τ
]
x ∈ L(y)
}
(2.11)
and the output distance function is expressed as
DO(x,y) = min
{
δ :
[
1
δ
]
y ∈ K(x)
}
. (2.12)
DI(y,x) represents the maximum distance with which an input vector x can be radially reduced, while
still producing the given output y. Similarly, DO(x,y) determines the minimum distance with which the
output vector y can be expanded by, while still remaining producible by x. For x ∈ L(y), DI(y,x) ≥ 1,
where DI(y,x) = 1, for the input vectors on the isoquant. Also, DI(y,x) is non-decreasing, concave
and homogeneous of degree 1 on the vector inputs and non-increasing on the vector outputs (Fried et al.,
2008). For y ∈ K(x), DO(x,y) ≤ 1, where DO(x,y) = 1, for the output vectors on the isoquant. Also,
DO(x,y) is a non-increasing function on the vector inputs and non-decreasing, convex and homogeneous
of degree 1 on the vector outputs (Fried et al., 2008).
These functions are similar to the input and output oriented technical eﬃciency measures. Hence they
can be used to determine technical eﬃciency. A formal functional representation, as given in Kumbhakar
and Lovell (2003), of TEI(y,x) and TEO(x,y) is provided below:
TEI(y,x) = min {λ : DI(y, λx) ≥ 1} (2.13)
where λ = 1/τ and
TEO(x,y) = [max {θ : DO(x, θy) ≤ 1}]−1 (2.14)
where θ = 1/δ. Graphical representations of (2.13) and (2.14) are provided in Figure 2.4.
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Figure 2.4: (a) Input Technical Eﬃciency; (b) Output Technical Eﬃciency (Bogetoft and Otto, 2010).
Figure 2.4 (a) illustrates the scenario where an input vector xa, with inputs xa1 and x
a
2, produces a given
ﬁxed output vector y. For xa ∈ L(y), λxa is the radially contracted technically eﬃcient representation of
xa with λ being the input oriented technical eﬃciency measure. This input oriented technical eﬃciency
measure, λ, is the ratio of the radial distance from the origin 0 to the technically eﬃcient point (λxa) over
the radial distance from 0 to the technically ineﬃcient point (xa). Figure 2.4 (b) indicates a scenario where
an output vector ya, with two outputs ya1 and y
a
2 , is produced by a given ﬁxed input vector x. Similarly,
for ya ∈ K(x), θya is the radially expanded technically eﬃcient version of ya with θ−1 being the output
oriented technical eﬃciency measure. This output oriented technical eﬃciency measure, θ−1, is the ratio
of the radial distance from 0 to the technically ineﬃcient point (ya) over the radial distance from 0 to the
technically eﬃcient point (θya). It can thus be seen that the relationship between the technical eﬃciency
measures and their corresponding distance function measures can be given as
TEI(y,x) = [DI(y,x)]
−1 and TEO(x,y) = DO(x,y). (2.15)
The concept of technical eﬃciency was presented in this section. The following section introduces
economic eﬃciency.
2.3.2 Economic Eﬃciency
The second kind of eﬃciency considered in this review is economic eﬃciency. Economic eﬃciency also
deals with the production of outputs from inputs, but now includes an economic objective. This economic
objective could be a ﬁrm's desire to reduce or minimise the costs incurred in the production process, or
to maximise the revenue or proﬁt a ﬁrm earns. These behavioral objectives need to be accounted for in
conjunction with production. For this study economic cost eﬃciency is of interest and, as such, the relevant
information will be provided. For extensive reviews on proﬁt and revenue eﬃciencies see Kumbhakar and
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Lovell (2003), Coelli et al. (2005) and Fried et al. (2008).
Cost eﬃciency refers to the eﬃciency with which the cost of producing a given set of outputs using
a set of inputs and their relative prices, is minimised. An obvious diﬀerence compared to a production
setting is the inclusion of input prices. These are included as the main objective is to minimise costs on
the inputs side. Thus, cost eﬃciency coincides with an input oriented production setting.
The following deﬁnitions are provided with reference to Kumbhakar and Lovell (2003) and Fried et al.
(2008). For an input vector x = (x1, x2, . . . , xm) ∈ Rm+ , let w = (w1, w2, . . . , wm) ∈ Rm+ be the correspond-
ing input price vector, comprising of input prices which are strictly positive. Thus the cost incurred in
producing a chosen output vector y is wTx =
∑
nwnxn. Much like the production setting, cost eﬃciency
requires an isoquant or frontier. This cost frontier, which can be written in terms of the input set or
the input distance function, is derived as the function c(y,w) = minx{wTx : x ∈ L(y)} = minx{wTx :
DI(y,x) ≥ 1} (Kumbhakar and Lovell, 2003). This function is non-decreasing, continuous, concave and
homogeneous of degree 1 on the input prices and non-increasing and convex in y given that the technol-
ogy is convex (Kumbhakar and Lovell, 2003). The cost frontier represents the minimum cost incurred to
produce a given set of outputs by a set of inputs. This allows for comparisons to be made against those
producers that are ill-performing in managing the costs that they incur. Thus the cost eﬃcient producers
will lie on the frontier, whereas the ineﬃcient ones are positioned above it (Kumbhakar and Lovell, 2003).
Consequently, a formal measure of cost eﬃciency can be obtained, which is given as
CE (y,x,w) =
c (y,w)
wTx
, (2.16)
which measures the ratio of minimum cost (c (y,w)) to observed cost (wTx) for input vector x (Fried
et al., 2008). CE (y,x,w) is bounded by 0 and 1, where full cost eﬃciency (CE (y,x,w) = 1) is reached
at the minimum input vector. The cost eﬃciency measure is homogeneous of degree −1 on the inputs,
increasing on the outputs and non-changing on the input prices (Kumbhakar and Lovell, 2003).
To explain cost eﬃciency further, refer to Figure 2.5, where a two-inputs, one-output production is
illustrated and the output is ﬁxed. The concept of technical eﬃciency presented in section 2.3.1 is applied
with equal vigour. The ineﬃcient point is xc and, with the relative input prices known, the corresponding
cost is wTxc. Thus cost eﬃciency for xc is
CE (y,xc,w) =
c (y,w)
wTxc
. (2.17)
Reducing xc radially by λ, results in its technically eﬃcient counterpart, λxc, with cost λwTxc. The input
oriented technical eﬃciency, λ, can be calculated by
TEI(y,x
c) =
λwTxc
wTxc
. (2.18)
This however does not necessarily give the full picture of cost eﬃciency. Due to the nature of the isoquant,
ﬁrms that are technically eﬃcient may not utilise the optimal combination of inputs (the minimum combi-
nation, i.e. xd) to produce the ﬁxed output. This discrepancy, known as the input allocative ineﬃciency,
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Figure 2.5: Technical and Allocative Eﬃciency (Kumbhakar and Lovell, 2003; Greene, 2008).
must be accounted for. Allocative eﬃciency is calculated as:
AEI (y,x,w) =
CE (y,x,w)
TEI (y,x)
. (2.19)
Allocative eﬃciency is limited to values between 0 and 1. A producer can reach full allocative eﬃciency
(AEI (y,x,w) = 1) if its inputs can be reduced to match the cost-minimising input vector x
d (Kumbhakar
and Lovell, 2003). Also, according to (Kumbhakar and Lovell, 2003), AEI (y,x,w) is homogenous of degree
0 in x as well as w. Using equations (2.17) and (2.18), it follows that
AEI (y,x
c,w) =
CE (y,xc,w)
TEI (y,xc)
=
c (y,w)
wTx
× w
Txc
λwTxc
=
c (y,w)
λwTxc
, (2.20)
which is the ratio of minimum cost over the actual expenditure of the technical eﬃcient input vector.
Since minimum cost is given as c (y,w) = wTxd (where xd is both allocative and technical eﬃcient),
AEI (y,x
c,w) = xd/λxc = φ. Note that the point φxc is not a physical point but rather a projection of
the minimum combination point xd onto the ray through xc using the known input price ratio (w2/w1)
of the isocost line. The diﬀerence λ− φ describes the reduction in costs that a technically eﬃcient input
vector (λxc) could experience should it move towards the cost minimisation point xd (Murillo-Zamorano,
2004).
Taking both constituents of cost eﬃciency into account, cost eﬃciency can be deﬁned as
CE (y,x,w) = TEI (y,x)×AEI (y,x,w) , (2.21)
where CE (y,x,w) = 1 ⇔ TEI (y,x) = AEI (y,x,w) = 1. The illustrations provided insight into the
relationship between technical, allocative and cost eﬃciency and how each is deﬁned and obtained. These
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illustrations were discussed for a two-input and one output case. In general, any number of outputs and
inputs can be used. The calculations, however, are more complex for increasing numbers of inputs and
outputs. A parametric approach for calculating these eﬃciency measures follows in section 2.4.1.
2.4 Frontier Analysis
In the previous section, technical and economic eﬃciency were presented conceptually. In order for these
eﬃciency measures to be estimated, the frontier (production or cost) against which a ﬁrm's realised
observation is compared, must be formally deﬁned. This brings the focus of the study to frontier analysis.
Throughout the literature, methodologies have been developed to provide a structured representation
of the frontier. These methods can be divided into two main categories, namely parametric and non
parametric methods. According to Sena (2003) the non-parametric methods, which do not require any
functional representation of the frontier, are underpinned by linear programming techniques such as data
envelopment analysis (DEA). In contrast, Sena (2003) states that econometric estimation of the frontier is
the basis for parametric methods. Stochastic frontier analysis (SFA) dominates the parametric approach
in the literature regarding eﬃciency analysis. These methodologies are used to estimate eﬃciencies.
The non-parametric DEA approach creates a frontier based on the empirical observations themselves.
A hull is created along the best performing ﬁrms or producers. Any ﬁrms located below (above) the
production (cost) frontier are technically and economically ineﬃcient. Certain ﬁrms are guaranteed to be
fully eﬃcient since the frontier runs through those that perform the best. Thus, the ineﬃcient ﬁrms are
relatively ineﬃcient in direct comparison with the ﬁrms on the frontier. Any deviation from the frontier is
attributed to ineﬃciency, deeming the DEA a deterministic approach. Prior to the SFA approach (adopted
for the current study) being reviewed, deterministic parametric approaches to evaluate eﬃciencies are
discussed. These provide some background into the literature of parametric approaches and also illustrate
the progression in the development of parametric methodologies. These approaches precede the seminal
work on SFA by Aigner et al. (1977) and Meeusen and Van den Broeck (1977).
Firstly, a generic production function is deﬁned. For illustrative purposes, the process includes a single
output (y) being produced by a vector of inputs x. The production function for the ith producer is given
by
yi = f (xi;β) · TEi (2.22)
where f (xi;β) is a deterministic function, β is a vector of the input coeﬃcients that are estimated and
TEi = TEO (xi, yi) ≤ 1 (see section 2.3.1). Note that TEi = exp {−ui}, where ui ≥ 0 represents the ith
ﬁrms ineﬃciency. The production function (2.22) can be written in log form as
ln yi = β0 +
∑
n
βn lnxni + εi (2.23)
where εi = −ui. This function is in log-linear Cobb-Douglas form, which is a model pioneered by Cobb
and Douglas (1928). A negative sign is present before ui as it is expected that the presence of ineﬃciency
will adversely aﬀect the amount of output produced. All the methodologies that have been developed
aim to determine or estimate ui. Once such deterministic approach is Goal Programming. This approach
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uses linear programming techniques to calculate eﬃciencies. Aigner and Chu (1968) represented equation
(2.23) as a minimisation problem of either a linear or quadratic programming model. The aim of the
problem is to determine values for the vector β where the deviations or squared deviations observed
from each producer's realised outputs in relation to the frontier (theoretical best practice), are minimised
(Kumbhakar and Lovell, 2003). This is formally represented as
min
∑
i ui or
∑
i u
2
i
subject to [β0 +
∑
n βn lnxni] ≥ ln yi (2.24)
where ui = β0 +
∑
n βn lnxni − ln yi. Unfortunately, statistical inference on the vector β is complicated
since it is calculated and not estimated and thus provides no standard errors (Kumbhakar and Lovell,
2003). Schmidt (1976) attempted to circumvent the problem by imposing distributional assumptions on
ui (detailed descriptions on the distributions of ui are provided in section 2.4.2). Schmidt (1976) assumed
an exponential distribution for the linear program and the half normal distribution for the quadratic.
Thus the parameter estimates were obtained via maximum likelihood estimation. Greene (2008) however
insists that the statistical inference problem still persists since both log-likelihood functions do not have a
zero root and both have singular Hessians.
Ordinary Least Squares (OLS) can also be used to estimate eﬃciencies using the simple linear regression
model (2.23). Typically any deviation from the regression line is attributed to random shocks (further
explanation on the random shock component is provided in section 2.4.1). These shocks stem from events
that aﬀect the production process but are not in the control of the producer. For a deterministic case,
these deviations are assumed to be caused solely by technical ineﬃciency. The drawback in OLS is that
the regression line does not require all points to fall below (production) or above (cost) it. Instead the
regression line models the behavior of the observations by imposing itself through the points. Also, the
deviations can be negative which poses problems with regard to the interpretation of eﬃciencies. Thus
problems arise in using the OLS line as a frontier. To solve this, a two step approach known as Corrected
Ordinary Least Squares (COLS), ﬁrst introduced by Winsten (1957), is used. The ﬁrst step requires that
consistent and unbiased estimates of the input coeﬃcients and the consistent but biased intercept (β0)
estimate be obtained by OLS (Kumbhakar and Lovell, 2003). Since the location of a linear regression
model is determined by β0, this parameter is corrected to guarantee that the data is located above
(cost) or below (production) the linear regression model. This correction constitutes the second step. The
following equations are given in a production setting. Using the maximum deviation, the COLS intercept
has the consistent estimator, as given by Kumbhakar and Lovell (2003),
βˆ0,COLS = βˆ0,OLS + max
i
{uˆi,OLS} . (2.25)
The COLS residuals are given as
−uˆi,COLS = uˆi,OLS −max
i
{uˆi,OLS} . (2.26)
At least one ﬁrm is guaranteed to be technically eﬃcient as the regression line will pass through maxi {uˆi,OLS}.
An alternative modiﬁcation of OLS was proposed by Afriat (1972) and Richmond (1974). In this method
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a distributional assumption is imposed on ui. Typically one-sided distributions such as the exponential or
half-normal are used. The same two step procedure used in COLS is implemented, with the only diﬀerence
being the amount by which the OLS intercept is displaced. The OLS intercept is modiﬁed or adjusted
by the mean of the underlying distribution of ui. This procedure has been dubbed Modiﬁed Ordinary
Least Squares (MOLS). The respective MOLS intercept and residuals in a production setting are given as
(Kumbhakar and Lovell, 2003):
βˆ0,MOLS = βˆ0,OLS + E (ui) , (2.27)
and
−uˆi,MOLS = uˆi,OLS − E (ui) (2.28)
respectively.
COLS and MOLS technical ineﬃciency estimates (residuals) can be used to consistently estimate
technical eﬃciency. Simply substituting uˆi, as calculated in (2.26) and (2.28), into TEi = exp {−ui} will
result in technical eﬃciency estimates for ﬁrm i. A virtue these methods share is the ease with which they
can be implemented (Kumbhakar and Lovell, 2003). However, the structure of the production process
which they model is undesirable. For instance, OLS models the behaviour the data centrally. COLS
regression on the other hand, which bounds the data from above, maintains the same structure as OLS in
that the regression lines are parallel (see Figure 2.6). This structure inherits an undesirable trait of not
necessarily enveloping the data as closely as possible (Kumbhakar and Lovell, 2003). The same can be
said for MOLS. According to Kumbhakar and Lovell (2003), this may lead to technical eﬃciency estimates
that are beyond unity if there is a signiﬁcantly large enough OLS residual such that [uˆi,OLS − E (ui)] > 0.
Figure 2.6: OLS, MOLS and COLS speciﬁcations (Greene, 2008).
For the case of a cost frontier, calculation of COLS and MOLS estimates requires a change of the sign
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of the correction term and modiﬁcation term. In this case, instead of adding maxi {uˆi,OLS} and E (ui)
to the OLS intercept, it is more appropriate to subtract since cost frontiers bound the data from below.
Similarly, maxi {uˆi,OLS} and E (ui) are added to and not subtracted from the OLS residual as in (2.26)
and (2.28).
These deterministic procedures regard any deviation from a production frontier as technical ineﬃ-
ciency. This however can be viewed as a drawback because any failure to produce maximum output or
use minimum input may not necessarily be at the hands of the producer. Certain factors such as weather,
equipment degradation etc., are not in the producer's control. These factors are known as random shocks.
They are not accounted for in deterministic procedures. Instead they are absorbed in the technical ineﬃ-
ciency estimates, which clearly means that the technically eﬃciency estimates are typically overestimated.
Ideally, a procedure or model which has the capability to discern how much of the deviation is attributed
to random shocks or technical ineﬃciency is required. This brings the study to stochastic frontier analysis
(SFA).
2.4.1 Stochastic Frontier Analysis (SFA)
The deterministic models shared a rather undesirable trait. That is, the contribution of random noise is
not accounted for but rather is embedded in ineﬃciency. Thus a blurred picture of ineﬃciency may be
observed. The acknowledgment of external factors aﬀecting the technology is important as, empirically, the
presence of these factors is non-negligible. The development then, of parametric frontier analysis, moved
from the deterministic models to the now preferred stochastic approach. This approach was introduced
simultaneously by Aigner et al. (1977) and Meeusen and Van den Broeck (1977), where deviations from
the frontier are assumed to not be solely caused by ineﬃciency or random noise, but rather a combination
of both. Accounting for random noise, the production function (2.22) can be written as
yi = f (xi;β) · TEi · exp {vi} (2.29)
where vi represents the i
th ﬁrm's random noise component. The production frontier now consists of the
deterministic component f (xi;β) and stochastic component exp {vi}. Technical eﬃciency can then be
obtained as
TEi =
yi
f(xi, β) · exp {vi} = exp {−ui} . (2.30)
As in equation (2.23), the log-linear Cobb Douglas form of (2.29) is given as
ln yi = β0 +
∑
n
βn lnxni + εi (2.31)
where, in this case, εi = vi−ui. The random noise component vi is assumed to be symmetrical, whereas ui
is non-negative and positively skewed. Thus the composed error term, εi, will be negatively skewed. These
distributional assumptions allow for the entire frontier to be estimated by maximum likelihood. Diﬀerent
speciﬁcations for vi and ui are provided in section 2.4.2. The section that follows provides information
regarding the functional form of a cost function.
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Cost Function
As established in equation (2.16), the cost eﬃciency of ﬁrm i is the ratio of minimum cost to the costs
incurred by ﬁrm i. This measure is given by
CEi =
c (yi,wi;β)
Ci
, (2.32)
where Ci represents the observed cost data for ﬁrm i. The above equation calculates cost eﬃciency using
a deterministic cost frontier. Its stochastic counterpart can be written as
CEi =
c (yi,wi;β) · exp {vi}
Ci
, (2.33)
with vi representing random noise. Much like the production case, CEi = exp {−ui}, which, after taking
the natural logarithm of (2.33) yields the general stochastic cost function
lnCi = ln c (yi,wi;β) + εi, (2.34)
where εi = vi + ui. In this setting ui represents the cost ineﬃciency for ﬁrm i. Deriving from equation
(2.21), ui is comprised of either technical or allocative ineﬃciency, or both (Greene, 2008). It should be
noted that the sign of the ineﬃciency component changed since the presence of ineﬃciency is expected to
increase the costs incurred. Owing to this, the skewness of the composed error term is now positive since
ui ≥ 0.
Cost frontier estimation has its origin in the studies by Schmidt and Lovell (1979, 1980). As a pre-
requisite for parametric eﬃciency analysis a functional form for the cost frontier c (yi,wi;β) is imposed.
The Cobb-Douglas functional form has been introduced earlier. It is however restrictive, in that to accom-
modate multiple outputs, curvature requirements in the output space may be breached (Kumbhakar and
Lovell, 2003). Owing to this a more ﬂexible function may be required. The translog functional form, intro-
duced by Christensen et al. (1971) is one such function. Its main uses are listed as (i) maintaining curvature
requirements for multiple output processes; (ii) allowing second order speciﬁcations for cost frontiers; (iii)
establishing the foundation for the estimation and decomposition of cost eﬃciency through systems of
equations (Kumbhakar and Lovell, 2003). The multi-output log-quadratic stochastic cost frontier model
for ﬁrm i, as shown in Kumbhakar and Lovell (2003), is given by
lnCi = α0 +
∑
m
αm ln ymi +
∑
n
δn lnwni +
1
2
∑
m
∑
j
αmj ln ymi ln yji
+
1
2
∑
n
∑
k
δnk lnwni lnwki +
∑
n
∑
m
ηnm lnwni ln ymi + vi + ui. (2.35)
This function falls under the symmetry assumptions, that αmj = αjm and δnk = δkn. Also, the cost frontier
is linearly homogeneous on the input prices. This property is imposed by the restrictions
∑
n δn = 1,∑
n δnk = 0 ∀k, and
∑
n ηnm = 0 ∀m . An alternative method to impose this property is to normalise the
cost function by using an arbitrarily chosen input price. In this case, wpi is chosen and thus the normalised
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cost function is given by
ln
(
Ci
wpi
)
= α0 +
∑
m
αm ln ymi +
∑
n6=p
δn ln
(
wni
wpi
)
+
1
2
∑
m
∑
j
αmj ln ymi ln yji
+
1
2
∑
n6=p
∑
k 6=p
δnk ln
(
wni
wpi
)
ln
(
wki
wpi
)
+
∑
n6=p
∑
m
ηnm ln
(
wni
wpi
)
ln ymi + vi + ui. (2.36)
The ﬂexibility of the translog speciﬁcations unfortunately comes at the price of potential multicollinearity
within the regressors. The possible presence of multicollinearity could adversely aﬀect the parameter
estimates and ultimately the eﬃciency estimates. This, according to Kumbhakar and Lovell (2003), is
the sole reason for the rare estimation of the stochastic cost functions by a single equation. Nevertheless,
the single equation cost functions, such as (2.36), are useful in obtaining estimates for cost eﬃciency.
However, they are without the ability to decompose cost eﬃciency into its two components, i.e technical
and allocative eﬃciency. To be able to decompose cost eﬃciency, data on the input quantities as well
as the input cost shares is required. This data is then used to solve simultaneous equations of the cost
frontier models. The decomposition of cost eﬃciency falls beyond the scope of this study as the focus is
solely to determine cost eﬃciencies and not its constituents.
The functional form of the production and cost function is speciﬁed prior to any implementation of
the SFA taking place. This has given rise to criticism from some researchers. According to Ruggiero and
Vitaliano (1999) and Murillo-Zamorano (2004), the outcomes of the eﬃciency analysis will be adversely
aﬀected if there is any misspeciﬁcation of the function. Other researchers such as Cooper and Tone (1997)
suggest that problems with bias may arise. Nonetheless, two functional forms, namely the Cobb-Douglas
and translog functions, are widely used in the stochastic frontier literature (Greene, 2008).
Discussion of the composed error term has been purposefully limited in this review to this point. The
following section expands on the various speciﬁcations on ineﬃciency (ultimately, the composed error
term).
2.4.2 Error Term and Ineﬃciency Estimation
The underlying production function is generally given as ln yi = f(xi;β) + εi. In SFA, the error term εi
is a composite of random shock (vi) and technical ineﬃciency (ui). The random shock is assumed to be
symmetrical, while ineﬃciency is non-negative and positively skewed. The motive behind the speciﬁcations
for ui stems from the underlying assumption that, generally, ﬁrms are more likely to be technical/economic
eﬃcient than not (Fried et al., 2008). This assumption is supported by the fact that for ﬁrms to meet their
objectives (production-wise or economically), eﬀective and eﬃcient processes must be implemented. With
these assumptions for vi and ui, εi is thus negatively skewed (production) or positively skewed (cost).
Estimation of the components of the error term require distributional assumptions. These assumptions
will allow for the use of maximum likelihood to estimate the error components. The most prevalent
speciﬁcations in the literature for the error term are provided in the sections that follow. Note that the
sections that follow are discussed in the production setting.
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Normal-Half Normal
The ﬁrst speciﬁcation, which is one of the most widely used (Murillo-Zamorano, 2004), is the normal-half
normal distribution for the compound error term ε. For this speciﬁcation, the following assumptions hold:
(i) vi ∼ i.i.d N
(
0, σ2v
)
,
(ii) ui ∼ i.i.d N+
(
0, σ2u
)
, where ui = |Ui|, Ui ∼ N
(
0, σ2ui
)
; and
(iii) vi and ui are i.i.d of each other as well as the regressors.
The ﬁrst assumption assigns the symmetrical normal distribution to the random shock variable vi. Assump-
tion (ii) states that the ineﬃciency component follows a unimodal (mode = 0) half normal distribution.
This assumption follows the reasonable assumption that most ﬁrms are close to being technically eﬃcient,
with the majority of the ineﬃciency clustered around 0. The independent and identically distributed as-
sumption in (iii) between vi and ui makes it possible to determine the distribution of vi± ui (Kumbhakar
and Lovell, 2003). It is diﬃcult however to reconcile that vi and ui are i.i.d to the regressors. If a ﬁrm
has any knowledge of their technical ineﬃciency, it is plausible to assume that its choice of inputs will
be inﬂuenced (Kumbhakar and Lovell, 2003). Bogetoft and Otto (2010) suggest that ignoring the third
assumption might produce biased estimates. For this reason, the assumption is kept for cross sectional
data.
The following deﬁnitions are provided as shown in Kumbhakar and Lovell (2003). Formulations pro-
vided without the subscript i (which indicates ﬁrm speciﬁcity) are true for all ﬁrms. Assumption (i) results
in the following density function for v,
f(v) =
1√
2piσv
· exp
{
− v
2
2σ2v
}
(2.37)
for all ﬁrms. For u ≥ 0, which follows a half normal distribution, the density function is given as
f(u) =
2√
2piσu
· exp
{
− u
2
2σ2u
}
. (2.38)
It should be noted that for a half normal distribution σ2u is not the variance of u. According to Parmeter
and Kumbhakar (2014), σ2u overstates the variance of u by a factor of almost 3. Indeed, the variance of
ineﬃciency is given by (pi−2)pi σ
2
u (Parmeter and Kumbhakar, 2014). Figure 2.7 provides an illustration of
diﬀerent half normal distributions.
21
CHAPTER 2. LITERATURE REVIEW
0 2 4 6 8
0.
0
0.
2
0.
4
0.
6
0.
8
u
D
en
si
ty σu = 0.5
σu = 1
σu = 2
Figure 2.7: Half Normal Distributions (Kumbhakar and Lovell, 2003).
The half normal densities are positively skewed with zero mode. Figure 2.7 clearly shows that as σu
increases, the kurtosis decreases which results in platykurtic densities.
Since v and u are assumed to be independent of each other, their joint density function can be obtained
by simply multiplying their respective density functions together. This yields
f(u, v) =
2
2piσuσv
· exp
{
− u
2
2σ2u
− v
2
2σ2v
}
(2.39)
for all ﬁrms. By the deﬁnition of the compound error term, it follows that v = ε + u. The joint density
between u and ε thus follows as
f(u, ε) =
2
2piσuσv
· exp
{
− u
2
2σ2u
− (ε+ u)
2
2σ2v
}
. (2.40)
The marginal density function of ε is obtained by integrating u out of the joint density f (u, ε), yielding
(Kumbhakar and Lovell, 2003)
f(ε) =
ˆ ∞
0
f (u, ε) du
=
2√
2piσ
[
1− Φ
(
ελ
σ
)]
· exp
{
− ε
2
2σ2
}
=
2
σ
· φ
( ε
σ
)
· Φ
(
−ελ
σ
)
, (2.41)
where φ (·) is the standard normal density function and Φ (·) represents the standard normal distribution
function. Similar derivations can be found in numerous other studies such as Weinstein (1964), Pitt and
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Lee (1981), Greene (1990) and Bogetoft and Otto (2010).
The composed error density function, f (ε), provides useful parameterisations in σ and λ. Here,
σ =
√
σ2u + σ
2
v and λ = σu/σv. In this setting, λ provides useful insights regarding the inﬂuence ineﬃciency
has on the error term. For λ → +∞, the implication is that ineﬃciency dominates the variation in ε,
eventually yielding the deterministic frontier. For λ → 0, random noise is implied to have the most
inﬂuence on the variation in ε, which eventually results in the simple linear regression model. Since σu
is not the standard deviation of u, interpretations of λ may be misleading. Greene (2008) states that the
reparameterisation of λ is constructed more so for convenience and not necessarily for direct interpretation.
The author suggests that λ∗ =
(√
(pi−2)
pi σu
)
/σv provides a more appropriate indication of the inﬂuence
that ineﬃciency has on ε since it incorporates the true standard deviation of u.
A pertinent hypothesis test would be to test whether λ = 0, where maximum likelihood estimation
is used to estimate λ. This is a useful test to determine whether or not there is a signiﬁcant presence of
ineﬃciency in ε. According to Kumbhakar and Lovell (2003) and Greene (2008), standard tests (Wald,
likelihood ratio and Lagrange multiplier) are useful, but a problem arises in the interpretations of the test
statistic since λ = 0 is on the boundary of the parameter space2. Coelli (1995) provides helpful results
by showing that the likelihood ratio test statistic is asymptotically distributed as a combination of χ2
distributions. This may help with the interpretation problem by assigning a recognisable and tractable
distribution to the likelihood ratio test statistic. Another useful parameter to consider is
γ =
σ2u
(σ2u + σ
2
v)
, (2.42)
which calculates the inﬂuence that ineﬃciency has on the variation of ε as a percentage. Similarly, Greene
(2008) suggests that this may be misleading. The author similarly suggests that
γ∗ =
[(pi − 2) /pi]σ2u
[(pi − 2) /pi]σ2u + σ2v
, (2.43)
is more appropriate.
Figure 2.8 illustrates diﬀerent densities for the normal-half normal speciﬁcation for the composed error
term. Four combinations of the two distributional parameters σ2u and σ
2
v (or σ and λ) are represented by
the densities.
2Breusch and Pagan (1980) provide an in depth study focusing on standard tests, in particular the Lagrange Multiplier
and its application in specifying models in econometrics.
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Figure 2.8: Normal-Half Normal Distributions (Kumbhakar and Lovell, 2003).
The densities are asymmetrical, negatively skewed with modes and means that are less than 0. Graph-
ical presentations such as Figure 2.8 may be useful when seeking to detect whether there is a presence of
ineﬃciency. If u = 0, then ε adopts the distribution of v which is a normal distribution with 0 mean and
a standard deviation of σv. The distribution of ε thus deviates from a N (0, σv) distribution when u > 0,
resulting in the densities shown in Figure 2.8.
According to Kumbhakar and Lovell (2003), the asymmetrically distributed marginal density of the
composed error, f (ε), has mean and variance
E(ε) = −E(u) = −σu
√
2
pi
,
V (ε) =
(
pi − 2
pi
)
σ2u + σ
2
v . (2.44)
The log likelihood function for the composed error can be derived with the use of marginal density
(2.41). Including a sample of N producers, the log likelihood function is given as (Greene, 2008)
lnL = K −N lnσ +
N∑
i=1
ln Φ
(
−εiλ
σ
)
− 1
2σ2
N∑
i=1
ε2i , (2.45)
where K is a constant. Maximising of the log likelihood function (2.45) provides consistent (as N →∞)
maximum likelihood estimates for the parameters (σ and λ).
The crux of eﬃciency analysis is to estimate eﬃciencies. Preliminary results in the literature yielded
estimates only for the mean technical eﬃciency across all producers. One such estimate was the Aigner
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et al. (1977) mean estimate 1− E (u). Another mean estimate proposed by Lee and Tyler (1978) is
E (exp {−u}) = 2 [1− Φ(σu)] · exp
{
σ2u
2
}
. (2.46)
The Lee and Tyler (1978) mean estimate is preferred to 1 − E (u) since the power series expansion of
exp {−u} = 1− u+ u22! − u
3
3! + . . ., includes 1− u (Kumbhakar and Lovell, 2003).
Finding mean technical eﬃciencies provided early measurements in the analysis of eﬃciency. However,
the inability to decompose mean eﬃciency into its ﬁrm speciﬁc estimates was a drawback. Firms would
much rather know their speciﬁc eﬃciencies, instead of an aggregated value. To address this, information
on ui has to be extracted from εi. Jondrow et al. (1982) (denoted by JLMS) found that point estimates
for eﬃciency can be obtained on condition that εi is given. For all ﬁrms, if u follows a half normal
distribution then the conditional distribution of u given ε follows a N+
(
µ∗, σ2∗
)
distribution, with density
function (Kumbhakar and Lovell, 2003)
f(u|ε) = f(u, ε)
f(ε)
=
1√
2piσ∗
· exp
{
−(u− µ∗)
2
2σ2∗
}
/
[
1− Φ
(
−µ∗
σ∗
)]
, (2.47)
where µ∗ = −εσ2u/σ2 and σ2∗ = σ2uσ2v/σ2. This distribution yields two ﬁrm speciﬁc point estimators for ui,
namely the conditional mean and conditional mode which are provided as
E(ui|εi) = µ∗i + σ∗
[
φ(−µ∗i/σ∗)
1− Φ(−µ∗i/σ∗)
]
= σ∗
[
φ(εiλ/σ)
1− Φ(εiλ/σ) −
εiλ
σ
]
(2.48)
and
M(ui|εi) =
µ∗i if µ∗i > 00 if µ∗i ≤ 0, (2.49)
where the mode is the maximum likelihood estimator of µi conditioned on εi (Kumbhakar and Lovell,
2003). The main diﬀerence between the two point estimators is that ﬁrms can be fully eﬃcient if the
conditional modal point estimator is used, whereas the use of the conditional mean estimator predicts no
fully eﬃcient ﬁrms (Parmeter and Kumbhakar, 2014). The above JLMS point estimates replace uˆi when
calculating technical eﬃciency for any ﬁrm i using
TEi = exp {−uˆi} . (2.50)
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With the advancement of technical eﬃciency point estimators, another estimate was proposed by Battese
and Coelli (1988) (denoted by BC), which is given by
TEi = E (exp {−ui} |εi)
=
[
1− Φ (σ∗ − µ∗i/σ∗)
1− Φ (−µ∗i/σ∗)
]
· exp
{
−µ∗i + 1
2
σ2∗
}
. (2.51)
To dispel any misconception, the estimates in (2.50) [using E (ui|εi)] and (2.51) for technical eﬃciency are
not the same, i.e. E (exp{−ui}|εi) 6= exp {−E(ui|εi)}. The JLMS point estimate for technical eﬃciency
makes use of the conditional mean ineﬃciency estimator, whereas the BC point estimator does not.
Instead the BC point estimator ﬁnds the exponential transformation of ineﬃciency [exp (−uˆi)] given that
εi is known. Owing to this, the BC estimator (2.51) is preferred, especially for nonzero values of ui
(Kumbhakar and Lovell, 2003), because −ui in the JLMS estimator is only the ﬁrst order term in the
Taylor expansion of exp {−ui} (Fried et al., 2008).
According to Kumbhakar and Lovell (2003) and Murillo-Zamorano (2004), any of the estimators men-
tioned for technical (in)eﬃciency are unbiased but typically inconsistent for cross sectional data. Parmeter
and Kumbhakar (2014) provide two reasons for this reality with regards to the JLMS estimator. Firstly,
as sample size increases, new ﬁrms enter with their embedded ineﬃciency, rather than entering to assist
in determining a given ﬁrms eﬃciency. Secondly, it estimates (in)eﬃciency given εi and not rather, the
unconditional (in)eﬃciency.
The above information pertains to the most widely used speciﬁcation for εi, i.e the normal-half normal.
The related literature explores many other speciﬁcations. One such formulation is the normal-exponential
speciﬁcation, which is detailed in the section that follows.
Normal-Exponential
The second speciﬁcation for the composed error term is the normal-exponential speciﬁcation. This spec-
iﬁcation's fundamental results were presented in the seminal work by Aigner et al. (1977) and Meeusen
and Van den Broeck (1977). For this speciﬁcation the these assumptions follow:
(i) vi ∼ i.i.d N
(
0, σ2v
)
,
(ii) ui ∼ i.i.d Exponential (σu) and
(iii) vi and ui are i.i.d of each other as well as the regressors.
The assumptions that hold for the normal-half normal speciﬁcation do so for the normal-exponential distri-
bution apart from the ineﬃciency distribution. In this setting, ui follows an exponential (σu) distribution.
The density function for the random noise component is provided in (2.37), while the density function of
u for all ﬁrms is
f(u) =
1
σu
· exp
{
− u
σu
}
. (2.52)
where u ≥ 0 (Kumbhakar and Lovell, 2003).
Figure 2.9 provides three representations of the exponential distribution for diﬀerent values of σu.
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Figure 2.9: Exponential Distributions (Kumbhakar and Lovell, 2003).
The densities are clustered around the mode 0 and positively skewed. Similar to the half normal
speciﬁcations, the densities gradually become platykurtic as the parameter σu increases.
The results which follow are discussed with reference to Kumbhakar and Lovell (2003). Since v and
u are independent of each other, the product of their respective densities (2.37 and 2.52) results in their
joint density. The joint density for v and u for all producers under the normal-exponential speciﬁcation is
f(u, v) =
1√
2piσuσv
· exp
{
− u
σu
− v
2
2σ2v
}
. (2.53)
Since ε = v − u, the joint density between u and ε becomes
f(u, ε) =
1√
2piσuσv
· exp
{
− u
σu
− (u+ ε)
2
2σ2v
}
. (2.54)
Integrating out u in (2.54) gives the marginal density function of the compound error term ε, which is
given as (Parmeter and Kumbhakar, 2014)
f(ε) =
1
σu
· Φ
(
− ε
σv
− σv
σu
)
· exp
(
ε
σu
+
σ2v
2σ2u
)
(2.55)
where Φ (·) is the standard normal distribution function.
Figure 2.10 shows normal-exponential distributions for diﬀerent values of the shape parameters σu and
σv.
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Figure 2.10: Normal-Exponential Distributions (Kumbhakar and Lovell, 2003).
In Figure 2.10 densities are negatively skewed with negative modes and means. It can be seen that
a distribution resembling a negative exponential tends to appear as σuσv → ∞ (Kumbhakar and Lovell,
2003). For σuσv → 0, the compound error density resembles a normal distribution. The density of f (ε) is
asymmetrically distributed with mean and variance (Kumbhakar and Lovell, 2003)
E(ε) = −E(u) = −σu,
V (ε) = σ2u + σ
2
v . (2.56)
respectively.
A consequence of the closed form density function for ε is that the log likelihood function can be
derived and is given for N producers as (Kumbhakar and Lovell, 2003)
lnL = K −N lnσu +N
(
σ2v
2σ2u
)
+
N∑
i=1
ln Φ
(
− µ˜i
σv
)
+
N∑
i=1
εi
σu
(2.57)
where K is a constant and µ˜i = −εi −
(
σ2v/σu
)
. The log likelihood function is then maximised to obtain
consistent estimators for the parameters (σv and σu).
The JLMS estimator can be derived for the normal-exponential distribution as well. For the exponen-
tially distributed u, its density function conditioned on ε is given as (Kumbhakar and Lovell, 2003)
f(u|ε) = 1√
2piσvΦ(−µ˜/σv)
· exp
{
−(u− µ˜)
2
2σ2
}
. (2.58)
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Thus the distribution for f(u|ε) is N+ (µ˜, σ2v). Using the conditional distribution for f(u|ε), the ﬁrm
speciﬁc conditional mean and conditional mode can be used as point estimators for technical ineﬃciency.
These are formulated as (Kumbhakar and Lovell, 2003)
E(ui|εi) = µ˜i + σv
[
φ (−µ˜i/σv)
Φ (µ˜i/σv)
]
(2.59)
where φ (·) and Φ (·) are the standard normal density and distribution function respectively and
M(ui|εi) =
µ˜i , if µ˜i ≥ 00 otherwise. (2.60)
Much like the normal-half normal variation, (2.59) and (2.60) can be used in (2.50) to estimate technical
eﬃciency. Comparatively, u|ε is distributed as N+ (µ∗, σ2∗) for the normal-half normal speciﬁcation and
N+
(
µ˜, σ2v
)
for the normal-exponential speciﬁcation. Thus to obtain the corresponding ﬁrm speciﬁc BC
technical eﬃciency point estimator for the normal-exponential speciﬁcation, the parameters µ˜ and σ2v
replace µ∗ and σ2∗ respectively in (2.51). Therefore, the ﬁrm speciﬁc BC technical eﬃciency estimator for
the normal-exponential speciﬁcation is
TEi = E (exp {−ui} |εi)
=
[
1− Φ (σv − µ˜i/σv)
1− Φ (−µ˜i/σv)
]
· exp
{
−µ˜i + 1
2
σ2v
}
. (2.61)
Normal-Truncated Normal
The normal-truncated normal speciﬁcation for ε is a generalisation of the normal-half normal variation.
Stevenson (1980), who introduced this ﬂexible speciﬁcation, suggests that the restriction imposed on the
half normal (mode is equal to 0) is unnecessary and should be relaxed. The following assumptions hold
for the normal-truncated normal case
(i) vi ∼ i.i.d N(0, σ2v),
(ii) ui ∼ i.i.d N+(µ, σ2u), and
(iii) vi and ui are i.i.d of each other as well as the regressors.
Assumptions (i) and (iii) hold in the same fashion as the two previous formulations. The diﬀerence is the
distribution of ui (assumption ii), which is now a truncated normal distribution. Here the mode is not
conﬁned to a single value (0 for the half normal) but instead can vary across positive and negative values.
This mode is represented by the parameter µ. The distribution is truncated below at 0 to ensure that
u ≥ 0. Equation (2.62) gives the density function for the truncated normal distributed u as (Parmeter
and Kumbhakar, 2014)
f(u) =
1√
2piσuΦ (µ/σu)
· exp
{
−(u− µ)
2
2σ2u
}
. (2.62)
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It is not surprising that it looks similar to a half normal distribution density function; the only diﬀerence
is the inclusion of the varying mode µ. For µ = 0, the half normal density is realised.
To illustrate diﬀerent shapes for the truncated normal speciﬁcation, Figure 2.11 is provided. Here the
spread parameter σu is ﬁxed to 1 and the location parameter µ is allowed to vary.
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Figure 2.11: Truncated Normal Distributions (Kumbhakar and Lovell, 2003).
The densities are positively skewed with varying modes. For µ = −1, the graph suggests that the
mode is 0. The mode is indeed −1 but only positive values of u are considered. A negative value for µ
results in a density with a smaller tail compared to non-negative values. This means that lower estimates
for ineﬃciency are expected, thus, ﬁrms will be estimated to be highly eﬃcient.
With assumption (iii) holding and the random noise density given in (2.37), the joint distribution of v
and u is given by
f(u, v) =
1
2piσuσvΦ (µ/σu)
· exp
{
−(u− µ)
2
2σ2u
− v
2
2σ2v
}
. (2.63)
Substituting ε+ u for v yields
f(u, ε) =
1
2piσuσvΦ (µ/σu)
· exp
{
−(u− µ)
2
2σ2u
− (u+ ε)
2
2σ2v
}
, (2.64)
where integrating out u provides the marginal density for ε (Parmeter and Kumbhakar, 2014):
f(ε) =
1
σ
· φ
(
ε+ µ
σ
)
· Φ
(
µ
σλ
− ελ
σ
)
·
[
Φ
(
µ
σu
)]−1
. (2.65)
30
CHAPTER 2. LITERATURE REVIEW
In equation (2.65) the same reparameterisation of σ =
√
σ2u + σ
2
v and λ = σu/σv used in the normal-half
normal case is used for the normal-truncated normal as well. The full derivation of (2.65) can be found in
Kumbhakar and Lovell (2003).
Figure 2.12 gives graphical representations of (2.65). The standard deviation parameters σu and σv
are ﬁxed to unity with µ taking on various values.
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Figure 2.12: Normal-Truncated Normal Distributions.
The densities are negatively skewed, with negative means and modes. At µ = 0, the normal-half
normal density results.
Figure 2.12 shows that (2.65) is negatively skewed, indicating that ε has an asymmetrical distribution.
Its mean and variance are respectively given as (Kumbhakar and Lovell, 2003)
E(ε) = −E(u) = −µa
2
− σua√
2pi
· exp
{
−1
2
(
µ
σu
)2}
, and
V (ε) = µ2
a
2
(
1− a
2
)
+
a
2
(
pi − a
pi
)
σ2u + σ
2
v (2.66)
where a = [Φ (µ/σu)]
−1.
Maximum likelihood estimation is possible for the normal-truncated normal speciﬁcation. The log
likelihood function that is maximised on the parameters µ, σu and σv can be written as (Greene, 2008)
lnL = K −N lnσ −N ln Φ
(
µ
σu
)
+
N∑
i=1
ln Φ
(
µ
σλ
− εiλ
σ
)
− 1
2
N∑
i=1
(
εi + µ
σ
)2
. (2.67)
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where N is the sample size, K = −N2 ln 2pi and σ =
(
σu
√
1 + λ2
)
/λ. This yields consistent estimators
for the parameters σu, σv (or σ and λ) and µ.
To gather information on u from the known model estimates for ε, the conditional distribution is used.
The density of the conditional distribution is given as (Kumbhakar and Lovell, 2003)
f(u|ε) = 1√
2piσ∗ [1− Φ(−µ˜/σ∗)]
· exp
{
−(u− µ˜)
2
2σ2∗
}
(2.68)
where µ˜ =
(−σ2uε+ µσ2v) /σ2 and σ2∗ = σ2uσ2v/σ. The half normal counterpart of (2.68) results when µ = 0.
The conditional distribution (2.68) is asymmetrically distributed as N+
(
µ˜i, σ
2∗
)
with JLMS ineﬃciency
point estimators, the conditional mean and conditional mode, respectively formulated as (Kumbhakar and
Lovell, 2003)
E(ui|εi) = σ∗
[
µ˜i
σ∗
+
φ (−µ˜i/σ∗)
1− Φ (−µ˜i/σ∗)
]
(2.69)
and
M(ui|εi) =
µ˜i , if µ˜i ≥ 00 otherwise. (2.70)
As before, these estimators can be used in (2.50) to estimate technical eﬃciency. These technical eﬃciency
estimates are unbiased but inconsistent for reasons previously discussed (2.51). The BC technical eﬃciency
can be adopted for normal-truncated normal formulation. Accounting for the distribution in (2.68), the
BC technical eﬃciency point estimator can be written as (Kumbhakar and Lovell, 2003)
TEi = E (exp {−ui} |εi)
=
[
1− Φ (σ∗ − µ˜i/σ∗)
1− Φ (−µ˜i/σ∗)
]
· exp
{
−µ˜i + 1
2
σ2∗
}
. (2.71)
Normal-Gamma
In this section another generalisation in the form of the gamma distribution is presented. In this case the
gamma distribution generalises the single parameter exponential distribution introduced by Aigner et al.
(1977). The normal-gamma formulation originated in the studies by Greene (1980a,b) and Stevenson
(1980). It was further revisited and expanded upon by Beckers and Hammond (1987) and Greene (1990).
The following assumptions hold:
(i) vi ∼ i.i.d N
(
0, σ2v
)
,
(ii) ui ∼ i.i.d Gamma (m,σu), and
(iii) vi and ui are i.i.d of each other as well the regressors.
The ﬁrst and third assumptions hold in the same way as the previous speciﬁcations. The density function
for the random noise term is provided in equation (2.37). The gamma distribution is now assumed to model
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technical ineﬃciency. Its generality results in an additional parameter m, which is strictly greater than
−1, that is estimated alongside σu. Some studies, such as Greene (2008), reparameterise m to P = m+ 1;
ensuring that P > 0. The density function for u is given as (Kumbhakar and Lovell, 2003)
f(u) =
um
Γ(m+ 1)σm+1u
· exp
{
− u
σu
}
, m > −1, u ≥ 0 (2.72)
where for m = 0, the ineﬃciency density (2.72) collapses into the exponential distribution.
The shapes of diﬀerent densities of the gamma distribution are provided in Figure 2.13. The parameter
σu is ﬁxed at unity while m varies.
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Figure 2.13: Gamma Distributions (Kumbhakar and Lovell, 2003).
The densities are all positively skewed. Interestingly, there is a stark contrast in the shape of the
densities for diﬀerent values of m. For −1 < m ≤ 0, the typical exponential distribution densities are
realised. At m = 0, the exponential distribution found in Figure 2.9 is produced. In these cases the large
mass of ineﬃciency values is clustered at 0. The appeal of the ﬂexible gamma distribution is realised when
m > 0. A larger proportion of values is pulled away from 0, resting on a larger modal value. Similar
to the truncated normal speciﬁcation, the gamma speciﬁcation is suitable when modeling ineﬃciency
distributions where the mode is not strictly at 0.
The independence assumption between u and v yields the joint density function
f(u, v) =
um
Γ(m+ 1)σm+1u
√
2piσv
· exp
{
− u
σu
− v
2
2σ2v
}
. (2.73)
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Knowing that v = ε+ u, (2.73) becomes
f(u, ε) =
um
Γ(m+ 1)σm+1u
√
2piσv
· exp
{
− u
σu
− (u+ ε)
2
2σ2v
}
. (2.74)
In order to obtain the marginal density of ε, u is integrated out of (2.74) to yield (Kumbhakar and Lovell,
2003)
f(ε) =
σmv
Γ(m+ 1)σm+1u
√
2pi
· exp
{
ε
σu
+
σ2v
2σu
}
·
ˆ ∞
w
(t− w)m exp
(
− t
2
2
)
dt (2.75)
with w = ε/σv + σv/σu and mean and variance
E(ε) = −E(u) = − (m+ 1)σu, and
V (ε) = (m+ 1)σ2u + σ
2
v (2.76)
respectively.
Unfortunately, estimation of (2.75) has been quite troublesome due to the presence of the integral
(Kumbhakar and Lovell, 2003). Solutions have, however, been suggested in the literature. Stevenson (1980)
found closed form solutions for (2.75) for m = 0 (which reduces to the normal-exponential derivation) and
for m = 1 and m = 2. Unfortunately these solutions for integer values m are restrictive, reducing the
gamma model to the Erlang form (Kumbhakar and Lovell, 2003). A closed form solution which does not
require such stringent constraints on m is ideal. This closed form solution was proposed by Beckers and
Hammond (1987) and is given by
f(ε) =
σmv
Γ(m+ 1)σm+1u
√
2piσv
· exp
{
− ε
2
2σ2v
}
·
ˆ ∞
0
um exp
(
−u
2
σu
− uε
σ2v
− u
2
2σ2v
)
du, (2.77)
where the integral can be written as
ˆ ∞
0
um exp
(
−u
2
σu
− uε
σ2v
− u
2
2σ2v
)
du = J(m,σu, σv, ε).
The log likelihood function of the compound error density function with N ﬁrms is derived as (Kumbhakar
and Lovell, 2003)
lnL = K −N ln Γ (m+ 1)− (m+ 1)N lnσu −N ln
(
σ2v
2σ2u
)
+
N∑
i=1
εi
σu
+
N∑
i=1
ln Φ
[
−
(
εi + σ
2
v/σu
)
σv
]
+
N∑
i=1
lnh (m, εi) . (2.78)
where K is a constant, h (m, εi) = E [z
m|z > 0, εi] and z ≈ N
[− (εi + σ2v/σu) , σ2v]. Greene (1990)
provides an extensive derivation of the above log likelihood's derivatives, which are maximised to provide
estimates for all parameters. In a more recent study, Greene (2003) provides an alternative method
for estimating parameters. Greene (2003) suggests that the estimates can be obtained using maximum
simulated likelihood estimation. The aim of this method is to postulate a more accurate approach in
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tackling the function h (m, εi). Greene (2003) puts forward that h (·) can be consistently estimated by
hˆ (m, εi) =
1
H
H∑
h=1
zmih (2.79)
where zih represents randomly drawn values from its underlying truncated normal distribution and H is
the number of draws. To draw these random zih values, a generic formula (given by Geweke et al., 1997)
for sampling from the truncated normal is used and is written as
zih = µi + σvΦ
−1 [(1− Fh)PL + PL] (2.80)
where µi = −
(
εi + σ
2
v/σu
)
, PL = Φ (−µi/σv) and Fh represents a draw from a standard uniform distri-
bution (Uniform (0, 1)). This produces the following log likelihood function for a sample with N ﬁrms
(Greene, 2008)
lnL = K −N ln Γ (m+ 1)− (m+ 1)N lnσu −N ln
(
σ2v
2σ2u
)
+
N∑
i=1
ln Φ
[
−
(
εi − σ2v/σu
)
σv
]
+
N∑
i=1
εi
σu
+
N∑
i=1
ln
{
1
H
H∑
h=1
[
µi + σvΦ
−1 (Fih + (1− Fih) Φ (−µi/σv))
]m}
. (2.81)
The simulation part acquires draws from the standard uniform distributed Fih. Conventional methods,
such as random number generation, are used but are burdensome computationally (Greene, 2012a). This
is due to the large number of draws required; as many as a thousand (see Bhat, 2001). Instead, Halton
draws are preferred. Halton draws are generated in the following manner (as shown in Greene, 2003):
Suppose r is a prime number greater than 2. If q = 1, . . . is a sequence of integers, expand it with respect
to the base r as
q =
∑H
j=0 bjr
j (2.82)
where 0 ≤ bi ≤ r − 1 and rH ≤ q < rH+1. The Halton sequence is given as
G(q) =
H∑
j=0
bjr
−j−1. (2.83)
where the values in the sequence are conﬁned by 0 and 1 (Greene, 2003). Note that the Halton draws are
not random. As Greene (2003) posits, the draws are intelligently selected to cover the range of variation
within the unit interval where the sequence is well spaced in the interval. Computationally, the Halton
draws are considerably better than random number generators as the number of draws need not be as
much to achieve the same or better level of estimation (Greene, 2003).
The conditional density function is now formulated as (Kumbhakar and Lovell, 2003)
f(u|ε) =
um · exp
{
− uσu − εuσ2v −
u2
2σv
}
J(m,σu, σv, ε)
, (2.84)
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which is asymmetrically distributed with conditional mean (JLMS point estimator)
E(ui|εi) = h (m+ 1, εi)
h (m, εi)
. (2.85)
E(ui|εi) in (2.85) can used to estimate technical eﬃciency by substituting into (2.50). To the author's
knowledge, a BC point estimate for cost eﬃciency, E [exp {ui} |εi], has not been established in the related
literature.
The normal-gamma formulation has received its fair share of criticism. Ritter and Simar (1997)
conducted a simulated study where they found that for small sample sizes, the accuracy of the estimation
of m is highly questioned. This leads to cautious interpretations for subsequent results, such as eﬃciency
estimates. Also, the numerical evaluation of the likelihood function raises concerns over the accuracy
of approximating the function. Greene (2003) however suggests this concern lies with the estimation of
h (m, εi) in (2.78). Greene (2003) subsequently proposed the simulated consistent estimator (2.79) which
seemingly alleviates the computational burden of the direct approach method.
Normal-Rayleigh
The previous speciﬁcations oﬀered two single parameter distributions with modes at zero. Furthermore,
two more ﬂexible distributions were presented which allowed for the ineﬃciency mode to vary. In this
section a distribution which incorporates characteristics of both distribution types discussed previously is
provided. The Rayleigh distribution is a single parameter distribution which does not limit ineﬃciency to
cluster around zero. This distribution has seen recent implementation in the stochastic frontier analysis
literature in the studies of Oliviero (2014) and Hajargasht (2014).
The following assumptions apply, for any ﬁrm i:
(i) vi ∼ i.i.d N(0, σ2v),
(ii) ui ∼ i.i.d Rayleigh (σu), and
(iii) vi and ui are i.i.d of each other as well the regressors.
All of the assumptions of the previous speciﬁcations hold with the only diﬀerence being the distribution
of the ineﬃciency component, in this case the Rayleigh distribution. The Rayleigh distribution is a single
parameter distribution with density function (Hajargasht, 2014):
f (u) =
u
σ2u
· exp
{
− u
2
2σ2u
}
(2.86)
where u ≥ 0. The Rayleigh distribution is special case of a Weibull distribution. The density of function
of a Weibull (σu) for any value of x can be written as (Hajargasht, 2014)
f(x) =
k√
2σu
(
x√
2σu
)k−1
· exp
{
−
(
x√
2σu
)k}
for x ≥ 0. (2.87)
For k = 2, (2.87) collapses to the Rayleigh distribution.
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Figure 2.14 provides an illustration of the density functions of Rayleigh distributions, for diﬀerent
values of the parameter σu.
0 2 4 6 8
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
u
D
en
si
ty σu = 0.5
σu = 1
σu = 2
Figure 2.14: Rayleigh Distributions.
Figure 2.14 shows that the density of a Rayleigh distribution decreases in kurtosis with an increase in
σu, hence, the progressive ﬂattening of the graphs. Also, the mode of a Rayleigh distribution is determined
by the value of σu. As such, this distribution is ideal when modeling ineﬃciencies with varying modes
(Hajargasht, 2014). In some instances, the majority of ﬁrms may be relatively ineﬃcient, thus clustering
away from zero. The half normal and exponential distributions in this case would underestimate the
ineﬃciency scores. This characteristic of modelling ineﬃciency scores with nonzero modes is shared with
the ﬂexible gamma and truncated normal distributions.
Since u and v are assumed to be independent, their joint density is given as the product of their
respective density functions. The density for the v is given in equation (2.37), thus the joint density
f (u, v), is deﬁned as,
f (u, v) =
u√
2piσvσu
· exp
{
− u
2
2σ2u
− v
2
2σ2v
}
. (2.88)
Since v = ε+ u, (2.88) becomes
f (u, ε) =
u√
2piσvσu
· exp
{
− u
2
2σ2u
− (ε+ u)
2
2σ2v
}
. (2.89)
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The marginal density of ε is given as (Hajargasht, 2014)
f (ε) =
exp
(
µ2
2σ2
− ε2
2σ2v
)
√
2piσ2vσ
2
u
·
√
2piσ
{
σφ
(µ
σ
)
+ µΦ
(µ
σ
)}
, (2.90)
where µ = σ2uε/
(
σ2v + σ
2
u
)
, σ2 = σ2uσ
2
v/
(
σ2v + σ
2
u
)
, φ (·) is the standard normal density function and Φ (·)
is the standard normal distribution function. Hajargasht (2014) provides the full derivation of (2.90).
An illustration of the error densities generated from the density function in equation (2.90), for diﬀerent
values of σ2u and σ
2
v , is given in Figure 2.15.
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Figure 2.15: Normal-Rayleigh Distributions.
Figure 2.15 shows that the densities are negatively skewed, which is to be expected in the production
case. Similarly to the distributions discussed previously, the mode of the error distribution (which is
dictated by σu) is negative. From the graph, inferences on the shape of the distribution can be made
by analysing the relationship between σv and σu. For
σu
σv
→ ∞, the density becomes less peaked with a
decrease in the spread of the density. Conversely, when σuσv → 0 the density has a large variation.
The composed error density is asymmetrically distributed with mean (Hajargasht, 2014)
E(ε) = −E(u) = σu
√
pi
2
. (2.91)
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The corresponding log likelihood function for the present composed error is given as (Hajargasht, 2014)
lnL = K − N
2
lnσ2v −N lnσ2u +
N
2
lnσ2
+
N∑
i=1
[
ln
{
σφ
(µi
σ
)
+ µiΦ
(µi
σ
)}
+
µ2i
2σ2
]
−
N∑
i=1
ε2i
2σ2v
. (2.92)
Maximum likelihood estimation is employed to maximise the function (2.92) with respect to the parameters
(σu and σv). Hajargasht (2014) suggests that at times maximum simulated likelihood estimation may be
preferred to standard methods. One such case is the presence of an unstable likelihood function due to
its complexity. A simulated likelihood function depends on draws which Hajargasht (2014) obtains from
a Rayleigh (σu) distribution using σu
√−2 lnF , where F ∼ Uniform(0, 1). This process resembles that
which was discussed for the normal-gamma maximum simulation likelihood estimation. In fact, Hajargasht
(2014) cites the work done by Greene (2003) in this regard. Halton draws are used to generate values of
F and the log likelihood function to be estimated is given as (Hajargasht, 2014)
lnL =
N∑
i=1
ln
1
H
H∑
h=1
1
σv
· φ
{
εi ± σu
√−2 lnFih
σv
}
, (2.93)
where H is the number of draws.
The method of estimating ineﬃciencies follows from the previous distributions. Since ineﬃciencies
can be estimated directly, information on u, given that the error ε is known, is used. For the Rayleigh
distribution, the conditional density f (u|ε) which is provided by Oliviero (2014) but is reparameterised
in accordance to Hajargasht (2014) is given as
f (u|ε) = u
σ2
· exp
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(
− εσu
σv
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σ2v − σ2u
)]−1
. (2.94)
The conditional mean can be used as a point estimate for the technical ineﬃciency. For the Rayleigh
distribution the conditional mean for ﬁrm i is deﬁned as
E (ui|εi) =
µiσφ (µi/σ) +
(
µ2i + σ
2
)
Φ (µi/σ)
σφ (µi/σ) + µiΦ (µi/σ)
, (2.95)
where φ (·) is the standard normal density function and Φ (·) is the standard normal distribution func-
tion. The above ineﬃciency estimate is then used to estimate technical eﬃciency through the equation
given by (2.50). To the author's knowledge, a Battese and Coelli (1988) point estimate for eﬃciency,
E [exp {−ui} |εi], has not been established in the related literature. This oﬀers an avenue for possible
future research regarding the establishment of BC point estimators for the Rayleigh as well as the gamma
distribution.
It should be noted that for all the above speciﬁcations, all information has been provided under a
production setting. In order for the information given above to pertain to a cost setting, a change in
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the error, i.e ε = v + u, is required (Kumbhakar and Lovell, 2003). Since u ≥ 0, the skewness of the
error densities will be aﬀected. In the production case, the composed error densities for each speciﬁcation
of ineﬃciency (shown in Figures 2.8, 2.10, 2.12 and 2.15) were negatively skewed with negative means
and modes. For the cost setting, the opposite results are observed in that the composed error densities
are positively skewed with positive means and modes. Regarding eﬃciency estimates, the procedure of
determining cost eﬃciencies is exactly the same to that of determining technical eﬃciences. The JLMS
estimator may be used to extract information regarding cost ineﬃciences from the composed error. The
BC estimator as well as exp {−ui}, are used to determine cost eﬃciencies. The formulations of the
JLMS and BC cost eﬃciency estimates are the same as their technical eﬃciency counterparts with sign
changes, reﬂecting the altered construction of the error term, being the diﬀerence (Kumbhakar and Lovell,
2003; Hajargasht, 2014). For example, the equations (2.48), (2.49) and (2.51) for the normal-half normal
distribution are the same in the cost eﬃciency context except for the term µ∗i, which is positive for cost
eﬃciency and negative for technical eﬃciency. A similar reformulation is used for the remainder of the
distributions.
The sections up to this point have given an overview of the theoretical literature related to eﬃciency
analysis. The following section explores empirical studies that have implemented eﬃciency analysis in the
service provision sector. In particular, the use of SFA is highlighted with other methodologies such as
DEA occasionally mentioned.
2.5 SFA in Municipal Service Provision
As mentioned earlier, eﬃciency analysis sees its implementation in a variety of ﬁelds. Numerous studies
have been published which analyse eﬃciencies across many diﬀerent sectors. The provision of basic services
(public sector) has also received its fair share of attention in the eﬃciency analysis literature. Eﬃciency
studies in the public sector started gaining traction in the early 1980s (Mahabir, 2014). In these studies
the methodologies mentioned in the present research are implemented to formally ascertain the eﬃciency
with which services are provided.
Worthington and Dollery (2000) surveyed a number of eﬃciency studies in local government. The
studies either focused on speciﬁc sectors within local government or attempted to encompass a range of
departments, making use of either DEA or SFA or both approaches to obtain eﬃciency estimates. For
example, a primary study by Hayes and Chang (1990) studied 191 US municipalities. SFA was the method
of choice in determining the cost eﬃciencies in providing ﬁre services, police protection and refuse removal.
In particular, the study aimed to determine whether municipalities run by city managers (CM) as opposed
to mayor-councils (MC) are more prone to be eﬃcient. They found that, on average, CM municipalities
were 81.21% cost eﬃcient and MC had an average cost eﬃciency of 84.78%. It was found, however, that
statistically (through ANOVA, median and Kruskal-Wallis tests) there exists no signiﬁcant diﬀerence in
cost eﬃciency between the two forms of management.
The study by Worthington and Dollery (2000) also surveyed the study by Deller and Halstead (1994)
which also employed SFA in assessing the cost eﬃciencies of rural road service provision in the American
states of Maine, New Hampshire and Vermont. It was found that due to incompetence in management, the
costs incurred in providing road services in rural areas that do not experience high traﬃc were unnecessarily
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high.
Davis and Hayes (1993) analysed 141 municipalities in the state of Illinois in the USA between the
years 1982-1986. The study investigated, in particular, the police department (protective services). Davis
and Hayes (1993) assessed, using SFA, whether citizen monitoring plays a role in the eﬃciency with which
municipalities provided protective services. This was evaluated on the basis that a citizen's circumstances,
may or may not encourage the citizen to be concerned with how local government is providing services
(Davis and Hayes, 1993). Davis and Hayes (1993) included tax rate, which the author deﬁned as ...the
ratio of the median value of housing to total equalised assessed valuation, as a driver for citizen monitoring.
The study found that tax rate and city size do indeed have an inﬂuence on citizen monitoring of local
government.
Studies using SFA are not conﬁned to the USA. A plethora of studies implemented globally which use
SFA to assess local authority eﬃciencies are readily available. De Borger and Kerstens (1996) assessed
cost eﬃciencies for 589 Belgian municipalities using, comparatively, two non-parametric methods (DEA
and Free Disposal Hull (FDH)) and three parametric approaches (one deterministic and two stochastic).
The two stochastic approaches are distinguished by using the cost equivalent of the conditional mean
and conditional mode point estimates, given in equations (2.48) and (2.49) respectively, for ineﬃciency.
The study assessed the municipalities ability to provide educational, social and recreational as well as
overall administrative services. The analysis employed a two stage approach, where the ﬁrst step results
in obtaining the cost eﬃciencies, and the second step adjusts these estimates for the inclusion of exogenous
(economical and political) variables. The study found that there was evident variation across technologies
as the mean cost eﬃciency estimates ranged from 0.57 (deterministic parametric approach) to 0.94 (FDH).
The rank correlation estimates within the non-parametric and parametric approaches were 0.59 and 0.83
respectively. Regarding exogenous variables, the study found that education and local tax rates positively
inﬂuence municipal eﬃciency, whereas the block grant and average income per capita adversely aﬀect
municipal eﬃciency.
Worthington (2000) applied both SFA and DEA methods in a comparative analysis of cost eﬃciencies
in the Australian local government. A sample of 177 municipalities in 1993 was analysed, where services
such as waste removal, road services, sewerage and water supply were included in the study3. Interestingly,
the study found that eﬃciency estimates are susceptible to the methodology of choice, that is, the results
(eﬃciency estimates and subsequent municipal rankings) were not robust across the methodologies used.
The author emphasises that the purpose of the research was not to ultimately choose a superior method
but rather to point out that these methods can be implemented in a complementary manner.
Tanaka (2006) investigated the eﬀects that the use of information technology has on the costs incurred
by local government. These eﬀects were monitored over the following municipal responsibilities: level of
living; quality of welfare; quality of education; quality of roads; quality of urbanisation and the level of
safety. Tanaka (2006) assessed 317 municipalities in the Kinki region in Japan for the year 2001 using
SFA. The study employed a two step approach, similar to De Borger and Kerstens (1996), to determine
cost eﬃciencies. The exogenous variables pertained to information technology. The study found that
municipalities experienced greater cost eﬃciencies in accordance with an increased use of information
3See studies conducted in the Australian local government relating to waste removal (Worthington and Dollery, 2001)
and water services (Woodbury and Dollery, 2004) speciﬁcally.
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technology.
Geys and Moesen (2009) analysed cross-sectional data of Flemish municipalities in 2000. A compara-
tive analysis was employed using three methodologies, namely FDH, DEA and SFA. The authors posited
that relying on a single approach to determine eﬃciencies requires caution regarding the interpretation
of results, especially if the results are to be considered in benchmarking schemes by policy and decision
makers. Therefore a comparative analysis is necessary to assess the robustness of eﬃciency results to
avoid misinterpretation and subsequent deductions (Geys and Moesen, 2009). The study determined cost
eﬃciencies for 304 municipalities based on their social, educational, recreational, infrastructural and envi-
ronmental services. In particular, the municipal responsibilities considered in the study were: the number
of subsistence grant beneﬁciaries (social); the number of students in primary schools (education); the sur-
face of public recreational facilities (recreational); the total length of municipal road (infrastructure) and
the share of municipal waste picked up through door-to-door collections (environmental). The pertinent
results found from the analysis were two-fold. Firstly, across all methodologies, municipalities were found
to have room to improve their eﬃciencies. Secondly, eﬃciency estimates within each approach were exten-
sively variable but were ...generally relatively strongly correlated such that they tend to support similar
conclusions as to the municipalities' relative performance (Geys and Moesen, 2009, pg. 509).
In more recent times, Kalb et al. (2010) conducted an SFA study to assess 1015 German local govern-
ments in the state of Baden-Württemberg in 2004. In this study exogenous, non-discretionary variables
that focused on municipal socio-economic and political factors were considered to determine whether they
inﬂuence cost eﬃciencies. The study based its analysis on the the social, educational, recreational and
infrastructural obligations of the local government. Comparatively, the eﬃciency scores obtained with and
without exogenous variables were computed. It was found that the average eﬃciency score, inclusive of
the exogenous variables, was higher. The implication of the result was that the exclusion of these added
variables results in underestimation of the eﬃciency scores. Kalb et al. (2010) provided a more recent
overview of research regarding eﬃciency analysis in local government. The studies covered were ordered
by the country in which they were implemented. These studies span across Europe (Belgium, Finland,
Greece, Norway, Portugal and Spain), Asia (Korea and Japan) and Australia. Furthermore, some selected
countries in North and South America respectively, i.e. the US and Brazil, are included in the survey.
In the majority of these studies, a holistic or composite approach is implemented to determining the
eﬃciencies of local governments. The bottom line is to ascertain the overall eﬃciency with which local
government provide all or most of the services for which they are responsible. However, these studies
might paper over any perceivable cracks within each sector. This opens a path for more focused and
uniform studies. Ashton (2000) however implies that eﬃciency studies focused on a single sector may be
insuﬃcient or even misleading. This is a sound assessment if the aim is to ascertain in general, the overall
eﬃciency of a municipality. This is not the case however in the present study, as the main objective is to
determine the eﬃciency with which municipalities provide a speciﬁc service.
Single sector studies in local government have focused on water services, waste removal, road services
and so on. The literature surveyed reveals that, single sector studies are lacking with regards to the elec-
tricity sector in local government. A sound reason for this could be that many electricity supply utilities
are privately owned. A study by Neuberg (1977) provided an assessment on the merit of having munic-
ipality over investor-owned power utilities. Through OLS regression, the study found that municipally
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owned electricity systems are seemingly better with regards to the amount of revenue for the city and
lower consumer rates.
There is substantial literature regarding eﬃciency analysis on privately owned electricity utilities. For
example, Burns and Weyman-Jones (1996) determined cost eﬃciencies using SFA for electricity utilities
in England and Wales. The study analysed 12 regional electricity distribution companies for the period
of 1980/81-1992/93. Diﬀerent functional forms of the translog cost function were employed with varying
distributions of the ineﬃciency term. The study found that the eﬃciency scores were not susceptible to
the choice of distribution of the ineﬃciency component. Hattori (2002) compares electricity utilities in the
USA and Japan in the period 1982-1997. Adopting the SFA approach, an input distance function was used
to estimate technical eﬃciency. The input distance function was used to determine technical eﬃciencies
through the use of physical input values and not input prices which are required for the cost function. It
was found that Japanese utilities performed better on average, although certain US utilities had similar
eﬃciency estimates as the best performing Japanese utilities. Another comparative study by Hattori et al.
(2005), assessed UK and Japan electricity utility data from 1985 to 1988 with the use of DEA and SFA
benchmarking techniques. Again, an input distance function was used and revealed that the electricity
suppliers in the UK performed better, on average, than their Japanese counterparts. Von Hirschhausen
et al. (2006) also employed a comparative (DEA vs SFA) approach in determining the technical eﬃciencies
of 307 German electricity distribution utilities. The results obtained from the DEA (primary method)
approach and the SFA approach (veriﬁcation method) showed a high level of correlation between the two
methods.
In the South African context, studies regarding the eﬃciency of local government are limited. To
address the scarcity of the literature, studies by Van der Westhuizen and Dollery (2009), Monkam (2011)
and Mahabir (2014) have been conducted. All three follow the trend of the current literature in that
eﬃciencies are obtained through a composite look at local government. In other words, local government
eﬃciencies are obtained across a number of sectors. The aforementioned studies focus on the four basic
and arguably most important services, namely; water and electricity supply, domestic waste removal and
sanitation. Van der Westhuizen and Dollery (2009) study a cross-sectional data for 2006-2007 including
231 local and 46 district municipalities. The authors employed a production framework to determine
eﬃciencies using the DEA approach. The results obtained suggested that within the nine provinces, the
eﬃciency scores of the municipalities varied signiﬁcantly. The authors revealed that the results were to be
interpreted cautiously as the data was questionable. Monkam (2011) estimated cost eﬃciencies using DEA.
In addition to the four basic services, the study incorporated factors in the categories: ﬁscal autonomy,
institutional capacity, socio-economic and politics. The study comprised of 231 local municipalities for
the year 2007. Furthermore, analysis was conducted on the subcategories of local municipalities discussed
in section 2.1 (excluding Metropolitan and district municipalities). It was found that on average the
local municipalities could reduce their expenditure by 82.7% (17.3% eﬃcient) and still produce the same
output. B1 local municipalities were found to be most eﬃcient with B2, B4 and B3 local municipalities
listed in decreasing value of eﬃciency. Lastly, Mahabir (2014) assessed a panel of 129 municipalities
from the 2005/06 to 2009/10 ﬁnancial years. In this study, a Free Disposal Hull (FDH) approach was
used. The study found that 10 municipalities were consistently eﬃcient throughout the time period. Also,
an increase in average eﬃciency scores was reﬂected from 2005/2006 to 2007/2008, however a decrease
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occurred after this period. The author postulated that this decrease is a result of the global recession that
was experienced in 2008.
The present study will add to the literature on the eﬃciency of electricity supply utilities, by inves-
tigating the South African context for which the electricity supply is under municipal control. A more
thorough investigation into the variables used in the literature is provided as part of the methodology
(Chapter 4).
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Data
The data for the present study were collected from Statistics South Africa (StatsSA) for the ﬁnancial
years ending June 2005 and June 2006. The data, which contains 284 municipalities in 2005 and 283
municipalities in 2006, was obtained in September 2014. It comprises of ﬁnancial data for 2005 (P9114
unit data 2005)1 and 2006 (P9114 unit data 2006)2, as well as non-ﬁnancial data (P9115 Unit data 2005-
2006)3 for both years. The ﬁnancial data provides information regarding the total expenditure and total
income of each municipality. The pertinent data relates to the total costs incurred in the distribution of
electricity and its constituents, namely employee costs and the cost of the power purchased. On the other
hand, the non-ﬁnancial data contains detailed information on electricity supply. This includes the amount
of units of power bought in megawatt-hours (MWh), the amount of units sold (MWh) and the amount
of units lost (MWh). In addition, the non-ﬁnancial data includes information regarding the number of
employees involved in the distribution of power, the number of consumer units and an indicator of whether
municipalities have commercialised or outsourced electricity services.
Reports from NERSA (NERSA (2005, 2006)) reveal the total number of municipalities that are licensed
to distribute electricity. This reduced the number of municipalities in each dataset to 176. Further
reduction of the data was required due to the absence of pertinent information. In certain instances a
municipality would have labour costs but no information regarding the number of employees involved,
and vice-versa. Furthermore, as part of the total expenditure, the cost of purchasing power in bulk is
not recorded for some municipalities. For some of these municipalities, however, the amount of units
bought is reported. The reverse scenario is observed for a select few municipalities as well. In other
cases, missing values appear for the number of units sold. As an avenue to address the problem of
missing values, annual reports and annual ﬁnancial statements were obtained from the national treasury.
These documents were procured to test their reliability with regards to replacing missing values through
imputation, by comparing them with the StatSA reports. Unfortunately, these were not available for
all municipalities. The comparisons yielded inconsistent results, where for some municipalities similar
information was reﬂected across the reports and for other municipalities this was not the case. This
inconsistency created enough doubt to not rely on the additional documents to impute the missing data.
It was decided then that municipalities with missing values, would be removed from the data. This reduced
1http://www.statssa.gov.za/publications/P9114/P9114June2005UnitData_2005.zip
2http://www.statssa.gov.za/publications/P9114/P9114June2007UnitData_2006.zip
3http://www.statssa.gov.za/publications/P9115/P9115_Unit_data_2005_2006.zip
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the data for the ﬁnancial years ending in 2005 and 2006 to 121 and 109 municipalities respectively.
Another problem experienced was the data recorded using the wrong units. Data regarding units
bought, lost and sold is presented in MWh. For some municipalities, it was discerned that the units are
recorded in gigawatt-hours (GWh), which is equivalent to one thousand MWh or one million kilo-watt
hours (KWh). To support this claim the NERSA reports were used to compare the units as well as the
amount used. From this it was determined that the data were recorded using diﬀerent units. This provided
justiﬁcation for the modiﬁcation of the data into the correct units (MWh). The municipalities for which
this modiﬁcation was undertaken were the Buﬀalo City, Mangaung, City of Johannesburg and Ekhuruleni
metropolitan municipalities and the Umhlathuze and Maluti a Phofung local municipalities.
A select number of municipalities recorded total expenditure and total income for the amalgamated
electricity and gas services. Separation of these services could not be achieved and thus the aggregated
data was used.
Admittedly, the above reasons provide a poor picture of the data. Nevertheless, the use of the data can
provide some provisional insights in the electricity distribution sector for 2005 and 2006. Furthermore, it
would have been preferable to use more recent data. There was correspondence with StatsSA to procure
recent data. It was realised however that the portion of the data (units bought, sold, and lost) is no longer
recorded. Owing to this, data from earlier years is used. The 2005 and 2006 data is the most current
revised data that could be gathered from the source.
All analysis of the data is performed using the software NLogit5 (Greene, 2012b) and R version 3.1.3
(R Core Team, 2015).
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Methodology
This chapter outlines the methods used in the present study. Firstly, the method used to select the
pertinent variables is presented. A thorough investigation of the variables used in the related literature is
provided. This will form the basis for the selection of the appropriate variables. Furthermore, the diﬀerent
cost functional forms are presented. The method chosen to discern which of the cost functions is best
suited to model the data is detailed. Lastly, an overview of the Vuong test is presented. This test is
employed after a functional form has been selected. Its purpose is to determine, for the chosen functional
form, which distribution for the one-sided ineﬃciency component is most appropriate.
4.1 Variable Selection
The selection of variables is arguably the most important component of this study. These variables are
chosen to best describe the electricity distribution process. Of course, the selection of variables is subject
to data availability but, nevertheless, the present study aims to extract as much pertinent information
from the available data as possible.
A more in depth review of the variables used in the literature provided in section 2.5 as well as other
studies conducted in the electricity distribution sector is provided in section 4.1.1.
4.1.1 Outputs, Inputs and Input price variables
The electricity distribution literature is inundated with studies that employ input-oriented speciﬁcations.
According to Azadeh et al. (2009), this is generally accepted as the most appropriate orientation in the
electricity distribution ﬁeld. This is due to the fact that the demand for the services provided by electricity
utilities is not internally determined (Jamasb and Pollitt, 2003). Thus the focus revolves around assessing
input processes that are established to meet demand.
These input-oriented studies use DEA mostly but SFA has its fair share of implementation. The frontier
analysis literature is further broken down into studies using cost frontiers or input distance functions.
These two functions are dual representations of each other as was shown in the deﬁnition of cost frontiers
in section 2.3.2. The implementation of one method over the other depends on whether cost information
on the inputs is available or not. For input distance functions, physical input values are required whereas
input prices are used in cost functions.
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The seminal work by Neuberg (1977) in the USA provides a good basis for frontier analysis in electricity
distribution. The study uses OLS to estimate cost eﬃciencies in a single output process where total
costs are modelled. Initially the author identiﬁed four pertinent outputs, namely the number of ultimate
customers served (as ﬁrst used byWeiss (1975)), the amount of MWh sold to ultimate customers, the length
of the overhead distribution lines in miles and the size of the service area in squared miles. The author
insists that only traded outputs should be considered and hence dropped distribution lines and service
as outputs since they do not contain price information. Between total MWh sold and total customers,
Neuberg (1977) selected total customers as the sole output. Total customers can be viewed as a traded
output since revenue from each customer can be obtained (Neuberg, 1977). Since the revenue from each
customer depends on the total MWh sold, the author puts forward that only one can be selected. The three
remaining variables are kept as explanatory variables that uniquely describe each utility. Accompanying
these variables used were input prices for capital and labour. The input price for labour for any ﬁrm was
calculated by dividing the total wages and salaries by (2000 hours × number of full time employees). The
2000 hours represented a rough estimate of the annual working hours 2000 hours = 40 hours/week × 50
weeks. The capital price was assumed to be equal for all ﬁrms.
Burns and Weyman-Jones (1996) followed Neuberg (1977) and employed a single output stochastic cost
process in their study of 12 electricity distribution companies in England and Wales. As in Neuberg (1977)
the number of customers was the assumed output with total MWh sold, maximum demand, network length,
customer density, market structure and transformer capacity used as explanatory variables. Labour and
capital were used as inputs, with the input prices determined from the user cost of labour in manufacturing
from the Bank of England macroeconomic model and the user cost of capital in manufacturing from the
National Institute of Economic and Social Research (NIESR) macroeconomic model.
The study by Farsi et al. (2006) employs a triple input (capital, labour and input/purchased power)
and single output (total electricity delivered in KWh) process to model utilities in Switzerland. The price
for labour was deﬁned as the average annual salary of a utility's employees. Capital price was deﬁned as
capital expenses (depreciation plus interest) divided by the installed capacity of the utility's transformers
in kilovolt-ampere (KVA). The price of input power was calculated as the ratio of the cost of purchased
power to the power purchased in KWh. The explanatory variables used in this study were load factor,
number of customers, size of service area, a high voltage transmission network binary indicator and a
dummy variable highlighting the utilities with a 25 percent supplementary revenue of total revenue.
To model total cost of distributing electricity in the USA, Greer (2010, 2012) used an aggregated output
variable of total MWh delivered. This output was divided into total MWh distributed to low voltage
customers and total MWh distributed to high voltage customers. The input prices used were capital
(interest on long-term debt/total long-term debt), labour (total wage (salary) expense/total number of
hours worked) and purchased power (cost of power/total MWh purchased).
In some frontier studies in the electricity distribution sector, instead of cost functions, the input
distance functions are used. For example, Hattori (2002) used a stochastic input distance function to
obtain technical eﬃciencies of the distribution process for utilities in the USA and Japan. The inputs
employed were labour (number of full-time employees) and capital (transformer capacity measured in
MVA). The outputs were total electricity sales for residential customers and the total electricity sales for
non-residential customers (commercial, industrial and others). The exogenous (explanatory) variables used
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were load factor (ratio of average demand to system peak demand), customer density and consumption
density.
A study focused on German electricity utilities by Von Hirschhausen et al. (2006) utilised the input
distance function. The inputs used were labour (number of workers) and capital (proxied by length of
existing electricity cables, i.e grid size). The outputs considered were total electricity distributed and the
number customers to which the electricity is distributed. In an extended model, the inverse density index
(settled area in square kilometres per inhabitant) was included as an output.
Certain studies have employed DEA as well. Sadjadi and Omrani (2008) and Azadeh et al. (2009) used
the same input and output variables in their respective studies of the Iranian distribution utilities. They
chose network length (km), transformer capacity (MVA) and number of employees as inputs. As outputs,
number of customers (×1000) and total electricity sales (MWh) were selected. The use of both the number
of customers and the total power sold as outputs in the previous three mentioned studies goes against the
suggestion of Neuberg (1977) and Burns and Weyman-Jones (1996), albeit with diﬀerent methodologies
being employed. Jamasb and Pollitt (2003) advocates for the inclusion of number of customers alongside
the traded output of total power sold since the number of customers represent the extent of the distribution
system. In their study, Jamasb and Pollitt (2003) used total cost as their only input variable, with number
of customers, total units sold and network size as the outputs. Wang et al. (2007) on the other hand
used capital expenditure and labour as input variables, while sales from units sold ($Million/KWh) and
consumer density (consumer/km2) were used as output variables.
Jamasb and Pollitt (2000) surveyed 20 benchmarking studies which investigate electricity distribution
utilities. The following table is an extract of some of the inputs and outputs used in those studies. The
full table can be found in Appendix A in Table A.1.
Table 4.1: Frequency of the use of main input and output variables. (extract) (Jamasb and Pollitt, 2000).
Input Output
Labour/wages (15) Units sold (12)
Network Size (11) No. of customers (11)
Transformer capacity (11) Service area (6)
Operating expenditure (7) Network size (4)
Capital (5) Maximum demand (4)
Maximum demand Transmission/distribution losses (4)
Purchased power (2)
Units sold (2)
Service area (2)
No. of customers
From Table 4.1 it can be seen that the most frequently used inputs are labour, network size and
transformer capacity. These variables are imperative to the distribution process as they account for the
workforce involved (labour), the size of the distribution structure (network size) and the maximum power
to be distributed to meet demand (transformer capacity). To account for the extent of the distribution
system, units sold and number of customers are the most widely used outputs in the surveyed studies.
Table 4.1 accompanied by the studies discussed above will inform the decision of which are the pertinent
variables for the current study.
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Data availability plays an important role in the selection of the pertinent variables. Unfortunately, the
dataset obtained contains no information regarding transformer capacity. Also, extraction of the capital
involved in the distribution of the electricity could not be achieved. Nevertheless any useful information,
with the aid of the studies mentioned above, was extracted.
4.2 Functional Form Selection
The use of a parametric method in the present study means that an estimable functional form is imposed
upon a cost frontier. This function incorporates the outputs, input prices and the technology coeﬃcients.
Three such cost functional forms are adopted for the present study, namely the Cobb-Douglas, restricted
(hybrid) and the translog forms. These functional forms are given using equation (2.36):
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The Cobb-Douglas and restricted (hybrid) speciﬁcations are labeled in (4.1) with the entire function
constituting the translog speciﬁcation. All three speciﬁcations contain the stochastic noise component
(v) and the cost ineﬃciency component (u). These functions are estimated through maximum likelihood
estimation.
A fair number of studies on the analysis of eﬃciencies in the electricity sector have used the afore-
mentioned cost functional forms. Nerlove (1963) adopts the Cobb-Douglas speciﬁcation albeit in the case
of electricity generation and not distribution. Farsi et al. (2006) explain their choice of using the Cobb-
Douglas speciﬁcation by the fact that there is a possibility of multicollinearity amongst the second order
terms. Farsi et al. (2010) also adopt the Cobb-Douglas functional for assessing the supply of electricity by
French utilities.
The restricted (hybrid) cost function was used by Christensen and Greene (1976) in an electricity
generation scenario. The translog cost speciﬁcation, on the other hand, has been used to model electricity
distribution utilities in the USA (Berry, 1994), England and Wales (Burns and Weyman-Jones, 1996) and
Canada (Yatchew, 2000).
According to Greene (2008), a drawback of the Cobb-Douglas multi-output cost function is that the
output frontiers are all convex instead of the expected concavity. Hence, caution in the estimation of this
speciﬁcation is warranted. It has been mentioned that the drawback for the more ﬂexible speciﬁcations
(restricted/translog) is multicollinearity. In this instance as well, the estimation results need to be inter-
preted cautiously. Nonetheless owing to the prevalence of these speciﬁcations in the related literature, all
will be assessed when modelling the cost frontier.
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4.2.1 Likelihood Ratio Test
To discern which of the three functional forms is most appropriate the Likelihood Ratio (LR) Test is used.
This test is recommended for models that are nested within each other. A model is nested in another if
it is a reduced version of a more general model. This is evident in equation (4.1) as the Cobb-Douglas
is nested within the restricted (hybrid) and the restricted (hybrid) is in turn nested within the translog
speciﬁcation. Thus the Cobb-Douglas is implicitly nested in the translog function. The LR test infers on
a statistical basis which of the functions is most likely to model the data correctly.
The LR test is described in what follows: Suppose two functions, f (xi|β) and g (xi|δ), exist such that
f (·) ⊂ g (·). The hypotheses for the LR test are
H0 : f (·) True
H1 : g (·) True,
where the null hypothesis favours the reduced model f (·) and the alternative supports the inclusion of
the extra variables (as in g (·)). The likelihood ratio test statistic (LRTS) is given by
LRTS = −2 ln
 lf
(
βˆ
)
lg
(
δˆ
)

= −2
[
ln
(
lf
(
βˆ
))
− ln
(
lg
(
δˆ
))]
(4.2)
where lf
(
βˆ
)
and lg
(
δˆ
)
are the respective likelihood functions optimized by βˆ and δˆ respectively. The
LRTS is asymptotically distributed as χ2 (q), where q = number of variables g (·) has been reduced by to
obtain f (·) (Bruin, 2011). The rejection of H0 occurs when LRTS > χ2 (q) or the p-value falls below the
signiﬁcance level α, which is 5% in this study.
The present study follows Lordan (2007) in which the LR test was used to determine the most appro-
priate functional form for the data.
4.3 Vuong Test
Once the functional form has been selected, estimation of cost ineﬃciencies can be undertaken. In sec-
tion 2.4.2 diﬀerent distributions for the ineﬃciency term are provided. These are the most commonly
used distributions in the literature. Owing to this, the cost eﬃciencies are determined for each of the
distributions.
It is of interest to determine which of the distribution types is the most appropriate for modelling
the ineﬃciency component. Non-nested model tests such as the Vuong test can be conducted for this
purpose. This methodology was established by Vuong (1989) where its development is based on the
closeness measure found in Kullback and Leibler (1951). This measure is known as the Kullback-Leibler
Information Criterion (KLIC), which is used to determine the closeness of a speciﬁed distribution to
the true distribution which is unknown (Vuong, 1989). The Vuong test compares two given models to
determine which of the two is closest to the true distribution. In other words, the most appropriate model
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is the one which minimises the KLIC (Clarke, 2007).
As deﬁned by Clarke (2007), let there be two models, f(Yi|Xi;β) and g(Yi|Zi; γ). The null hypothesis
for the Vuong test is given by
H0 : E0
[
ln f(Yi|Xi;β∗)g(Yi|Zi;γ∗)
]
= 0,
where E0 is the expectation under the true model. Under the null hypothesis the models are the same
and characterised by their pseudo-true values of β∗ and γ∗. The log likelihood ratio test statistic is given
by (Clarke, 2007)
V = n−1/2
LRn
(
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)
ωˆn
, (4.3)
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and βˆn and γˆn are the maximum likelihood estimates of β∗ and γ∗ respectively. LRn(·) calculates the
diﬀerence of the summed log-likelihoods and ωˆn provides the corresponding estimated standard deviation
of LRn. The Vuong statistic has a limiting distribution under the null hypothesis, where asymptotically,
V ∼ N(0, 1).
To use the Vuong statistic in selecting the appropriate model, a critical value c is chosen from a
standard normal distribution at a given signiﬁcance level. Since a signiﬁcance level of 5% is regularly
used, it follows that c = 1.96. Using the predetermined critical value, the following rejection rules are
employed:
• if V < −c, the null hypothesis is rejected and the model g(·) is favoured.
• if V > c, the null hypothesis is rejected and the model f(·) is favoured.
• if |V| ≤ c, the null hypothesis is retained since there are no signiﬁcant diﬀerences between the models.
The use of the Vuong test statistic has been sparse in the eﬃciency analysis literature. A reason for this is
that studies rarely seek to ﬁnd the best suited distribution for the one-sided ineﬃciency component. Instead
studies employ the frequently used half-normal or exponential distribution. Studies such as Greene (1990)
and Burns and Weyman-Jones (1996) do determine eﬃciencies for diﬀerent speciﬁcations of the ineﬃciency.
The focus of these studies, however, is the robustness of these estimates and not necessarily which of the
speciﬁcations is best suited to the respective data. In both studies, the choice of the distribution seems
immaterial as the estimates are very similar. Lordan (2007), focusing on health care services in Ireland,
applied the Vuong test to determine which distribution is most appropriate. Four distributions were
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employed: half-normal, exponential, truncated normal and gamma. The study revealed inconclusive results
in the comparisons between the half-normal, exponential and truncated normal distribution, indicating
that either of the three distributions is suﬃcient to model ineﬃciency. When considering the gamma
distribution, however, every other distribution was favoured. Lordan (2007) postulated that the complex
nature (maximum simulated estimation, discussed in 2.4.2) of the estimation of the gamma distribution
may have yielded adverse results thus it being not favoured in any of the comparisons.
Greene (2012a) suggested that the Vuong test may be useful to ascertain which distribution is appro-
priate for ineﬃciency modelling. For US airline data, Greene (2012a, pg. 1522-1523) applied the Vuong
test to determine which distribution between the half normal and exponential best models ineﬃciency.
The comparison between the two distributions yielded inconclusive results, suggesting that any of the two
distributions may be used. The use of the Vuong test is further substantiated through personal corre-
spondence with the author, Professor William Greene, at a centre for microdata methods and practice
(cemmap) training course titled Econometric Estimation of Frontier Functions and Economic Eﬃciency,
which was held at the University College London in January 2015.
Apart from determining which distribution is best suited for the ineﬃciency component, the Vuong test
is useful in ascertaining the orientation of the eﬃciency analysis. Orea et al. (2004) analysed an empirical
panel data set of Spanish dairy farms using cost frontiers. The author considered three instances for which
ineﬃciency can be accounted for; the ineﬃciency component could either enter the technology as an input,
output or hyperbolic orientation (Orea et al., 2004). These three speciﬁcations assess whether producers
are using minimum resources (input-orientation), producing maximum output (output-orientation) or
simultaneously using minimum resources while producing maximum output (hyperbolic-orientation) (Orea
et al., 2004). Orea et al. (2004) aimed to determine which of these three models best suited the data,
and used the Vuong test for this purpose. A justiﬁcation for its use in the study is that these models are
not reduced versions of each other; they are non-nested models. Other non-nested model selection tools
were used such as the J and JA tests1, to compare results with the Vuong test. The study revealed that
the results are highly sensitive to model orientation, emphasising the importance of selecting the correct
orientation in eﬃciency analysis. According to the Vuong test, the input-oriented approach was the most
appropriate speciﬁcation, followed by the hyperbolic model and then the output orientation speciﬁcation.
In the current study, the Vuong test will be used in accordance to Lordan (2007). Similar to Lordan
(2007), the model selection tool known as the Akaike Information Criterion (AIC) will also be used. This
measure is a commonly used tool to determine the model which ﬁts the data the best. The model with
the smallest AIC value is considered to provide the best ﬁt. Orea et al. (2004) acknowledges the use of the
AIC value for model selection but also highlights a drawback this measure has. The AIC does not provide
any information regarding the extent to which a model is better than its competitor. A researcher is thus
prevented from making any probabilistic assertions when determining the better ﬁtting model (Orea et al.,
2004). This, according to Orea et al. (2004), necessitates the use of the Vuong test. Nevertheless, both
model selection tools will be employed in the current study.
1For more information, see Davidson and MacKinnon (1981) regarding the J-test and Fisher and McAleer (1981) for the
JA-test.
53
Chapter 5
Results and Discussion
This section provides the results obtained in the present study. Firstly, the selected variables are presented.
Following that, the results pertaining to the independent analyses for both years (2005 and 2006) are
given. The motivation for the independent analyses stems from the unequal number of municipalities (a
consequence of the missing data) included in the study for both years (121 municipalities for 2005 and
109 municipalities for 2006). Thus, any comparisons made in the discussions are strictly observational.
The subsequent results presented in this section are the parameter estimates for the cost functions, the
likelihood ratio tests for functional form selection, the comparison of the results obtained from the various
distributions of eﬃciency, the Vuong test results and the rank and cost eﬃciency estimates. Lastly, results
on provincial level performances are provided.
5.1 Variable selection
For the present study, the methodology speciﬁed in section 4.1 has been adopted to select the variables. The
method is based on the current literature available in benchmarking of electricity utilities, in particular,
the survey by Jamasb and Pollitt (2000).
Using the related literature and the available data, the variables provided in Table 5.1 are chosen as
those that will be used in this study.
Table 5.1: Input Prices and Outputs.
Input Prices Outputs
Labour (Lp) total MWh Sold (U)
Purchase Power (Pp) Consumer Units (ConU)
Although the number of variables chosen may seem small, this is not uncommon in the literature.
Jamasb and Pollitt (2003) use a one-input three-output process, where Sadjadi and Omrani (2008) and
Azadeh et al. (2009) include three inputs and two outputs in their studies. Owing to this, the number of
variables selected does not present a signiﬁcant limitation to the study.
With regard to the outputs chosen, according to the survey by Jamasb and Pollitt (2000), out of the 20
benchmarking studies surveyed, units sold appeared 12 times and the number of customers served, which
is proxied consumer units in this study, was used in 11 of the studies. These were the most frequently
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used outputs in the 20 benchmarking studies. Owing to the ﬁndings in the survey by Jamasb and Pollitt
(2000), consumer units (ConU), which represents the depth of the distribution system, and units sold
(U) which represents the quantity of power delivered to consumers, are selected as the outputs for the
present study. Although Neuberg (1977), and subsequently, Burns and Weyman-Jones (1996), are in
support of choosing only one output (number of customers in their case), other studies such as Jamasb
and Pollitt (2000) and Von Hirschhausen et al. (2006) have employed both. Admittedly, however, diﬀerent
methodologies (input-distance functions) were used in the latter studies (cost functions were used in the
former studies). Studies in other areas, however, do use multi-output characteristic variables in their cost
functions. Filippini et al. (2008) utilised the number of customers and size of service area in water services
as output characteristics, where the formulation of their respective cost function follows equation (5.2). In
that, the output characteristics variables have squared terms and also interact with the price variables in
the cost function. This is thus used as justiﬁcation for the multi-output speciﬁcation in the present study.
Since a cost function is employed, input prices, instead of physical input values (which pertain to input
distance functions), are used. Firstly, labour was selected in 15 of the 20 studies surveyed in Jamasb and
Pollitt (2000) - the most of any of the inputs. This is supported, as well, by the studies presented in section
4.1. The inclusion of labour is obvious as it is major component in the distribution process and thus it is
unavoidable cost driver. For the inputs, the inadequacy of the data is highlighted. The only other input
that could be extracted from the data is purchased power, which appears in 2 of the 20 surveyed studies
in Jamasb and Pollitt (2000). Its inclusion is useful as municipalities purchase power from Eskom and
subsequently distribute it to consumers. It could be seen as a ﬁrst step in the distribution process which
aﬀects the costs of distribution.
The calculation of the input prices was adopted from the studies by Greer (2010, 2012). The labour
price (Lp), and purchased power price (Pp) are calculated as
Lp =
total wage (salary) expense
total number of employees
and Pp =
cost of power
total MWh bought
(5.1)
respectively. For Lp the total number of employees is calculated as: full-time employee + 0.5 × part-time
employee. This is in accordance to the study by Christensen and Greene (1976). Thus Lp determines the
wage (salary) earned per employee. For Pp, the ratio of the cost of the power bought from Eskom to the
corresponding physical units (MWh) is determined.
With the selection of the above variables, the cost function given in equation (4.1) can be formulated
as
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C
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=
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where Lp has been arbitrarily chosen as the normalising input price variable.
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5.2 2005 Data
As stated earlier, the analysis is split into two independent analyses. The ﬁrst part of the analysis deals
with data from the ﬁnancial year ending June 2005. The summary statistics of the data are provided in
Table 5.2. Note that the input prices are not given explicitly, instead information on their components is
provided. The calculation of the input prices thus follows suit, in accordance with the speciﬁcations given
in (5.1).
Table 5.2: 2005 Data summary statistics.
Variables Mean Std Dev Min Max
Cost (R'000) 181663 617640 1169 4246081
Outputs: Units Sold (MWh) 569706 1862628 918 10501256
Consumer Units 43382 105359 968 722542
Inputs: Labour Wage expense (R'000) 16533 58857 18 337717
Number of Employees 119.376 353 1 2003
Purchased Power Cost of power (R'000) 102080 321954 853 1996646
Total MWh purchased 640948 2031665 1358 11727000
n = 121
Since the data comprises of metropolitan municipalities and smaller local municipalities, the data
provided reﬂects the stark contrast between these municipalities. For instance, the City of Cape Town
metropolitan municipality accumulated the highest costs (just over R4.2 billion) in the electricity pro-
vision service, whereas the Kamiesberg local municipality (B3) in the Northern Cape accumulated the
lowest (R1 169 000). The City of Cape Town metropolitan municipality also services the most consumers
(722542 consumer units), while Siyathemba Local Municipality (B3) services the least (968 consumer
units). The latter is not surprising since the population density in its jurisdiction was just 1.15 inhab-
itants per squared kilometre, whereas the population density for the City of Cape Town metropolitan
municipality was 1298.79 inhabitants per squared kilometre at the time. The Ethekwini metropolitan
municipality incurred the highest wage expenditure, paying R337 million to their 1674 employees involved
in electricity distribution. The municipality with the highest number of employees (2003) was the City
of Johannesburg metropolitan municipality, which incurred a wage expense of R335 million. On average
640 948 MWh of power was purchased by the 121 municipalities, where the highest amount of power
(11 727 000 MWh) was purchased by the City of Johannesburg metropolitan municipality, which cost
R2 billion.
5.2.1 Cost Function Estimation and Selection
The data presented in section 5.2 was analysed, where stochastic frontier analysis (SFA) was employed to
establish a cost frontier to which each municipality's performance was compared. Three functional forms
(Cobb-Douglas, restricted (hybrid) and translog) were imposed on the cost frontier. These were estimated
and the results are presented in this section. Furthermore, the results of the Likelihood ratio (LR) test,
on which the selection of the most appropriate model is based, are provided.
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Results
Table 5.3 provides the maximum likelihood estimates of the parameters in equation (5.2) for each of the
model speciﬁcations. Note that the ineﬃciency term was assumed to follow a half normal distribution
on the basis that it is considered to be standard practice and it dominates the literature. Also prior
to the estimation, the 12 term alongside the output and input price square terms in equation (5.2) was
incorporated into the data. Thus the estimated unknown coeﬃcients are void of the 12 .
Table 5.3: Estimation results for various functional forms of the cost function for 2005.
Cobb-Douglas Restricted (Hybrid) Translog
Coefs Est Std E Est Std E Est Std E
α0 -0.176 0.271 1.516 0.973 -0.023 2.318
α1 0.958 *** 0.028 1.539 *** 0.245 1.425 *** 0.272
α2 0.047 0.037 -0.987 *** 0.329 -0.737 * 0.399
δ1 0.914 *** 0.039 0.925 *** 0.038 -0.668 0.499
α11 -0.016 0.028 -0.032 0.041
α22 0.163 ** 0.063 0.164 *** 0.063
α12 -0.088 0.071 -0.060 0.080
δ11 0.024 0.032
η1 -0.024 0.040
η2 0.065 0.062
σu 0.438 0.400 0.392
σv 0.157 0.166 0.159
λ 2.792 *** 0.492 2.417 *** 0.426 2.459 *** 0.448
σ 0.465 *** 0.003 0.433 *** 0.003 0.423 *** 0.003
γ 0.886 0.854 0.858
γ∗ 0.739 0.680 0.687
Log-L -23.560 -18.941 -15.517
Signiﬁcance rules: 1% signiﬁcance (***), 5% signiﬁcance (**), 10% signiﬁcance (*)
In all speciﬁcations, the constant term α0 was found to be insigniﬁcant. The Cobb-Douglas speciﬁcation
found consumer units (α2) to be insigniﬁcant, suggesting that the number of consumers are not a cost
driver in electricity distribution. This result seems counter-intuitive, as the number of consumer units
(customers) represents the volume of the distribution system which incurs costs that the municipality
must manage. The restricted (hybrid) and translog speciﬁcations both ﬁnd consumer units signiﬁcant
at a 1% and 10% signiﬁcance level respectively. Interestingly, both speciﬁcations ﬁnd consumer units to
have a negative relationship with cost. This also seems to be counter intuitive, since one would expect
that costs would increase with increasing consumers. Perhaps, this highlights the notion by Neuberg
(1977) that only one of the two traded outputs (number of consumer units and units sold) should be
the sole output. Notably, the sign of the coeﬃcient of consumer units changed from positive (Cobb-
Douglas) to negative (restricted (hybrid) and translog), which corresponds to the inclusion of interaction
terms. This, according to Matignon (2005), may indicate the presence of multicollinearity between the
outputs. Perhaps as future work the study may look into replacing consumer units with service area
(data permitting) as a possible solution or follow Neuberg (1977) and select one traded output and use
the other as an explanatory variable. In addition, the study could investigate multicollinearity detection
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tools such as the variance inﬂation factor (VIF) and potentially quantify the eﬀects on subsequent results
if multicollinearity is detected. In spite of the aforementioned potential drawbacks, the models in Table
5.3 are retained since the included variables are believed to be inﬂuential in determining costs. However,
the subsequent results are to be interpreted cautiously. Interestingly, the sign of α22, the coeﬃcient of the
squared consumer units, is opposite to that of α2 (similarly with α1 and α11). Since α22 is signiﬁcantly
positive, it could possibly negate the eﬀects of α2 which is negative.
The half-normal was used to model cost ineﬃciencies, therefore the parameters λ, γ and γ∗ can be
used to determine the eﬀect of ineﬃciency on the errors. For all speciﬁcations λ > 1, this implies that
cost ineﬃciencies aﬀect the variation of the error more than stochastic noise. To determine how much
of the variation of the error is due to cost ineﬃciency, γ and γ∗ are used. Greene (2008) puts forward
that γ (2.42) overstates the eﬀect that ineﬃciency has on the error variation. It is included in the results
to indicate the degree to which it diﬀers from the true eﬀect variable γ∗ (2.43). The results show that,
γ overestimates the inﬂuence of ineﬃciency on the error variation by as much as 14.7% (Cobb-Douglas),
17.4% (restricted) and 17.1% (translog) compared to the true eﬀect variable γ∗. Speciﬁcally, in all three
speciﬁcations, at least 68% of the error variation is predicted to be caused by ineﬃciency. Essentially,
the models in Table 5.3 indicate that a municipality's inability to perform on the frontier is mostly self
inﬂicted.
The log-likelihood values are included in Table 5.3 since they are used in the LR test discussed in section
4.2.1. Table 5.4 gives the results of the LR test for the three comparisons. The tests were conducted at a
signiﬁcance level of 5%.
Table 5.4: Likelihood ratio test results for 2005 data.
Comparison LR test statistic q χ2(q) p-value Preferred Function
Cobb-Douglas Restricted 9.237 3 7.815 0.026 Restricted
Restricted Translog 6.849 3 7.815 0.077 Restricted
Cobb-Douglas Translog 16.086 6 12.592 0.013 Translog
The comparisons are deliberately placed to have the reduced functional form on the left. A higher
value of the LR test statistic when compared to χ2(q) and a lower p-value in comparison to the signiﬁcance
level of 5%, results in the rejection of the reduced version. Two of the comparisons result in the rejection
of the reduced form (Cobb-Douglas in both cases), however the comparison between the restricted and
translog forms was in favour of the reduced functional form, which is the restricted (hybrid). According
to the LR test the restricted (hybrid) formulation is the appropriate choice to model the data, and as
such the restricted (hybrid) function is chosen over both the Cobb-Douglas and translog speciﬁcations for
further analysis.
5.2.2 Cost Eﬃciency
The present section forms the crux of the study. Here, the cost eﬃciency estimates that were obtained
using the restricted (hybrid) cost frontier, are provided. These estimates are given for the ﬁve ineﬃciency
distributions, namely the half normal, exponential, truncated normal, gamma and Rayleigh distributions.
The intent behind this is to check for the robustness of the estimates. In addition, should the selection of
the appropriate distribution be imperative, the results pertaining to that are also provided.
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The cost function estimates of the restricted (hybrid) model were given in the previous section to
provide the context in which the estimation of the function takes place. However the results obtained for
the function parameter estimates, in particular, are secondary in the present study. As such, the results
for all distribution assumptions of ineﬃciency in this regard are not presented here but rather in the
appendices. For the results pertaining to 2005 data, these are provided in Table B.1 of Appendix B.
Results
For each distributional assumption of ineﬃciency, there exists a corresponding frontier. These frontiers,
to which the municipalities are compared, have a functional form (restricted (hybrid)) which has been
estimated (see Table B.1). Thus deviations from the frontier can be computed. These deviations (errors)
are a composite of stochastic noise eﬀects (v) and cost ineﬃciency eﬀects (u), where the distributional
assumptions of these determines the distribution of the composed error term, ε.
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Figure 5.1: 2005 Composed error densities.
In Figure 5.1, the densities of ε for each distribution of u are provided. Note that v is normally
distributed. The graphs show positively skewed densities (with positive mean and mode), which is to be
expected since in the cost setting ε = v + u and u ≥ 0. Also, the presence of ineﬃciency can be detected
graphically since the densities are not symmetrical around 0. The distribution of ε becomes N (0, σv),
which is the distribution of v, when there is no ineﬃciency present.
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Owing to its construction, information regarding ineﬃciencies is embedded in the composed error
term. The aim is to extract this information which in turn can be used to determine the corresponding
eﬃciencies. For the present study, the JLMS point estimator (see section 2.4.2) is used to estimate cost
ineﬃciencies. This estimator, uˆi = E [ui|εi], is then inserted into
CEi = exp {−uˆi}
to determine the cost eﬃciency for any municipality i. Although the BC estimator is preferred in the
literature for determining cost eﬃciencies, the JLMS cost eﬃciency estimator may also be used. The study
is restricted in using the BC estimator since it currently does not exist in the literature for the gamma and
Rayleigh distributions. In addition, the software used in the present study, NLogit5, computes eﬃciency
estimates using the JLMS estimator. Thus the JLMS estimator was used to determine cost eﬃciency
estimates, as well as their densities for the respective distributional assumptions.
Figure 5.2 displays the kernel densities of the cost eﬃciency estimates for each speciﬁcation of ineﬃ-
ciency.
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Figure 5.2: 2005 Cost eﬃciency densities.
The distributions are negatively skewed, which is expected since ineﬃciency is assumed to be posi-
tively skewed. The Rayleigh distribution models lower values of cost eﬃciency in comparison to the other
distributions. The mode, in this case, is approximately 65% cost eﬃciency, with only a few municipalities
being regarded as highly eﬃcient (> 80%). In contrast, the rest of the distributions ﬁnd their modes at
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80% cost eﬃciency or higher. There are a few observations from the half normal, gamma, exponential and
truncated normal densities below 60% cost eﬃciency, suggesting that the majority of the municipalities
are not cost ineﬃcient. This result follows the general assumption made in section 2.4.2 regarding ineﬃ-
ciency, in that ﬁrms (municipalities) are reasonably cost eﬃcient. The Rayleigh, exponential and gamma
densities indicate that there are municipalities that are cost ineﬃcient (around 20% cost eﬃciency). The
corresponding cost eﬃciency estimates will decrease the average performance of municipalities for those
distributions. Figure 5.2 also indicates that the exponential and truncated normal distributions almost
overlap each other completely. Results from these distributions are thus expected to be similar. However,
discernible diﬀerences between these two distributions can be seen around 40% cost eﬃciency. The gamma
density is the right most density which signiﬁes that it has modelled high values for cost eﬃciency.
The estimated average performance of the municipalities by each distribution as well as other descrip-
tive statistics are provided in Table 5.5.
Table 5.5: Descriptive statistics of cost eﬃciency estimates for all distributions for 2005.
Distribution Mean Standard Deviation Minimum Maximum
Half Normal 0.757 0.120 0.399 0.955
Exponential 0.813 0.136 0.181 0.965
Truncated Normal 0.815 0.127 0.370 0.964
Gamma 0.857 0.138 0.187 0.978
Rayleigh 0.645 0.117 0.197 0.905
On average, municipality performance ranges from 64.5% cost eﬃciency (Rayleigh) to 85.7% cost
eﬃciency (gamma). These results imply that municipalities can, on average, reduce their electricity
provision costs by 14.3% to 35.5% while still maintaining the same level of output. The biggest cost
eﬃciency estimate is given by the gamma with a value of 97.8% and the lowest cost eﬃciency estimate
is 18% which is provided by the exponential distribution. The average cost eﬃciency estimates for the
exponential and truncated normal distributions are very similar. This follows from Figure 5.2 and the
previous assertion that these distributions yield similar results. The gamma distribution experiences the
biggest spread of cost eﬃciency estimates as indicated by the standard deviation. The long tail increases
the variation since the majority of the gamma distribution is clustered around 90% cost eﬃciency. The
relatively lower estimates of the Rayleigh distribution reduce the impact of its long tail, resulting in the
lowest standard deviation.
It may be of interest to determine which of the distributions is the most appropriate. Based on the
above results, a representative from a municipality may be inclined to select the gamma distribution since
it may reﬂect the highest eﬃciency. However, basing a decision on aesthetics alone is not statistically
sound. Thus the Vuong test, described in section 4.3, is used to determine, on statistical grounds, which
of the distributions is most appropriate. The Vuong test is used for non-nested models. Unlike the LR
test there is no reduction on the model, instead the distribution of the ineﬃciency term is changed. A
5% signiﬁcance level was used and since the critical value comes from a standard normal distribution, the
inconclusive region is [−1.96; 1.96]. Table 5.6 presents the Vuong test statistic, the Pearson correlations
for cost eﬃciency and corresponding Spearman rank correlations across the distributional assumptions for
ineﬃciency. The correlation coeﬃcients are included to check for the robustness of the estimates across
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the distributions considered. Visual representations of these correlations are provided in section C.1 of
Appendix C.
Table 5.6: Rank correlation and Vuong test results for 2005.
Comparison CE Corr Rank Corr Vuong Stat Preferred Distr
Half Norm Exponential 0.965 0.996 -2.835 Exponential
Half Norm Truncated Norm 0.980 0.996 -2.868 Truncated Norm
Half Norm Gamma 0.936 0.982 -2.638 Gamma
Half Norm Rayleigh 0.987 0.995 2.252 Half Norm
Exponential Truncated Norm 0.993 0.999 0.612 Inconclusive
Exponential Gamma 0.993 0.987 -1.404 Inconclusive
Exponential Rayleigh 0.956 0.986 2.812 Exponential
Truncated Norm Gamma 0.982 0.987 -1.432 Inconclusive
Truncated Norm Rayleigh 0.960 0.987 2.836 Truncated Norm
Gamma Rayleigh 0.927 0.974 2.700 Gamma
AIC
Half Norm Exponential Truncated Norm Gamma Rayleigh
55.9 40.3 42.4 39.3 61.6
The results in Table 5.6 show that the cost eﬃciency estimates are highly correlated, with the smallest
correlation being 0.927 between the gamma and Rayleigh distribution. This result is expected as Figure 5.2
and Table 5.5 indicate that the gamma and Rayleigh estimates are noticeably diﬀerent. The corresponding
rank correlations indicate high correlations as well. In particular, the Spearman rank correlation between
the exponential and truncated normal distribution is the highest. This is another indication of the close
relationship between these distributions. The correlation coeﬃcients suggest that any of the distributions
can be used to model cost eﬃciency. From a statistical standpoint, the Vuong test reveals that any of
three distributions namely the gamma, exponential and truncated normal may be the most appropriate to
model cost eﬃciencies. The three comparisons that yield inconclusive results are those between the three
aforementioned distributions. This further suggests that choosing between the exponential, truncated
normal and gamma to model ineﬃciency is signiﬁcantly inconsequential according to the Vuong test.
Following Lordan (2007), the AIC is used as a model selector where the smallest value gives the most
appropriate model. The AIC values show relatively close values for the exponential (40.3), truncated
normal (42.4) and gamma (39.3). Although the Vuong test could not provide a sole distribution as the
most appropriate, the AIC value suggests that the gamma distribution best models cost eﬃciency for the
current data.
The results in this section, up until now, have provided an overview of the cost eﬃciency estimates.
The mandate for the present study was to determine cost eﬃciencies of each municipality across all distri-
butions. An extract of these eﬃciency scores for each municipality is provided in Table 5.7. The complete
table is provided in Table C.1 in Appendix C. Accompanying these eﬃciency scores are the corresponding
rankings of the municipalities. Since the gamma distribution is seemingly the most appropriate distri-
bution for cost eﬃciency (according to the AIC), the results are sorted according to the rank and cost
eﬃciency estimates provided by the gamma distribution. The municipal types, as provided in the litera-
ture review, are given as A = Metropolitan; B1 = Secondary cities; B2 = Large town; B3 = Small town
and B4 = Mainly rural.
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Table 5.7: Selected rank and cost eﬃciency estimates for 2005.
Gamma Half-Normal Exponential Truncated Rayleigh
Municipality Rnk CE Rnk CE Rnk CE Rnk CE Rnk CE
B3 Tswaing 1 0.979 2 0.938 2 0.951 2 0.951 2 0.874
B4 eLundini 2 0.978 1 0.955 1 0.965 1 0.964 1 0.905
B2 Hibiscus Coast 3 0.968 4 0.928 3 0.949 3 0.949 4 0.847
B1 Mbombela 4 0.964 3 0.931 4 0.944 4 0.944 3 0.863
B3 Ventersdorp 5 0.959 7 0.901 5 0.932 5 0.932 8 0.801
...
A Nelson Mandela 35 0.929 24 0.844 29 0.894 29 0.894 24 0.724
A Ethekwini Metro 36 0.928 25 0.843 34 0.892 34 0.891 25 0.721
A Ekurhuleni Metro 38 0.928 39 0.826 31 0.893 32 0.892 49 0.688
A City of Jo'burg 43 0.923 44 0.816 43 0.878 43 0.877 47 0.688
A City of Tshwane 58 0.909 59 0.783 57 0.860 57 0.859 66 0.650
A Mangaung 64 0.894 65 0.772 66 0.843 66 0.842 59 0.659
A Buﬀalo City 98 0.817 96 0.690 100 0.761 100 0.760 96 0.587
A City of Cape Town 107 0.750 104 0.664 107 0.713 107 0.713 103 0.574
...
B3 Gariep 117 0.401 118 0.399 117 0.381 117 0.382 117 0.321
B3 Kouga 118 0.376 117 0.399 118 0.370 118 0.371 118 0.319
B3 Sakhisizwe 119 0.342 119 0.399 119 0.326 120 0.370 120 0.278
B4 Makhado 120 0.324 121 0.399 120 0.313 119 0.370 119 0.302
B1 Matjhabeng 121 0.190 120 0.399 121 0.181 121 0.370 121 0.197
Tswaing was found, by the gamma distribution, to be the best performing municipality in terms of
minimising the costs incurred in distributing electricity to consumers. The corresponding cost eﬃciency
estimate yields the interpretation that the cost that Tswaing incurs can be reduced by 2.1% while main-
taining its current level of output. Tswaing being predicted as the most cost eﬃcient municipality is
conﬁned to the gamma distribution. The remainder of the distributions predict that the eLundini local
municipality as the most cost eﬃcient. The Vuong test results supports both ﬁndings since comparisons
between the gamma, exponential and truncated normal distributions yielded inconclusive results. The
result for the eLundini local municipality are interpreted with caution, however, since the data for this
municipality revealed that the municipality sold more power than it bought for the year under investiga-
tion. This would be a favourable situation when considering cost eﬃciency estimates. The municipality
could have had a credit with the electricity provider, which would decrease the cost of purchasing elec-
tricity for that year and thus positively inﬂuence cost eﬃciencies. This however could not be conﬁrmed
but is presented as a plausible explanation.
The gamma, exponential, truncated normal and Rayleigh distributions estimated that Matjhabeng
local municipality as the worst performing municipality. The distributions estimate cost gains ranging
from 63% to 82%. This suggests that the municipality is spending signiﬁcantly more than what is required.
A reason for this over expenditure could be the excessive cost in purchasing power. The data reveals that
488 369 MWh of power costed Matjhabeng R111 million. However only 67 589 MWh were sold (delivered),
thus leaving a huge amount of power unaccounted for. This over expenditure probably had adverse eﬀects
on cost eﬃciencies, resulting in Matjhabeng being predicted as the worst performing. A similar scenario
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is found for the Makhado local municipality.
The results obtained for the metropolitan municipalities are given for comparison purposes. Although
they are a fair distance away from the top performers in terms of rankings, their cost eﬃciency estimates
are high. The Rayleigh cost eﬃciency estimates are to be interpreted with caution as it was seen in
the cost eﬃciency densities that these estimates are low. It is predicted that Nelson Mandela Bay is
the the most cost eﬃcient metropolitan municipality across all distributions. It is then followed by the
Ethekwini according to the gamma, half normal and Rayleigh distributions. The exponential and truncated
normal distributions predict that Ekhuruleni is the second best performing metropolitan municipality. All
distributions predict the rest of the metropolitan municipalities in the same order. The City of Cape
Town is ranked a lowly 107th with a cost eﬃciency score that is low relative to the other metropolitan
municipalities. This is a somewhat surprising result since a metropolitan municipality would be expected
to be more eﬃcient given that they service the largest areas. A reason for this result could be that the City
of Cape Town had the highest total expenditure out of all the municipalities. This could be attributed
to the transmission costs it incurs as logistically the transmission of electricity to the City of Cape Town
metropolitan area is extensive.
Figure 5.3 provides a geographical perspective of the results shown in Table 5.7. The heat map is
given with respect to the cost eﬃciency estimates obtained by the gamma distribution where the subtle
diﬀerences in heat intensity correspond to the high and relatively close estimates. The heat maps for the
rest of the distributions are provided in Appendix C.
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Figure 5.3: Geographical representation of the gamma estimated cost eﬃciencies of municipalities for the
year 2005.
The presentation of the data in Figure 5.3 can be beneﬁcial in terms of government planning. The
heat maps provide a geographical perspective on the eﬃciency analysis. Government oﬃcials may identify
patterns which could warrant investigations on the regional factors that may inﬂuence municipal cost
eﬃciencies.
It is important to note that the present study does not necessarily provide the a step-by-step solution
as to how municipalities can improve their cost eﬃciencies. Rather the study aims to inspire collaboratory
communication between those found to be highly cost eﬃcient and those not. This, potentially, can be
achieved using collaborative representations of results such as Table 5.7 and Figure 5.3 where an avenue
of assistance may result such that municipalities learn from each other.
5.2.3 Provincial
The following section provides results obtained on the provincial government front. These results provide
additional information which can be used to assist the provincial government in decision making based on
the performance of its municipalities. As stated previously, South Africa is comprised of 9 provinces (as
shown in Figure 2.1).
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Results
Table 5.8 provides the average cost eﬃciency estimates for each province. These were obtained by summing
the cost eﬃciency estimates of the municipalities within each province and dividing by the corresponding
number of municipalities. The results of the gamma distribution were used, as the AIC suggested it to be
the most appropriate.
Comparison of the results shown in Table 5.8 is done with caution due to missing municipalities. For
example, Kwa-Zulu Natal (KZN) consists of very few municipalities (as seen in Figure 5.3) and the data
came from a very limited geographical region. Thus, inferences could misrepresent the state of KZN
electricity provision. Nevertheless, the results obtained may provide useful insights.
Table 5.8: Provincial cost eﬃciency estimates for 2005.
Rank Province Number of Municipalities Average Cost Eﬃciency Std Dev
1 Gauteng 10 0.908 0.040
2 North West 11 0.895 0.070
3 Kwa-Zulu Natal 10 0.892 0.074
4 Northern Cape 15 0.891 0.057
5 Western Cape 18 0.888 0.046
6 Free State 14 0.830 0.190
7 Limpopo 12 0.815 0.194
8 Eastern Cape 20 0.810 0.197
9 Mpumalanga 11 0.805 0.170
It is observed that the municipalities in the Gauteng province, which contains three metropolitan
areas (City of Johannesburg, City of Tshwane and Ekhuruleni), performed the best with an average cost
eﬃciency estimate of 91%. This reveals that the municipalities can, on average, reduce their costs by 9%
while still maintaining their level of output. The best performing municipality, Tswaing local municipality,
as predicted by the gamma distribution, services an area in the second best performing province, North
West. The Western Cape, which contains the City of Cape Town municipality, is reported to perform at
89% average cost eﬃciency with a subsequent ranking of 5. The Eastern Cape, which contains the most
number of municipalities in the study, is ranked 8th with an estimated average cost eﬃciency of 81%.
Lastly, the municipalities in Mpumalanga are predicted to perform the worst by yielding an average cost
eﬃciency of 80.5%. This result is unexpected since a number of power stations are located in the province.
The municipalities would be expected to take advantage of the relatively cheaper transmission costs by
virtue of their proximity and thus may obtain higher cost eﬃciencies. Overall, the average eﬃciencies
across the provinces are high (> 0.80).
Within each province, the spread of the corresponding municipality cost eﬃciency estimates is quan-
tiﬁed by the standard deviations given in Table 5.8. The relatively bigger variations correspond to the
four worst performing provinces. A number of the worst performing municipalities are situated in these
provinces. This would then increase the variation of cost eﬃciencies. The standard deviation for the
municipalities in the Gauteng province is the lowest, thus the cost eﬃciency estimates for the respective
10 municipalities are relatively close. Graphically, the variation of the cost eﬃciency estimates within each
province are provided in the form of box and whisker plots in Figure C.7 in Appendix C.
For interest sake the potential cost savings for the most eﬃcient municipality within each province are
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provided in Table 5.9. The results given pertain to the gamma distribution estimates.
Table 5.9: Cost savings for the most eﬃcient municipalities in 2005.
Rank Province Most eﬃcient municipality Potential cost savings
1 North West Tswaing 2.1% (R146 160)
2 Eastern Cape eLundini 2.2% (R69 146)
3 Kwa-Zulu Natal Hibiscus Coast 3.2% (R816 608)
4 Mpumalanga Mbombela 3.6% (R4 718 376)
5 Northern Cape Siyathemba 4.4% (R161 084)
6 Limpopo Ephraim Mogale 4.5% (R312 390)
7 Gauteng Kungwini 5.1% (R1 960 440)
8 Free State Setsoto 6.3% (R613 179)
9 Western Cape Matzikama 6.6% (R1 200 870)
The lower the potential cost savings, the closer the municipality is to achieving its full cost eﬃciency.
With potential cost savings of 2.1% , which amount to R146 160, the Tswaing local municipality is the
closest to reach full cost eﬃciency. The Mbombela local municipality (B1) could have possibly attained
full cost eﬃciency if they spent 3.6% (R4 718 376) less than their 2005 expenditure. The best performing
municipality in the Western Cape is the Matzikama local municipality which could reach full cost eﬃciency
if costs were reduced by 6.6% (approximately R1.2 million) under the same system in 2005.
5.3 2006 Data
Due to the lack of suﬃcient data, the 2006 data only includes 109 municipalities. This is a notable
drop from the 121 municipalities included in the 2005 analysis. This diﬀerence is partly the reason
why two independent analyses were undertaken. Any comparisons between the two analyses are strictly
observational because both analyses yield unique frontiers on which inferences are based.
The summary statistics for the 2006 data are provided in Table 5.10.
Table 5.10: 2006 Data summary statistics.
Variables Mean Std Dev Min Max
Cost (R'000) 193765 612708 1332 3533356
Outputs: Units Sold (MWh) 676039 2067650 256 10556793
Consumer Units 49725 117479 309 745518
Inputs: Labour Wage expense (R'000) 18217 62425 21 359694
Number of Employees 118 358 1 1930
Purchased Power Cost of power (R'000) 126338 413412 921 2513150
Total MWh purchased 763899 2252626 3834 12103000
n = 109
A notable diﬀerence with the 2005 data is the minimum value of consumer units. It is 309 for 2006
data, whereas the corresponding 2005 value is 968. This diﬀerence is a consequence of missing values in
the data. Greater Taung local municipality (B4), to which the 309 consumer units shown in Table 5.10
belong, is not included in the 2005 dataset following the data cleaning procedure given in Chapter 3.
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Table 5.10 reveals that, on average, the 109 municipalities included in the 2006 analysis spent R193 mil-
lion in electricity provision. The municipality which incurred the least cost was the Khai-Ma local munic-
ipality (B3) in the Northern Cape. In comparison with the 2005 data, Khai-Ma's expenditure increased
by R89 000 which can be partly explained by the municipality's increased cost of power. Also, the in-
crease may be explained by the unavoidable inﬂation rates. The City of Johannesburg metropolitan
municipality in the Gauteng province incurred the highest costs, amounting to R3.5 billion. Added to
this, the City of Johannesburg metropolitan municipality purchased the highest amount of power to be
distributed (12 103 000 MWh) and experienced the highest wage expense (R359 million). In contrast,
the Greater Taung local municipality (B4) in the Limpopo province purchased the least amount of power
(3 834 MWh) and the Tsantsabane local municipality (B3) in the Northern Cape incurred the least wage
expense (R21 000). The City of Cape town metropolitan municipality in the Western Cape, as with the
2005 data, services the most consumers, where the number of consumer units increased by 22 976. Also,
the City of Cape Town metropolitan municipality employed the most number of employees, 1930, involved
in electricity distribution. The City of Tshwane metropolitan municipality in Gauteng incurred the highest
cost in power purchases, with a value of R2.5 billion. In comparison, the cost of power for the City of
Johannesburg was R2.2 billion, which is 62% of the its total costs.
Lastly, due to insuﬃcient data, the Mangaung metropolitan municipality in the Free State province is
not included in the 2006 analysis.
5.3.1 Cost Function Estimation and Selection
The SFA cost frontiers, to which municipalities are compared, were established on the data presented in
section 5.3. Th current section provides the results for the Cobb-Douglas, restricted (hybrid) and translog
functional form estimations. Furthermore, the results of the likelihood ratio test, on which the selection
of the most appropriate model is based, are provided.
Results
Presented in Table 5.11 are the results obtained from the maximum likelihood estimation of the three cost
function formulations. Once again the half normal assumption is employed due to its prevalence in the
literature. The estimation process follows similarly to that which was employed for the 2005 data, in that
the 12 values in equation (5.2) were accounted for in the output and input prices variables prior to any
analysis. Thus the estimates of the corresponding coeﬃcients provided in Table 5.11 are void of the 12 .
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Table 5.11: Estimation results for various functional forms of the cost function for 2006.
Cobb-Douglas Restricted (Hybrid) Translog
Coeﬀs Est Std E Est Std E Est Std E
α0 -1.041 ** 0.416 -0.842 2.802 1.653 2.706
α1 0.735 *** 0.029 1.124 *** 0.407 2.171 *** 0.292
α2 0.314 *** 0.038 0.007 1.121 -1.507 *** 0.455
δ1 0.793 *** 0.059 0.987 *** 0.027 1.304 ** 0.514
α11 0.064 *** 0.006 0.169 *** 0.021
α22 0.157 0.169 0.350 *** 0.054
α12 -0.127 *** 0.081 -0.471 *** 0.046
δ11 0.101 *** 0.036
η1 0.153 *** 0.025
η2 -0.154 *** 0.044
σu 0.708 0.619 0.341
σv 0.087 < 0.001 0.179
λ 8.174 *** 2.632 10000 1.911 *** 0.377
σ 0.731 *** 0.005 0.619 0.385 *** 0.003
γ 0.985 1 *** < 0.001 0.785
γ∗ 0.960 1 0.570
Log-L -50.054 -27.075 -10. 431
Signiﬁcance rules: 1% signiﬁcance (***), 5% signiﬁcance (**), 10% signiﬁcance (*)
As in the 2005 results, the constant was found to be insigniﬁcant for the restricted (hybrid) and translog
models. All speciﬁcations yielded positive estimates for the coeﬃcient of units sold, α1. This indicates that
as demand for power increases, the costs to distribute the corresponding electricity increases. Regarding
the coeﬃcient for consumer units (α2), the Cobb-Douglas and restricted (hybrid) found it be positive,
albeit insigniﬁcantly for the restricted (hybrid). The positive sign provides the intuitive result that costs
increase as consumer units (number of customers) increase. The translog speciﬁcation, however, found
the counter intuitive negative relationship between costs and consumer units (as was seen for the 2005
data). This perhaps could be a consequence of the inclusion of the interaction terms, which, according
to Matignon (2005), may indicate the presence of multicollinearity. As stated for the corresponding 2005
results, future research could investigate possible solutions to this counter intuitive ﬁnding such as replacing
consumer units with service area perhaps or by following Neuberg (1977). In addition, multicollinearity
detection tools such as variance inﬂation factors (VIF) could be investigated. Since these have not been
done for 2006 analysis, interpretations of subsequent results may require caution.
The analysis for both years was done in Nlogit5. For the restricted (hybrid) function in Table 5.11
however, estimation was done in R 3.1.3. The reason for the change in software is that Nlogit5 displayed
error messages without showing any results. The results obtained in R 3.1.3 may provide some insight as
to why this occurred. The value for λ is high, and the amount of error variation explained by ineﬃciency
is given as 1. Thus reducing the stochastic function into a deterministic one. Since γ and γ∗ are on the
boundary of the parameter space, Nlogit5 may have encountered errors. To ensure that the results obtained
in R 3.1.3 were not giving false information, the analysis was conducted for the other two speciﬁcations
as well. The results obtained were identical to those above which were obtained using Nlogit5. Further,
the standard error for λ and σ are omitted since R 3.1.3 does not provide these values.
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The parameters λ and γ∗ highlight the sensitivity of estimation due to functional form. The Cobb-
Douglas and restricted (hybrid) forms give relatively high values for λ whereas the translog function
estimates λ to be 1.1908. While the Cobb-Douglas and restricted (hybrid) speciﬁcations predict that error
variation is overwhelmingly aﬀected by ineﬃciency, the translog functional form suggests that 57%, which
is the true eﬀect, of the error variation is explained by ineﬃciency.
Using the log-likelihood values in Table 5.11, the LR test is conducted to determine which of the
functional forms is appropriate for 2006 data. The results are provided in Table 5.12.
Table 5.12: Likelihood ratio test results for 2006 data.
Comparison LR test statistic q χ2(q) p-value Preferred Function
Cobb-Douglas Restricted 45.958 3 7.815 < 0.001 Restricted
Restricted Translog 33.287 3 7.815 < 0.001 Translog
Cobb-Douglas Translog 79.2451 6 12.592 < 0.001 Translog
Table 5.12 shows that all reduced functional forms are to be rejected in their respective comparisons
(LRTS > χ2(q) and p-values are less than 5%). Contrasting the results obtained for the 2005 data where
the restricted (hybrid) was deemed the most suitable functional form, the translog functional form is
selected as the most appropriate model in this instance. Thus the translog functional form is used to
obtain the subsequent results.
5.3.2 Cost Eﬃciency
The results pertaining to cost eﬃciencies for 2006 data are presented here. Similar to the presentation
of the 2005 data, these results are given for all ﬁve assumptions for the ineﬃciency distribution used in
this study. As stated in the corresponding section for 2005 data, the cost function coeﬃcient estimates
in Table 5.11 are provided solely to give context to the estimation process. These coeﬃcient estimates
for the half normal as well as those corresponding to the four other distribution assumptions are only of
secondary importance to the present study. Although these coeﬃcient estimates, comparatively, give an
indication of the robustness of results across all ﬁve ineﬃciency distributional assumptions, the core focus
is the cost eﬃciency estimates. Owing to this, the coeﬃcient estimates from the ﬁve distributions are not
presented here. Instead, the interested reader can ﬁnd the results in Table B.2 in Appendix B.
Results
Prior to the cost eﬃciency results being presented, the composed error (ε) ﬁndings are highlighted. The
composed error results are obtained once the cost function has been estimated. The distribution of the
composed error term is dependent on the distributions of its constituents, v and u. The stochastic noise
term v is assumed to be normal, whereas the cost ineﬃciency term u is assumed to be one-sided and
positively skewed. Since ε = v + u and u ≥ 0, ε is asymmetrically distributed and positively skewed.
For the 2006 dataset, Figure 5.4 shows the composed error densities, f (ε), for all ﬁve speciﬁcations of
ineﬃciency.
70
CHAPTER 5. RESULTS AND DISCUSSION
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
0.
0
0.
5
1.
0
1.
5
2.
0
Normal−Half Normal
ε
D
en
si
ty
skewness = 1.893
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
0.
0
0.
5
1.
0
1.
5
2.
0
Normal−Exponential
ε
D
en
si
ty
skewness = 4.397
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
0.
0
0.
5
1.
0
1.
5
2.
0
Normal−Truncated Normal
ε
D
en
si
ty
skewness = 4.343
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
0.
0
0.
5
1.
0
1.
5
2.
0
Normal−Gamma
ε
D
en
si
ty
skewness = 5.012
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
0.
0
0.
5
1.
0
1.
5
2.
0
Normal−Rayleigh
ε
D
en
si
ty
skewness = 1.734
Figure 5.4: 2006 Composed error densities.
As was seen in 2005 data, the densities are positively skewed. Since the densities are asymmetrical,
the presence of ineﬃciency is conﬁrmed as the distribution of ε would reduce to the distribution of v, i.e.
N (0, σv), if there was no trace of ineﬃciency.
To obtain the cost eﬃciency estimates, information on cost ineﬃciency is extracted from the composed
error. This is accomplished using the JLMS point estimator, E [ui|εi], for any municipality i. The JLMS
ineﬃciency estimator is then used to calculate cost eﬃciency, i.e CEi = exp {E [ui|εi]}.
Using the JLMS estimator, cost eﬃciencies for each municipality were obtained for all ﬁve speciﬁcations
of ineﬃciency. The respective cost eﬃciency densities are presented in Figure 5.5. As expected, the
densities are negatively skewed, following the assumption that ﬁrms (municipalities) are generally not
cost ineﬃcient. The Rayleigh is the left most density with a peak around 65% cost eﬃciency, which is
similar to what was observed for 2005. Lower estimates for cost eﬃciency are expected for the Rayleigh
distribution. Similar to the 2005 observations, the half normal density is located in between the Rayleigh
and truncated normal distributions. The half normal density peaks at approximately 80% cost eﬃciency.
The exponential and truncated normal densities seem to follow each other closely. Thus similar results are
to be expected between the two distributions (as was the case for the 2005 data). The gamma distribution
models estimates high values for cost eﬃciency, where the majority of the municipalities are estimated to
be at least 80% cost eﬃcient. Also, long left tails can be seen from the densities suggesting relatively low
cost eﬃciency estimates (< 40%).
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Figure 5.5: 2006 Cost eﬃciency densities.
To obtain a numerical perspective on the cost eﬃciency estimates, descriptive statistics are provided
in Table 5.13.
Table 5.13: Descriptive statistics of cost eﬃciency estimates for all distributions for 2006.
Distribution Mean Std Dev Min Max
Half Normal 0.781 0.099 0.387 0.946
Exponential 0.822 0.135 0.064 0.966
Truncated Normal 0.829 0.108 0.432 0.966
Gamma 0.874 0.138 0.046 0.981
Rayleigh 0.645 0.096 0.209 0.894
The average cost eﬃciency estimate for the Rayleigh distribution is 64.5% which is the lowest. This
satisﬁes the expectation provided by the corresponding density in Figure 5.5. The half normal distribution
estimates, on average, that the municipalities included in the 2006 dataset are 78.1% cost eﬃcient. This
suggests that, on average, these municipalities could decrease their costs by 21.9% while maintaining their
current level of output. The exponential and truncated normal distributions yield very similar average
cost eﬃciencies. This is expected given the close proximity of their respective densities in Figure 5.5. The
gamma distribution estimates the highest average cost eﬃciency at 87.4%. It is thus not surprising that
the highest individual cost eﬃciency score is given by the gamma (98.1% in this case). Owing to their
long tails, the gamma and exponential distributions provide the lowest individual cost eﬃciency estimates
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Table 5.14: Rank correlation and Vuong test results for 2006.
Comparison CE Corr Rank Corr Vuong Stat Preferred Distr
Half Norm Exponential 0.924 0.933 -1.043 Inconclusive
Half Norm Trunc Norm 0.949 0.936 -1.035 Inconclusive
Half Norm Gamma 0.886 0.902 -1.326 Inconclusive
Half Norm Rayleigh 0.962 0.967 0.825 Inconclusive
Exponential Trunc Norm 0.962 0.999 0.987 Inconclusive
Exponential Gamma 0.991 0.979 -1.713 Inconclusive
Exponential Rayleigh 0.903 0.956 1.024 Inconclusive
Trunc Norm Gamma 0.932 0.979 -1.782 Inconclusive
Trunc Norm Rayleigh 0.934 0.959 1.016 Inconclusive
Gamma Rayleigh 0.857 0.926 1.262 Inconclusive
AIC
Half-Normal Exponential Truncated Normal Gamma Rayleigh
44.9 24.6 27.0 20.4 47.9
at 4.6% and 6.4% respectively. This implies that if the current distribution process was to remain the
same, the respective municipalities could decrease their costs by 95.4% and 93.6%. This does not seem
feasible as municipalities are expected to be relatively eﬃcient. Results such as these may prompt intensive
investigations into those municipalities found to be spending unreasonably more than what is required.
The Rayleigh distribution estimates were found to have the smallest spread as indicated by the standard
deviation. Since the Rayleigh distribution modelled lower cost eﬃciency estimates, its long tail (as seen
in Figure 5.5) is relatively less inﬂuential on the variation of the estimates. The gamma distribution,
however, models high cost eﬃciency estimates where the spread was found to the largest. This is due to
its long tail (lowest cost eﬃciency estimate is 4.6%), which increased the variation within the estimates.
With the densities and descriptive statistics provided it may be of interest to choose the most appro-
priate distribution to model cost eﬃciencies. As stated for the 2005 data, selecting a distribution based on
the sole fact that it estimates high cost eﬃciencies is not statistically sound. The Vuong test is a necessary
tool in this case as it is used to determine which of the distributions is the most appropriate to model
cost eﬃciency. The results of the Vuong test are provided in Table 5.14. Note that a Vuong test statistic
value less than −1.96 favours the distribution on the right of the comparison. Similarly a Vuong test
statistic value greater than 1.96 favours the distribution on the left of the comparison. Should the Vuong
test statistic fall within those limits then the test is inconclusive and any of the two distributions in the
comparison can be used. Table 5.14 also provides Pearson cost eﬃciency correlations and corresponding
Spearman rank correlation coeﬃcients. These values gauge the similarity, or lack thereof, between the
estimates from the distributions. Graphical representation of the Spearman rank correlations is given in
Figure C.8 in Appendix C. Likewise, the Pearson cost eﬃciency correlation graphs can be found in the
same appendix in Figure C.9.
In Table 5.14, the Pearson correlations indicate that the cost eﬃciency estimates are highly correlated.
The lowest correlation is found to be 0.857 between the gamma and Rayleigh distribution, which follows
similarly from the 2005 data. This is expected since Figure 5.5 showed the respective densities are the
furthest apart. The highest cost eﬃciency estimate correlation is found in the comparison between the
exponential and gamma. Perhaps the shared long tails in their densities supplemented the correlation.
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Using Figure 5.5, the expectation would be for the exponential and truncated normal to yield the highest
correlation coeﬃcient for cost eﬃciency estimates. This comparison however yields the highest rank
correlation value. This highlights that correlation coeﬃcients for cost eﬃciency and subsequent rank
estimates may not be consistent. Not surprisingly, the lowest rank correlation value comes from the
comparison of the gamma and Rayleigh distributions. Nevertheless, the rank correlations are also highly
correlated.
The Vuong test provides very interesting results. Unlike the results obtained in the 2005 data where
the gamma, truncated normal and exponential distributions were preferred in some comparisons, no dis-
tribution is preferred in any of the comparisons for the 2006 data according to the Vuong test. All the
respective Vuong test statistics fall within the inconclusive range. Therefore, according to the Vuong test,
choosing a particular distribution is immaterial as any of the distributions is acceptable to model cost
eﬃciencies. This perhaps indicates the extent of the data dependency the Vuong test has. As an avenue
for future research, the viability of the Vuong test could be tested. This could be done by ﬁtting a model
using simulation techniques on data sets that are the same structure, where the Vuong test could be used
to discern the most appropriate ineﬃciency distribution.
Another tool that can be used for model selection is the AIC. A lower AIC value indicates a better
ﬁt. Although the Vuong test suggests that any of the distributions is suitable, the gamma distribution is
selected as the most appropriate to model cost eﬃciencies by the AIC.
Table 5.15 provides an extract of the individual cost eﬃciency estimates for every distribution as well
as the corresponding rankings. The full table for 2006 data can be found in Table C.2 in Appendix C. The
results are sorted using the gamma distribution purely on the basis that the AIC value was in its favour.
The results in Table 5.15 reveal that the Nkomazi local municipality (B4) is the most cost eﬃcient
across all distributions apart from the Rayleigh distribution. Using the cost eﬃciency estimate from the
gamma distribution, Nkomazi could have reduced their costs by 1.9% while still fulﬁlling their electricity
distribution obligations. The same discrepancy found for eLundini municipality in the 2005 data is observed
for Nkomazi, where the municipality sold more units of power than what was bought. This further reaﬃrms
that the cost eﬃciency estimates are higher in the presence of this discrepancy. Similarly, Nkomazi local
municipality may have had a credit with the electricity provider, which would result in a decrease in the
cost of purchasing electricity and thus positively inﬂuence cost eﬃciencies. This could not be conﬁrmed
from the data as Nkomazi was not included in the 2005 analysis. Therefore the results for Nkomazi
local municipality are interpreted cautiously. Interestingly, Siyancuma local municipality is ranked as
the third best performing municipality by the gamma distribution, however, the corresponding results
vary signiﬁcantly across the remaining distributions. The half normal and Rayleigh distributions estimate
Siyancuma to be the 16th and 17th best performing municipality respectively, whereas both the exponential
and truncated normal distributions regard the aforementioned municipality as the 11th best performing
municipality. This discrepancy could be a consequence of the maximum simulated likelihood estimation
procedure employed for the gamma distribution.
Regarding the worst performing municipalities, Rustenburg local municipality as well as Maluti a
Phofung local municipality are found to be the least cost eﬃcient municipalities across the distributions.
The results reveal possible cost gains for Maluti a Phofung ranging from 56.8% to 95.4%, while Rustenburg
reports 56.8% to 83.7% possible cost gains. The Kouga local municipality is once again amongst the ﬁve
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Table 5.15: Selected rank and cost eﬃciency estimates for 2006.
Gamma Half-Normal Exponential Truncated Rayleigh
Municipality Rnk CE Rnk CE Rnk CE Rnk CE Rnk CE
B4 Nkomazi 1 0.981 1 0.946 1 0.966 1 0.966 2 0.890
B3 Magareng 2 0.976 5 0.915 2 0.955 2 0.955 5 0.831
B3 Siyancuma 3 0.973 16 0.873 11 0.930 11 0.930 17 0.771
B3 Mpofana 4 0.972 4 0.919 4 0.946 4 0.946 4 0.841
B3 Thaba Chweu 5 0.970 7 0.899 5 0.945 5 0.945 7 0.808
...
A City of Cape Town 15 0.961 12 0.887 15 0.923 15 0.923 12 0.797
A City of Tshwane 17 0.958 10 0.892 14 0.927 14 0.927 8 0.801
A Ethekwini 41 0.933 43 0.811 41 0.878 41 0.878 41 0.706
A Ekhuruleni 61 0.909 55 0.796 58 0.856 59 0.856 58 0.688
A City of Jo'burg 77 0.880 75 0.762 77 0.810 77 0.811 75 0.661
A Buﬀalo City 98 0.740 99 0.658 98 0.684 98 0.686 97 0.578
A Nelson Mandela 102 0.680 104 0.613 102 0.630 102 0.632 104 0.541
...
B2 Breede Valley 105 0.649 106 0.592 105 0.602 105 0.603 106 0.521
B4 G Taung 106 0.644 101 0.647 106 0.585 106 0.592 100 0.571
B3 Kouga 107 0.455 107 0.435 107 0.424 107 0.432 108 0.395
B1 Rustenburg 108 0.173 109 0.387 108 0.165 109 0.432 109 0.209
B3 Maluti 109 0.046 108 0.428 109 0.064 108 0.432 107 0.436
worst performing municipalities according to all the distributions.
The municipalities servicing the metropolitan areas are presented also in Table 5.14. The City of Cape
Town metropolitan municipality, according to the gamma distribution, is the best performing amongst
the metros. This result is not supported, however, by the rest of the distributions as they estimate that
the City of Tshwane as the best performing metropolitan municipality. The 2005 data results revealed
that the City of Cape Town as the worst performing metropolitan municipality. The gain in the 2006 data
warrants careful attention. Comparison of the results from the two data sets comes with an unavoidable
caveat. The data sets are not equal in length and also certain municipalities do not appear in both data
sets. Since the cost frontier is formed based on the observed information, the frontier are data speciﬁc
and thus unique. Therefore independent analyses of the data sets best suits this study, although the data
might reveal some tentative explanations as to why certain municipalities have improved or worsened.
Regarding the City of Cape Town the data revealed that the cost incurred in the distribution of electricity
is not the highest, as was the case in the 2005 data. In fact the City of Cape Town incurred the 5th highest
costs, where the total expenditure was reduced by R2 billion. This may explain the favourable ranking
for the metropolitan municipality in this particular dataset. In fact the municipality managed to reduce
the proportion of bulk electricity purchased and unaccounted for in sales to 8.86%, which was better than
the intended target of 9.5% (City of Cape Town, 2006). This would positively aﬀect cost eﬃciency by
driving down the costs incurred. Interestingly, the Nelson Mandela Bay municipality is ranked as the
worst performing metropolitan municipality. A stark contrast to its predicted ranking in the 2005 data.
It is ranked a lowly 102, making it amongst the worst performing municipalities in the 2006 data. The
data reveals an increase in total expenditure which can be attributed to an increase in labour costs. This
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may explain the ineﬃciency, especially since there was also a decrease in personnel.
Geographically, the individual municipal cost eﬃciency estimates for 2006 are provided in Figure
5.6. In accordance to the AIC results, the heat map is determined using the estimates from the gamma
distribution. Section C.2.3 of Appendix C contains the heat maps for the rest of the distributions.
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Figure 5.6: Geographical representation of the gamma estimated cost eﬃciencies of municipalities for the
year 2006.
Figure 5.6 shows many cost eﬃcient municipalities in the Mpumalanga area. This could possibly be a
consequence of the fact that a number of power stations are situated in Mpumalanga. These municipalities
by virtue of proximity, would then incur less transmission costs. Also, Figure 5.6 gives a geographical
perspective on the extent of missing municipalities. The Eastern Cape and Kwa-Zulu Natal have a few
municipalities that cover only a limited region. This may pose a problem for government oﬃcials who seek
to infer on regional factors that may aﬀect cost eﬃciencies. Nevertheless, Figure 5.6 provides a useful tool
when assessing cost eﬃciencies from a graphical perspective.
5.3.3 Provincial
The 2006 provincial results are given in this section. This may be of interest to the provincial govern-
ments wishing to establish how the municipalities within their jurisdiction are performing in distributing
electricity to consumers.
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Results
Table 5.16 provides the average cost eﬃciency estimates for all 9 provinces. These were obtained by
summing the gamma estimated cost eﬃciencies for the municipalities within each province and dividing
by the number of municipalities.
Caution is warranted regarding the interpretation of the results in Table 5.16, since a number of
municipalities are missing. For example, provinces such as the North West, Eastern Cape and Kwa-Zulu
Natal contain a few municipalities (as seen in Figure 5.6). Nonetheless, the results may provide some
useful insights in the provincial sphere.
Table 5.16: Provincial cost eﬃciency estimates for 2006.
Pos Province Number of Municipalities Average Cost Eﬃciency Std Dev
1 Northern Cape 19 0.921 0.045
2 Kwa-Zulu Natal 10 0.901 0.095
3 Mpumalanga 13 0.900 0.076
5 Western Cape 14 0.893 0.079
6 Gauteng 8 0.879 0.090
4 Limpopo 10 0.877 0.095
7 Eastern Cape 14 0.859 0.143
8 North West 10 0.833 0.234
9 Free State 11 0.763 0.257
Table 5.16 reveals that on average the municipalities in the Northern Cape are the best performing
with a cost eﬃciency score of 92.1%. This province contains the most municipalities in the 2006 data.
The municipality ranked as the 2nd most cost eﬃcient, Magareng (see Table 5.15), is contained in the
Northern Cape. Kwa-Zulu Natal follows Northern Cape as the second best performing province where
Mpofana, the 4th best cost eﬃcient municipality, is situated within the province. Mpumalanga has an
average cost eﬃciency estimate of 90.1%. Included in this province is the best performing municipality,
Nkomazi local municipality. Gauteng, with the least number of municipalities is ranked at 6 with an
average cost eﬃciency estimate of 87.9%. The two provinces at the bottom of the rankings are North
West and Free State. They have average cost eﬃciency estimates of 81.2% and 76.3% respectively. Not
surprisingly, the worst performing municipalities are contained within these provinces, with Rustenburg
found in the North West and Maluti a Phofung in the Free State. Their low cost eﬃciency scores adversely
aﬀect the average cost eﬃciency estimates of their respective provinces. Overall the average cost eﬃciences
are high (> 75%).
The standard deviation of the cost eﬃciency estimates for municipalities within each province reveals
that the estimates for Free State are relatively the most variable. The Maluti a Phofung local municipality,
which is in the Free State, was found to be the worst performing municipality, thus increasing the variation
of the cost eﬃciency estimates since these are typically high for the gamma distribution. The smallest
standard deviation belongs to the cost eﬃciency estimates for the Northern Cape. This implies that the
estimates are relatively close. Graphical reperentations of the variation of the cost eﬃciencies within each
province are provided in the form of box and whisker plots in Figure C.14 in Appendix C.
The analyses for the 2005 and 2006 data are independent, therefore the frontiers are formed diﬀerently.
This restricts comparisons between the results from both years to be strictly observational. For 2005, the
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Gauteng province yielded the highest average eﬃciency score. In 2006, Gauteng was positioned 6th,
although the number of municipalities decreased. The Northern Cape, with 15 municipalities in 2005,
ranked 4th. However, with 19 municipalities in 2006 it has the highest average eﬃciency score. The
Kwa-Zulu Natal province has consistently been ranked high (3rd and 2nd respectively) with a constant
number of municipalities. The Mpumalanga municipality in 2005 yielded the lowest average cost eﬃciency
estimate, however, for 2006 Mpumalanga yielded the 3rd best average cost eﬃciency.
Lastly, for interests sake, information regarding the potential cost savings of the best performing
municipalities from each province is provided in Table 5.17.
Table 5.17: Cost savings for the most eﬃcient municipalities in 2006.
Rank Province Most eﬃcient municipality Potential cost savings
1 Mpumalanga Nkomazi 1.9% (R375 231)
2 Northern Cape Magareng 2.4% (R91 968)
3 Kwa-Zulu Natal Mpofana 2.8% (R230 888)
4 Eastern Cape Ndlambe 3.4% (R439 246)
4 Western Cape Swartland 3.4% (R1 122 000)
6 Gauteng Emfuleni 3.8% (R16 979 350)
7 Limpopo Greater Letaba 3.9% (R322 101)
8 Free State Mafube 4.4% (R681 076)
9 North West Ramotshere Moiloa 5.7% (R729 600)
Nkomazi from the Mpumalanga province can possibly attain full cost eﬃciency if the municipality
were to reduce costs by 1.9% (R375 231) while maintaining their electricity distribution structure. The
Ndlambe and Swartland municipalities, in the Eastern Cape and Western Cape respectively, may po-
tentially experience 3.4% (R439 246 and R1 122 000 respectively) cost savings while keeping the same
respective level of output. The best performing municipality in the North West is the Ramotshere Moiloa
municipality which could possibly attain full cost eﬃciency by spending approximately R730 000 less than
what was observed in the year 2006.
Providing the data on a provincial level may assist government planning by giving a summary of the
eﬃciencies of a particular region. This may reduce investigations to 9 concise reports that provide an
overview of the performances of the constituents. These investigations may warrant government interven-
tion which will ultimately beneﬁt the municipalities.
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Conclusions and Recommendations
The primary objective of this study was to determine the cost eﬃciencies with which municipalities in
South Africa distribute electricity. The data was collected and compiled for the years ending June 2005
and June 2006, the analysis of which was conducted independently for each year.
The analysis made use of a cost function against which the individual observed municipal expenditures
were benchmarked. Deviations from this cost function were split into two inﬂuential components, namely
stochastic random noise and cost ineﬃciencies. Using distribution theory, the cost eﬃciency component
was ﬁtted using ﬁve diﬀerent distributions. The purpose of this was to ascertain whether the choice of
distribution has a signiﬁcant impact when modelling cost eﬃciencies and to determine which distribution
was most appropriate. Furthermore, three diﬀerent cost functional forms were implemented to determine
which best ﬁts the data.
Guided by both the related literature as well as the available data, the inputs chosen for the model were
purchased power (MWh) and labour while consumer units (number of customers) and total power sold
(MWh) were chosen as the pertinent outputs. For the 2005 data, which is comprised of 121 municipalities,
the restricted (hybrid) model was selected as the most appropriate functional form for the cost function
according to the LR test. The restricted (hybrid) cost function was estimated for all ﬁve distributions of
cost eﬃciency for which the estimation of these cost eﬃciencies and subsequent rankings was achieved.
The Pearson correlation coeﬃcient for the cost eﬃciency estimates and the Spearman rank correlation
values suggest that choosing which distribution to use is trivial as the results are highly correlated. The
Vuong test, however, reveals that choosing any distribution between the exponential, gamma and truncated
normal is most appropriate. The use of the AIC however, suggests that, for the 2005 data, the gamma
distribution should be chosen to model cost eﬃciencies. The cost eﬃciency estimates reveal that the two
best performing municipalities are the Tswaing and eLundini local municipality. Matjhabeng was predicted
as the worst performing municipality by the gamma, exponential and truncated normal distributions.
Amongst the metropolitan municipalities, Nelson Mandela Bay was estimated to be the most cost eﬃcient
while the City of Cape Town was the least cost eﬃcient. The City of Cape Town municipality performance
could be attributed to the extensive transmission costs which the municipality incurred.
For the 109 municipalities in the 2006 data set, the LR test revealed that the most appropriate func-
tional form is the translog speciﬁcation. Similar to the 2005 data, the Pearson cost eﬃciency correlations
and the Spearman rank correlations suggest that choosing which distribution is appropriate is immaterial
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as the values are highly correlated. This notion is supported by the Vuong test results as all comparisons
yielded inconclusive results. In other words no distribution was favoured, suggesting that any of the ﬁve
distributions can be used to model the cost eﬃciencies for the 2006 data. The AIC value, however, reveals
(marginally so) that if a distribution had to be chosen the gamma speciﬁcation is the most appropriate.
The Nkomazi local municipality in Mpumalanga is found to be the most cost eﬃcient municipality across
all distributions apart from the Rayleigh. The Rayleigh deems the Greater Letaba municipality (Limpopo)
as the best performing municipality. The Rustenburg (North West) and Maluti a Phofung (Free State)
municipalities are the worst performing municipalities as determined by the distributions. Regarding the
metropolitan municipalities, the somewhat opposite results are found in comparison to the 2005 data. In
this instance, City of Cape Town is the most cost eﬃcient metropolitan municipality according to the
gamma distribution. The remainder of the distributions ﬁnd the City of Tshwane as the best performing
metropolitan municipality. The worst performing metropolitan municipality is determined to be Nelson
Mandela Bay.
The purpose of a study of this nature is not conﬁned to the estimation of cost eﬃciencies but also that
it oﬀers some important information which municipalities, in this case, can use to improve on minimising
costs. What a study like this lacks, however, is a step-by-step remedial plan on how cost ineﬃcient mu-
nicipalities may improve. Nevertheless, this study oﬀers an avenue for those cost ineﬃcient municipalities
and those municipalities performing well to establish correspondence where the relevant personnel can
develop ideas on how to improve eﬃciencies. Not only can the cost ineﬃcient municipalities beneﬁt from
a study such as this but also those municipalities who are estimated to be of average performance can
learn from those cost eﬃcient municipalities. This study, to the author's knowledge, is the ﬁrst of its kind
in the South African context. Studies such as this provide a starting point from which benchmarking
schemes can be implemented. The results of this study would allow the scheme developers to focus their
attentions on those municipalities which are performing worst. Not only would municipalities beneﬁt but
also, ultimately, the consumers that they serve will beneﬁt.
Although the study oﬀers valuable information it has its limitations. Those limitations and recom-
mendations for future research are given as follows:
• The study is suﬃcient if the intention is to strictly determine cost eﬃciencies. However, if there
is interest into the composition of cost eﬃciency - technical and allocative eﬃciency - a single cost
function is inadequate. This aﬀords the chance to expand the study by using a system of cost
equations in order to decompose cost eﬃciency into its components. Technical eﬃciency will provide
information on the use of optimal procedures and allocative eﬃciency will provide insight on whether
the mix of inputs is optimal.
• A drawback of the study is that the municipalities are all assumed to be under the same technology.
This technology does not necessarily incorporate exogenous factors that uniquely describe a munic-
ipality. These exogenous factors may not be directly involved in the distribution of electricity but
may inﬂuence ineﬃciencies. Such exogenous factors may include population density in the service
area, outsourcing or commercialising the service of electricity provision, in which province the mu-
nicipality is situated, etc. The inclusion of these variables may provide a much clearer picture on
what inﬂuences cost eﬃciencies.
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• The study employs only one benchmarking technique which is SFA. The results may be misleading
since no another method has been used to compare results. For future research, however, a compar-
ative analysis approach may be beneﬁcial in determining if the results obtained are robust across
methodologies. The non-parametric approach, DEA, as well other semi-parametric approaches may
be used alongside SFA. The reason for the inclusion of these other methodologies is to exploit their
advantages. DEA and semi-parametric methods relax some assumptions made in SFA, such as the
imposed functional form of the frontier and the distributional assumptions of the cost ineﬃciencies,
and thus may provide some useful insights.
• The study sought to determine cost eﬃciencies independently for the year 2005 and 2006. What
this oﬀers is a cross-sectional analysis of each respective dataset. This, however, is limiting since
no tangible information can be extracted regarding the eﬃciencies of municipalities over time. To
remedy this, future research could assess a panel dataset that will be useful in assessing individual
municipal cost eﬃciencies during technical changes over a certain amount of time. Thus, panel data
methods can be used to gauge eﬃciency change overtime.
• Lastly, future research could be aimed at assessing recent data. Due to data constraints, this could
not be achieved in the present study. To avoid outdated research, current data could be collected
and compiled where the analysis will provide a modern view on the electricity distribution sector in
South Africa.
The extension of the study in the above ways could provide a much more comprehensive look into the
electricity distribution sector in South Africa. Also, the additional information will result in municipalities
making informed decisions on how to manage the costs they incur when supplying electricity to consumers.
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Appendix A
Variable Selection
The following table gives a full list of the main inputs and outputs used in electricity distribution utilities
provide by Jamasb and Pollitt (2000).
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Table A.1: Frequency of the use of main input and output variables used in 20 benchmarking studies of
electricity distribution utilities (Jamasb and Pollitt, 2000).
Input Output
Units sold (2) Units sold (12)
Residential (6)
Non-Residential (6)
No. of customers No. of customers (11)
No. residential customers (5)
No. non-residential customers (5)
Network size (11) Network size (4)
LV lines (2)
MV lines
HV lines (2)
Transformer capacity (11) Transformer capacity
MV transformer capacity No. of transformers
HV transformer capacity
Service area (2) Service area (6)
Maximum demand Maximum demand (4)
Purchased power (2) Power sold to other utilities
Transmission/distribution losses (4)
Labour/wages (15)
Administrative labour
Technical labour
Cost Measures:
Operating expenditure (7)
Operating expenditures +
annualised standard capital costs
Administrative/accounting costs (2)
Maintenance costs
Capital (5)
Capital expenditure (user costs) + labour costs
Materials costs
Miscellaneous:
Industrial Demand Service reliability
Customer dispersion (2) Load factor
Share of industrial energy Net margin
Network size/customers system unload Revenues
Residential/total sales Distance Index
Outages Network density
No. residential customers/network size Categorical variable of urban areas
Inventories
Line length*voltage
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Cost Function Estimates for Various
Distributions of Ineﬃciency
The results obtained in the estimation of the stochastic restricted (hybrid) cost function (2005 data) and
the stochastic translog cost function (2006 data) for diﬀerent distributions of ineﬃciency are presented.
Note that the gamma distribution makes use of the maximum simulated likelihood technique as shown in
section 2.4.2. To generate the gamma results, Halton draws are preferred compared to the computationally
cumbersome random draws. Thus 50 Halton draws were chosen in accordance to (Greene, 2012a, pg. 1544
). The rest of the distributions makes use of maximum likelihood estimation to obtain the estimates.
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Appendix C
Rank and Cost Eﬃciency
In this section, the rank and cost eﬃciency correlation graphs are provided ﬁrst. Then after tables
providing the rank and cost eﬃciency estimates for all municipalities. These estimates are given for
all ﬁve distribution speciﬁcations, namely the half-normal, exponential, truncated normal, gamma and
Rayleigh. The municipalities are sorted according to performance determined by the gamma distribution.
Also, box plots of the municipal cost eﬃciency estimates within each respective are provided.
C.1 2005 Data
C.1.1 Rank and Cost Eﬃciency Correlation graphs
Half Normal
Gamma
Exponential
Truncated Normal
Rayleigh
Relationship between Rank Efficiency Estimates for Various Specifications of ui
Figure C.1: 2005 Rank estimate correlation plots.
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Half Normal
Gamma
Exponential
Truncated Normal
Rayleigh
Relationship between Cost Efficiency Estimates for Various Specifications of ui
Figure C.2: 2005 Cost eﬃciency estimate correlation plots.
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C.1.2 Rank and Cost Eﬃciency Estimation
Table C.1: Rank and Cost eﬃciency estimates for 2005.
Gamma Half Normal Exponential Truncated Rayleigh
Municipality Rnk CE Rnk CE Rnk CE Rnk CE Rnk CE
B3 Tswaing 1 0.979 2 0.938 2 0.951 2 0.951 2 0.874
B4 eLundini 2 0.978 1 0.955 1 0.965 1 0.964 1 0.905
B2 Hibiscus Coast 3 0.968 4 0.928 3 0.949 3 0.949 4 0.847
B1 Mbombela 4 0.964 3 0.931 4 0.944 4 0.944 3 0.863
B3 Ventersdorp 5 0.959 7 0.901 5 0.932 5 0.932 8 0.801
B3 Siyathemba 6 0.956 6 0.905 6 0.932 6 0.932 7 0.811
B4 Ephraim Mogale 7 0.955 8 0.900 9 0.925 9 0.924 6 0.814
B4 G Tzaneen 8 0.954 5 0.906 7 0.930 7 0.930 5 0.819
B3 Matatiele 9 0.953 9 0.894 8 0.929 8 0.928 9 0.791
B3 Blue Crane Route 10 0.951 13 0.872 11 0.915 11 0.914 12 0.759
B3 Thaba Chweu 11 0.951 10 0.883 10 0.924 10 0.923 13 0.758
B2 Kungwini 12 0.949 14 0.871 12 0.915 12 0.914 14 0.756
B3 Ditsobotla 13 0.948 11 0.873 13 0.914 13 0.914 11 0.759
B3 Bela-Bela 14 0.947 16 0.867 16 0.911 16 0.911 15 0.754
B3 Sunday's River 15 0.947 17 0.862 15 0.912 15 0.912 17 0.750
B3 Bitou 16 0.942 19 0.860 19 0.908 19 0.908 19 0.744
B3 Tsolwana 17 0.942 15 0.868 14 0.914 14 0.913 16 0.754
B1 Tlokwe 18 0.939 18 0.862 17 0.911 17 0.910 21 0.740
B3 Kgatelopele 19 0.939 20 0.860 20 0.908 20 0.907 20 0.741
B3 Setsoto 20 0.937 12 0.872 18 0.909 18 0.908 10 0.771
B3 Mthonjaneni 21 0.936 22 0.847 22 0.901 22 0.901 22 0.727
B2 Khara Hais 22 0.936 30 0.838 30 0.894 30 0.893 33 0.714
B2 Midvaal 23 0.935 23 0.845 23 0.901 23 0.900 26 0.720
B1 eMfuleni 24 0.934 27 0.839 21 0.903 21 0.902 40 0.704
B3 Matzikama 25 0.934 28 0.839 27 0.895 27 0.894 28 0.718
B2 Mkhondo 26 0.934 21 0.856 24 0.900 24 0.899 18 0.748
B3 Maletswai 27 0.932 32 0.836 32 0.893 31 0.892 31 0.716
B2 Kwa Dukuza 28 0.931 31 0.837 26 0.897 26 0.896 36 0.708
B2 Saldanha Bay 29 0.931 26 0.842 25 0.898 25 0.897 27 0.720
B2 Oudtshoorn 30 0.931 34 0.835 28 0.895 28 0.894 34 0.711
B3 Ngwathe 31 0.931 33 0.836 40 0.883 40 0.883 23 0.726
B3 Dipaleseng 32 0.930 38 0.829 36 0.888 36 0.888 37 0.707
B3 Thembelihle 33 0.929 29 0.839 33 0.892 33 0.891 29 0.717
B1 Mogale City 34 0.929 48 0.810 41 0.883 41 0.882 52 0.676
A Nelson Mandela 35 0.929 24 0.844 29 0.894 29 0.894 24 0.724
A Ethekwini Metro 36 0.928 25 0.843 34 0.892 34 0.891 25 0.721
B1 eMalahleni (MP) 37 0.928 36 0.832 38 0.887 38 0.886 32 0.714
A Ekurhuleni Metro 38 0.928 39 0.826 31 0.893 32 0.892 49 0.688
B3 Thabazimbi 39 0.926 35 0.832 37 0.887 37 0.887 30 0.716
B3 Tswelopele 40 0.925 40 0.823 42 0.881 42 0.881 38 0.704
B2 Dihlabeng 41 0.924 53 0.797 56 0.862 56 0.862 51 0.679
B3 Mafube 42 0.923 43 0.817 46 0.877 46 0.877 41 0.697
A City of Jo'burg 43 0.923 44 0.816 43 0.878 43 0.877 47 0.688
B3 Langeberg 44 0.922 42 0.817 39 0.884 39 0.884 48 0.688
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(Continued)
Gamma Half-Normal Exponential Truncated Rayleigh
Municipality Rnk CE Rnk CE Rnk CE Rnk CE Rnk CE
B3 Phokwane 45 0.920 46 0.815 44 0.878 44 0.877 43 0.692
B4 Mbizana 46 0.920 37 0.832 35 0.891 35 0.891 35 0.710
B1 uMhlathuze 47 0.919 57 0.787 47 0.875 49 0.874 70 0.642
B3 Bergrivier 48 0.918 52 0.799 55 0.868 55 0.867 53 0.675
B1 Drakenstein 49 0.918 63 0.775 61 0.853 61 0.852 64 0.651
B2 Makana 50 0.917 64 0.774 62 0.850 62 0.850 67 0.649
B3 uMsombomvu 51 0.917 45 0.815 50 0.873 50 0.873 42 0.697
B3 Lephalale 52 0.917 50 0.809 48 0.874 47 0.874 50 0.684
B3 Amahlathi 53 0.916 51 0.809 49 0.874 48 0.874 45 0.689
B1 Polokwane 54 0.916 41 0.819 52 0.871 52 0.871 39 0.704
B3 Ramotshere 55 0.915 47 0.814 45 0.877 45 0.877 44 0.691
B3 Mamusa 56 0.915 49 0.810 51 0.872 51 0.872 46 0.688
B3 Kareeberg 57 0.912 54 0.796 54 0.868 54 0.868 54 0.671
A City of Tshwane 58 0.909 59 0.783 57 0.860 57 0.859 66 0.650
B3 uBuntu 59 0.908 55 0.795 53 0.870 53 0.869 55 0.671
B3 Lekwa-Teemane 60 0.903 58 0.786 60 0.854 60 0.853 57 0.666
B3 Khai-Ma 61 0.902 60 0.780 59 0.859 59 0.859 63 0.654
B2 Mossel Bay 62 0.902 56 0.789 58 0.860 58 0.859 56 0.668
B1 Ga-Segonyana 63 0.897 61 0.779 63 0.849 63 0.848 60 0.658
A Mangaung 64 0.894 65 0.772 66 0.843 66 0.842 59 0.659
B3 Swellendam 65 0.894 70 0.760 69 0.838 69 0.837 71 0.640
B3 uMJindi 66 0.891 71 0.760 68 0.838 68 0.838 72 0.639
B3 Letsemeng 67 0.890 68 0.769 67 0.842 67 0.842 68 0.648
B3 Lesedi 68 0.890 66 0.771 64 0.845 64 0.845 65 0.651
B4 umLalazi 69 0.889 62 0.777 65 0.844 65 0.844 61 0.656
B2 Breede Valley 70 0.889 73 0.749 72 0.831 72 0.831 75 0.628
B1 Sol Plaatjie 71 0.886 69 0.765 71 0.833 71 0.832 69 0.644
B3 Witzenberg 72 0.883 77 0.745 73 0.828 73 0.827 78 0.624
B3 Nala 73 0.882 67 0.770 70 0.837 70 0.837 62 0.656
B3 Cape Agulhas 74 0.874 75 0.746 74 0.826 74 0.825 74 0.628
B1 Matlosana 75 0.869 74 0.747 75 0.821 75 0.820 73 0.634
B3 Naledi (NW) 76 0.869 83 0.725 79 0.810 79 0.810 83 0.610
B3 Camdeboo 77 0.868 79 0.734 78 0.813 78 0.812 79 0.618
B3 Hantam 78 0.868 76 0.746 76 0.819 76 0.818 76 0.626
B3 Swartland 79 0.867 80 0.732 77 0.813 77 0.813 81 0.615
B2 Westonaria 80 0.866 82 0.727 82 0.805 82 0.805 80 0.616
B2 Overstrand 81 0.866 92 0.706 91 0.794 91 0.793 94 0.591
B3 Inxuba Yethemba 82 0.865 78 0.735 80 0.810 80 0.809 77 0.626
B1 George 83 0.863 84 0.719 85 0.803 85 0.802 88 0.604
B3 Ndlambe 84 0.857 81 0.732 81 0.809 81 0.809 82 0.614
B1 Stellenbosch 85 0.856 87 0.714 83 0.804 84 0.803 91 0.594
B4 G Letaba 86 0.856 72 0.756 84 0.804 83 0.804 58 0.662
B3 Baviaans 87 0.854 94 0.704 89 0.794 89 0.794 95 0.591
B3 Musina 88 0.854 99 0.679 95 0.782 95 0.782 102 0.576
B4 eNdodakusuka 89 0.854 89 0.710 87 0.801 87 0.801 86 0.606
B3 Mookgopong 90 0.853 88 0.713 88 0.795 88 0.795 89 0.601
B3 Nketoana 91 0.852 86 0.716 90 0.794 90 0.794 84 0.608
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Gamma Half-Normal Exponential Truncated Rayleigh
Municipality Rnk CE Rnk CE Rnk CE Rnk CE Rnk CE
B3 Beaufort West 92 0.850 85 0.718 86 0.802 86 0.802 85 0.606
B3 Mantsopa 93 0.843 91 0.706 93 0.784 93 0.784 93 0.593
B2 Metsimaholo 94 0.841 93 0.705 92 0.786 92 0.786 90 0.595
B2 Msukaligwa 95 0.837 95 0.702 97 0.766 97 0.766 87 0.604
B3 Nama Khoi 96 0.829 98 0.682 98 0.764 98 0.764 101 0.576
B3 Richtersveld 97 0.823 101 0.679 96 0.767 96 0.767 104 0.573
A Buﬀalo City 98 0.817 96 0.690 100 0.761 100 0.760 96 0.587
B2 Merafong City 99 0.816 107 0.643 105 0.725 105 0.725 107 0.542
B3 Kgetleng Rivier 100 0.815 90 0.709 94 0.784 94 0.783 92 0.593
B3 King Sabata 101 0.813 97 0.686 99 0.761 99 0.761 100 0.581
B3 eNdumeni 102 0.809 106 0.650 104 0.731 104 0.731 106 0.549
B3 Nkonkobe 103 0.802 103 0.676 103 0.734 103 0.735 98 0.587
B3 Maluti A Phofung 104 0.797 100 0.679 101 0.742 101 0.742 97 0.587
B2 Moqhaka 105 0.791 102 0.677 102 0.741 102 0.742 99 0.582
B4 Senqu 106 0.774 105 0.655 106 0.720 106 0.721 105 0.564
A City Of Cape Town 107 0.750 104 0.664 107 0.713 107 0.713 103 0.574
B3 Maquassi Hills 108 0.739 108 0.629 108 0.697 108 0.697 108 0.534
B3 Kamiesberg 109 0.737 111 0.596 109 0.684 109 0.685 111 0.500
B1 Msunduzi 110 0.731 113 0.534 112 0.616 112 0.616 113 0.468
B3 Modimolle 111 0.728 109 0.612 110 0.675 110 0.675 109 0.526
B3 Victor Khanye 112 0.704 110 0.598 111 0.664 111 0.665 110 0.511
B1 Govan Mbeki 113 0.665 112 0.555 113 0.611 113 0.612 112 0.480
B2 Mogalakwena 114 0.549 114 0.488 114 0.529 114 0.529 115 0.411
B1 Steve Tshwete 115 0.537 115 0.483 115 0.504 115 0.505 114 0.430
B4 Pixley ka Seme 116 0.514 116 0.460 116 0.484 116 0.485 116 0.402
B3 Gariep 117 0.401 118 0.399 117 0.381 117 0.382 117 0.321
B3 Kouga 118 0.376 117 0.399 118 0.370 118 0.371 118 0.319
B3 Sakhisizwe 119 0.342 119 0.399 119 0.326 120 0.370 120 0.278
B4 Makhado 120 0.324 121 0.399 120 0.313 119 0.370 119 0.302
B1 Matjhabeng 121 0.190 120 0.399 121 0.181 121 0.370 121 0.197
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C.1.3 Cost Eﬃciency Heat Maps
Geographical representations for the cost eﬃciency estimates of each of the half normal, exponential,
truncated normal and Rayleigh distributions are provided for the year 2005.
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Figure C.3: Geographical representation of the half normal estimated cost eﬃciencies of municipalities for
the year 2005.
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Figure C.4: Geographical representation of the exponential estimated cost eﬃciencies of municipalities for
the year 2005.
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Figure C.5: Geographical representation of the truncated normal estimated cost eﬃciencies of municipal-
ities for the year 2005.
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Figure C.6: Geographical representation of the Rayleigh estimated cost eﬃciencies of municipalities for
the year 2005.
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C.1.4 Box and Whisker Plots for Provincial Results
The box and whisker plots given in Figure C.7 are constructed using the conventional range of 1.5×
interquartile range, to determine the upper and lower limits (whiskers). These plots are then used to
detect outliers which are the points outside the whiskers.
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Figure C.7: Box and Whisker plots of cost eﬃciency estimates for each province in 2005.
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C.2 2006 Data
C.2.1 Rank and Cost Eﬃciency Correlation graphs
Half Normal
Gamma
Exponential
Truncated Normal
Rayleigh
Relationship between Rank Efficiency Estimates for Various Specifications of ui
Figure C.8: 2006 Rank estimate correlation plots.
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Half Normal
Gamma
Exponential
Truncated Normal
Rayleigh
Relationship between Cost Efficiency Estimates for Various Specifications of ui
Figure C.9: 2006 Cost eﬃciency estimate correlation plots.
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C.2.2 Rank and Cost Eﬃciency Estimation
Table C.2: Rank and Cost eﬃciency estimates for 2006.
Gamma Half-Normal Exponential Truncated Rayleigh
Municipality Rnk CE Rnk CE Rnk CE Rnk CE Rnk CE
B4 Nkomazi 1 0.981 1 0.946 1 0.966 1 0.966 2 0.890
B3 Magareng 2 0.976 5 0.915 2 0.955 2 0.955 5 0.831
B3 Siyancuma 3 0.973 16 0.873 11 0.930 11 0.930 17 0.771
B3 Mpofana 4 0.972 4 0.919 4 0.946 4 0.946 4 0.841
B3 Thaba Chweu 5 0.970 7 0.899 5 0.945 5 0.945 7 0.808
B4 eNdodakusuka 6 0.969 3 0.928 3 0.948 3 0.948 3 0.860
B3 Swartland 7 0.966 8 0.893 7 0.940 7 0.940 11 0.800
B3 Ndlambe 8 0.966 19 0.866 19 0.919 19 0.919 18 0.770
B3 eDumbe 9 0.965 9 0.893 6 0.941 6 0.940 10 0.800
B3 uBuntu 10 0.965 41 0.815 17 0.920 17 0.920 38 0.712
B1 eMfuleni 11 0.962 15 0.883 9 0.931 9 0.931 15 0.790
B3 Nkonkobe 12 0.962 6 0.903 10 0.930 10 0.930 6 0.820
B4 G Letaba 13 0.961 2 0.944 8 0.933 8 0.934 1 0.894
B1 Mbombela 14 0.961 14 0.885 13 0.927 12 0.927 13 0.795
A City of Cape Town 15 0.961 12 0.887 15 0.923 15 0.923 12 0.797
B3 Phokwane 16 0.959 17 0.871 12 0.928 13 0.927 19 0.769
A City of Tshwane 17 0.958 10 0.892 14 0.927 14 0.927 8 0.801
B1 Sol Plaatjie 18 0.956 18 0.870 20 0.919 20 0.918 16 0.772
B3 Mafube 19 0.956 21 0.860 18 0.919 18 0.919 21 0.758
B3 Inxuba Yethemba 20 0.953 29 0.840 25 0.905 25 0.905 29 0.736
B3 Dikgatlong 21 0.951 11 0.892 16 0.920 16 0.920 9 0.800
B3 Sakhisizwe 22 0.951 28 0.846 22 0.914 22 0.914 30 0.735
B1 Polokwane 23 0.951 20 0.863 21 0.915 21 0.916 20 0.768
B3 eNdumeni 24 0.950 60 0.790 57 0.857 57 0.857 62 0.684
B3 Enthanjeni 25 0.950 34 0.829 31 0.894 31 0.894 35 0.722
B3 Setsoto 26 0.945 23 0.853 24 0.907 24 0.907 24 0.754
B3 Hassequa 27 0.945 31 0.833 27 0.898 27 0.898 31 0.728
B3 Ramotshere 28 0.943 35 0.828 28 0.897 28 0.897 34 0.722
B2 eMakhazeni 29 0.942 45 0.809 34 0.891 34 0.891 48 0.698
B2 Merafong City 30 0.941 13 0.885 23 0.908 23 0.908 14 0.792
B3 Matzikama 31 0.940 32 0.833 29 0.895 29 0.895 32 0.726
B2 Msukaligwa 32 0.938 63 0.788 63 0.844 61 0.845 59 0.688
B1 uMhlathuze 33 0.937 27 0.847 32 0.893 32 0.893 27 0.740
B3 Letsemeng 34 0.937 46 0.809 42 0.876 42 0.876 43 0.705
B3 Maletswai 35 0.935 42 0.813 35 0.885 35 0.885 44 0.705
B4 G Tzaneen 36 0.935 24 0.853 26 0.900 26 0.900 23 0.755
B3 Richtersveld 37 0.934 38 0.818 30 0.894 30 0.894 42 0.706
B3 Nama Khoi 38 0.934 40 0.816 38 0.882 38 0.882 40 0.708
B1 Tlokwe 39 0.934 36 0.821 40 0.880 40 0.880 36 0.714
B3 Mthonjaneni 40 0.933 51 0.799 44 0.873 45 0.872 56 0.690
A Ethekwini 41 0.933 43 0.811 41 0.878 41 0.878 41 0.706
B3 Tswelopele 42 0.933 39 0.816 39 0.881 39 0.881 39 0.709
B2 Mossel Bay 43 0.933 33 0.830 33 0.893 33 0.893 33 0.724
B4 Albert Luthuli 44 0.930 25 0.853 37 0.883 36 0.884 25 0.752
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(Continued)
Gamma Half-Normal Exponential Truncated Rayleigh
Municipality Rnk CE Rnk CE Rnk CE Rnk CE Rnk CE
B2 Midvaal 45 0.930 53 0.798 53 0.863 52 0.864 54 0.692
B3 Lephalale 46 0.929 44 0.810 49 0.867 49 0.867 45 0.704
B2 Khara Hais 47 0.928 50 0.799 45 0.872 47 0.872 52 0.694
B3 Langeberg 48 0.927 37 0.819 43 0.875 43 0.875 37 0.712
B3 Khai-Ma 49 0.925 49 0.803 36 0.883 37 0.883 57 0.688
B3 Siyathemba 50 0.923 66 0.781 51 0.864 53 0.864 68 0.670
B3 Kgatelopele 51 0.921 54 0.797 50 0.864 50 0.864 55 0.690
B3 Kgetlengrivier 52 0.918 62 0.789 55 0.859 55 0.860 63 0.682
B3 Matatiele 53 0.917 47 0.806 46 0.872 46 0.872 46 0.699
B3 Ditsobola 54 0.917 61 0.790 52 0.864 51 0.864 61 0.685
B2 Saldanha Bay 55 0.916 73 0.771 69 0.830 70 0.830 72 0.668
B3 Victor Khanye 56 0.915 48 0.803 47 0.872 48 0.872 50 0.696
B3 Thabazimbi 57 0.915 22 0.857 48 0.869 44 0.874 22 0.756
B2 Tsantsabane 58 0.915 69 0.776 54 0.863 54 0.863 73 0.666
B3 uMjindi 59 0.912 67 0.776 61 0.844 62 0.845 67 0.671
B2 Makana 60 0.911 52 0.798 60 0.851 60 0.852 53 0.693
A Ekhuruleni 61 0.909 55 0.796 58 0.856 59 0.856 58 0.688
B3 Mkhondo 62 0.908 59 0.791 59 0.856 58 0.856 60 0.687
B1 Matlosana 63 0.907 58 0.794 64 0.843 64 0.844 51 0.695
B2 Lukhanji 64 0.907 68 0.776 62 0.844 63 0.845 66 0.673
B3 Mookgopong 65 0.899 71 0.773 66 0.837 66 0.838 70 0.669
B3 Theewaterskloof 66 0.896 72 0.772 67 0.834 67 0.835 71 0.669
B3 Inkwanca 67 0.895 26 0.849 56 0.857 56 0.857 26 0.746
B2 Knysna 68 0.893 70 0.774 71 0.828 71 0.829 69 0.670
B4 Makhado 69 0.890 57 0.794 70 0.829 69 0.831 49 0.698
B3 Swellendam 70 0.889 76 0.758 72 0.821 72 0.822 77 0.655
B1 Steve Tshwete 71 0.888 81 0.745 76 0.812 76 0.813 81 0.646
B3 Kareeberg 72 0.887 83 0.737 74 0.816 75 0.817 85 0.631
B4 eLundini 73 0.887 30 0.838 65 0.840 65 0.841 28 0.738
B3 Thembelihle 74 0.887 74 0.770 68 0.831 68 0.832 74 0.665
B3 Cape Agulhas 75 0.885 78 0.754 73 0.820 73 0.821 78 0.653
B3 Maquassi Hills 76 0.880 65 0.781 75 0.815 74 0.818 65 0.678
A City of Jo'burg 77 0.880 75 0.762 77 0.810 77 0.811 75 0.661
B3 Lesedi 78 0.866 80 0.747 78 0.804 78 0.804 80 0.647
B3 Camdeboo 79 0.863 87 0.725 81 0.789 81 0.790 86 0.629
B1 Emalahleni (MP) 80 0.860 89 0.719 82 0.787 83 0.787 89 0.625
B4 Ephraim Mogale 81 0.857 56 0.795 79 0.798 79 0.801 47 0.698
B3 Umsobomvu 82 0.856 77 0.757 85 0.784 82 0.788 76 0.657
B1 George 83 0.856 85 0.731 84 0.786 85 0.787 84 0.634
B3 Ventersdorp 84 0.855 86 0.727 80 0.791 80 0.792 87 0.629
B1 Msunduzi 85 0.849 84 0.734 83 0.787 84 0.787 83 0.637
B2 Mogalakwena 86 0.849 82 0.743 87 0.776 87 0.778 82 0.644
B2 Westonaria 87 0.844 88 0.721 86 0.781 86 0.782 88 0.626
B3 Ga-Segonyana 88 0.842 79 0.750 88 0.772 88 0.775 79 0.650
B3 Beaufort West 89 0.839 90 0.715 89 0.770 90 0.771 91 0.619
B4 Umlalazi 90 0.834 64 0.781 91 0.767 89 0.772 64 0.682
B1 Matjhabeng 91 0.832 91 0.713 90 0.767 91 0.769 90 0.623
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(Continued)
Gamma Half-Normal Exponential Truncated Rayleigh
Municipality Rnk CE Rnk CE Rnk CE Rnk CE Rnk CE
B3 Hantam 92 0.814 92 0.710 92 0.742 92 0.745 92 0.617
B2 Moqhaka 93 0.805 93 0.697 93 0.736 93 0.738 93 0.610
B3 Ba-Phalaborwa 94 0.799 95 0.686 94 0.732 94 0.734 95 0.596
B2 Metsimaholo 95 0.796 98 0.659 96 0.695 96 0.696 98 0.577
B1 Govan Mbeki 96 0.786 94 0.688 95 0.727 95 0.729 94 0.602
B2 Dihlabeng 97 0.746 97 0.660 97 0.693 97 0.695 99 0.577
A Buﬀalo City 98 0.744 99 0.658 98 0.684 98 0.686 97 0.578
B3 Mantsopa 99 0.723 100 0.648 99 0.668 99 0.671 101 0.568
B3 Pixley ka Seme 100 0.713 96 0.668 100 0.666 100 0.668 96 0.586
B2 Randfontein 101 0.683 103 0.615 101 0.631 101 0.632 105 0.540
A Nelson Mandela 102 0.680 104 0.613 102 0.630 102 0.632 104 0.541
B3 Umvoti 103 0.667 105 0.597 104 0.619 104 0.623 102 0.542
B3 Nketoana 104 0.667 102 0.616 103 0.624 103 0.625 103 0.541
B2 Breede Valley 105 0.649 106 0.592 105 0.602 105 0.603 106 0.521
B4 G Taung 106 0.644 101 0.647 106 0.585 106 0.592 100 0.571
B3 Kouga 107 0.455 107 0.435 107 0.424 107 0.432 108 0.395
B1 Rustenburg 108 0.173 109 0.387 108 0.165 109 0.432 109 0.209
B3 Maluti 109 0.046 108 0.428 109 0.064 108 0.432 107 0.436
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C.2.3 Cost Eﬃciency Heat Maps
Geographical representations for the cost eﬃciency estimates of each of the half normal, exponential,
truncated normal and Rayleigh distributions are provided for the year 2006.
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Figure C.10: Geographical representation of the half normal estimated cost eﬃciencies of municipalities
for the year 2006.
109
APPENDIX C. RANK AND COST EFFICIENCY
1
0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0.03
No Data
Figure C.11: Geographical representation of the exponential estimated cost eﬃciencies of municipalities
for the year 2006.
1
0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0.03
No Data
Figure C.12: Geographical representation of the truncated normal estimated cost eﬃciencies of munici-
palities for the year 2006.
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Figure C.13: Geographical representation of the Rayleigh estimated cost eﬃciencies of municipalities for
the year 2006.
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C.2.4 Box and Whisker Plots for Provincial Results
The box and whisker plots given in Figure C.14 are constructed using the conventional range of 1.5×
interquartile range, to determine the upper and lower limits (whiskers). These plots are then used to
detect outliers which are the points outside the whiskers.
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Figure C.14: Box and Whisker plots of cost eﬃciency estimates for each province in 2006.
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