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HIGHER INTEGRABILITY IN THE OBSTACLE PROBLEM FOR THE
FAST DIFFUSION EQUATION
YUMI CHO AND CHRISTOPH SCHEVEN
ABSTRACT. We prove local higher integrability of the spatial gradient for solutions to
obstacle problems of porous medium type in the fast diffusion case m < 1. The result
holds for the natural range of exponents that is known from other regularity results for
porous medium type equations. We also cover the case of signed solutions.
1. INTRODUCTION
In this paper we consider the obstacle problem associated with equations of porous
medium type, whose prototype is given by
(1.1) ∂tu−∆
(|u|m−1u) = 0 in ΩT := Ω× (0, T ),
with possibly signed solutions u : ΩT → R. Here, we study the singular case (n−2)+n+2 <
m < 1, in which (1.1) is known as singular porous medium equation or fast diffusion
equation. In this case, the behaviour of solutions to (1.1) differs considerably from the
behaviour in the case m > 1. For example, in the case m < 1 solutions exhibit infinite
propagation speed and we may observe extinction in finite time. This is in contrast to the
case m > 1 of slow diffusion, in which disturbances propagate with finite speed and the
solution might vanish outside of a compact subset of the spatial domain.
Here, we consider a large class of equations that generalize the fast diffusion equa-
tion (1.1). More precisely, we deal with obstacle problems related to equations of the kind
(1.2) ∂tu− divA
(
x, t, u,D(|u|m−1u)) = g − divF in ΩT ,
where the vector field A
(
x, t, u, ξ) : ΩT × R × Rn → Rn satisfies ellipticity and growth
conditions comparable to the model case A(ξ) = ξ, which corresponds to (1.1). For the
obstacle problem, we additionally consider a constraint of the form u ≥ ψ a.e. in ΩT
for a given obstacle function ψ : ΩT → R, and replace (1.2) by an associated variational
inequality. For the precise assumptions we refer to Section 2.2 below. Our notion of
solution includes the regularity property D(|u|m−1u) ∈ L2(ΩT ,Rn), which is natural in
view of existence results, cf. [9, 2]. The objective of the present paper is to establish the
self-improving property of higher integrability for the spatial gradient, i.e. to prove that
every solution to the obstacle problem satisfies D(|u|m−1u) ∈ L2+εloc (ΩT ,Rn) for some
ε > 0.
The question for higher integrability of solutions to partial differential equations has a
long history. In the case of elliptic systems, the first result of this type goes back to the work
[27] by Elcrat & Meyers, which in turn is based on the ground-breaking work of Gehring
[18]. For further results in the elliptic setting and their applications to regularity theory,
we refer to the monographs [21, Chapter V, Theorem 2.1] and [23, Section 6.4]. The case
of elliptic obstacle problems has been considered in [15, 16]. The first parabolic analogue
was established by Giaquinta & Struwe [22, Theorem 2.1], who settled the question of
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higher integrability in the case of parabolic systems with quadratic growth. For the more
general case of parabolic systems of p-Laplace type with p 6= 2, however, the solution of
the corresponding problem turned out to be much more involved and stayed open for some
time. The additional issue in this case is caused by the anisotropic scaling behaviour of
the parabolic p-Laplace operator, which leads to inhomogeneous estimates and therefore
prevents the application of the classical Gehring lemma. This problem was eventually
overcome by Kinnunen & Lewis [25], who verified the property of higher integrability for
the spatial gradient of solutions to parabolic p-Laplace systems in the range p > 2nn+2 . As a
key tool to compensate the anisotropic nature of the equation, they used the idea of intrinsic
parabolic cylinders by DiBenedetto. For an exposition of this idea of intrinsic geometry and
further applications, we refer to the monographs [13, 14]. The breakthrough by Kinnunen
& Lewis initiated various related research activities, cf. [1, 3, 4, 5, 10, 24, 29, 30]. In
particular, the case of obstacle problems of parabolic p-Laplace type has been treated in
[11].
For the porous medium equation, the problem of higher integrability of the spatial gra-
dient poses even more challenges than in the case of the parabolic p-Laplace equation.
This stems from the fact that the modulus of ellipticity of the porous medium operator
degenerates when |u| becomes small, while the degeneracy of the p-Laplacian depends
on the size of the gradient |Du|. The type of degeneracy of the porous medium equation
makes it considerably harder to prove gradient estimates. On a technical level, the problem
is to construct a system of intrinsic cylinders that compensates the possible degeneracy
in |u| and at the same time, takes into account the size of the spatial gradient. This ma-
jor problem was eventually solved by Gianazza & Schwarzacher [19] who established the
self-improving property of higher integrability for the spatial gradient of non-negative so-
lutions to the porous medium equation in the slow diffusion range m > 1. Their method
relies on the phenomenon of expansion of positivity and is therefore limited to the scalar
case and to non-negative solutions. The extension of the result to signed solutions and to
systems of porous medium type is due to [7]. In the fast diffusion case m < 1, the dif-
ferent behaviour of the singular porous medium equation requires non-trivial adaptations
of the techniques from [19]. This was carried out for non-negative solutions in [20] and
for the vectorial case in [8]. The techniques that have been developed in the mentioned
works also proved to be useful for several related problems. For example, in [6, 31] the
authors adapted these techniques to prove higher integrability for a certain class of doubly
nonlinear equations, which include both the degeneracy of the porous medium equation
and of the parabolic p-Laplacian. For the degenerate porous medium equation, the higher
integrability was extended up to the boundary in [28] and to obstacle problems in [12]. The
present work is devoted to the question whether the result of the latter work also applies in
the singular case of the fast diffusion equation.
After finalizing this paper we became aware that independently of us, a partial answer
to this question has been given in [26]. However, the approach in [26] is limited to solu-
tions that are non-negative and bounded. Therefore, the author has to assume very strong
regularity properties of the obstacle such as Lipschitz continuity and boundedness of the
time derivative of a certain power of the solution. On the contrary, we are able to treat
signed solutions that may be unbounded and can deal with general obstacle functions in
the natural energy space.
We conclude the introduction with some remarks on the strategy of the proof. As men-
tioned above, the identification of a suitable intrinsic geometry plays a crucial role in the
arguments. Since our goal is the estimate of the spatial gradient D(|u|m−1u), we consider
a parameter θm that is related to the quantity |u|
m
r ,which has the same scaling behaviour
as |D(|u|m−1u)|. Then we work with cylinders of the type
(1.3) Qr,s := Br(xo)× (to − s, to + s) with s
r
1+m
m
= θ1−m.
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Heuristically, the last identity means that s ≈ |u|1−mr2. This form of the cylinders re-
flects the fact that the modulus of ellipticity of the porous medium equation is proportional
to |u|m−1 and at the same time, the cylinders are adapted to the derivation of gradient esti-
mates. The heuristical idea that θm corresponds to the size of |u|
m
r is made precise by the
requirement
(1.4) θ1+m ≤ B−−
¨
Qr,s
|u|1+m
r
1+m
m
dxdt ≤ B2θ1+m,
for a constant B ≥ 1. If Qr,s satisfies this condition, we say that the cylinder is intrinsic.
However, it turns out that this property is too strong to be achieved in every case. A decisive
idea by Gianazza & Schwarzacher [19] is therefore to relax this assumption and to work
with sub-intrinsic cylinders, which means that only the second inequality in (1.4) holds
true. In order to obtain the missing bound of θ from above, we consider two cases: the
singular regime that is characterized by the fact that the solution is small in terms of its
oscillation, more precisely
(1.5) θ2m ≤ B−−
¨
Qr,s
(∣∣D(|u|m−1u)∣∣2 +G) dx,
where G ∈ L1+ε(ΩT ) is a function that depends on the data, and the non-singular regime,
in which the construction of an intrinsic cylinder with (1.4) is possible.
For both cases, we establish a reverse Ho¨lder inequality on the respective cylinders,
which is the prerequisite for any higher integrability result. The usual ingredients for the
proof of the reverse Ho¨lder inequality are an energy estimate and a parabolic Sobolev-
Poincare´ inequality, cf. Section 4. In particular the second one is very involved in the case
of the obstacle problem. In order to control the oscillation in time direction in the absence
of a weak time derivative, one needs to control the difference of mean values over different
time slices. However, for a solution to the obstacle problem, it is difficult to obtain any
information on the set where the solution is close to the obstacle. This problem leads to
additional integrals over the set {|u|m−1u ≤ |ψ|m−1ψ+µm}, where µ > 0 is an arbitrary
parameter (cf. the proof of Lemma 4.2). These additional integrals have to be dealt with
by choosing the parameter µ carefully in order to compensate the inhomogeneity of the
estimates. By distinguishing between the singular and the non-singular case, we thereby
obtain the desired Sobolev-Poincare´ inequality, see Lemma 4.3, and finally the reverse
Ho¨lder inequality in Lemma 5.1.
This inequality is then exploited on a suitable system of sub-intrinsic cylinders that
satisfy either (1.4) or (1.4)2, (1.5). For the details of the construction, which originates
from [19, 8], we refer to Section 6. By covering the super-level sets of the gradient with
these cylinders and applying the reverse Ho¨lder inequality on each of them, we can then
derive the desired higher integrability estimate along the same lines as in the case of the
parabolic p-Laplacian.
Both for the derivation of the Sobolev-Poincare´ inequality and for the construction of
the sub-intrinsic cylinders, we rely on the lower bound
m >
(n− 2)+
n+ 2
=: mc.
This restriction of the exponent is natural and appears also in other regularity results, see
[14, Section 6.21.6] for a discussion of the critical exponent mc. This exponent also oc-
curs naturally as a borderline case in a parabolic Sobolev embedding that is related to our
setting, see (3.3) below.
2. NOTATION AND THE MAIN RESULT
Before stating our main result, we introduce some notations to be used throughout the
paper.
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2.1. Notation. As short-hand notation for the power of a signed value a ∈ R we define
ak := |a|k−1a for k ∈ (0,∞).
We use the following parabolic cylinders:
(2.1) Q(θ)% (zo) := B
(θ)
% (xo)× Λ%(to)
for zo = (xo, to) ∈ Rn × (0, T ), n ∈ N, and for %, θ > 0, where
B(θ)% (xo) := B
%θ
m(m−1)
1+m
(xo) =
{
x ∈ Rn : |x− xo| < %θ
m(m−1)
1+m
}
and
Λ%(to) :=
(
to − %
1+m
m , to + %
1+m
m
)
.
We note that the cylindersQ(θ)% (zo) are of the type (1.3) mentioned in the introduction with
r = %θ
m(m−1)
1+m and s = %
1+m
m . If θ = 1, we simply write
B%(xo) := B
(1)
% (xo) and Q%(zo) := B
(1)
% (xo)× Λ%(to).
Moreover, we define the boundary term
b[um,vm] := m1+m
(|v|1+m − |u|1+m)− u(vm − um)(2.2)
for u, v ∈ R. This has the property
1
c
∣∣u 1+m2 − v 1+m2 ∣∣2 ≤ b[um,vm] ≤ c∣∣u 1+m2 − v 1+m2 ∣∣2(2.3)
for some constant c = c(m) > 0, see [6, Lemma 3.4]. We also define the slicewise mean
〈h〉B(t) of h over a measurable set B ⊂ Ω ⊂ Rn for a.e. t ∈ (0, T ) by
(2.4) 〈h〉B(t) := −
ˆ
B
h(t) dx,
while the mean value (h)D ∈ R of h over a measurable set D ⊂ Ω× (0, T ) in space-time
is given by
(h)D := −−
¨
D
hdxdt,
provided h ∈ L1(0, T ;L1(Ω,R)). We introduce the mollification in time
JwKh(x, t) := 1
h
ˆ t
0
e
s−t
h w(x, s) ds, h > 0(2.5)
for w ∈ L1(0, T ;L1(Ω,R)) and a.e. (x, t) ∈ ΩT .
2.2. Assumptions and statement of the result. On an arbitrary domain Ω ⊂ Rn, where
n ∈ N, we deal with the obstacle problem related to the singular porous medium equation
with an exponent m in the range
(2.6)
(n− 2)+
n+ 2
< m ≤ 1.
Moreover, we consider an obstacle function ψ : ΩT → R with
(2.7) ψm ∈ L2(0, T ;W 1,2(Ω)) and ∂tψm ∈ L
1+m
m (ΩT ),
and inhomogeneities
g ∈ L1+m(ΩT ,R) and F ∈ L2(ΩT ,Rn).(2.8)
Note that (2.7) implies ψ ∈ C0([0, T ];L1+m(Ω)), since m ≥ n−2n+2 . We then define the
class of functions
Kψ :=
{
v ∈ C0([0, T ];L1+m(Ω)) : vm ∈ L2(0, T ;W 1,2(Ω)), v ≥ ψ a.e. in ΩT}
and
K ′ψ :=
{
v ∈ Kψ : ∂tvm ∈ L
1+m
m (ΩT )
}
.
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In addition, we assume that the vector field A = A(x, t, u, ξ) : ΩT × R × Rn → Rn is
measurable in (x, t) ∈ ΩT for every (u, ξ) ∈ R× Rn, continuous in (u, ξ) ∈ R× Rn for
a.e. (x, t) ∈ ΩT , and satisfies the following growth and ellipticity conditions with some
constants 0 < ν ≤ L <∞:
(2.9)
{
|A(x, t, u, ξ)| ≤ L|ξ|,
A(x, t, u, ξ) · ξ ≥ ν|ξ|2,
for a.e. (x, t) ∈ ΩT and for every (u, ξ) ∈ R × Rn. Under the above assumptions, we
consider local weak solutions in the following sense.
Definition 2.1. We say that a function u ∈ Kψ is a local weak solution of the obstacle
problem related to the equation (1.2) if it satisfies the variational inequality
〈〈∂tu, αη(vm − um)〉〉+
¨
ΩT
αA(x, t, u,Dum) ·D(η(vm − um)) dxdt(2.10)
≥
¨
ΩT
α
[
ηg(vm − um) + F ·D(η(vm − um))]dxdt
for every comparison function v ∈ K ′ψ , any cut-off function α ∈ W 1,∞0 ([0, T ],R≥0) in
time, and any cut-off function η ∈W 1,∞0 (Ω,R≥0) in space, where
(2.11) 〈〈∂tu, αη(vm − um)〉〉 :=
¨
ΩT
η
{
α′
(
1
1+m |u|1+m − uvm
)− αu∂tvm} dxdt.
An existence result for solutions in this sense has been established in [9].
We now present our main result.
Theorem 2.2. Let (n−2)+n+2 < m ≤ 1 and let u ∈ Kψ be a local weak solution to the
variational inequality (2.10). Then there exist constants τo = τo(n,m, ν, L) ∈ (0, 1] and
c = c(n,m, ν, L) ≥ 1 such that if
G := |F |2 + |g|1+m + |Dψm|2 + |∂tψm|
1+m
m ∈ L1+
γ
2
loc (ΩT )(2.12)
for some γ > 0, then we have
|Dum| ∈ L2+τ1loc (ΩT ) with τ1 := min{τo, γ, 4m1+m + 4n − 2}.
Moreover, we have the estimate
−−
¨
QR(z)
|Dum|2+τ dxdt
≤ c
[
−−
¨
Q2R(z)
( |u|1+m
R
1+m
m
+G+ 1
)
dxdt
] dτ
2
−−
¨
Q2R(z)
|Dum|2 dxdt
+ c−−
¨
Q2R(z)
(G+ |u|1+m)1+ τ2 dxdt(2.13)
for every τ ∈ (0, τ1] and for every cylinder Q2R(z) ⊂ ΩT with 0 < R ≤ 1, where the
scaling deficit d is given by
d :=
2(1 +m)
2(1 +m)− n(1−m) .(2.14)
Remark 2.3. The appearance of the scaling deficit d in the above estimate is a natural
consequence of the anisotropic scaling behaviour of the porous medium equation. We note
that d = 1 in the case m = 1, which corresponds to the linear case of the heat equation.
Moreover, the scaling deficit tends to infinity if m approaches the critical exponent n−2n+2 .
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3. AUXILIARY MATERIAL
3.1. An iteration lemma. We start with an elementary lemma that follows from [23,
Lemma 6.1] by a change of variables.
Lemma 3.1. Let 0 < ϑ < 1, A,C ≥ 0 and α, β > 0. Then, there exists a constant
c = c(β, ϑ) such that there holds: For any 0 < r < % and any non-negative bounded
function φ : [r, %]→ R≥0 satisfying
φ(t) ≤ ϑφ(s) +A(sα − tα)−β + C for all r ≤ t < s ≤ %.
we have
φ(r) ≤ c[A(%α − rα)−β + C].
3.2. Some elementary estimates. We will frequently use estimates for the differences of
powers, cf. [23, Lemma 8.3].
Lemma 3.2. Let a, b ∈ RN and α > 0. Then we have that
1
c
∣∣aα − bα∣∣ ≤ (|a|+ |b|)α−1|a− b| ≤ c∣∣aα − bα∣∣, for some c = c(α).(3.1)
Moreover, if 0 < α < 1, then ∣∣aα − bα∣∣ ≤ c|a− b|α.(3.2)
For the proof of the following lemma, we refer to [6, Lemma 3.5].
Lemma 3.3. Let p ≥ 1 and α ≥ 1p . Then there exists a universal constant c = c(α, p)
such that if A ⊂ B ⊂ Rk, k ∈ N, are two bounded domains and u ∈ Lαp(B,R), then
there holds for any s ∈ R
−
ˆ
B
∣∣uα − (u)αA∣∣p dx ≤ c |B||A| −
ˆ
B
∣∣uα − sα∣∣p dx.
3.3. Gagliardo-Nirenberg interpolation. We note that for any v ∈ Kψ , the properties
vm ∈ L∞(0, T ;L 1+mm (Ω)) and vm ∈ L2(0, T ;W 1,2(Ω)) imply by Gagliardo-Nirenberg
interpolation that
(3.3) v ∈ L2m+
2(1+m)
n
loc (ΩT ),
cf. [14, Chapter 2, Prop. 4.1]. This represents an improvement compared to the integra-
bility v ∈ L1+m(Ω) if and only if m > (n−2)+n+2 , which underlines the significance of the
critical exponent (n−2)+n+2 .
4. AN ENERGY ESTIMATE AND A SOBOLEV-POINCARE´ INEQUALITY
The first step towards the proof of a reverse Ho¨lder inequality is the following energy
estimate.
Lemma 4.1. Let 0 < m ≤ 1 and u ∈ Kψ be a local weak solution to the vari-
ational inequality (2.10), under assumptions (2.7)-(2.9). Then there exists a constant
c = c(m, ν, L) > 0 such that on any cylinder Q(θ)% (zo) ⊂ ΩT with 0 < % ≤ 1 and
θ > 0, the following energy estimate holds:
sup
t∈Λr
−
ˆ
B
(θ)
r (xo)
∣∣u 1+m2 (·, t)− a 1+m2 ∣∣2
r
m+1
m
dx+−−
¨
Q
(θ)
r (zo)
∣∣Dum∣∣2 dxdt
≤ c−−
¨
Q
(θ)
% (zo)
[∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
+ θ
2m(1−m)
1+m
∣∣um − am∣∣2
(%− r)2
]
dxdt
+ c−−
¨
Q
(θ)
% (zo)
(
G+ |a|1+m) dxdt,(4.1)
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for every r ∈ [%/2, %) and every a ∈ R, where
G := |F |2 + |g|1+m + |Dψm|2 + |∂tψm|
1+m
m .
In particular, we have the estimate
sup
t∈Λ%/2(to)
−
ˆ
B%/2(xo)
|u(·, t)|1+m
%
1+m
m
dx+−−
¨
Q
(θ)
%/2
(zo)
∣∣Dum∣∣2 dxdt
≤ c−−
¨
Q
(θ)
% (zo)
[ |u|1+m
%
1+m
m
+ θ
2m(1−m)
1+m
|u|2m
%2
+G
]
dxdt(4.2)
for some c = c(m, ν, L) > 0.
Proof. For notational convenience, we assume that zo is the origin, and we omit the origin
in our notation by writing B(θ)% := B
(θ)
% (0), Λ% := Λ%(0), and Q
(θ)
% := Q
(θ)
% (0) = B
(θ)
% ×
Λ%. Let r ∈ [%2 , %) and let φ ∈ C10
(
B
(θ)
% , [0, 1]
)
be the standard cut off function with φ ≡ 1
in B(θ)r and |Dφ| ≤ 2θ
m(1−m)
1+m
%−r . We also consider the functions ζ ∈ W 1,∞
(
Λ%, [0, 1]
)
and
ξε ∈W 1,∞
(
Λ%, [0, 1]
)
defined by
ζ(t) :=
 t+%
1+m
m
%
1+m
m −r 1+mm
, for t ∈ (− % 1+mm ,−r 1+mm ),
1, for t ∈ [− r 1+mm , % 1+mm ),
and, for given ε > 0 and t1 ∈ Λr
ξε(t) :=

1, for t ∈ (− % 1+mm , t1],
1− 1ε (t− t1), for t ∈ (t1, t1 + ε),
0, for t ∈ [t1 + ε, % 1+mm ).
Next, for a parameter a ∈ R we choose
vm := max{am,ψm} = am + (ψm − am)+
as comparison function in the variational inequality (2.10). Note that this function is ad-
missible in (2.10) since (2.7) implies v ∈ K ′ψ . Moreover, we use the cut-off functions
α = ζξε and η = φ2 in (2.10). With these choices, the integral involving the time deriva-
tive in (2.10) is given by
〈〈∂tu, (ζξε)φ2(vm − um)〉〉
=
¨
Q
(θ)
%
φ2(ζξε)
′
(
1
1+m |u|1+m − uam
)
dxdt
−
¨
Q
(θ)
%
φ2(ζξε)
′u(ψm − am)+ dxdt−
¨
Q
(θ)
%
φ2ζξεu∂t(ψ
m − am)+ dxdt.(4.3)
At this point, it is convenient to introduce the boundary term b defined in (2.2), which can
be rewritten to
b[um,am] := 11+m |u|1+m − uam + m1+m |a|1+m.
Since ζξε ∈W 1,∞0 (Λ%), we have¨
Q
(θ)
%
φ2(ζξε)
′ m
1+m |a|1+m dxdt = 0
and ¨
Q
(θ)
%
φ2(ζξε)
′a(ψm − am)+ dxdt+
¨
Q
(θ)
%
φ2ζξεa∂t(ψ
m − am)+ dxdt = 0.
8 Y. CHO AND C. SCHEVEN
Using these observations in (4.3), we deduce
〈〈∂tu, (ζξε)φ2(wm − um)〉〉 =
¨
Q
(θ)
%
φ2(ζξε)
′b
[
um,am
]
dxdt
−
¨
Q
(θ)
%
φ2(ζξε)
′(u− a)(ψm − am)+ dxdt
−
¨
Q
(θ)
%
φ2ζξε(u− a)∂t(ψm − am)+ dxdt
=: I1 + I2 + I3.(4.4)
Letting ε ↓ 0 and keeping in mind the definitions of ζ and ξε, we infer that
lim sup
ε↓0
I1 ≤
¨
Q
(θ)
%
b
[
um,am
]
%
1+m
m − r 1+mm
dxdt−
ˆ
B
(θ)
%
φ2b
[
um(·, t1),am
]
dx(4.5)
and
lim sup
ε↓0
|I2| ≤
¨
Q
(θ)
%
|u− a|(ψm − am)+
%
1+m
m − r 1+mm
dxdt(4.6)
+
ˆ
B
(θ)
%
φ2|u(·, t1)− a|(ψm(·, t1)− am)+ dx.
In the last estimate, we use the fact u ≥ ψ a.e. in ΩT and inequality (3.1) twice to deduce
|u− a|(ψm − am)+ ≤ |u− a||um − am|
≤ c((|u|+ |a|)m−12 |u− a|)2
≤ c∣∣u 1+m2 − a 1+m2 ∣∣2.(4.7)
On the other hand, we can apply in turn (3.1), the triangle inequality, and then (3.2) and
(3.1), with the result
|u− a|(ψm − am)+ ≤ c|um − am|
(|um|+ |am|)| 1−mm (ψm − am)+
≤ c|um − am|(|um − am| 1−mm + |am| 1−mm )(ψm − am)+
≤ c|u 1+m2 − a 1+m2 | 21+m (ψ 1+m2 − a 1+m2 )
2m
1+m
+
+ c
∣∣u 1+m2 − a 1+m2 ∣∣(ψ 1+m2 − a 1+m2 )
+
.
Estimating the right-hand side further by Young’s inequality and (2.3), we arrive at
|u− a|(ψm − am)+ ≤ 12b
[
um,am
]
+ c|ψ 1+m2 − a 1+m2 |2.(4.8)
We now estimate the two integrals in (4.6) by (4.7) and (4.8), respectively, which leads to
the bound
lim sup
ε↓0
|I2| ≤ c
¨
Q
(θ)
%
∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
dxdt+ 12
ˆ
B
(θ)
%
φ2b
[
um(·, t1),am
]
dx
+ c
ˆ
B
(θ)
%
(
ψ
1+m
2 (·, t1)− a
1+m
2
)2
+
dx.(4.9)
For the last integral we again apply the obstacle constraint u ≥ ψ a.e., inequality (3.1), and
then Young’s inequality. This yields the estimateˆ
B
(θ)
%
(
ψ
1+m
2 (·, t1)− a
1+m
2
)2
+
dx
≤ −
ˆ
Λ%
ˆ
B
(θ)
%
(
ψ
1+m
2 − a 1+m2 )2
+
dxdt+
ˆ
Λ%
ˆ
B
(θ)
%
∣∣∣∂t(ψ 1+m2 − a 1+m2 )2+∣∣∣dxdt
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≤ −
ˆ
Λ%
ˆ
B
(θ)
%
∣∣u 1+m2 − a 1+m2 ∣∣2 dxdt+ c¨
Q
(θ)
%
(ψ − a)+|∂tψm|dxdt
≤
¨
Q
(θ)
%
∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
dxdt+ c
¨
Q
(θ)
%
(|u− a|1+m+|∂tψm| 1+mm ) dxdt.
(4.10)
In the last step, we also used the fact % ≤ 1. For the estimate of the last integral, we use
inequality (3.1) and Young’s inequality, which gives
|u− a|1+m ≤ c
[
(|u− a|+ |a|) 1−m2 ∣∣u 1+m2 − a 1+m2 ∣∣]1+m
≤ 12 |u− a|1+m + c
∣∣u 1+m2 − a 1+m2 ∣∣2 + c|a|1+m.(4.11)
The first term on the right-hand side can be re-absorbed into the left-hand side. Inserting
the resulting estimate into (4.10), we inferˆ
B
(θ)
%
(
ψ
1+m
2 (·, t1)− a
1+m
2
)2
+
dx
≤ c
¨
Q
(θ)
%
∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
dxdt+ c
¨
Q
(θ)
%
(|∂tψm| 1+mm + |a|1+m) dxdt.
In view of (4.9) and the previous inequality, we finally obtain
lim sup
ε↓0
|I2| ≤ c
¨
Q
(θ)
%
∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
dxdt+ c
¨
Q
(θ)
%
(|∂tψm| 1+mm + |a|1+m) dxdt
+ 12
ˆ
B
(θ)
%
φ2b
[
um(·, t1),am
]
dx.(4.12)
Similarly, using Young’s inequality and (4.11), we infer that
|I3| ≤
¨
Q
(θ)
%
|u− a||∂tψm|dxdt
≤
¨
Q
(θ)
%
(|u− a|1+m+|∂tψm| 1+mm )dxdt
≤ c
¨
Q
(θ)
%
∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
dxdt+ c
¨
Q
(θ)
%
(|∂tψm| 1+mm + |a|1+m)dxdt.(4.13)
Combining (4.5), (4.12), and (4.13) and applying (2.3), we finally arrive at
lim sup
ε↓0
〈〈∂tu, (ζξε)φ2(wm − um)〉〉
(4.14)
≤ c
¨
Q
(θ)
%
∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
dxdt+ c
¨
Q
(θ)
%
(|∂tψm| 1+mm + |a|1+m) dxdt
− 1
2
ˆ
B
(θ)
%
φ2b
[
um(·, t1),am
]
dx.
We next consider the diffusion term in the variational inequality (2.10). For our choice
vm = am + (ψm − am)+, this term is given by¨
Q
(θ)
%
ζξεA(x, t, u,Du
m) ·D(φ2(vm − um)) dxdt(4.15)
=
¨
Q
(θ)
%
ζξεA(x, t, u,Du
m) ·D(φ2(am − um)) dxdt
10 Y. CHO AND C. SCHEVEN
+
¨
Q
(θ)
%
ζξεA(x, t, u,Du
m) ·D(φ2(ψm − am)+) dxdt
=: II1 + II2.
Adopting the growth condition in (2.9) and Young’s inequality, we obtain
II1 =
¨
Q
(θ)
%
ζξεA(x, t, u,Du
m) · (2φ(am − um)Dφ− φ2Dum)dxdt
≤ 2L
¨
Q
(θ)
%
ζξεφ|Dφ|
∣∣um − am∣∣∣∣Dum∣∣ dx dt− ν¨
Q
(θ)
%
ζξεφ
2
∣∣Dum∣∣2 dxdt
≤ c
¨
Q
(θ)
%
θ
2m(1−m)
1+m
∣∣um − am∣∣2
(%− r)2 dx dt−
ν
2
¨
Q
(θ)
%
ζξεφ
2
∣∣Dum∣∣2 dxdt,
and
II2 =
¨
Q
(θ)
%
ζξεA(x, t, u,Du
m) · (2φ(ψm − am)+Dφ+ φ2D(ψm − am)+)dxdt
≤ 2L
¨
Q
(θ)
%
ζξεφ|Dφ|
(
ψm − am)
+
∣∣Dum∣∣dxdt
+ L
¨
Q
(θ)
%
ζξεφ
2
∣∣Dum∣∣∣∣D(ψm − am)+∣∣dxdt
≤ c
¨
Q
(θ)
%
θ
2m(1−m)
1+m
∣∣um − am∣∣2
(%− r)2 dxdt+ c
¨
Q
(θ)
%
∣∣Dψm∣∣2 dxdt
+
ν
4
¨
Q
(θ)
%
ζξεφ
2
∣∣Dum∣∣2 dxdt.
In the last step, we also used the obstacle constraint u ≥ ψ a.e. in ΩT . Plugging the two
preceding estimates into (4.15), we conclude
¨
Q
(θ)
%
ζξεA(x, t, u,Du
m) ·D(φ2(vm − um)) dxdt(4.16)
≤ c
¨
Q
(θ)
%
θ
2m(1−m)
1+m
∣∣um − am∣∣2
(%− r)2 dxdt+ c
¨
Q
(θ)
%
∣∣Dψm∣∣2 dxdt
− ν
4
¨
Q
(θ)
%
ζξεφ
2
∣∣Dum∣∣2 dx dt
for some c = c(m, ν, L) > 0. We now estimate the right-hand side terms in the variational
inequality (2.10). For the divergence term, we use the bounds |vm − um| ≤ |um − am|
and |D(vm − um) ≤ |Dum|+ |Dψm| and Young’s inequality, with the result
−
¨
Q
(θ)
%
ζξεF ·D
(
φ2
(
vm − um)) dxdt
≤
¨
Q
(θ)
%
ζξε|F |
(
2φ|Dφ||vm − um|+ φ2|D(vm − um)|) dxdt
≥ c
¨
Q
(θ)
%
θ
2m(1−m)
1+m
∣∣um − am∣∣2
(%− r)2 dxdt+ c
¨
Q
(θ)
%
|F |2 dxdt
+ c
¨
Q
(θ)
%
|Dψm|2 dxdt+ ν
8
¨
Q
(θ)
%
ζξεφ
2
∣∣Dum∣∣2 dxdt.(4.17)
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Finally, we use the fact |vm − um| ≤ |um − am| and then Young’s inequality, (3.2) and
the assumption % ≤ 1 for the estimate
−
¨
Q
(θ)
%
ζξεφ
2g(vm − um) dxdt
≤
¨
Q
(θ)
%
|g|∣∣um − am∣∣dxdt
≤ c
¨
Q
(θ)
%
∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
dxdt+ c
¨
Q
(θ)
%
|g|1+m dxdt.(4.18)
Now, we use (4.14), (4.16), (4.17), and (4.18) to pass to the limit ε ↓ 0 in the variational
inequality (2.10). In this way, we deduce
1
2
ˆ
B
(θ)
r
b
[
um(·, t1),am
]
dx+
ν
8
ˆ t1
−r 1+mm
ˆ
B
(θ)
r
∣∣Dum∣∣2 dxdt
≤ c
¨
Q
(θ)
%
[∣∣u 1+m2 − a 1+m2 ∣∣2
%
1+m
m − r 1+mm
+ θ
2m(1−m)
1+m
∣∣um − am∣∣2
(%− r)2
]
dxdt
+ c
¨
Q
(θ)
%
(|F |2 + ∣∣Dψm∣∣2 + |∂tψm| 1+mm + |g|1+m + |a|1+m) dxdt,
for any t1 ∈ Λr, where the constant c > 0 depends on m, ν, and L. Finally, we take the
supremum over t1 ∈ Λr on the left-hand side and take means. In view of (2.3) this leads to
the result (4.1). The second assertion (4.2) then follows by letting a = 0 and r = %2 . 
Our next goal is the proof of a so-called gluing lemma, which enables us to compare
mean values of the solution taken on different time slices.
Lemma 4.2. Let Q(θ)% (zo) ⊂ ΩT with 0 < % ≤ 1, θ > 0, and zo ≡ (xo, to). Under the
assumptions of Lemma 4.1, there exist %ˆ ∈ [%2 , %] and c = c(n,m, ν, L) > 0 such that
|〈u〉xo;%ˆ(t1)− 〈u〉xo;%ˆ(t2)|
≤ c% 1m θm(1−m)m+1 −−
¨
Q
(θ)
% (zo)
(|Dum|+ |F |) dxdt+ cµ
+ cµm
[
−−
¨
Q
(θ)
% (zo)
(|u|1+m + % 1−mm θ 2m(1−m)1+m |u|2m) dxdt] 1−m1+m
+ c%
1+m
m
[
−−
¨
Q
(θ)
% (zo)
|u|1+m dxdt
] 1−m
2(1+m)
×
[
−−
¨
Q
(θ)
% (zo)
(|u|1+m + |∂tψm| 1+mm ) dxdt] 12
+
c%
1+m
m
µm
−−
¨
Q
(θ)
% (zo)
Gdxdt+ cµm
[
%
1+m
m −−
¨
Q
(θ)
% (zo)
Gdxdt
] 1−m
1+m
(4.19)
for all t1, t2 ∈ Λ%(to), where µ > 0 is an arbitrary parameter and we used the abbrevia-
tion
(4.20) G := |F |2 + |Dψm|2 + |∂tψm|
1+m
m + |g|1+m.
Proof. For notational convenience, we assume that zo is the origin, and we omit the origin
in our notation by writing B(θ)% := B
(θ)
% (0), Λ% := Λ%(0), and Q
(θ)
% := Q
(θ)
% (0) =
B
(θ)
% × Λ%. Moreover, without loss of generality we suppose that t1, t2 ∈ Λ% are ordered
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in the way that t1 < t2 holds true. For r ∈ [%2 , %], 0 < δ  1, and 0 < ε 1, we define a
cut-off function α ∈W 1,∞0 (Λ%) in time by letting
α(t) :=

0, for −% 1+mm < t ≤ t1 − ε,
t−t1+ε
ε , for t1 − ε < t < t1,
1, for t1 ≤ t ≤ t2,
t2+ε−t
ε , for t2 < t < t2 + ε,
0, for t2 + ε ≤ t < % 1+mm ,
and a radial cut-off function in space η ∈W 1,∞0 (B(θ)% ) by
η(x) :=

1, for 0 ≤ |x| ≤ rθm(m−1)1+m ,
1
δ
(
rθ
m(m−1)
1+m + δ − |x|), for rθm(m−1)1+m < |x| < rθm(m−1)1+m + δ,
0, for rθ
m(m−1)
1+m + δ ≤ |x| < %θm(m−1)1+m .
We next define a comparison function vmh for the variational inequality (2.10) by
vmh := max{JumKh − µm,ψm} = JumKh − µm + (ψm + µm − JumKh)+ ,
for a parameter µ > 0, where we used the time mollification defined in (2.5). With this
choice of the comparison function, the variational inequality implies
0 ≤
¨
ΩT
[
ηα′
(
1
1+m |u|1+m − uvmh
)− ηαu∂tvmh ]dxdt(4.21)
+
¨
ΩT
αA(x, t, u,Dum) ·D(η(vmh − um)) dxdt
−
¨
ΩT
αF (x, t) ·D(η(vmh − um)) dxdt
−
¨
ΩT
αηg(x, t)(vmh − um) dxdt
=: Ih + IIh + IIIh + IVh.
First, we note that the term Ih can be replaced by the modified version
I∗h :=
¨
ΩT
[
ηα′
(
1
1+m |u|1+m − uvmh
)− ηαJumK 1mh ∂tvmh ] dxdt.(4.22)
In fact, using the identity ∂tJumKh = 1h (u− JumKh), we can rewrite the difference of the
two terms as follows.
Ih − I∗h =
¨
ΩT
ηα(JumK 1mh − u)∂tvmh dxdt
=
¨
ΩT∩{JumKh>ψm+µm} ηα(JumK 1mh − u) 1h (um − JumKh) dxdt
+
¨
ΩT∩{JumKh≤ψm+µm} ηα(JumK 1mh − u)∂tψm dxdt
≤
¨
ΩT
ηα
∣∣JumK 1mh − u∣∣|∂tψm|dxdt
→ 0
in the limit h ↓ 0, because ∂tψm ∈ L 1+mm (ΩT ) and JumKh → um in L 1+mm (ΩT ). For the
estimate of the term I∗h, we apply the definition of v
m
h , the chain rule, and an integration
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by parts, with the result
I∗h =
¨
ΩT
ηα′
[
1
1+m |u|1+m − uJumKh + uµm − u(ψm + µm − JumKh)+] dxdt
−
¨
ΩT
ηα m1+m∂t
∣∣JumKh∣∣ 1+mm dxdt
−
¨
ΩT
ηαJumK 1mh ∂t(ψm + µm − JumKh)+ dxdt
= µm
¨
ΩT
ηα′udxdt
+
¨
ΩT
ηα′
(
1
1+m |u|1+m − uJumKh + m1+m ∣∣JumKh∣∣ 1+mm )dxdt
−
¨
ΩT
ηα′u
(
ψm + µm − JumKh)+ dxdt
+
¨
ΩT∩{JumKh≤ψm+µm} ηαJumK 1mh (∂tJumKh − ∂tψm) dxdt
=: I1 + I2,h + I3,h + I4,h.(4.23)
Because JumKh converges to um in L 1+mm (ΩT ) as h ↓ 0, we observe
(4.24) lim
h↓0
I2,h = 0
and
(4.25) lim
h↓0
I3,h = −
¨
ΩT
ηα′u
(
ψm + µm − um)
+
dxdt.
Next, we rewrite the term I4,h as
I4,h =
¨
ΩT∩{JumKh≤ψm+µm} ηα
[JumK 1mh ∂tJumKh − (ψm + µm) 1m ∂tψm] dxdt
+
¨
ΩT∩{JumKh≤ψm+µm} ηα∂tψ
m
[
(ψm + µm)
1
m − JumK 1mh ] dxdt
= −
¨
ΩT∩{JumKh≤ψm+µm} ηα
m
1+m∂t
(∣∣ψm + µm∣∣ 1+mm − ∣∣JumKh∣∣ 1+mm ) dxdt
+
¨
ΩT
ηα∂tψ
m
[
(ψm + µm)
1
m − JumK 1mh ]
+
dxdt
= −
¨
ΩT
ηα m1+m∂t
[∣∣JumKh + (ψm + µm − JumKh)+∣∣ 1+mm − ∣∣JumKh∣∣ 1+mm ] dxdt
+
¨
ΩT
ηα∂tψ
m
[
(ψm + µm)
1
m − JumK 1mh ]
+
dxdt,
where we used the chain rule for the second step. We now perform an integration by parts
and then let h ↓ 0, which yields
lim
h↓0
I4,h =
¨
ΩT∩{um≤ψm+µm}
ηα′ m1+m
(|ψm + µm| 1+mm − |u|1+m)dxdt
+
¨
ΩT
ηα∂tψ
m
(
(ψm + µm)
1
m − u)
+
dxdt.(4.26)
For the last integral, we deduce from u ≥ ψ a.e. that
|ψ|m ≤ |u|m + |ψm − um| ≤ |u|m + µm a.e.(4.27)
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on the set {um ≤ ψm + µm}. By applying this and (3.1) we get(
(ψm + µm)
1
m − (um) 1m )
+
≤ c(|ψ|m + |µ|m + |u|m) 1m−1(ψm + µm − um)+
≤ c(|u|m + µm) 1m−1µm
≤ cµm|u|1−m + cµ,
which implies by Ho¨lder’s inequality and Young’s inequality that¨
ΩT
ηα∂tψ
m
(
(ψm + µm)
1
m − u)
+
dxdt
≤ cµm
¨
ΩT∩{um≤ψm+µm}
ηα|u| 1−m2 |u| 1−m2 ∣∣∂tψm∣∣dxdt
+ cµ
¨
ΩT∩{um≤ψm+µm}
ηα
∣∣∂tψm∣∣dxdt
≤ cµm
[¨
ΩT∩{um≤ψm+µm}
ηα|u|1−m dxdt
] 1
2
×
[¨
ΩT∩{um≤ψm+µm}
ηα|u|1−m|∂tψm|2 dxdt
] 1
2
+ cµ
¨
ΩT∩{um≤ψm+µm}
ηα
∣∣∂tψm∣∣ dxdt
≤ cµm|Q(θ)% |
[
−−
¨
Q
(θ)
%
|u|1+m dxdt
] 1−m
2(1+m)
[
−−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm )dxdt] 12
+ cµ
¨
Q
(θ)
%
αη
∣∣∂tψm∣∣dxdt.
We then insert this into (4.26) to obtain
lim
h↓0
I4,h ≤
¨
ΩT∩{um≤ψm+µm}
ηα′ m1+m
(|ψm + µm| 1+mm − |u|1+m) dxdt(4.28)
+ cµm|Q(θ)% |
[
−−
¨
Q
(θ)
%
|u|1+m dxdt
] 1−m
2(1+m)
×
[
−−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm ) dxdt] 12
+ cµ
¨
Q
(θ)
%
αη
∣∣∂tψm∣∣dxdt.
Collecting (4.22)-(4.25), and (4.28), and keeping in mind the definition of b in (2.3), we
conclude
lim sup
h↓0
Ih ≤ lim
h↓0
I∗h(4.29)
≤ µm
¨
ΩT
ηα′u dxdt+
¨
ΩT∩{um≤ψm+µm}
ηα′b[um,ψm + µm] dxdt
+ cµm|Q(θ)% |
[
−−
¨
Q
(θ)
%
|u|1+m dxdt
] 1−m
2(1+m)
×
[
−−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm )dxdt] 12
HIGHER INTEGRABILITY IN THE OBSTACLE PROBLEM FOR THE FAST DIFFUSION EQUATION 15
+ cµ
¨
Q
(θ)
%
∣∣∂tψm∣∣dxdt.
We next estimate the term IIh. Thanks to the convergence properties of the time mollifica-
tion, we infer
lim
h↓0
IIh =
¨
ΩT
αA(x, t, u,Dum) ·Dη(−µm + (ψm + µm − um)+) dxdt
+
¨
ΩT
αηA(x, t, u,Dum) ·D(ψm + µm − um)+ dxdt
≤ µm
¨
ΩT
α|A(x, t, u,Dum)| |Dη| dxdt
+
¨
ΩT∩{um≤ψm+µm}
αηA(x, t, u,Dum) ·D(ψm − um) dxdt,
where we used the obstacle constraint u ≥ ψ a.e. for the last estimate. Next, we employ
the growth and coercivity assumption (2.9), and then Young’s inequality in order to obtain
lim
h↓0
IIh ≤ µmL
¨
ΩT
α|Dum| |Dη| dxdt(4.30)
+
L2
2ν
¨
ΩT∩{um≤ψm+µm}
αη|Dψm|2 dxdt
− ν
2
¨
ΩT∩{um≤ψm+µm}
αη|Dum|2 dxdt.
The term IIIh is estimated in a similar way as IIh, which yields
lim
h↓0
IIIh = −
¨
ΩT
αF (x, t) ·Dη(−µm + (ψm + µm − um)+) dxdt
−
¨
ΩT
αηF (x, t) ·D(ψm + µm − um)+ dxdt
≤ µm
¨
ΩT
α|F ||Dη|dxdt+ ν + 1
2ν
¨
ΩT∩{um≤ψm+µm}
αη|F |2 dxdt
+
1
2
¨
ΩT∩{um≤ψm+µm}
αη|Dψm|2 dxdt
+
ν
2
¨
ΩT∩{um≤ψm+µm}
αη|Dum|2 dxdt.(4.31)
Next, the last term IVh is estimated by
lim
h↓0
IVh = −
¨
ΩT
αηg(−µm + (ψm + µm − um)+) dxdt(4.32)
≤ µm
¨
ΩT
αη|g|dxdt.
According to (4.29)-(4.32), the variational inequality (4.21) implies that
0 ≤ µm
¨
ΩT
ηα′u dxdt+ cµm
¨
ΩT
α(|Dum|+ |F |)|Dη| dxdt
+
¨
ΩT∩{um≤ψm+µm}
ηα′b[um,ψm + µm] dxdt
+ cµm|Q(θ)% |
[
−−
¨
Q
(θ)
%
|u|1+m dxdt
] 1−m
2(1+m)
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×
[
−−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm ) dxdt] 12
+ c
¨
ΩT
αη
(
µ
∣∣∂tψm∣∣+ |Dψm|2 + |F |2 + µm|g|)dxdt
for some c = c(m, ν, L) > 0. By means of Young’s inequality, the last integrand can be
estimated by
µ
∣∣∂tψm∣∣+ |Dψm|2 + |F |2 + µm|g| ≤ G+ µ1+m,
with the function G defined in (4.20). Recalling the definitions of the cut-off functions α
and η and passing to the limit δ ↓ 0 and ε ↓ 0, we deduce
µm
ˆ
B
(θ)
r ×{t2}
u dxdt+
ˆ
(B
(θ)
r ×{t2})∩{um≤ψm+µm}
b[um,ψm + µm] dx
≤ µm
ˆ
B
(θ)
r ×{t1}
u dxdt+ cµm
ˆ t2
t1
ˆ
∂B
(θ)
r
(|Dum|+ |F |) dHn−1 dt
+
ˆ
(B
(θ)
r ×{t1})∩{um≤ψm+µm}
b[um,ψm + µm] dx
+ cµm|Q(θ)% |
[
−−
¨
Q
(θ)
%
|u|1+m dxdt
] 1−m
2(1+m)
×
[
−−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm )dxdt] 12
+ c
¨
Q
(θ)
%
(
G+ µ1+m
)
dxdt(4.33)
for a.e. r ∈ [%2 , %], where Hn−1 denotes the (n − 1)-dimensional Hausdorff measure.
Observing b[·, ·] ≥ 0, we discard the second term on the left-hand side, and then divide by
µm|B(θ)r | on both sides to deduce
〈u〉r(t2) ≤ 〈u〉r(t1) + c% 1m θ
m(1−m)
1+m −
ˆ
Λ%
−
ˆ
∂B
(θ)
r
(|Dum|+ |F |) dHn−1 dt
+
1
µm
∣∣B(θ)r ∣∣
ˆ
(B
(θ)
r ×{t1})∩{um≤ψm+µm}
b[um,ψm + µm] dx
+ c%
1+m
m
[
−−
¨
Q
(θ)
%
|u|1+m dxdt
] 1−m
2(1+m)
×
[
−−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm ) dxdt] 12
+
c%
1+m
m
µm
−−
¨
Q
(θ)
%
Gdxdt+ cµ(4.34)
with c = c(n,m, ν, L). In the last step, we also used the assumption % ≤ 1. Meanwhile,
from (2.3), (3.1), and (4.27) we infer
b[um,ψm + µm] ≤ c∣∣u 1+m2 − (ψm + µm) 1+m2m ∣∣2
≤ c(|u|m + |ψ|m + µm) 1−mm |um −ψm − µm|2
≤ c(|u|1−m + µ1−m)µ2m
on the set {um ≤ ψm + µm}, which implies in turn
1
µm
∣∣B(θ)r ∣∣
ˆ
(B
(θ)
r ×{t1})∩{um≤ψm+µm}
b[um,ψm + µm] dx
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≤ cµm−
ˆ
B
(θ)
r ×{t1}
|u|1−m dx+ cµ
≤ cµm
(
−
ˆ
B
(θ)
r ×{t1}
|u|1+m dx
) 1−m
1+m
+ cµ.
Using the energy estimate (4.2) from Lemma 4.1, we obtain
1
µm|B(θ)r |
ˆ
(B
(θ)
r ×{t1})∩{um≤ψm+µm}
b[um,ψm + µm] dx
≤ cµm
[
−−
¨
Q
(θ)
%
[|u|1+m + % 1−mm θ 2m(1−m)1+m |u|2m] dxdt] 1−m1+m
+ cµm
[
%
1+m
m −−
¨
Q
(θ)
%
Gdxdt
] 1−m
1+m
+ cµ.
Inserting this into (4.34) we have
〈u〉xo;r(t2)− 〈u〉xo;r(t1)
≤ c% 1m θm(1−m)1+m −
ˆ
Λ%
−
ˆ
∂B
(θ)
r
(|Dum|+ |F |) dHn−1 dt+ cµ
+ cµm
[
−−
¨
Q
(θ)
%
[|u|1+m + % 1−mm θ 2m(1−m)1+m |u|2m] dxdt] 1−m1+m
+ c%
1+m
m
[
−−
¨
Q
(θ)
%
|u|1+m dxdt
] 1−m
2(1+m)
×
[
−−
¨
Q
(θ)
%
|u|1+m + |∂tψm|
1+m
m dxdt
] 1
2
+
c%
1+m
m
µm
−−
¨
Q
(θ)
%
Gdxdt+ cµm
[
%
1+m
m −−
¨
Q
(θ)
%
Gdxdt
] 1−m
1+m
(4.35)
for a.e. r ∈ [%2 , %].
In the same manner we next construct the inequality of the other side, using the com-
parison function
vmh := max{JumKh + 1,ψm}.
We then argue as above, replacing µm by −1. In this case, however, the estimation is
much simpler. This is due to the fact that the set {um ≤ ψm− 1} is empty by the obstacle
constraint, and therefore all terms that arise from integrals over {um ≤ ψm − 1} can be
neglected in this case. In this way, we arrive at the estimate
〈u〉xo;r(t1)− 〈u〉xo;r(t2) ≤ c%
1
m θ
m(1−m)
1+m −
ˆ
Λ%
−
ˆ
∂B
(θ)
r
(|Dum|+ |F |) dHn−1 dt
+ %
1+m
m −−
¨
Q
(θ)
%
|g|dxdt(4.36)
for a.e. r ∈ [%2 , %].
Meanwhile, the mean value theorem for integrals implies
−
ˆ
Λ
−
ˆ
∂B
(θ)
%ˆ
|Dum|+ |F | dHn−1 dt ≤ −−
¨
Q
(θ)
%
|Dum|+ |F |dxdt(4.37)
for some %ˆ ∈ [%2 , %]. We then apply (4.35) and (4.36) with r = %ˆ and combine both
inequalities to obtain the desired estimate. 
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The next step is the proof of a Sobolev-Poincare´ inequality on sub-intrinsic cylinders.
This can be established in two cases, which can be interpreted as the singular and the non-
singular case. The first one is characterized by the fact that the mean value of u is bounded
in terms of the oscillation of u in the sense of (4.40) below. It turns out that in the other
case, it is possible to construct cylinders that are even intrinsic in the sense that (4.38) and
(4.39) are both valid at the same time. Therefore, the following result will be applicable
on any suitably constructed cylinder.
Lemma 4.3. Let (n−2)+n+2 < m ≤ 1 and u ∈ Kψ be a local weak solution to the variational
inequality (2.10) under assumptions (2.7), (2.8), and (2.9). For 0 < % ≤ 1, θ > 0,
and zo = (xo, to), we consider parabolic cylinders Q
(θ)
% (zo) ⊂ ΩT which satisfy a sub-
intrinsic coupling in the sense that
−−
¨
Q
(θ)
% (zo)
|u|1+m
%
1+m
m
dxdt ≤ Bθ2m(4.38)
for some constant B ≥ 1. Furthermore, we assume that either
θ2m ≤ B−−
¨
Q
(θ)
% (zo)
|u|1+m
%
1+m
m
dxdt(4.39)
or
θ2m ≤ B−−
¨
Q
(θ)
% (zo)
[|Dum|2 +G+ |u|1+m]dxdt(4.40)
hold true, where we used the abbreviation
G := |F |2 + |g|1+m + |Dψm|2 + |∂tψm|
1+m
m .
Then, for any ε ∈ (0, 1) we have the estimate
−−
¨
Q
(θ)
% (zo)
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
≤ ε
[
sup
t∈Λ%(to)
−
ˆ
B
(θ)
% (xo)
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dx+−−
¨
Q
(θ)
% (zo)
|Dum|2 dxdt
]
+
c
ε
2
n
[
−−
¨
Q
(θ)
% (zo)
|Dum|2qo dxdt
] 1
qo
+
c
ε
2
n
−−
¨
Q
(θ)
% (zo)
(
G+ |u|1+m) dxdt,(4.41)
with a constant c = c(n,m, ν, L,B) > 0 and the exponent
qo := max
{
1
2
,
n(1 +m)
2(nm+ 1 +m)
}
< 1.
Proof. Again, we omit the reference to the center point zo = (xo, to) throughout the proof.
For the proof we follow the line of argument from [8, Lemma 5.1]. Let us start the proof
by introducing the radius %ˆ ∈ [%2 , %] that appeared in Lemma 4.2. Then we use Lemma 3.3
to estimate
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt ≤ c−−
¨
Q
(θ)
%
∣∣u 1+m2 − [(u)(θ)%ˆ ] 1+m2 ∣∣2
%
1+m
m
dxdt
≤ c(I + II),(4.42)
where
I := −−
¨
Q
(θ)
%
∣∣u 1+m2 − [〈u〉(θ)%ˆ (t)] 1+m2 ∣∣2
%
1+m
m
dxdt
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and
II := −
ˆ
Λ%
∣∣[〈u〉(θ)%ˆ (t)] 1+m2 − [(u)(θ)%ˆ ] 1+m2 ∣∣2
%
1+m
m
dt.
To estimate I, we first use Young’s inequality and Lemma 3.3, with the result
I ≤ sup
t∈Λ%
[
−
ˆ
B
(θ)
%
∣∣u 1+m2 − [〈u〉(θ)%ˆ (t)] 1+m2 ∣∣2
%
1+m
m
dx
] 2
n+2
×−
ˆ
Λ%
[
−
ˆ
B
(θ)
%
∣∣u 1+m2 − [〈u〉(θ)%ˆ (t)] 1+m2 ∣∣2
%
1+m
m
dx
] n
n+2
dt
≤ ε1 sup
t∈Λ%
−
ˆ
B
(θ)
%
∣∣u 1+m2 − (u 1+mm )(θ)
%
∣∣2
%
1+m
m
dx+
c
ε
2
n
1 %
1+m
m
I1
n+2
n(4.43)
for any ε1 ∈ (0, 1), where
(4.44) I1 := −
ˆ
Λ%
[
−
ˆ
B
(θ)
%
∣∣u 1+m2 − [〈um〉(θ)% (t)] 1+m2m ∣∣2 dx] nn+2 dt.
For the estimate of I1 in the case of m < 1, we deduce from (3.1) with α = 1+m2m that∣∣u 1+m2 − [〈um〉(θ)% (t)] 1+m2m ∣∣ ≤ c(∣∣um∣∣+ ∣∣〈um〉(θ)% (t)∣∣) 1−m2m ∣∣um − 〈um〉(θ)% (t)∣∣,
holds true, which implies
I1 ≤ c−
ˆ
Λ%
[
−
ˆ
B
(θ)
%
(∣∣um∣∣+ ∣∣〈um〉(θ)% (t)∣∣) 1−mm ∣∣um − 〈um〉(θ)% (t)∣∣2 dx] nn+2 dt
≤ c−
ˆ
Λ%
[
−
ˆ
B
(θ)
%
|u|1+m dx
] n(1−m)
(n+2)(1+m)
[
−
ˆ
B
(θ)
%
∣∣um − 〈um〉(θ)% (t)∣∣ 1+mm dx] 2nm(n+2)(1+m) dt
≤ c
[
−−
¨
Q
(θ)
%
|u|1+m dxdt
] n(1−m)
(n+2)(1+m)
×
[
−
ˆ
Λ%
[
−
ˆ
B
(θ)
%
∣∣um − 〈um〉(θ)% (t)∣∣ 1+mm dx] nmnm+1+m dt
] 2(nm+1+m)
(n+2)(1+m)
.
Here, we used Ho¨lder’s inequality in space with exponents 1+m1−m and
1+m
2m and then in time
with exponents (n+2)(1+m)n(1−m) and
(n+2)(1+m)
2(nm+1+m) . Using (4.38) and Sobolev’s inequality on the
time slices, this leads to
I1 ≤ c
(
θ2m%
1+m
m
) n(1−m)
(n+2)(1+m)
(
θ
m(m−1)
1+m %
) 2n
n+2
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] n
qo(n+2)
= c
[
%
1+m
m
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
] n
n+2
(4.45)
for some c = c(n,m,B) > 0, where
qo := max
{
1
2
,
n(1 +m)
2(nm+ 1 +m)
}
.
In the case m = 1, the same inequality follows more directly by applying Sobolev’s in-
equality slicewise to the integral in (4.44). Now we insert the last inequality into (4.43), in
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order to get
I ≤ ε1 sup
t∈Λ%
−
ˆ
B
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dx+
c
ε
2
n
1
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
.(4.46)
For the estimate of II, we first consider the case that the super-intrinsic coupling (4.39) is
satisfied and that m < 1. In this case, condition (4.39) implies
θ2m ≤ 2B−−
¨
Q
(θ)
%
∣∣u 1+m2 − [(u)(θ)%ˆ ] 1+m2 ∣∣2
%
1+m
m
dxdt+
2B
∣∣(u)(θ)%ˆ ∣∣1+m
%
1+m
m
.(4.47)
Using (4.47) and (3.2), we infer
II ≤ cθ
2m(1−m)
1+m
θ
2m(1−m)
1+m
−
ˆ
Λ%
∣∣[〈u〉(θ)%ˆ (t)] 1+m2 − [(u)(θ)%ˆ ] 1+m2 ∣∣2
%
1+m
m
dt ≤ c(II1 + II2),(4.48)
where
II1 :=
1(
θ2m
) (1−m)2
2(1+m)
−−¨
Q
(θ)
%
∣∣u 1+m2 − [(u)(θ)%ˆ ] 1+m2 ∣∣2
%
1+m
m
dxdt

1−m
1+m
×−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− (u)(θ)%ˆ ∣∣1+m
%
1+m
m θm(1−m)
dt
and
II2 := −
ˆ
Λ%
∣∣(u)(θ)%ˆ ∣∣1−m∣∣[〈u〉(θ)%ˆ (t)] 1+m2 − [(u)(θ)%ˆ ] 1+m2 ∣∣2
%
2
m θ
2m(1−m)
1+m
dt.
Noting that 1−m1+m − (1−m)
2
2(1+m) =
1−m
2 , we use the sub-intrinsic coupling (4.38) and Ho¨lder’s
inequality to estimate II1 as follows.
II1 ≤
[
−−
¨
Q
(θ)
%
∣∣u 1+m2 − [(u)(θ)%ˆ ] 1+m2 ∣∣2
%
1+m
m
dxdt
] 1−m
2
[
−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− (u)(θ)%ˆ ∣∣2
%
2
m θ
2m(1−m)
1+m
dt
] 1+m
2
.
According to Young’s inequality and Lemma 3.3, this implies for any εo > 0 that
II1 ≤ εo−−
¨
Q
(θ)
%
∣∣u 1+m2 − [(u)(θ)%ˆ ] 1+m2 ∣∣2
%
1+m
m
dxdt+
c
ε
1−m
1+m
o
−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− (u)(θ)%ˆ ∣∣2
%
2
m θ
2m(1−m)
1+m
dt
≤ cεo−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
+
c
ε
1−m
1+m
o
−
ˆ
Λ%
−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− 〈u〉(θ)%ˆ (τ)∣∣2
%
2
m θ
2m(1−m)
1+m
dtdτ.(4.49)
For the estimate of II2 we apply Lemma 3.2, which yields
II2 ≤ c−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− (u)(θ)%ˆ ∣∣2
%
2
m θ
2m(1−m)
1+m
dt
≤ c−
ˆ
Λ%
−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− 〈u〉(θ)%ˆ (τ)∣∣2
%
2
m θ
2m(1−m)
1+m
dtdτ.(4.50)
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Combining (4.48)-(4.50) and selecting εo = εo(n,m, ν, L,B) > 0 so small that cεo ≤ 12 ,
we infer
II ≤ 1
2
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
+ c−
ˆ
Λ%
−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− 〈u〉(θ)%ˆ (τ)∣∣2
%
2
m θ
2m(1−m)
1+m
dtdτ.(4.51)
In order to estimate the last integrand, we first apply Lemma 4.2 and make use of the
sub-intrinsic coupling (4.38) to estimate the right-hand side further. This leads us to the
estimate∣∣〈u〉(θ)%ˆ (t)− 〈u〉(θ)%ˆ (τ)∣∣2
%
2
m θ
2m(1−m)
1+m
≤ c
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
+ c−−
¨
Q
(θ)
%
|F |2 dxdt
+
cµ2
%
2
m θ
2m(1−m)
1+m
+
cµ2mθ
2m(1−m)
1+m
%2
+ c%
1+m
m −−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm ) dxdt
+
c%2
µ2mθ
2m(1−m)
1+m
[
−−
¨
Q
(θ)
%
Gdx dt
]2
+
cµ2m
%2θ
2m(1−m)
1+m
[
−−
¨
Q
(θ)
%
Gdxdt
] 2−2m
1+m
for any t, τ ∈ Λ%, with a constant c = c(n,m, ν, L,B). We use this estimate in (4.51),
with the result
II ≤ 1
2
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
+ c
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
+ c−−
¨
Q
(θ)
%
|F |2 dxdt
+
cµ2
%
2
m θ
2m(1−m)
1+m
+
cµ2mθ
2m(1−m)
1+m
%2
+ c%
1+m
m −−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm )dxdt
+
c%2
µ2mθ
2m(1−m)
1+m
[
−−
¨
Q
(θ)
%
Gdxdt
]2
+
cµ2m
%2θ
2m(1−m)
1+m
[
−−
¨
Q
(θ)
%
Gdxdt
] 2−2m
1+m
.(4.52)
With the choice
µ2m :=
%2
θ
2m(1−m)
1+m
−−
¨
Q
(θ)
%
(
G+ δ
)
dxdt > 0
for some δ > 0, the previous inequality yields the bound
II ≤ 1
2
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
+ c
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
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+
c
θ2(1−m)
[
−−
¨
Q
(θ)
%
(
G+ δ
)
dxdt
] 1
m
+ c−−
¨
Q
(θ)
%
(
G+ δ) dxdt
+ c%
1+m
m −−
¨
Q
(θ)
%
|u|1+m + |∂tψm|
1+m
m dxdt
+
c
θ
4m(1−m)
1+m
[
−−
¨
Q
(θ)
%
(
G+ δ
)
dxdt
] 3−m
1+m
.(4.53)
We now plug (4.46) and (4.53) into (4.42), and then let δ ↓ 0 to deduce
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
≤ 1
2
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
+ ε1 sup
to∈Λ%
−
ˆ
B
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dx
+
c
ε
2
n
1
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
+
c
θ2(1−m)
[
−−
¨
Q
(θ)
%
Gdxdt
] 1
m
+ c−−
¨
Q
(θ)
%
Gdxdt
+ c%
1+m
m −−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm ) dxdt
+
c
θ
4m(1−m)
1+m
[
−−
¨
Q
(θ)
%
Gdxdt
] 3−m
1+m
.(4.54)
We then re-absorb the first term on the right-hand side into the left-hand side. Next, we
observe that the sub-intrinsic coupling (4.38) implies
E := −−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt ≤ cθ2m.
We multiply inequality (4.54) by E
1−m
m and apply Young’s inequality. In this way, we
obtain for any εo ∈ (0, 1)[
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
] 1
m
≤ cε1
ε
1−m
m
o
[
sup
t∈Λ%
−
ˆ
B
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dx
] 1
m
+ 5εo
[
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
] 1
m
+
c
ε
2
n
1 ε
1−m
m
o
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qom
+
c
ε
1−m
m
o
[
−−
¨
Q
(θ)
%
(|u|1+m +G)dxdt] 1m .(4.55)
HIGHER INTEGRABILITY IN THE OBSTACLE PROBLEM FOR THE FAST DIFFUSION EQUATION 23
Here, we also used the fact % ≤ 1. Choosing εo = 110 , we can re-absorb the second term
on the right-hand side into the left-hand side. In this way, we obtain
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
≤ cεm1 sup
to∈Λ%
−
ˆ
B
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dx
+
c
ε
2m
n
1
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
+ c−−
¨
Q
(θ)
%
(|u|1+m +G) dxdt,(4.56)
which implies the desired estimate if we choose ε1 such that cεm1 = ε.
It remains to consider the case that either m = 1 or (4.40) is satisfied. In this situation
we use in turn (3.2), Lemma 4.2, and the sub-intrinsic coupling (4.38) for the estimate of
II from (4.42), with the result
II ≤ c−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− (u)(θ)%ˆ ∣∣1+m
%
1+m
m
dt
≤ c−
ˆ
Λ%
−
ˆ
Λ%
∣∣〈u〉(θ)%ˆ (t)− 〈u〉(θ)%ˆ (τ)∣∣1+m
%
1+m
m
dtdτ
≤ cθm(1−m)
[
−−
¨
Q
(θ)
%
(|Dum|+ |F |) dxdt]1+m
+
cµ1+m
%
1+m
m
+
cµm(1+m)θ2m(1−m)
%1+m
+ cθm(1−m)
[
%
1+m
m −−
¨
Q
(θ)
%
(|u|1+m + |∂tψm| 1+mm ) dxdt] 1+m2
+
cµm(1+m)
%1+m
[
−−
¨
Q
(θ)
%
Gdxdt
]1−m
+
c%1+m
µm(1+m)
[
−−
¨
Q
(θ)
%
Gdxdt
]1+m
.(4.57)
Next, we use Young’s and Ho¨lder’s inequalities to estimate the right-hand side further and
obtain
II ≤ cεo(1−m)θ2m + c
ε
1−m
1+m
o
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
+
cµ1+m
ε
1−m
m
o %
1+m
m
+
c
ε
1−m
1+m
o
−−
¨
Q
(θ)
%
(
G+ |u|1+m)dxdt+ c%1+m
µm(1+m)
[
−−
¨
Q
(θ)
%
Gdxdt
]1+m
(4.58)
for any εo ∈ (0, 1), in both of the cases m < 1 and m = 1. Here, we used the fact % ≤ 1
to simplify the right-hand side. We point out that the parameter θ does only appear in the
case m < 1. This is the reason why we only need to assume the upper bound (4.40) for
θ2m in the latter case. Using (4.40) in the case m < 1, we deduce from (4.58) that
II ≤ cεo−−
¨
Q
(θ)
%
|Dum|2 dxdt+ c
ε
1−m
1+m
o
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
+
cµ1+m
ε
1−m
m
o %
1+m
m
+
c
ε
1−m
1+m
o
−−
¨
Q
(θ)
%
(
G+ |u|1+m)dxdt+ c%1+m
µm(1+m)
[
−−
¨
Q
(θ)
%
Gdxdt
]1+m
(4.59)
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for any εo ∈ (0, 1). This estimate also holds in the case m = 1, even if (4.40) is not valid.
In the preceding estimate, we choose the parameter
µ1+m := ε
1−m
m(1+m)
o %
1+m
m −−
¨
Q
(θ)
%
(
G+ δ
)
dxdt > 0
for any δ > 0, and then let δ ↓ 0. In this way, we deduce
II ≤ cεo−−
¨
Q
(θ)
%
|Dum|2 dxdt+ c
ε
1−m
1+m
o
[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
+
c
ε
1−m
1+m
o
−−
¨
Q
(θ)
%
(
G+ |u|1+m)dxdt.
We finally combine this with the estimate (4.46) for the term I. In view of (4.42), we arrive
at the bound
−−
¨
Q
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dxdt
≤ cε1 sup
t∈Λ%
−
ˆ
B
(θ)
%
∣∣u 1+m2 − (u 1+m2 )(θ)
%
∣∣2
%
1+m
m
dx+ cεo−−
¨
Q
(θ)
%
|Dum|2 dxdt
+ c
(
1
ε
2
n
o
+
1
ε
2
n
1
)[
−−
¨
Q
(θ)
%
|Dum|2qo dxdt
] 1
qo
+
c
ε
2
n
o
−−
¨
Q
(θ)
%
(
G+ |u|1+m)dxdt
for some c = c(n,m,L, ν,B) > 0 and any εo, ε1 ∈ (0, 1). Here we used the fact 1−m1+m <
2
n , which is a consequence of our assumption m >
(n−2)+
n+2 . Selecting εo = ε1 =
ε
c , we
also obtain the asserted estimate (4.41) when eitherm = 1 or (4.40) is satisfied. Therefore,
the proof is complete. 
5. A REVERSE HO¨LDER INEQUALITY
In this section, we are going to derive a reverse Ho¨lder inequality on proper cylinders.
More precisely, for 0 < % ≤ 1 and θ > 0, we consider cylinders Q(θ)% (zo) that satisfy
Q
(θ)
2% (zo) ⊂ ΩT and a sub-intrinsic coupling of the type
−−
¨
Q
(θ)
2% (zo)
|u|1+m
(2%)
1+m
m
dxdt ≤ Bθ2m(5.1)
for some constant B ≥ 1. In addition, we suppose that either
θ2m ≤ B−−
¨
Q
(θ)
% (zo)
|u|1+m
%
1+m
m
dxdt(5.2)
or
θ2m ≤ B−−
¨
Q
(θ)
% (zo)
[|Dum|2 +G+ |u|1+m]dxdt(5.3)
holds true, where
G = |F |2 + |g|1+m + |Dψm|2 + |∂tψm|
1+m
m .
In this situation, we have the following reverse Ho¨lder inequality.
Lemma 5.1. Let (n−2)+n+2 < m ≤ 1 and let u ∈ Kψ be a local weak solution to the varia-
tional inequality (2.10), under assumptions (2.7), (2.8), and (2.9). Suppose that Q(θ)% (zo)
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is a cylinder with 0 < % ≤ 1, θ > 0, and Q(θ)2% (zo) ⊂ ΩT , for which (5.1) and either (5.2)
or (5.3) are satisfied, for some B ≥ 1. Then we have the reverse Ho¨lder inequality
−−
¨
Q
(θ)
% (zo)
|Dum|2 dxdt ≤ c
[
−−
¨
Q
(θ)
2% (zo)
|Dum|2qo dxdt
] 1
qo
+ c−−
¨
Q
(θ)
2% (zo)
(
G+ |u|1+m)dxdt,
where qo is as in Lemma 4.3. Here, the dependencies of the constant are given by c =
c(n,m, ν, L,B).
Proof. We omit the center point zo throughout the proof. Let us consider radii r, swith % ≤
r < s ≤ 2%. Then, assumptions (5.1)-(5.3) imply that the cylinder Q(θ)s satisfies (4.38)-
(4.40) with 2n+2+
2
mB instead of B. Moreover, Lemma 4.1 with a
1+m
2 = (u
1+m
2 )
(θ)
r
yields the bound
sup
t∈Λr
−
ˆ
B
(θ)
r
∣∣u 1+m2 (·, t)− (u 1+m2 )(θ)r ∣∣2
r
1+m
m
dx+−−
¨
Q
(θ)
r
|Dum|2 dxdt
≤ c−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)r ∣∣2
s
1+m
m − r 1+mm
dxdt
+ cθ
2m(1−m)
1+m −−
¨
Q
(θ)
s
∣∣um − [(u 1+m2 )(θ)r ] 2m1+m ∣∣2
(s− r)2 dxdt
+ c−−
¨
Q
(θ)
s
(
G+ |u|1+m) dxdt.(5.4)
For the first two terms on the right-hand side, we introduce the abbreviations
I := −−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)r ∣∣2
s
1+m
m − r 1+mm
dxdt,
II := θ
2m(1−m)
1+m −−
¨
Q
(θ)
s
∣∣um − [(u 1+m2 )(θ)r ] 2m1+m ∣∣2
(s− r)2 dxdt,
and let
Mr,s :=
s
s− r .
By Lemma 3.3 and (3.2), the term I is bounded by
I ≤ cM
1+m
m
r,s −−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dxdt.(5.5)
We now consider the term II. First, when (5.3) is satisfied, we use (3.2), Ho¨lder’s inequal-
ity, and Lemma 3.3, with the result
II ≤ cM2r,sθ
2m(1−m)
1+m
[
−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dxdt
] 2m
1+m
.(5.6)
Next, in the case m < 1 we apply Young’s inequality with exponents 1+m1−m and
1+m
2m , and
then (5.3) to obtain
II ≤ ε(1−m)
B
M2r,sθ
2m +
cBM2r,s
ε
1−m
2m
−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dxdt(5.7)
≤ εM2r,s−−
¨
Q
(θ)
s
(|Dum|2 + |u|1+m +G) dxdt
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+
cM2r,s
ε
1−m
2m
−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dxdt(5.8)
for any 0 < ε < 1. Note that in the case m = 1, the same estimate immediately follows
from (5.6) without the application of Young’s inequality and (5.3). Next, when (5.2) is
satisfied, we deduce
θ2m ≤ 2n+2+ 2mB−−
¨
Q
(θ)
s
|u|1+m
s
1+m
m
dxdt
≤ c−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)r ∣∣2
s
1+m
m
dxdt+
c
∣∣(u 1+m2 )(θ)r ∣∣2
s
1+m
m
.
This implies that
II ≤ cM2r,s(J1 + J2),(5.9)
where
J1 :=
[
−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)r ∣∣2
s
1+m
m
dxdt
] 1−m
1+m
−−
¨
Q
(θ)
s
∣∣um − [(u 1+m2 )(θ)r ] 2m1+m ∣∣2
s2
dxdt
and
J2 :=
[∣∣(u 1+m2 )(θ)r ∣∣2
s
1+m
m
] 1−m
1+m
−−
¨
Q
(θ)
s
∣∣um − [(u 1+m2 )(θ)r ] 2m1+m ∣∣2
s2
dxdt.
We then use (3.2), Ho¨lder’s inequality, and Lemma 3.3 for the estimate of J1, while to the
term J2 we apply (3.1) and Lemma 3.3. In this way we find
J1 + J2 ≤ c−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dxdt,(5.10)
and hence
II ≤ cM2r,s−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dxdt.(5.11)
In view of (5.7) and (5.11), we obtain in any case
II ≤ εM2r,s−−
¨
Q
(θ)
s
(|Dum|2 + |u|1+m +G)dxdt
+
cM2r,s
ε
1−m
2m
−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dxdt,(5.12)
provided either (5.2) or (5.3). Inserting (5.5) and (5.12) into (5.4), we therefore have
sup
t∈Λr
−
ˆ
B
(θ)
r
∣∣u 1+m2 (·, t)− (u 1+m2 )(θ)r ∣∣2
r
1+m
m
dx+−−
¨
Q
(θ)
r
|Dum|2 dxdt
≤ εM2r,s−−
¨
Q
(θ)
s
|Dum|2 dxdt+ cM
1+m
m
r,s
ε
1−m
2m
−−
¨
Q
(θ)
s
∣∣u 1+m2 − (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dxdt
+ cM2r,s−−
¨
Q
(θ)
s
(
G+ |u|1+m)dxdt.
Now, we employ Lemma 4.3 with ε replaced by ε
1+m
2m for the second integral on the right-
hand side. This leads to
sup
t∈Λr
−
ˆ
B
(θ)
r
∣∣u 1+m2 (·, t)− (u 1+m2 )(θ)r ∣∣2
r
1+m
m
dx+−−
¨
Q
(θ)
r
|Dum|2 dxdt
≤ εcM
1+m
m
r,s
[
sup
t∈Λs
−
ˆ
B
(θ)
s
∣∣u 1+m2 (·, t)− (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dx+−−
¨
Q
(θ)
s
|Dum|2 dxdt
]
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+
cM
1+m
m
r,s
ε
2+2m+n(1−m)
2mn
{[
−−
¨
Q
(θ)
s
|Dum|2qo dxdt
] 1
qo
+−−
¨
Q
(θ)
s
(
G+ |u|1+m) dxdt}.
Choosing 1ε = 2cM
1+m
m
r,s , we arrive at
sup
t∈Λr
−
ˆ
B
(θ)
r
∣∣u 1+m2 (·, t)− (u 1+m2 )(θ)r ∣∣2
r
1+m
m
dx+−−
¨
Q
(θ)
r
|Dum|2 dxdt
≤ 1
2
[
sup
t∈Λs
−
ˆ
B
(θ)
s
∣∣u 1+m2 (·, t)− (u 1+m2 )(θ)s ∣∣2
s
1+m
m
dx+−−
¨
Q
(θ)
s
|Dum|2 dxdt
]
+ c
(
%
s− r
) (n+2)(1+m)2
2nm2
{[
−−
¨
Q
(θ)
2%
|Dum|2qo dxdt
] 1
qo
+−−
¨
Q
(θ)
2%
(
G+ |u|1+m)dxdt},
and this estimate holds for any r, swith % ≤ r < s ≤ 2%. Therefore, we can use Lemma 3.1
to absorb the first term on the right-hand side. This completes the proof . 
We next provide an auxiliary estimate in the case of an intrinsic cylinder with the prop-
erties (5.1) and (5.2) with B = 1.
Lemma 5.2. Let (n−2)+n+2 < m ≤ 1 and u ∈ Kψ be a local weak solution to the variational
inequality (2.10), where assumptions (2.7), (2.8), and (2.9) are in force. Suppose that
Q
(θ)
% (zo) is a cylinder with 0 < % ≤ 1, θ > 0, and Q(θ)2% (zo) ⊂ ΩT , which fulfills (5.1) and
(5.2) with B = 1. Then we have
θm ≤ 1√
2
[
−−
¨
Q
(θ)
%/2
(zo)
|u|1+m
(%/2)
1+m
m
dxdt
] 1
2
+ c
[
−−
¨
Q
(θ)
2% (zo)
(|Dum|2 +G+ |u|1+m) dxdt] 12
for some c = c(n,m, ν, L) > 0.
Proof. The asserted estimate follows from the energy estimate in Lemma 4.1 and the
Sobolev-Poincare´ estimate established in Lemma 4.3 by the exact same arguments as in
[8, Lemma 6.2]. We just need to replace |F |2 by G+ |u|1+m and to apply Lemma 4.1 and
Lemma 4.3 instead of [8, Lemma 4.1] and [8, Lemma 5.1]. 
6. PROOF OF THE HIGHER INTEGRABILITY
In this section we prove Theorem 2.2 by establishing higher integrability of the spatial
gradient for solutions of our obstacle problems. In order to specify the setting, we fix a
cylinderQ8R(xo, to) ≡ B8R(xo)×
(
to−(8R) 1+mm , to+(8R) 1+mm
) ⊂ ΩT with 0 < R ≤ 1.
In the following, we omit the center in the notation and write Q% := Q%(xo, to) for short,
with % ∈ (0, 8R]. Next, we define
λo :=
[
−−
¨
Q4R
( |u|1+m
(4R)
1+m
m
+
∣∣Dum∣∣2 +G+ 1)dxdt] d2m ,(6.1)
where G and d are as in (2.12) and (2.14), respectively. Recalling definition (2.1) of the
cylinders Q(θ)% (z), we notice that Q
(θ)
% (z) ⊂ Q4R for all z ∈ Q2R, % ∈ (0, R], and θ ≥ 1.
Now we introduce a system of sub-intrinsic cylinders that reflect the anisotropic scaling
behaviour of the singular porous medium equation and are suitable for the derivation of
gradient estimates. The idea of the construction goes back to [32, 19, 20]. Here, we follow
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the presentation from [8] to briefly recall the definition of the cylinders and their properties.
For a point zo ∈ Q2R and a radius % ∈ (0, R] we define
(6.2) θ˜zo;% := inf
{
θ ∈ [λo,∞) : −−
¨
Q
(θ)
% (zo)
|u|1+m
%
1+m
m
dx dt ≤ θ2m
}
.
We point out that for this definition, the restriction m > (n−2)+n+2 is crucial to ensure that
the infimum is not taken over the empty set. This becomes evident after re-writing the
condition in the above infimum to
1
|Q%|
¨
Q
(θ)
% (zo)
|u|1+m
%
1+m
m
dx dt ≤ θ 2md ,
with the scaling deficit d defined in (2.14). For exponents m > (n−2)+n+2 , this scaling deficit
satisfies d > 0. This implies that the right-hand side blows up when θ → ∞, while the
left-hand side tends to zero. Therefore, the parameters θ˜zo;% are well-defined for our range
of exponents. Next, since the mapping (0, R] 3 % → θ˜% might not be decreasing, we
replace it by a decreasing variant defined via
θzo;% := max
r∈[%,R]
θ˜zo;r for % ∈ (0, R].
Moreover, we define associated radii by
(6.3) %˜ :=
{
R, if θ% = λo,
min
{
s ∈ [%,R] : θs = θ˜s
}
, if θ% > λo.
For the derivation of the gradient estimate we work with the cylinders Q(θzo;%)% (zo). Due
to the monotonic dependence of the functions θzo;% on %, these cylinders are nested in the
sense that
Q
(θzo;%)
% (zo) ⊂ Q(θzo;r)r (zo) whenever 0 < % < r ≤ R.
A detailed analysis of the properties of these cylinders and the functions θzo;% can be found
in [8, Section 7.1]. Here, we only state the properties that are necessary for our purposes
and refer the reader to [8, Section 7.1] for the proofs.
The mapping % 7→ θzo;% ∈ [λo,∞) is continuous and monotonically decreasing and the
corresponding cylinders Q(θzo;%)s (zo) are sub-intrinsic for all s ∈ [%,R] in the sense
−−
¨
Q
(θzo;%)
s (zo)
|u|1+m
s
1+m
m
dxdt ≤ θ2mzo;% for all s ∈ [%,R].(6.4)
For the radius %˜ ∈ [%,R] defined in (6.3) it holds
θzo;s = θzo;% for all s ∈ [%, %˜].(6.5)
Moreover, we have either that
−−
¨
Q
(θzo;%)
%˜
(zo)
|u|1+m
%˜
1+m
m
dxdt = θ2mzo;% and θzo;% > λo(6.6)
or that
%˜ = R and θzo;% = λo.(6.7)
Note that in any case, the cylinder Q(θzo;%)%˜ (zo) is sub-intrinsic according to (6.4) with
s = %˜. Furthermore, we have the estimates
θzo;s ≤ θzo;% ≤
(
s
%
) d
2m (n+2+
2
m )
θzo;s, whenever 0 < % ≤ s ≤ R(6.8)
and
θzo;R ≤ 4
d
2m (n+2+
2
m )λo.(6.9)
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The proofs of (6.4)-(6.9) can be found in [8, Section 7.1]. Finally, we recall the following
Vitali type covering property of the above cylinders, which has first been observed in [19].
We state a version that has been established in [8, Lemma 7.1].
Lemma 6.1. Let Ω be a bounded domain in Rn and let Q(θz;%)% (z) ⊂ Ω be a system of
cylinders with the properties (6.4)-(6.9). Then there exists a constant co = co(n,m) ≥ 20
such that for any collection X of cylinders Q(θz;%)4% (z) with radius % ∈ (0, Rco ) there is a
countable subcollection Y of disjoint cylinders in X such that
(6.10)
⋃
Q∈X
Q ⊂
⋃
Q∈Y
Q˜,
where Q˜ is the co4 -times enlarged cylinder Q, i.e. Q˜ = Q
(θz;%)
co% (z) if Q = Q
(θz;%)
4% (z).
Now we are in a position to prove our main theorem.
Proof. Let us define upper level sets of |Dum| by
E(%, λ) :=
{
z ∈ Q% : z is a Lebesgue point of
∣∣Dum∣∣ and ∣∣Dum∣∣(z) > λm}
for % ∈ (0, 2R] and λ > λo. Here, the notion of Lebesgue point is to be understood with
respect to the family of parabolic cylinders Q(θzo;%)% (zo) introduced above. By virtue of
the Vitali type covering lemma 6.1, Lebesgue’s differentiation theorem also holds for this
family of parabolic cylinders, cf. [17, 2.9.1]. Therefore, by the restriction to Lebesgue
points in the definition of E(%, λ) we only exclude a set of vanishing Lebesgue measure.
Moreover, we fix radii R ≤ r1 < r2 ≤ 2R. We note that Q(θ)% (zo) ⊂ Q%(zo) ⊂ Qr2 ⊂
Q2R for any zo ∈ Qr1 , θ ≥ 1 and % ∈ (0, r2 − r1]. Suppose that zo ∈ E(r1, λ). Then we
have from the definition of E(r1, λ)
(6.11) lim
s↓0
−−
¨
Q
(θzo;s)
s (zo)
(∣∣Dum∣∣2 +G+ |u|1+m)dxdt ≥ ∣∣Dum∣∣2(zo) > λ2m.
Moreover, for any s ∈ [ r2−r1co , R], where co ≥ 20 denotes the constant from Lemma 6.1,
we deduce by the definition of λo, (6.8), and (6.9)
−−
¨
Q
(θzo;s)
s (zo)
(∣∣Dum∣∣2 +G+ |u|1+m)dxdt ≤ 4 1+mm |Q4R||Qs| θ nm(1−m)1+mzo;s λ 2mdo
≤ 4 1+mm
(4R
s
) d(n+2)(1+m)
2m
λ2mo
≤ N2mλ2mo < λ2m,(6.12)
provided λ > Nλo, where
(6.13) N := 4
1+m
m
( 4coR
r2 − r1
) d(n+2)(1+m)
4m2
> 1.
For the following argument, we only consider parameters λ > Nλo. We now combine
(6.11) and (6.12), and we also observe that the left-hand side of (6.12) continuously de-
pends on s by the continuity of the mapping s 7→ θzo;s and the absolute continuity of the
integral. Therefore, for any zo ∈ E(r1, λ) the intermediate value theorem guarantees the
existence of a radius %zo ∈ (0, r2−r1co ) such that
−−
¨
Q
(θzo;%zo
)
%zo
(zo)
(∣∣Dum∣∣2 +G+ |u|1+m) dxdt = λ2m(6.14)
and
−−
¨
Q
(θzo;s)
s (zo)
(∣∣Dum∣∣2 +G+ |u|1+m) dxdt < λ2m for all s ∈ (%zo , R].(6.15)
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Thanks to (6.8), (6.14), and (6.15), we obtain for any %zo ≤ s < τ ≤ R that
−−
¨
Q
(θzo;s)
τ (zo)
(∣∣Dum∣∣2 +G+ |u|1+m)dxdt(6.16)
≤
(
θzo;s
θzo;τ
)nm(1−m)
1+m
−−
¨
Q
(θzo;τ )
τ (zo)
(∣∣Dum∣∣2 +G+ |u|1+m) dxdt
≤
(
τ
s
)nd(1−m)
2(1+m)
(n+2+ 2m )
λ2m.
6.1. A Reverse Ho¨lder Inequality. For a fixed point zo ∈ E(r1, λ) and λ > Nλo,
we consider the radius %zo ∈ (0, r2−r1co ) constructed above, which satisfies in particular
(6.14) and (6.15). Our next goal is to establish a reverse Ho¨lder inequality on the cylinder
Q
(θzo;%zo )
2%zo
(zo) by using Lemma 5.1. To do this, we need to verify that the assumptions
of Lemma 5.1 are fulfilled on the cylinder Q
(θzo;%zo )
2%zo
(zo). We first observe that (6.4) with
s = 4%zo implies
−−
¨
Q
(θzo;%zo
)
4%zo
(zo)
|u|1+m
(4%zo)
1+m
m
dxdt ≤ θ2mzo;%zo ,(6.17)
which implies that assumption (5.1) holds with the constant B = 1. We next consider the
radius %˜zo ∈ [%zo , R], which has the properties (6.5)-(6.7), and distinguish between the
cases %˜zo ≤ 2%zo and %˜zo > 2%zo . In the first case, we deduce from (6.6) that
θ2mzo;%zo = −−
¨
Q
(θzo;%zo
)
%˜zo
(zo)
|u|1+m
%˜
1+m
m
zo
dxdt ≤ 2n+2+ 2m−−
¨
Q
(θzo;%zo
)
2%zo
(zo)
|u|1+m
(2%zo)
1+m
m
dxdt
(6.18)
holds true. This implies (5.2) with B = 2n+2+
2
m . Therefore, Lemma 5.1 is applicable in
the case %˜zo ≤ 2%zo . It remains to consider the case %˜zo > 2%zo . In this case, we claim
that
θzo;%zo ≤ cλ(6.19)
holds true for some c = c(n,m, ν, L) > 0. If %˜zo >
R
2 , we use (6.8) and (6.9) to deduce
θzo;%zo = θzo;%˜zo ≤ 8
d
2m (n+2+
2
m )λo ≤ 8 d2m (n+2+ 2m )λ, which implies the claim (6.19).
In the case %˜zo ≤ R2 , however, we observe that Q
(θzo;%zo )
%˜zo
(zo) is intrinsic by (6.6) and
Q
(θzo;%zo )
2%˜zo
(zo) is sub-intrinsic by (6.4) with s = 2%˜zo ∈ [%zo , R]. Hence, the cylinder
Q
(θzo;%zo )
%˜zo
(zo) satisfies the assumptions of Lemma 5.2, which implies
θmzo;%zo ≤
1√
2
[
−−
¨
Q
(θzo;%zo
)
%˜zo/2
(zo)
|u|1+m
(%˜zo/2)
1+m
m
dxdt
] 1
2
+ c
[
−−
¨
Q
(θzo;%zo
)
2%˜zo
(zo)
(|Dum|2 +G+ |u|1+m) dxdt] 12 .(6.20)
Since %˜zo/2 ∈ [%zo , R] we can estimate the first term on the right-hand side by means of
(6.4). Moreover, observing %zo ≤ %˜zo < 2%˜zo ≤ R and θzo;%zo = θzo;%˜zo , we estimate
the last term on the right-hand side by (6.16) with s = %˜zo and τ = 2%˜zo . In this way we
deduce
θmzo;%zo ≤
1√
2
θmzo;%zo + cλ
m,(6.21)
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which yields (6.19) by re-absorbing 1√
2
θmzo;%zo into the left-hand side. Therefore we obtain
the claim (6.19) in any case.
Now we combine (6.14) and (6.19) to get
θ2mzo;%zo ≤ cλ2m ≤ c−−
¨
Q
(θzo;%zo
)
2%zo
(zo)
(|Dum|2 +G+ |u|1+m)dxdt.(6.22)
This implies that in the case of %˜zo > 2%zo , the cylinder Q
(θzo;%zo )
2%zo
(zo) fulfills assumption
(5.3). Consequently, we have verified the hypotheses of Lemma 5.1 in any case. Thus, this
lemma yields the reverse Ho¨lder inequality
−−
¨
Q
(θzo;%zo
)
2%zo
(zo)
|Dum|2 dxdt ≤ c
[
−−
¨
Q
(θzo;%zo
)
4%zo
(zo)
|Dum|2qo dxdt
] 1
qo
+ c−−
¨
Q
(θzo;%zo
)
4%zo
(zo)
(
G+ |u|1+m) dxdt,(6.23)
where
qo :=
{
1
2
,
n(1 +m)
2(nm+ 1 +m)
}
< 1.
6.2. Estimate on upper level sets. So far, we have verified that for each zo ∈ E(r1, λ)
with λ > Nλo there is a cylinder Q
(θzo;%zo )
%zo (zo) such that (6.14)-(6.16) and (6.23) are
satisfied. Now we define the upper level set
F (%, λ) :=
{
z ∈ Q% : z is a Lebesgue point of (G+ |u|1+m) and G+ |u|1+m > λ2m
}
.
According to (6.14) and (6.23) we have for any η ∈ (0, 1]
λ2m = −−
¨
Q
(θzo;%zo
)
%zo
(zo)
(∣∣Dum∣∣2 +G+ |u|1+m) dxdt
≤ c
[
−−
¨
Q
(θzo;%zo
)
4%zo
(zo)
∣∣Dum∣∣2qo dxdt] 1qo + c−−¨
Q
(θzo;%zo
)
4%zo
(zo)
(G+ |u|1+m) dxdt
≤ c η2mλ2m + c
[
1∣∣Q(θzo;%zo )4%zo (zo)∣∣
¨
Q
(θzo;%zo
)
4%zo
(zo)∩E(r2,ηλ)
∣∣Dum∣∣2qo dxdt] 1qo
+
c∣∣Q(θzo;%zo )4%zo (zo)∣∣
¨
Q
(θzo;%zo
)
4%zo
(zo)∩F (r2,ηλ)
(G+ |u|1+m) dxdt,(6.24)
for a constant c = c(n,m, ν, L) ≥ 1. After choosing η in such a way that c η2m = 12 , we
can re-absorb the resulting term 12λ
2m into the left-hand side. Furthermore, for the second
last term we apply Ho¨lder’s inequality and (6.16) to estimate[
1∣∣Q(θzo;%zo )4%zo (zo)∣∣
¨
Q
(θzo;%zo
)
4%zo
(zo)∩E(r2,ηλ)
∣∣Dum∣∣2qo dxdt] 1qo−1
≤
[
−−
¨
Q
(θzo;%zo
)
4%zo
(zo)
∣∣Dum∣∣2 dxdt]1−qo ≤ cλ2m(1−qo).
Inserting this into (6.24) and observing from (6.16) that
λ2m ≥ 1
c
nd(1−m)
2(1+m)
(
n+2+ 2m
)
o
−−
¨
Q
(θzo;%zo
)
co%zo
(zo)
∣∣Dum∣∣2 dxdt
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holds true, we deduce that¨
Q
(θzo;%zo
)
co%zo
(zo)
∣∣Dum∣∣2 dxdt ≤ c¨
Q
(θzo;%zo
)
4%zo
(zo)∩E(r2,ηλ)
λ2m(1−qo)
∣∣Dum∣∣2qo dxdt
+ c
¨
Q
(θzo;%zo
)
4%zo
(zo)∩F (r2,ηλ)
(G+ |u|1+m) dxdt(6.25)
with c = c(n,m, ν, L) > 0, where co is given by Lemma 6.1.
6.3. Covering argument. We now observe that the upper-level set E(r1, λ) with λ >
Nλo can be covered by the family F ≡
{
Q
(θzo;%zo )
4%zo
(zo) : zo ∈ E(r1, λ)
}
of parabolic
cylinders such that the estimate (6.25) holds on each cylinder. In view of the Vitali type
Covering Lemma 6.1 we gain a countable subcollection{
Q
(θzi;%zi
)
4%zi
(zi)
}
i∈N
⊂ F
of pairwise disjoint parabolic cylinders with
E(r1, λ) ⊂
∞⋃
i=1
Q
(θzi;%zi
)
co%zi
(zi) ⊂ Qr2 .
This implies that
¨
E(r1,λ)
∣∣Dum∣∣2 dxdt ≤ ∞∑
i=1
¨
Q
(θzi;%zi
)
co%zi
(zi)
∣∣Dum∣∣2 dxdt.
Applying (6.25) and observing that the cylinders Q
(θzi;%zi
)
4%zi
(zi) are pairwise disjoint we
obtain ¨
E(r1,λ)
∣∣Dum∣∣2 dxdt ≤ c¨
E(r2,ηλ)
λ2m(1−qo)
∣∣Dum∣∣2qo dxdt
+ c
¨
F (r2,ηλ)
(G+ |u|1+m) dxdt.
To compensate for the different level sets appearing on both sides of the previous inequal-
ity, we use the fact that |Dum|2 ≤ λ2m holds a.e. on E(r1, ηλ) \E(r1, λ), which yields
the bound¨
E(r1,ηλ)\E(r1,λ)
∣∣Dum∣∣2 dxdt ≤ ¨
E(r2,ηλ)
λ2m(1−qo)
∣∣Dum∣∣2qo dxdt.
We now add the last two inequalities to get¨
E(r1,ηλ)
∣∣Dum∣∣2 dxdt ≤ c¨
E(r2,ηλ)
λ2m(1−qo)
∣∣Dum∣∣2qo dxdt
+ c
¨
F (r2,ηλ)
(G+ |u|1+m) dxdt.
Replacing ηλ by λ and recalling that η < 1 depends only on n,m, ν, and L, we eventually
obtain the reverse Ho¨lder type inequality¨
E(r1,λ)
∣∣Dum∣∣2 dxdt ≤ c¨
E(r2,λ)
λ2m(1−qo)
∣∣Dum∣∣2qo dxdt
+ c
¨
F (r2,λ)
(G+ |u|1+m) dxdt(6.26)
for any λ ≥ λ1 := ηNλo.
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6.4. The desired gradient estimate. For any ` ≥ λ1 we first define the truncation of
|Dum| by ∣∣Dum∣∣
`
:= min
{∣∣Dum∣∣, `m},
and for any % ∈ (0, 2R] the corresponding upper level set
E`(%, λ) :=
{
z ∈ Q% :
∣∣Dum∣∣
`
> λm
}
.
For all ` ≥ λ1 we then calculate¨
Qr1
|Dum|2−2qo+τ` |Dum|2qo dxdt ≤ λτm1
¨
Qr1\E`(r1,λ1)
|Dum|2−2qo` |Dum|2qo dxdt
+
¨
E`(r1,λ1)
|Dum|2−2qo+τ` |Dum|2qo dxdt,(6.27)
where τ ∈ (0, 1) will be chosen later depending only on n,m, ν, and L. Since Fubini’s
theorem implies¨
E`(r1,λ1)
|Dum|2−2qo+τ` |Dum|2qo dxdt
= λτm1
¨
E`(r1,λ1)
|Dum|2−2qo` |Dum|2qo dxdt
+
ˆ `
λ1
τmλτm−1
[¨
E`(r1,λ)
|Dum|2−2qo` |Dum|2qo dxdt
]
dλ,
we infer from (6.27) that¨
Qr1
|Dum|2−2qo+τ` |Dum|2qo dxdt
≤ λτm1
¨
Qr1
|Dum|2 dxdt+
ˆ `
λ1
τmλτm−1
[¨
E(r1,λ)
|Dum|2 dxdt
]
dλ.(6.28)
Here, we used the facts |Dum|` ≤ |Dum| a.e. and E`(r1, λ) = E(r1, λ) for λ < `. For
the estimate of the last integral from the previous estimate we employ (6.26). Furthermore,
we again useE`(r1, λ) = E(r1, λ) for λ < ` and Fubini’s theorem. In this way, we obtainˆ `
λ1
τmλτm−1
[¨
E(r1,λ)
|Dum|2 dxdt
]
dλ
≤ cτ
¨
E`(r2,λ1)
|Dum|2qo
[ˆ |Dum| 1m`
λ1
λm(2−2qo+τ)−1 dλ
]
dxdt
+ cτ
¨
F (r2,λ1)
(G+ |u|1+m)
[ˆ (G+|u|1+m) 12m
λ1
λτm−1 dλ
]
dxdt
≤ cτ
1− qo
¨
Qr2
|Dum|2−2qo+τ` |Dum|2qo dxdt
+ c
¨
Qr2
(G+ |u|1+m)1+ τ2 dxdt.
Inserting this into (6.28), we deduce¨
Qr1
|Dum|2−2qo+τ` |Dum|2qo dxdt
≤ coτ
1− qo
¨
Qr2
|Dum|2−2qo+τ` |Dum|2qo dxdt
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+ λτm1
¨
Qr2
|Dum|2 dxdt+ c
¨
Qr2
(G+ |u|1+m)1+ τ2 dxdt(6.29)
for some co = co(n,m, ν, L) ≥ 1. The second last term can be estimated by means of
λ1 = (ηNλo) ≤ c
(
4coR
r2 − r1
) d(n+2)(1+m)
4m2
λo.
We now choose τ > 0 small enough to ensure
0 < τ ≤ min
{
τo, γ,
4m
1 +m
+
4
n
− 2
}
where τo := 1−qo2co < 1.
For these values of τ , the preceding estimate implies¨
Qr1
|Dum|2−2qo+τ` |Dum|2qo dxdt
≤ 1
2
¨
Qr2
|Dum|2−2qo+τ` |Dum|2qo dxdt
+ c
( R
r2 − r1
) d(n+2)(1+m)
4m
λτmo
¨
Q2R
|Dum|2 dxdt
+ c
¨
Q2R
(G+ |u|1+m)1+ τ2 dxdt(6.30)
for all r1 and r2 with R ≤ r1 < r2 ≤ 2R. Here, we point out that the right-hand side is
finite by the choice of τ , assumption (2.12) and the property u ∈ L2m+ 2(1+m)n that follows
from u ∈ Kψ , cf. (3.3). Next, we employ Lemma 3.1 to eliminate the first term on the
right-hand side of (6.30). Then we pass to the limit ` → ∞ and apply Fatou’s Lemma to
obtain¨
QR
|Dum|2+τ dxdt ≤ cλτmo
¨
Q2R
|Dum|2 dxdt+ c
¨
Q2R
(G+ |u|1+m)1+ τ2 dxdt.
In order to estimate λo, we recall (6.1), adopt the energy bound (4.2) from Lemma 4.1 with
θ = 1 and use Young’s inequality to deduce
λo ≤ c
[
−−
¨
Q8R
( |u|1+m
R
1+m
m
+G+ 1
)
dxdt
] d
2m
.
We then combine the two preceding estimates, which leads to
−−
¨
QR
|Dum|2+τ dxdt
≤ c
[
−−
¨
Q8R
( |u|1+m
R
1+m
m
+G+ 1
)
dxdt
] dτ
2
−−
¨
Q2R
|Dum|2 dxdt
+ c−−
¨
Q2R
(G+ |u|1+m)1+ τ2 dxdt.
To obtain the desired estimate (2.13), we cover QR(z) by finitely many cylinders of radius
R
8 and then apply the previous estimate on each of the smaller cylinders. After summing
up, we deduce the asserted estimate (2.13). This completes the proof of Theorem 2.2. 
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