Abstract-Interaction traces between humans are usually rich in information concerning the patterns and habits of individuals. Such datasets have been recently made available, and more and more researchers address the new questions raised by this data. A link stream is a sequence of triplets (t, u, v) indicating that an interaction occurred between u and v at time t, and as such is a natural representation of these data. We generalize the classical notion of cliques in graphs to such link streams: for a given ∆, a ∆-clique is a set of nodes and a time interval such that all pairs of nodes in this set interact at least every ∆ during this time interval. We proceed to compute the maximal ∆-cliques on a real-world dataset of contact among students, and show how it can bring new interpretation to patterns of contact.
Abstract-Interaction traces between humans are usually rich in information concerning the patterns and habits of individuals. Such datasets have been recently made available, and more and more researchers address the new questions raised by this data. A link stream is a sequence of triplets (t, u, v) indicating that an interaction occurred between u and v at time t, and as such is a natural representation of these data. We generalize the classical notion of cliques in graphs to such link streams: for a given ∆, a ∆-clique is a set of nodes and a time interval such that all pairs of nodes in this set interact at least every ∆ during this time interval. We proceed to compute the maximal ∆-cliques on a real-world dataset of contact among students, and show how it can bring new interpretation to patterns of contact.
I. INTRODUCTION
Understanding the dynamics behind human interactions has a wide range of applications, from epidemic diffusion to mobility patterns modelling [13] . Recent advances in technology have allowed real-time tracking of interactions between groups of individuals, with RFID sensors, giving the scientific community a plethora of datasets to explore.
To study contact traces, it is natural to see such data as graphs where nodes are individuals and edges indicate that two individuals were in contact together. It is possible to obtain large graphs, enclosing much information on the structure of the interactions, and network science is a natural framework for studying them [9] . A common approach relies on sequences of graphs: for a given ∆, one considers the graph G t induced by the interactions that occurred from time t to t + ∆, then the graphs G t+∆ , G t+2∆ and so on. Many variants exist, but the baseline remains that one splits time into (possibly overlapping) slices of given (but possibly evolving) duration ∆ [12] , [10] . Of course, an important problem with this approach is the (partial, or complete) destruction of the temporal dynamics. This is especially costly in contact traces, where interactions have been shown to be bursty, thus leading to graphs that are either densely connected or too small to analyze [4] .
A link stream L = (T, V, E) with V a set of nodes, T = [α, ω] a time interval and E ⊆ T × V × V models interactions over time: l = (t, u, v) in E means that an interaction occurred between u ∈ V and v ∈ V at time t ∈ T . Link streams, also called temporal networks or time-varying graphs depending on the context, model many real-world data like contacts between individuals, email exchanges, or network traffic [3] , [19] , [8] , [16] .
with X ⊆ V and [b, e] ⊆ T such that for all u ∈ X, v ∈ X, 1:
There are four maximal 3-cliques in L: ({a, b}, [0, 9]) (top left), ({a, b, c}, [2, 7] ) (top right), ({b, c}, [1, 7] ) (bottom left), and ({a, c}, [2, 8] ) (bottom right). Notice that ({a, b, c}, [1, 7] ) is not a ∆-clique since during time interval [1, 4] of duration ∆ = 3 there is no interaction between a and c. Notice also that ({a, b}, [1, 9] ), for instance, is not maximal: it is included in ({a, b}, [0, 9]).
More intuitively, all nodes in X interact at least once with each other at least every ∆ from time b to time e. A clique C is maximal if it is included in no other clique, i.e. there exists Figure 1 for an example.
In real-world situations like the ones cited above, ∆-cliques are signatures of meetings, discussions, or distributed applications for instance. Moreover, just like cliques in a graph correspond to its subgraphs of density 1, ∆-cliques in a link stream correspond to its substreams of ∆-density 1, as defined in [16] . Therefore, ∆-cliques in link streams are natural generalizations of cliques in graphs.
In this paper, we propose a first algorithm for listing all maximal ∆-cliques of a given link stream, and illustrate the relevance of the concept and algorithm by computing maximal ∆-cliques of a real-world dataset of contacts between students. The results obtained shed new light on the nature of the interactions between students, and show new patterns of contact.
Notice that we consider here undirected links only: given a link stream L = (T, V, E), we make no distinction between (t, u, v) ∈ E and (t, v, u) ∈ E. Likewise, we suppose that there is no self-loop (t, v, v) in E, and no isolated node (∀v ∈ V, ∃(t, u, v) ∈ E).
We finally define the first occurrence time of (u, v) after b as the smallest time t ≥ b such that (t, u, v) ∈ L, and we denote it by f buv . Conversely we denote the last occurrence time of (u, v) before e by l euv . We say that a link
II. ALGORITHM
One may trivially enumerate all maximal cliques in a graph as follows. One maintains a set S of previously found cliques (maximal or not). Then for each C in S, one removes C from S and searches for nodes outside C connected to all nodes in C, thus obtaining new cliques (one for each such node) larger than C. If one finds no such node, then C is maximal and it is part of the output. Otherwise, one adds the newly found cliques to S. The set S is initialized with the trivial cliques containing only one node, and all maximal cliques have been found S is empty. [11] uses this framework to enumerate all the maximal cliques of a graph in lexicographic order.
Our algorithm for finding ∆-cliques in link stream L = (T, V, E) (Algorithm 1) relies on the same scheme. We initialize the set S of found ∆-cliques with the trivial ∆-cliques set isMax to True 6:
add (X ∪{v}, [b, e]) to S and set isMax to if e = l + ∆ then 15: let e be l + ∆ 16: add (X, [b, e ]) to S and set isMax to False 17: if isMax then From left to right and top to bottom: the algorithm starts with ({a, b}, [6, 6] ), and finds ({a, b}, [3, 6] ) thanks to lines 9 to 12 of the algorithm. It then finds ({a, b, c}, [3, 6] ) thanks to lines 6 to 8. It finds ({a, b, c}, [3, 7] ) from lines 13 to 16, and finally ({a, b, c}, [2, 7] ) from lines 9 to 12.
we choose b as small as possible, provided we do not miss any maximal ∆-clique. Therefore, for a given ∆-clique (X, 
is a ∆-clique. If it is different, then such a b exists, and we set it to f − ∆:
We display in Figure 2 an example of a sequence of such operations from an initial trivial clique to a maximal clique in an illustrative link stream. The algorithm builds this way a set of ∆-cliques of L, which we call the configuration space; we display the configuration space for this simple example in Figure 3 together with the relations induced by the algorithm between these ∆-cliques.
To prove the validity of Algorithm 1, we must show that all the elements it outputs are cliques (1) , that they are maximal (2) , and that all maximal cliques are in its output (3) . The full proof is available in [18] .
(1) is proved by induction on the iterations of the while loop (lines 3 to 18). Initially, all elements of S are ∆-cliques. We assume that at the i-th iteration, S only contains ∆-cliques. The loop may add new elements to S at lines 8, 12 and 16. In all cases, the added element is built from an element (X, [b; e]) of S (line 4), which is a ∆-clique (induction hypothesis). From then on, it is easy to show that the elements added at lines 8, 12 and 16 are also ∆-cliques.
(2) is demonstrated by assuming that a non-maximal ∆-clique (X, [b; e]) is added to R (line 18), and by subsequently reaching a contradiction. Indeed, we show that from a ∆-clique C taken from S (line 4), the conditions at lines 7, 10 and 14 respectively check the existence of a node u in V \ X, a b < b or an e > e such that (X ∪ {u}, C n , C n−1 , ..., C 0 , with C n a maximal ∆-clique, such that for all ∆-cliques in this sequence, we have C i−1 → C i , meaning that if C i−1 was in S, C i was added to S later in the execution of the algorithm by line 8, 12 or 16. Setting C 0 = ({u, v}, [t; t]) (line 2) proves the claim that all maximal ∆-cliques are in S at one point of the execution, and are trivially added to R at line 18.
Enumerating maximal cliques in graph G = (V, E) is equivalent to enumerating maximal ∆-cliques in L = ([0, 0], V, E ) where (0, u, v) ∈ E if and only if (u, v) ∈ E. Therefore, enumerating ∆-cliques in a link stream is exponential (in particular the number of ∆-cliques may be exponential). To this regard, our algorithm is optimal: the number of elements of the configuration space built by the algorithm is bounded by the number of subsets of the set of links times the number of subsets of the set of link arrival times, and the number of operations performed for each of them is polynomial.
Still, several optimisations may speed up our algorithm (without changing its worst-case complexity), and we discuss some now.
First, Algorithm 1 may build and add to S the same ∆-clique many times. To avoid redundancy of computations, one may store the ∆-cliques seen so far. Then, a ∆-clique is added to S only the first time it is seen. This ensures that the number of runnings of the main loop is the number of links in the configuration space; in the naive version presented above, this number is the sum of the lengths of all paths from any initial trivial ∆-clique to the maximal ones it can reach.
Notice also that f and l, computed in lines 9 and 13, are necessarily in Going further, let us notice that if V (C) is the set of nodes satisfying condition of line 7, then the set V (C ) of nodes satisfying this condition for the cliques C added to S at lines 8, 12 and 16 is included in V (C). One may therefore associate to each element of S a set of candidate nodes to be considered at line 6 in place of V \X, thus drastically reducing the number of iterations of this loop.
Finally, notice that Algorithm 1 makes no assumption on the order in which elements of S are processed. This order corresponds to the way we explore the configuration space. In particular, if S is a first-in-first-out structure (like a queue), the algorithm performs a BFS of the configuration space; if it is a last-in-first-out structure (like a stack) then it performs a DFS. The execution time is the same in all cases. The size of S may vary, but the space complexity of the algorithm is dominated by the size of the set of already seen cliques just discussed, that does not change. Still, different exploration methods have different advantages and drawbacks. A BFS rapidly discovers all maximal cliques of small sizes and durations, which makes it suitable for computing the clique size distribution, or if one is interested in discovering as many maximal cliques as possible as rapidly as possible, even if they are all small ones. Conversely, a DFS first discovers large cliques and so it is appealing if one searches for non-trivial cliques.
III. EXPERIMENTS
We implemented Algorithm 1 with all optimisations discussed above and provide the Python source code [17] . We illustrate here its practical relevance by computing maximal ∆-cliques of a link stream representing real-world contacts between individuals, captured with RFID sensors.
A. Dataset
This trace was collected at a french high school in 2012, see [7] for full details. It induces a link stream of 181 nodes and 45047 links, connecting 2220 distinct pairs of nodes over a period of 729500 seconds (approximately 8 days).
Each link (t, u, v) means that the sensor carried by individual u or v detected the sensor carried by the other individual at time t, which means in turn that these two individuals were close enough from each other at time t for the detection to happen. We call this a contact between individuals u and v. It is also worth to note that the dataset provides us with the classroom of each student. Also, the temporal resolution of the sensors is 20 seconds. Finally, the students only kept the sensors whilst inside the school, thus there are no contacts during the night or the weekend, as explained in [7] .
In the remainder of this paper, we chose to list the maximal ∆-cliques for different values of ∆, namely 60 seconds, 900 seconds (15 minutes), 3600 seconds (1 hour). We handpicked these values after careful investigation regarding the rhythm of school day: indeed, on a typical day, courses usually last roughly two hours, with two 15 minutes breaks during the day, and a longer 1 hour lunch break. We also computed the ∆-cliques for ∆ = 10800 (3 hours) to have insight on a coarser temporal scale.
B. Computing ∆-cliques
For all the chosen ∆s, a ∆-clique C = (X, [b, e]) means here that the individuals in set X were pairwise in contact at least once every 60, 900, 3600 or 10800 seconds from time b to e. These four values of ∆ reveal different patterns among students at different temporal scales.
Our Python implementation succeeds in finding all the maximal ∆-cliques in this link stream in less than an hour on a standard computer. Although many discovered cliques are very small, we also find rather large and long cliques: more information concerning the ∆-cliques found is presented in To gain insight on the role played by the parameter ∆ on the found maximal ∆-cliques, we compute the complementary cumulative distribution functions for the size of the ∆-cliques (|X|) and their duration (e − b). The result is visible in figure  4 . As one might expect, the value of ∆ positively correlates with larger and longer ∆-cliques.
Intuitively, regarding the size of the ∆-cliques (figure 4, left), a smaller ∆ will group links inside a burst, but not outside of it, and as such the cliques tend to involve less nodes. This intuition is also backed up by the fact that the smaller the ∆, the more ∆-cliques are found, as we saw in table I. This is because for a larger value ∆ > ∆, small ∆-cliques tend to merge together into one larger ∆ -clique.
For every ∆, a sharp drop can be observed in the distribution of the durations ( figure 4, right) ; this corresponds to the value 2 · ∆. This behaviour is typical of ∆-cliques involving only two nodes (|X| = 2). When ∆ is larger, the proportion of such ∆-cliques drops, as there are less ∆-cliques of size 2, which is confirmed in figure 4 (left) . Conversely, the tails of the distributions get longer, as there are more larger and longer ∆-cliques.
Let us define the surrounding stream of a ∆-clique. For a maximal ∆-clique (X, [b, e]) and a stream L = (T, V, E), the surrounding stream is the substream L = (T, V, E ), with E = {(t, u, v) : t ∈ [b, e], u ∈ V, v ∈ V }. Intuitively, the surrounding stream contains all the links (t, u, v) having t ∈ [b, e]. We show in figure 5 two typical ∆-cliques found in the contact trace, along with their surrounding stream. The tool for drawing link streams is available online [15] . It gives us an intuitive lookup onto the behaviours of the nodes involved in the ∆-cliques we found.
The 60-clique exhibited in figure 5 (left) is a clique between 5 students of different classrooms, the largest size found for this ∆. The duration of this clique is very small (~3 minutes), and converting the timestamps to dates show these students were in contact during the lunch break (from 12:47 to 12:50).
It is likely to be a group of friends that gathered before the beginning of the afternoon courses, or a meeting between the classroom's representatives.
The 60-clique shown in figure 5 (right) is the longest one found by our algorithm: it lasts for 1080 seconds (18 minutes), and, surprisingly, involves two students from different classrooms. Considering the short range of the sensors, it is unlikely that this contact is due to students being close to each other, but in different rooms. The timestamp of the 60-clique, around 10am, likely points to an in-between courses discussion between two students.
C. Comparison with cliques in the aggregated graph
In this section, we further investigate the descriptive role of ∆-cliques as compared to cliques in the aggregated graph. For a link stream L = (T, V, E), as defined in section I, we define the aggregated graph G = (V, E), with V = V and E = {(u, v) : ∃(t, u, v) ∈ E}. Intuitively, this is the graph obtained by putting a link between two nodes u and v if and only if there is at least one contact between u and v in the link stream.
We then proceed to compute the maximal cliques of G. This yields 1742 cliques, the largest one involving 14 nodes. Many of these cliques have overlapping nodes.
Remember that in the aggregated graph, two nodes are linked if there is at least one contact between these nodes, regardless of the time and frequency of their interaction. As such, cliques in G are typically linking students in the same classroom. Most of the cliques (~70%) involve students of the same class.
Considering ∆-cliques instead sheds light on different patterns. Of course, the very definition of a ∆-clique involves a clique in the corresponding aggregated graph. As such, it is possible to find the students' classrooms solely by looking at the ∆-cliques. However, other patterns are also highlighted in ∆-cliques. For instance, we found a 60-clique involving 4 students of different classrooms during roughly 5 minutes, which is likely to be the signature of coffee breaks.
Considering the 3600-cliques, we notice that most of them last a few hours. This is typically courses; our hypothesis is that no more than 7 nodes are found interacting together because of the sensor's range (roughly 1 meter), meaning that students sharing the same classroom will not all be pairwise in contact. The daily lunch break provides an explanation for the fact that few 3600-cliques last longer than 3 hours. Indeed, students might eat outside (thus giving back the sensors), or eat with friends from different classes (thus ending the previous 3600-cliques).
The 900-cliques have an intermediary interpretation, allowing us to clearly see the distinction between time in and out of the classroom. Some cliques (usually involving students of the same class) last during a few hours (up to 4 hours), whereas others are much shorter (around 25 minutes), corresponding to contacts in between classrooms.
The rhythm of the school day explains the large gaps between the maximum durations found for different ∆s. Effectively, the students being in contact for 15 minutes long are either during a 15 minute break or in the middle of a 2 hour course, and the condition of being in contact at least once every 15 minutes is easily fulfilled. Such interactions are likely to stop with lunch breaks or the end of the school day, which explains that the maximum duration found for 900 is 4 hours. The maximal duration found for ∆ = 3600 (1 hour) is likely to be due to students having a short lunch breaking, thus perpetuating their 3600-clique through the school day.
These long ∆-cliques were not found for ∆ = 60; we attribute this both to the short spatial resolution of the sensors (~1 meter) and the short temporal scale (1 minute): a student being called at the whiteboard, for instance, would easily break the conditions to make a 60-clique.
A larger ∆ (for example 3 hours) exhibits other kinds of behaviours, as it allows ∆-cliques to go through the 1 hour long lunch break. Though obtaining a full result with such a ∆ is out of reach with the current state of our algorithm, we managed to obtain a good estimation of the largest cliques for ∆ = 10800. Indeed, as stated in section II, going through the configuration space using a depth-first search allows us to obtain maximal cliques faster. Plus, since long or large ∆-cliques statistically involve more links in the corresponding link stream, picking links randomly from the dataset results in a higher likelihood of finding large or long ∆-clique quickly. Indeed, this intuition is right, as ∆ = 10800 raise a much longer ∆-clique, lasting 59560 seconds (approximately 16 hours) within a few minutes of computation. This ∆ is large enough to embrace the whole school day (approximately 10 hours, from 9am to 6pm), but not enough to go through the night.
It is interesting to note that looking at graph snapshots over time, i.e. a sequence of graphs {G t } induced by the interactions that occurred from time t to t + ∆, then the graphs G t+∆ , G t+2∆ and so on, will yield different results. Choosing where a snapshot starts and ends is arbitrary, and will split cliques between two snaphots, making those undetected. Instead, ∆-cliques consider time as a continuous value and will raise all such structures.
As far as we know, the detection of such patterns that involve both structure and time with one simple dedicated notion is novel, and is not raised by classical clique detection. Focusing solely on the temporal aspects (for instance, looking at the intercontact distribution, as done in [7] ), does not lead to identifying those patterns between students of the same or of different classrooms.
IV. CONCLUSION
We introduce the notion of ∆-clique in link streams as a generalization of cliques in graphs. We provide a first algorithm to list all the maximal ∆-cliques. Running it on contact among high-school students revealed new patterns of contact at different temporal scales, opening the way for a better understanding of human contact patterns.
Clearly, our algorithm may be further improved. Trying to adapt the Bron-Kerbosch algorithm [2] and some of its variants [14] , [5] , [1] , [6] , the most widely used algorithms for computing cliques in graphs, is particularly appealing. Indeed, the configuration spaces built by these algorithms are trees, and they are much smaller than our configuration spaces. This is achieved by maintaining a set of candidate nodes that may be added to previously discovered cliques, which does not directly translate to our situation because of time in link streams. Still, we believe that progress is possible in this direction.
Another perspective is to extract the maximal ∆ -cliques, with ∆ < ∆ and given the knowledge of the ∆-cliques (both maximal and non-maximal). This is a significant improvement, as one only needs to do a costly computation once (for a sufficiently large ∆). This is possible because for a ∆ < ∆, all the maximal ∆ -cliques will be contained at one point in the configuration space created for computing the ∆-cliques.
We also consider the case of links with duration as a promising perspective: each link (b, e, u, v) means that u and v are in continuous contact from time b to e. In this case there is no need for a ∆ anymore, as density in this context is nothing but the probability that two randomly chosen nodes are linked together at a randomly chosen time. The definition of cliques in link streams with durations follows directly, and our algorithm may be extended to compute the maximal such cliques.
