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Abstract
This thesis explores the high-frequency transport characteristics of two quantum effect
devices: the quantum point contact and the lateral dual gate field-effect transistor
(FET). Electron transport in these devices is predominantly phase coherent, since
transport takes place in two-dimensional electron gas with high mobility. Phase-
coherent devices can detect radiation with quantum-limited sensitivity, making them
ideal photodetectors. Quantum phase-coherent devices such as ours respond best to
radiation whose photon energy is nearly equal to the devices' subband energy spacing,
thus we have measured the photoconductive response of our devices to millimeter-
wave and far-infrared radiation.
The quantum effect devices were fabricated using an AlGaAs/GaAs modulation-
doped heterostructure. Radiation was coupled to each sub-micron sized device with
a planar, self-complementary antenna. This antenna focuocd the radiation field and
produced an ac voltage across the device which sinusoidally modulates the electro-
static potential.
The relationship between the efficiency of modulation quanta absorption by ballis-
tic electrons and the confinement of the time-oscillating electric field was investigated.
The motion of the electrons, initially represented as a Gaussian wavepacket, through
single and double barrier potentials was found by direct integration of the time-
dependent Schr6dinger equation. We found that efficient absorption occurs in the
classically forbidden regions if the time of interaction is on the order of the period of
the oscillations and the ac voltage amplitude is larger than the photon energy divided
by the electronic charge.
In the first set of experiments, the transport characteristics of a quantum point
contact (QPC) were measured. The energy level structures of a quantum point con-
tact was found by measurement of the temperature dependence of the transconduc-
tance and using perpendicular magnetic fields. Radiation experiments in the fre-
quency range from 90 GHz to 2.5 THz reveal that the radiation-induced currents are
caused by heating of the electron gas and rectification. Complete reversal of the polar-
ity of the radiation-induced current was achieved for a QPC with a gate coupled an-
tenna by changing the direction of incidence of the radiation. The radiation-induced
current was successfully described with a one-dimensional thermopower model ac-
counting for unequal heating of the drain and the source electron reservoir. The
radiation-induced current for a QPC with a drain/source coupled antenna was caused
by rectification.
In the second set of experiments, the transport characteristics of the lateral dual
gate FET was measured. The energy level structures of a symmetric and an asymmet-
ric gate design were found from dc I - V characteristic. We found the resonant level
spacings near the top of the barriers agreed well with predictions based on a potential
profile model we developed. Measurements of the radiation-induced currents for an
asymmetric dual gate FET at 90 and 270 GHz showed a distinctive frequency depen-
dence. The measurement results agreed well with calculations based on Tien-Gordon
theory of photon-assisted tunneling and including the energy-dependent transmission
coefficient.
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Chapter 1
Introduction
1.1 Motivation
Advances in semiconductor crystal growth and lithographic techniques have made
it possible to achieve ballistic electron transport in specially designed material ge-
ometries. These ballistic electrons suffer virtually no scattering over length scales
comparable to the device size. This absense of scattering has been experimentally
verified for the first time by the observation of quantized steps in the conductance
of point contacts by van Wees et al. [1] and Wharam et al. [2]. The study of
quantum-effect devices, in which ballistic electron transport is achieved, has grown
into one of the most active research fields in solid state physics. The manifestations
of ballistic electron transport in point contacts have been studied in the nonlinear
regime [3] and in magnetic fields [4, 5]. Specific device geometries have also been
designed to observe interference phenomena due to the ballistic electron propagation
in these one-dimensional waveguides. Resonant transport through zero-dimensional
states in a series ballistic point contacts has been reported by Hirayama and Saku [6],
interference phenomena in a double bend quantum wire has been measured by Wu
et al. [7], and devices have been proposed and investigated based on the principle of
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directional coupling between two electron waveguides [8]. The signature of resonant
transport has also been observed in lateral dual gate field-effect devices, where the
interference effects are caused by ballistic electrons traversing a double barrier elec-
trostatic potential [9, 10]. The transport of ballistic electrons has even been studied
through a two-dimensional potential gratings by Ismail et al. [11].
The common denominator of all these experimental efforts has been the study of
the dc transport properties of quantum-effect devices. Studies of ballistic transport
in the presence of ac modulated potential barriers have to date been predominantly
limited to theoretical studies [12]. Galeczki [13] and Nimitz [14] proposed to take
advantage of the reduced dimensionality of quantum-effect devices to build new types
of far-infrared detectors. A detailed design of a quantum point contact for radiation
detection has been discussed by Hu [15]. In particular, the analysis focussed on
the theoretical limit of the responsivity that ballistic detectors might achieve in the
far-infrared frequency range.
Today, the two most commonly used heterodyne detectors in the submillime-
ter frequency range are the superconducting-insulator-superconducting (SIS) tunnel
junctions [16] and the Schottky diode [17]. The advantage of an SIS tunnel junction
is that it offers near quantum-limited sensitivity for photon energies below the su-
perconducting gap energy. Electrons tunneling through the insulator barrier in these
device do not suffer inelastic scatterings and the transport is phase-coherent. The su-
perconducting state of the contacts insures strong confinement of the radiation field
and photon-assisted transport (PAT) is efficient. These detectors operate therefore
close to the theoretical detection limit. The ideal performance of these devices at low
radiation frequencies is however not achievable when the energy of the photon ap-
proaches the superconducting gap energy. For Nb/A13 02/Nb-junctions this frequency
is -700 GHz. Above this cut-off frequency the junction becomes very lossy. The pro-
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cess responsible for photo-detection in SIS tunnel junction, PAT, is well-known in
the field of superconductivity. Modulation quanta with the energy of a photon can
be absorbed by quasi-particles close to the superconducting-insulator interface. Sub-
sequently, these electrons can then tunnel through the insulator to the other side of
the junction and contribute to the photocurrent. These devices have proved superior
to any other radiation detectors in terms of sensitivity [18]. The speed of SIS tunnel
junctions is determined by the junction capacitance and the series resistance. The re-
sistance is chosen to optimize radiation coupling into the device by matching it to the
antenna impedance. The capacitance is determined by the insulator film thickness.
Typical values for a high-quality tunnel junction are 50 Q and 10 fF, respectively [16].
The resulting roll-off frequency of this SIS device is hence 300 GHz. In contrast, the
Schottky diode does not achieve photon-limited responsivity because the detection
process in this device is classical. The main advantage of the Schottky diode is that
it offers an acceptable photo-response up to very large frequencies. Schottky diodes
have been made with series resistances of 20 Q and with junction capacitances as
small as 0.25 fF [19]. The figure-of-merit of these junctions is as high as 30 THz, far
exceeding the SIS tunneling junction frequency cut-off. However, since the electrons
in Schottky diodes do not propagate ballistically the detector response is not photon
limited.
The objective of this work is to experimentally investigate if PAT can be achieved
in quantum-effect devices. This would provide not only the photon-limited sensitivity
of SIS tunnel junctions but possibly also exceed its upper frequency limit. The lack of
experimental evidence to date for the PAT process in semiconductors and the success-
ful utilization of the phenomena in the field of superconductivity provided therefore
the motivation to investigate the manifestations of the process in quantum-effect de-
vices. The study of PAT in quantum-effect devices can contribute substantially to
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our understanding of the high-frequency behavior of quantum transport phenomena
in semiconductors. This research may also lead to the development of novel long-
wavelength optoelectronic devices and hence benefit the field of submillimeter-wave
and THz detection.
1.2 Approach
The study of quantum effects in semiconductor materials has largely been made pos-
sible by advances in the growth of high-quality crystal film [20]. The material system
of choice for most investigators, including us, has been GaAs because it is a well-
characterized material system. An extensive review of quantum mechanical transport
in this material system is given by Timp and Howard [21].
In Fig. 1-1(a) we have illustrated the basic material layers of a molecular beam
epitaxy (MBE) grown film. Starting from the bottom, a thick intrinsic layer of GaAs
is grown, then an undoped AlGaAs layer, then an n-doped AlGaAs layer and finally a
thin GaAs cap layer on top. A schematic view of the conduction band profile is shown
in Fig 1-1(b). The Fermi level for the GaAs cap layer is located at midgap because we
assumed a high density of surface states. For a sufficiently high doping density in the
AlGaAs layer a significant conduction band bending is achieved. By clever choice of
doping profile the conduction band for the GaAs can dip below the Fermi energy in
the vicinity of the heterointerface. Consequently, a sharp, approximately triangular
conduction band profile forms with quantized energy levels inside the GaAs layer.
By proper adjustment of the doping concentration in the AlGaAs layer it is possible
to selectively populate only the lowest energy level, as indicated in Fig 1-1(b). The
doping in these structures is restricted to a few Si-atom monolayers in the doped
AlGaAs layers; a technique referred to as 6-doping. This doping techniques separates
the donors atoms spatially from the conduction channel in the GaAs by a few 100 A.
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Figure 1-1: (a) Individual growth layers for modulation-doped AlGaAs/GaAs het-
erostructure used for vertical confinement. (b) Diagram of conduction band profile
of heterostructure.
The use of the AlGaAs separation layer, commonly referred to as a spacer layer,
serves to decrease the scattering rate of the electrons by placing donor atoms remote
to the conduction channel. The conduction electrons confined to the lowest energy
state at the heterointerface can move freely in the plane of the interface. This sheet
of highly mobile electrons is referred to as a two-dimensional electron gas (2DEG).
High mobilities have been achieved in substrates with such MBE-layers and we have
therefore utilized this structure for fabrication of our devices.
The two-dimensional motion of the electrons in the 2DEG can be further re-
stricted. Application of negative voltages to Schottky electrodes patterned on top of
the substrate surface can selectively deplete the 2DEG. The geometry of the gate pat-
tern can be designed as desired. If however, the motion of the electrons is constrained
to a dimension smaller than the Fermi wavelength, AF, quantum mechanical effects
start to play a significant role in the electron transport. These quantum mechanical
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effects is what forms the basis for the quantum-effect devices we will study [22].
1.3 Overview of this work
In chapter 2 we investigate the phenomena of absorption and emission of modulation
quanta by ballistic electrons while they propagate in a spatially varying, sinusoidally
oscillating potential. We develop a model for the effective dc potential barrier an
electron experiences while propagating between the drain and the source contacts.
This model is consequently used to study the efficiency of modulation quanta ab-
sorption by ballistic electrons while tunneling through a single and a dual barrier
potential. The study of the electron wavepacket propagation is performed using nu-
merical techniques by direct integration of the time-dependent Schrodinger equation.
The numerical approach allows variation of the degree of spatial confinement of the
ac electric field. The dependence of the absorption efficiency on the tunneling time,
the oscillation frequency, and the ac electric field confinement is explored. On the
basis of this study we find that a number of experimental conditions which must be
satisfied to make the absorption process experimentally observable.
In chapter 3 we present the device design choices we made. The heterostructure
layers, the radiation coupling scheme, and the device fabrication process are discussed.
We then show and explain two of the device designs we have studied. At last, an
account is given of the experimental measurement system.
We then present the experimental findings for the quantum-effect devices we have
studied: the quantum point contact (QPC) and the lateral dual gate device. In
chapter 4 we explain the dc transport characteristics of a QPC. We adapt the saddle-
point potential profile model to describe the electrostatic potential of a QPC at the
constriction. We then present a novel method which relates the current-voltage (I-V)
characteristics of a QPC to the curvatures of the saddle-point potential. Numerical
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estimates for the curvatures of the potential are valuable since they are directly related
to the device's transmission coefficient and subband energy spacing. In chapter 5 the
results of radiation measurements using a QPC are presented for two orthogonal
radiation coupling structures: (1) the antenna is connected to the gate leads of the
QPC; and (2) the antenna is connected to the drain and the source ohmic contacts.
In the second approach, the tight confinement of the ac electric field is achieved by
extending the antenna terminals beyond the position of the ohmic contacts to within
microns of the active device region.
In chapter 6 we present the dc transport measurements of lateral dual gate devices.
The structures in the device's I - V characteristic are analyzed using the potential
profile model derived in chapter 2. By comparison of the structures in the theoretical
I - V characteristic to measurement results an understanding of the device behavior
is achieved. In chapter 7 we present the results of radiation measurements for the
lateral dual gate devices. Finally, we conclude our study with chapter 8 with a brief
discussion of future research opportunities.
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Chapter 2
Radiation-enhanced transport
2.1 Introduction
This chapter presents a theoretical investigation of electron transport through a
quantum-effect device in the presence of a radiation field. Many authors have inves-
tigated the frequency dependence of ballistic transport through ac modulated single
barrier [23, 24, 25] and double barrier [12, 26, 27, 28]. We will examine the interac-
tion of ballistic electrons with ac modulated barriers by direct simulation [29]. The
algorithm we used to solve the time-dependent Schrodinger equation was written by
de Raedt and Michielsen [30].
In section 2.2 we examine the case in which the radiation field induces a sinu-
soidally varying ac voltage between the electrochemical potentials of the drain and the
source electron reservoirs. We find that the effect of the ac voltage can be described
mathematically as a splitting of the electron density in one of the electron reservoirs
into sidebands. In section 2.3 and section 2.4 we develop a procedure to calculate
the dc current through a device in the absence of a radiation field. In this procedure
an approximate method is introduced for determining the electrostatic potential of
a device along the direction of charge transport, and using the transmission-matrix
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method (TMM) to calculate the transmission coefficient [31]. The transmission co-
efficient is then used to find the dc current. In section 2.5 we return to the study
of the effects of a radiation field on transport through both a single and a double
barrier device. This is achieved by analyzing the transmission of a Gaussian electron
wavepacket through a time-oscillating potential by numerical integration of the time-
dependent Schr6dinger equation. We discuss both the influence of the dc potential
barrier and the ac voltage confinement on the energy absorption of ballistic electrons.
The key findings of this chapter are summarized in section 2.6.
2.2 Theoretical background
Section 2.2 studies the response to a radiation field for an idealized device. This
treatment follows closely the derivation given by Tien and Gordon [32]. We assume
that the radiation field induces a sinusoidally varying ac voltage between the drain and
the source electrochemical potentials. For the case we consider no ac voltage is present
inside the electron reservoirs, the electric field is entirely confined to the barrier region
separating the drain and the source contacts. In the absence of the radiation field,
we can approximate the envelope function of the total electronic wavefunction as
po (r, t) = f(r)e- iEtlh (2.1)
which is an eigenfunction of the unperturbed Hamiltonian Ho. This wavefunction
describes the electron distribution in both contacts. The ac voltage difference Vac
between the electrochemical potentials of the two contacts due to the radiation field
can be written as
I4 (t) = V1 cos t,
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where V1 is the maximum amplitude of the ac voltage and f = w/2r is the frequency
of the radiation field. Without sacrificing generality, the electrochemical potential of
one of the contacts, for example the drain, can be considered fixed; while the other,
the source, is modulated by addition of Eq. 2.2. Since the ac voltage is spatially
uniform throughout the source reservoir and zero in the drain reservoir, only the
time-dependence part of the electronic wavefunction in the source is modified. By
substituting the trial wavefunction 's,(r,t) = ,lso(r,t)g(t) into the time-dependent
Schrddinger equation with the modified Hamiltonian Ho + eVac we have
ih a s(r, t) = (Ho + eV<)~b8(r, t) (2.3)
After substitution of the trial wavefunction s, (r, t) into Eq. 2.3 we find that g(t) must
satisfy the following differential equation
dg(t) -V g(t) cos wt. (2.4)dt h
An exact solution for g(t) can be found by direct integration of Eq. 2.4,
Ing(t) = ----- coswt'dt'. (2.5)
After subsitution of g(t) into the trial wavefunction we find
As(r, t) = so0(r, t)e- iasinwt, (2.6)
where the dimensionless parameter a is defined as
eV1
a = hw' (2.7)
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This parameter compares the maximum amplitude of the ac potential to the radiation
frequency. It is helpful to further manipulate the solution for g(t) and write it in a
series representation
00
Z Bne-int e-iasint (2.8)
n=--o
The coefficients Bn in the expansion are found by differentiating both sides with
respect to the time variable t. By equating equal powers of wt we find the coefficients
obey the recursive relationship 2nBn = ca(Bn+l + Bn-1). This relationship is satisfied
by the Bessel function of n-th order Jn(a), hence Bn - J(a) [35]. By collecting the
above results the new wavefunction given in Eq. 2.6 can be written in the equivalent
form
O. (r, t) = f(r)E Jn ()ei(E+n)t / (2.9)
n=-oo
This new notation makes it easier to interpret the results of the ac voltage perturba-
tion. We find that the unperturbed wavefunction with energy E has been split into
new eigenstates having the same spatial dependence but with energies E + nhw and
amplitudes Jn(a). A positive value of n means the eigenstate has absorbed energy
from the ac voltage perturbation while a negative value of n means the eigenstate
has emitted energy to the ac voltage perturbation. The corresponding electron den-
sities of these radiation-induced eigenstates are J2(a). We conclude that the electron
density in each sideband depends on the amplitude of the ac voltage and hence on
the strength of the radiation field. The Bessel function behavior of the sidebands is
characteristic of a purely sinusoidal time-perturbation of the Hamiltonian.
The main result in this section has been to show how new electron eigenstates
are formed in the presence of a sinusoidally varying voltage. In the next two sections
we will focus on the dc transport properties of a quantum-effect device. We will find
the effective potential profiles and the transmission coefficients which will make it
possible to calculate the dc current through the device. We will then incorporate the
44
2.3. POTENTIAL-PROFILE MODEL 45
(bl
(a)
1g2 _ I i
E
I-" x I - 7 I 7 I7T I
GaAs 5 nm
z _
AlGaAs p=0.3 21 nm X
AlGaAs p=0.3 N d = 5x 1018 cm-3 4nm 
AlGaAs p=0.3 25 nm
GaAs 2DEG 110nm
0 
65 ' 1 0.8 0.6 0.4 0.2 0
0 Distance x [m]
Figure 2-1: (a) Cross section of AlpGal_pAs/GaAs heterostructure. The 2DEG is
located inside the GaAs layer 55 nm below the substrate surface. Two gates, with
length 1 and 192 separated by s are shown. A donor density of Nd = 5 x 1018 cm - 3
was used in the simulation. The variable p indicates the fractional content of Al,
i.e. AlpGal_pAs. (b) Three-dimensional charge distribution n3D(X, z) for voltages
V 1l = -0.65 V and Vg2 = -0.3 V applied to gate 1 and 2, respectively. The dimensions
used in the simulation are 11 = 50 nm, 1g2 = 130 nm and s = 250 nm.
results of this section to find the radiation-induced current through the device.
2.3 Potential-profile model
In this section we derive a model for the effective electrostatic potential an electron
in the two-dimensional electron gas (2DEG) encounters while propagating between
the source and the drain reservoirs. Although analytical expressions have been derived
for varies shaped gate geometries [33] we have resorted to solving the two-dimensional
Poisson equation numerically [34]. We will first find the three-dimensional electron
charge distribution in the AlGaAs/GaAs heterostructure as a function of the voltage
applied to a gate on the surface. The resulting charge distribution in the GaAs is then
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integrated along a direction normal to the heterojunction interface and equated with
the 2DEG charge density. The 2DEG charge density is then related to an effective
conduction band bending, or, equivalently, to a potential profile.
Figure 2-1(a) shows a cross-section of the AlGaAs/GaAs heterostructure we used
for device modeling. The dimensions chosen for the individual layers are representa-
tive for the MBE-grown substrates we have used for fabrication of our devices (see
Table 3.1). The two shaded areas on top of the 5 nm thick GaAs cap layer repre-
sent the gates which are used to deplete the 2DEG. By solving the two-dimensional
Poisson equation for this structure we have found the three-dimensional charge distri-
bution, n3D(X, z) [34]. In the simulation we used the following boundary conditions:
the gates were treated as Schottky contacts and the Fermi level at the surface for the
bare GaAs was pinned at mid-gap. The Si-donor dopant density in the 4 nm thick
AlGaAs layer, which was taken to be fully ionized, was adjusted by trial-and-error
until the desired 2DEG charge density of 3.6 x 1011 cm - 2 was obtained for the case
when no voltage was applied to the gates; this value corresponded to a Fermi energy
of 12.9 meV, which was typical for our MBE structures. A spatial mesh size of 7.5 nm
in the x-direction was used, while in the z-direction it was set to 1 nm in the GaAs
cap layer, 2.5 nm in the AlGaAs layers, and 2 nm in the bottom GaAs layer. Fig-
ure 2-1(b) shows ns3D(, z) below the AlGaAs/GaAs heterointerface when we applied
a negative voltage to the gates on the surface. In this simulation run, the gate lengths
were set to 50 nm and 130 nm with a separation of 250 nm. The voltage applied to
the short gate was -0.65 V and the voltage applied to the long gate was -0.3 V.
The two-dimensional charge density of the 2DEG, n2D(x), is found by integrating
n3D (x, z) along the z-direction throughout the bottom GaAs layer. The result of this
integration is shown in Fig. 2-2(a), where n2D is plotted for a 50 nm gate as a function
of the x position for different values of the gate voltage. Based on such simulation
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Table 2.1: Fitting parameters for functional description of the potential profile V.
Parameters are valid for a 2DEG depth of 55 nm and gate lengths ranging from
40 nm to 160 nm.
n On an
[eV/V.nmn] [/zm/nmn ]
0 -9.308 x 10 - 4 3.409 x 10-2
1 -3.730 x 10- 4 7.775 x 10-5
2 1.012 x 10-6 7.547 x 10 - 7
results using a gate length from 50 to 500 nm we find that the n2D at the center of the
gate decreases nearly proportionally with the applied gate voltage. Also, the overall
characteristics of n2D closely resemble an inverted Gaussian profile. For modeling
purposes it is helpful to introduce a potential profile V, which effectively accounts for
the conduction band bending. For a two-dimensional system, the density of states is
independent of energy and we can write
irh2
EF - V(x) = n2D (x), (2.10)
m*
wh-re EF is the Fermi energy of the undepleted 2DEG and m* is the electron effective
mass in GaAs. Eq. 2.10 relates the spatial dependence of the 2DEG charge density
to the potential profile V. The potential profile can now be approximated by using a
Gaussian function
V(x) =/ V exp[- 2C)2 (2.11)
where xc is the center position of the gate and Vg is the gate voltage. The scaling
factor and the width a are expanded to second order in the gate length 1,
2 2
A-13 ,:nin and a = aln. n (2.12)
n=O n=O
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Figure 2-2: (a) Charge depletion of the electrons in the 2DEG for gate voltage values
equal to 0 V, -0.2 V, -0.4 V, -0.6 V and -0.8 V. The gate length was 50 nm, the 2DEG
depth was 55 nm, and the carrier concentration was 3.6 x 101l cm- 2 . (b) Scaling
factor and FWHM of Gaussian function describing the electrostatic potential as a
function of gate length. The parameter values are based on two-dimensional Poisson
simulation results of the cross-section shown in Fig. 2-1(a).
Numerical values for the fitting parameters 3n and ao are given in Table 2.1. A plot of
,/ and as functions of the gate length is shown in Fig. 2-2(b). The FWHM is found
to be limited to about 80 nm even for an infinitesimally short gate. This intrinsic
broadening of the barrier potential exists because the 2DEG is located 55 nm below
the substrate surface. From the values of ,, we can extract values for the threshold
voltage, Vt, which is defined as the voltage required for complete depletion of the
charge at the center of the gate. For a gate length of 50 nm we have/3 = -17 meV/V.
For a Fermi energy of 12.9 meV the threshold voltage is
Vt = EF// = -0.76V.
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The procedure we have used to derive n2D is only approximately valid. We did
not consider the formation of subbands at the AlGaAs/GaAs heterointerface due to
the conduction band bending. Although we have matched the 2DEG charge density
in our description to the real system, the depopulation with decreasing gate voltage
is expected to differ and result in a smaller threshold voltage. This is not surprising,
since the bottom energy of the lowest subband at the heterojunction interface does
coincide with the conduction band energy. Typically, though, we found that the
threshold voltage for a 50 nm gate device is -0.7 V when the device thermally cycled
for the first time. This voltage is not very different from the prediction based on
our simple model. The threshold voltage, however, can drift significantly over time
because of fluctuation in the number and position of trapped charges.
2.4 Transmission coefficient
In this section, we calculate the transmission coefficient for a single and a dual gate
structure using the transmission-matrix method (TMM) [31, 36]. These transmission
coefficients can then be used to calculate the drain/source current through the devices.
We begin by analyzing the case for a dual gate structure. Figure 2-3 shows the
resulting potential profile for such a structure. The gates used are 50 nm long,
separated by 250 nm. The voltage applied to both gates is equal to -0.78 V, which
places the top of the barrier, Eb, just above the Fermi energy EF. In the simulation
we set EF = 12.9 meV and Eb = 13.7 meV.
For the 2DEG, assuming the parabolic energy dispersion holds, the total electron
energy E of an electron can be separated into a longitudinal component Ex along the
x-direction, and a transverse component Ey along the y-direction,
E = E,+Ey= 2 (k 2 k 2)
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Figure 2-3: Conduction band profile for dual gate device along the transport direction.
The length of both gates is 50 nm; they are separated by 250 nm. A voltage of -0.78 V
is applied to both gates. The resonant levels between the two barriers are indicated
by the horizontal lines.
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Figure 2-4: Transmission coefficient for a dual gate device as a function of longitudinal
electron energy E. The length of both gates is 50 nm; they are separated by 250 nm.
Resonant level energies are referenced with respect to the conduction band. Eleven
quasi-bound states and two above-the-barrier resonant states are marked using short
vertical lines along the top of the graph. The inset shows a detail of the four highest
resonant levels with lifetimes ( h/E) [37]: <1, 1.3, 5.7 and 51 ps, in order of
decreasing energy. The transmission coefficient for a single gate device with a barrier
height of 14.4 meV is indicated by the dashed line.
where kx and ky are the electron wavevectors along the x- and y-direction, respectively.
For a potential profile V(x), which depends only on the position along the transport
direction, the transmission coefficient for the electron propagating through the barrier
is only a function of the electron's longitudinal energy Ex.
Using the TMM, we found several transmission resonances through the double
barrier potential. A plot of the transmission coefficient T(Ex) as a function of the
electron injection energy E. is shown in Fig. 2-4. Eleven resonant levels are found
below the energy Eb, corresponding to the top of the potential barrier. Two addi-
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tional resonant levels exist above Eb. The position of these levels with respect to the
potential profile has been indicated in Fig. 2-3 by the vertical lines. The resonant
level separation close to Eb is about 1.4 meV. The quasi-bound states far below Eb
are extremely narrow in energy and hence have a very long lifetime. These levels do
not contribute significantly to the current at measurement temperatures of -1 K and
can be ignored. Only the two resonant levels located immediately above and below
Eb may be important for the current flow, and an expanded plot of them is shown
in the inset of Fig. 2-4. Experimental evidence for the two levels marked b and c is
presented in chapter 7. The lifetime for these states is on the order of 10-12 s which
represents an upper limit for the speed of ballistic electrons through the structure.
In the inset we have also plotted the transmission coefficient through a single barrier
potential, shown by the dashed line.
The transmission coefficient, calculated by the TMM, can be used to find the net
current flow between the drain and the source contacts. Assuming each contact to
be at thermodynamic equilibrium, each supplies electrons with an energy spectrum
described by the Fermi-Dirac distribution function
f=1 + eE1 + e(E-l)/kT'
where /z is the chemical potential of a contact. The drain/source current density Jds
is found by summing over all energies:
Jds = e T(E) a ) (f - fd) (2r)(2.13)
Here f, and fd are the Fermi-Dirac distribution functions for the source and the
drain contacts with chemical potentials 1/s and Ad, respectively. The externally ap-
plied drain/source voltage Vds determines the difference between the two chemical
52
2.5. MODIFIED TRANSMISSION COEFFICIENT
potentials, Vds = (Us - d)/e. The value of n (1 or 2) depends on the dimension-
ality of the propagating electrons. In this section we have illustrated the procedure
by which dc current due to ballistic electron in a device can be calculated. We will
now return to our discussion of the effect of radiation on the dc transport through a
device.
2.5 Modified transmission coefficient
The objective in this section is to arrive at a method for predicting the effect of radi-
ation on ballistic electron transport through a device. We have already learned that
a spatially uniform sinusoidally oscillating ac potential leads to the formation of new
eigenstates. We will now explore how the formation of these sidebands affects the
dc drain/source current. In order to be able to explore realistic device geometries
we decided to study the transmission through the time-oscillating barriers by numer-
ical techniques. Such an approach enabled us to study both the radiation induced
transport through a tunneling barrier as well as over-the-barrier processes.
2.5.1 Direct simulation
As explained above, we chose to study the radiation-induced transport through either
a single or double barrier potential by numerical integration of the time-dependent
Schr6dinger equation (TDSE). The integration algorithm we used was developed by
de Raedt and Michielson [30]. Similar simulation of the time evolution of the electron
interaction with an ac potential has also been investigated by other researchers using
a numerical path integral technique [29].
In our approach, the electron incident on the time-oscillating barrier is represented
by a wavepacket. The incremental evolution in space and time of this wavepacket is
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found by integration of the TDSE. If we write the potential profile as V(x, t) then
the TDSE is given by
{_2h a2 - +v(x~t)}7Oi(Xt) =ih a+(z~t), (2.14)
where the Hamilonian H(t) is equal to the expression in the bracket {.}. If the
wavefunction at time t is known, the solution of Eq. 2.14 at time t + r is
' (x, t + T) = e-iTH(t)0(x, t). (2.15)
This relationship is used to update the wavefunction at each instance in time. Time-
dependent Hamiltonian is updated accordingly to reflect the change in the poten-
tial due to the ac variation. The potential can be separated into two parts: (1)
a time-independent dc potential Vdc(x) present in the case of no radiation, and a
time-dependent contribution eVa (x, t) = (x) cos(wt + b) describing the spatial dis-
tribution of the sinusoidally varying ac potential. When the interaction time of the
wavepacket with the potential V(x, t) is short compared to the period of the ac oscilla-
tion, 2/w, the initial phase X, assigned to the ac potential, becomes important. The
total transmission is then found by averaging the transmission obtained when using
many different initial phases. We found that using the values b = 0, 7r/4,..., 77r/4
is generally sufficient. In the simulation, we assume that the screening of the ac po-
tential becomes perfect beyond a characteristic distance c from the center of the dc
potential barrier, x; (x) is therefore constant for Ix - xcl I - xl. We should
keep in mind that the simulation results presume perfect phase coherence for the
electrons traversing the potential barrier.
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An electron incident on the barrier is represented using a Gaussian wavepacket
'4(, t = 0) = ) e (2.16)
where the electron has been localized at x = x0 at time zero and a determines the
spatial extent of the wavepacket. In the simulation a > l/ko and the mean energy
of the wavepacket is therefore
2m* O42 2m*
The temperature broadening of the wavepacket can be estimated by equating the
width of the step in the Fermi-Dirac distribution at temperature Tp to the FWHM
of the wavepacket
h2 ko 1 VIn3.5kBT = H 2I - + E0.2m* a 8a2ko koo
At an electron injection energy of E0 = 10 meV with a = 127r/ko = 6Ao - 0.28 /um
we have Tp ~ 2 K. This broadening is comparable to the energy width of the resonant
levels near the top of a dual barrier. We are therefore able to resolve these levels. In
all simulation runs we set the spatial mesh size equal to 0.1A0 and the time increment
r = 0.03125h/Eo. Using a value of a = 6A0 reflected a compromise between sufficient
energy resolution and a reasonable execution time for the simulation runs. A total
system size of 2000 nodes was chosen which made it possible to simulate the evolution
of the wavepacket for about 20 ps after interaction with the potential barrier.
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2.5.2 Enhanced tunneling through square barrier
As a simplest case, we chose to analyze transmission of a wavepacket through a single
square barrier in the presence of an oscillating voltage. An illustration of the geometry
is shown in the inset of Fig. 2-5. The oscillating voltage was split symmetrically
between the left and right side of the barrier,
(Xt) ={ V(x/21xl)(Ixl-d/2) coswt xl > d/2
V (x/d) cos wt Ixl < d/2
where e, is the maximum ac excursion of the contact potentials, d is the total barrier
length and (x) is the unit step function. For this ac potential the ac electric field is
entirely confined within the barrier region, -d/2 < x < d/2. In the simulation run
we set the dc barrier height to Vo = 50 meV and the mean energy of the incident
electron wavepacket to E 0 = 10 meV. The length of the barrier was 0.3A0 - 47 nm.
The result of the simulation is shown in Fig. 2-5. The Fourier components of
the transmitted wavepacket are plotted as a function of the wavevector k. In the
simulation run, a propagation time of 12 ps beyond interaction of the wavepacket
with the square barrier was used. This proved sufficient for the probability density
of the transmitted and reflected wavepacket to add to unity. The plot shows curves
for both a = 0 (dashed line) and a = 0.25 (solid line). For the second case, when
the ac potential is non-zero, a broadening of the spectrum and the development of
several peaks on both sides of the initial wavevector is seen. This additional structure
is evidence of the formation of sidebands. In Fig. 2-6 the value of each wavevector
corresponding to a sideband peak is plotted along the abscissa; and the energy for
that wavevector, using a parabolic energy dispersion, is plotted along the ordinate.
We find that the vertical separation in energy between the data point is equal to
an integer multiple of the modulation quanta hw. Hence, the sidebands are due to
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Figure 2-5: Result in Fourier space of a wavepacket propagating through a time-
oscillating potential barrier. Inset shows definition of barrier dimensions. Parameters
used are: Eo = 10 meV, Vo = 50 meV, f = 300 GHz, d = 0.3A0 , c = 0 or 0.25, and
L = 2.35 nm.
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Figure 2-6: Electron wavepacket dis-
persion curve after being transmit-
ted through the sinusoidally oscillat-
ing square barrier (circles). Solid line
shows the parabolic energy dispersion.
Each data point is vertically separated
by units of integer multiples of the
modulation quanta hw. Parameters
-- A rl - 1 n m_ T - An m l 0 0.5 1 1.5 2 u3Ou aL. LJ-- -u L,, v , V- - Vu ilc v,
Wavevector k, [x106 cm- 1] f = 300 GHz, d = 0.3A0 and a = 1.
absorption and emission of modulation quanta hw by the wavepacket while traversing
the square barrier.
We next investigated the amplitude variation of the Fourier components for each
sideband as a function of the parameter a, as shown in Fig. 2-7. The simulation result
for the lowest four absorption and emission sidebands is shown (circles). The absolute
value of the n-th order Bessel function, Jn(a), is also shown for n = 0, l1,... , +4
(dashed line). Comparison to the Bessel function is motivated by the results we
obtained in section 2.2 for the amplitude of the sidebands. A striking resemblance
to the behavior of the simulation data is seen, although the height only matches in
case of the the center component. The ratio of each Fourier component amplitude,
FCn(a), and the corresponding Bessel function, Jn(a) , is shown in Fig. 2-8. Each
data point was evaluated by averaging the ratios obtained for all values a's as long
as FCn(a) > 0.25. Values smaller than 0.25 have been neglected because of the
large uncertainties associated with extracting the peak heights from the spectrum.
For comparison, we have plotted the ratio T(Eo + nhw)/T(Eo) of the analytical
0)
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Figure 2-7: Simulation result of Gaussian wavepacket propagation through a time-
oscillating square barrier (circles). The Fourier component amplitudes for sidebands
n=0,:1,±2,+3 and +4 are plotted versus the a parameter. (a) through (d) are the
modulation quanta emission sidebands, (e) is the center band, while (f) through (i)
are the modulation quanta absorption sidebands. Parameters used are: Eo = 10 meV,
V0 = 50 meV, d = 0.3A0, and f = 300 GHz. The magnitude of the Bessel functions
Jn(oa) (dashed lines) are scaled by a common factor determined from matching J(O)
to the amplitude of the Fourier component in (e) for a = 0 from the simulation.
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Figure 2-8: Discrete points show ratio
FCn(ao)/JnJ()JI, amplitude of Fourier
component divided by absolute value
of Bessel function. Value of ratio for
each value of n is averaged over all a's.
The errorbars show the standard devi-
ation at each value of n. The energy
dependence of the transmission coeffi-
cient is depicted by the ratio T(Eo +
nhw)/T(Eo) (solid line). Parameters
....- .... LrTM - I n. -.T T _- Gn ,'T
0 5 10 15 20 UbU dl-. DO I l11v, Vo ' u IllUv,
Energy E, [meV] f = 300 GHz, d = 0.3Ao.
transmission coefficient through the square barrier when a = 0
T(Ex) = 1 + V02 sinh2 Kd/4E(Vo - E)' (2.18)
where 2 = 2m*(Vo - E,)/h 2 (solid line in Fig. 2-8). Deviations between the ra-
tios are seen for n = -2, -3 and -4. Such deviations are most probably caused
by uncertainties introduced when extracting the Fourier component amplitudes for
these sidebands, since no well-defined sideband peaks develop, see Fig. 2-5. No peak
occurs in the spectrum for these sidebands since the transmission probabilities for
the square barrier rapidly decreases as E. decreases. The increased overlap between
adjacent sidebands results in an overestimation of the Fourier component amplitude,
and hence too large a value for the ratio. Apart from this discrepancy, the values for
the two ratios compare well. We conclude that the transmission coefficient through
an sinusoidally oscillating square barrier characterized by Eq. 2.17 can be written as
follows
T,(E,) = E J,2(o)T(Ex + nhw). (2.19)
n
(0
q)
a:
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This altered transmission coefficient in the presence of a radiation field will be referred
to as the modified transmission coefficient [32, 23].
2.5.3 Enhanced over-the-barrier transport
In this section we study the radiation-enhanced transport for a single barrier potential
when the height of the barrier is reduced to such an extent that absorption of a
single modulation quanta hw by an electron will result in over-the-barrier transport.
Further, we introduce a finite width ac potential profile.
Following the example of Yakubo et al. [29], we chose an identical model for the
ac voltage profile
V. (t) = - tanh cos t, (2.20)
where 2ac is used to describe the characteristic length of the ac electric field con-
finement. The electric field in this model reaches a maximum at the center of the
structure, xc, and decreases rapidly to zero at a distance on the order of a few 6ac on
either side the barrier region. Using this model for the ac voltage allows adjustment
of the ac electric field confinement. Investigation of how the efficiency of modulation
quanta absorption by ballistic electrons depends on the ac electric field confinement
is important. In superconducting-insulator-superconducting tunnel junctions, where
the the electric field is localized within the insulator region and extends about a
London penetration depth into the superconductor. In contrast, for quantum-effect
devices, where the 2DEG has a relatively long screening length, the ac electric field
extends beyond the dc potential profile. Additional confinement of the ac electric
field might be achieved by reducing the separation between the antenna terminals.
We are therefore going study the dependence of the Fourier components FCn as the
confinement parameter ac is varied.
The results of the simulation run are shown in Fig. 2-9. In the simulation we
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kept the radiation frequency fixed at 300 GHz, the electron injection energy was
Eo = 10 meV and the dc barrier height (described by Gaussian profile) was equal
to Vo = E 0 + 4hw/5. The Fourier component FC, of the transmitted wavepacket
for the center and the two sidebands corresponding to absorption of hw and 2hw are
shown (n = 0, 1 and 2) as a function of the ac confinement .ac In the simulation the
a parameter was set to 1. The three solid curves show the effect on the spectrum
when the FWHM of the Gaussian dc potential barrier is 140 nm. For a very strongly
confined ac electric field, 2 < 100 nm, we find that the FC1 exceeds the FCo
component, and consequently, the radiation-induced current should exceed the dark
current. When the width of the dc potential barrier is decreased to 60 nm, the
amplitude of the absorption sidebands decreases strongly (dashed curve). In fact,
they are only slightly larger than the sidebands obtained without any dc barrier
(dotted curves). Without a barrier, phase-matching between the incident wavepacket
and the excited plane wave at energy Eo + nhw becomes essential [29]. From this
simulation run we learn that strong coupling between the incident wavepacket and
an over-the-barrier propagating state is obtained for the case of a strong ac electric
confinement, on the order of the dc barrier FWHM; and the dc barrier must have a
sufficient length. If we consider the two barriers used in the simulation, the length
of the classically forbidden region for the 60 nm and 140 nm barriers are 22 nm and
52 nm, respectively. The traversal times through the barriers at 10 meV are 0.48 ps
and 1.37 ps [23]. These traversal times result in interaction times of wr = 0.91 and
2.57, respectively. For 2 ,,mac = 50 nm we get a = 0.41, and 0.78 for the two cases.
The transitions therefore favor a condition with w > 1 and a > 1.
In Fig. 2-10(a) we have replotted the result of the previous simulation but we
display the difference in the amplitude of the Fourier component due to the radia-
tion field which is the result of the photonic effect. The FWHM of the Gaussian dc
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Figure 2-9: Simulation result showing magnitude of Fourier components FC, as a
function of the ac potential confinement ac,. The FWHM of the dc Gaussian potential
barrier is dc = 140 nm (solid line) and 60 nm (dashed line). For comparison, we
also show Fourier components for absorption in case of no dc barrier (dotted line).
Parameters used are: E0 = 10 meV, Vo = E0 + 4hw/5, ca = 1 and f = 300 GHz.
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Figure 2-10: (a) Simulation result for dc Gaussian potential barrier with FWHM
of 140 nm. The change of the Fourier components, AFC, is plotted versus the
ac potential confinement .ac The calculations are done for a = 1 (solid lines) and
a = 1/3 (dashed lines). The latter set of three curves has been appropriately scaled
to compare to the a = 1 case. (b) The Fourier components FCn are plotted as a
function of ac for dc = 140 nm and 2 = 50 nm (solid lines). For comparison, we
also show the value of the Bessel functions J,(a) (dashed lines). Parameters used
are: E 0 = 10 meV, Vo = E0 + 4hw/5 and f = 300 GHz.
potential is 140 nm. It is evident that only the first absorption sideband gains signif-
icantly in amplitude as the ac electric field confinement is increased. The change of
the FCo and the FC2 almost offset each other. We therefore expect a large increase
in the current due to radiation-induced over-the-barrier transport. For comparison,
we show simulation results for both a = 1 and a = 1/3. The latter has been adjusted
appropriately for comparison. Since the two curves match each other well, the effect
of barrier distortion when using a larger value for a is minimal.
In order to compare this result to the prediction based on Eq. 2.19 we have cal-
culated the amplitude of the Fourier component as a function of a, as shown in
Fig. 2-10(b). The zeroth Fourier component does indeed follow Jo(a) and an excess
cri
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amplitude is observed for both FC1 and FC2 . This excess amplitude is encourag-
ing, because the transmission coefficient for over-the-barrier transport is significantly
larger than at the incident electron energy. In the simulation result FC1 is not much
larger than FCo for a = 1. This is caused by the relatively large dark current for
the zeroth component since the equivalent wavepacket temperature is TP : 2 K. In
the experiment, a temperature of 0.5 K can be achieved, thus the dark current is
expected to be significantly reduced.
The process we have studied in this section is schematically illustrated in Fig. 2-
11. We have divided the region into three domains. In domain I and III the electrons
propagate as plane waves and no transition can occur them. In domain II the elec-
tron wavefunction incident at energy E 0 enters a classically forbidden region at xl.
Transition can efficiently occur between this decaying wavefunction and a propagat-
ing state at E 0 + hw. In the schematic we only show the propagating wavepacket.
Of course to satisfy all boundary conditions, wavepackets will both be transmitted
through and reflected from the structure. We found that for a sufficiently confined ac
electric field (a > 1), we expect that absorption of modulation quanta by the incident
ballistic electron is possible while it is evanescently decaying into the barrier. A tight
confinement of the ac electric field would also reduce the amount of heating of the
electrons in the 2DEG. In addition, a sufficiently long interaction time was required
of the wavepacket with the barrier to absorb modulation quanta from the oscillating
potential (w > 1). We have also found that the absorption within the classically
forbidden region and from an evanescently decaying wavefunction to a propagating
state dominated; excitations taking place between two plane waves in the presence of
a confined ac electric field is found to be inefficient when compared to the previous
two processes.
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Figure 2-11: Schematic illustration of
modulation quanta hw absorption at
x x x2 the front edge of the potential barrier.
2.5.4 Enhanced transport through double barrier
As the third example, we simulated a symmetric double barrier potential. In the sim-
ulation we have chosen dimensions which correspond closely to our devices. Yakubo
et al. [29] has simulated similar double barrier structures, but he uses smaller dimen-
sions and a different potential profile description. The transmission coefficient for
50 nm long gates separated by 130 nm with an applied voltage of -0.725 V is shown
in Fig. 2-12(a). We chose a wavepacket with a center energy of 10 meV and 10.5 meV.
According to Eq. 2.19, we expected to observe an enhanced transmission for radia-
tion frequencies at 340 GHz and 220 GHz, respectively. We chose to model the ac
potential profile using Eq. 2.20. In the simulation we set 2a = 400 nm, which was
slightly larger than the spatial extent of the potential profile for the double barrier.
Figure 2-12(b) shows the simulation result of total transmission T,(Eo) for E0 =
10 meV and 10.5 meV. The simulation was performed keeping the a parameter con-
stant to one. The frequency was varied from dc to 600 GHz. Enhanced transmission
is observed at frequencies approximately equal to the energy difference between res-
onant level and initial wavepacket injection energy. We interpret this behavior as
absorption of a modulation quanta hw from the oscillating potential barriers. How-
ever, we observed two discrepancies from the ideal model description, Eqn. 2.19. The
first was the shift of the peak position in T,,(Eo), predicting a larger difference between
the electron initial energy and the resonant level. The reason for this shift originated
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Figure 2-12: (a) Transmission coefficient T(E=) of dual barrier structure as a function
of electron injection energy Es. Length of both gates is 50 nm and the separation is
130 nm. The voltage applied to both gates was -0.725 V. (b) Simulation result for a
time-oscillating dual barrier. The modified transmission coefficient, T (Eo), is plotted
as a function of frequency for E 0 = 10 meV and 10.5 meV. Enhanced transmission
is observed at a frequencies corresponding approximately to the energy difference
between the resonant level and the initial wavepacket injection energy. Each data
point is the mean of eight simulation runs. In each run, the initial phase 0 of the ac
potential was incremented by r/4. The error bars indicate the standard deviation of
the set of eight data points these runs.
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in the method used for calculating the dc transmission coefficient T(Ex). The TMM
predicted a slightly lower position of the peak transmission resonance, about 50 GHz,
when compared to the position that occured when we used a propagating wavepacket
approach. We attribute this to the asymmetry with respect to the energy of the trans-
mission coefficient close to the top of the barrier, see Fig. 2-4. Since the wavepacket
senses the transmission coefficient for an interval of energies, a shift upward in energy
is expected. The second discrepancy relates to the general shape of Tw (Eo). For the
two injection energies we have analyzed, T,(Eo) was expected to appear the same,
but shifted upward in frequency by 120 GHz. We found that the undulations in the
curve for E0 = 10.5 meV are larger and the transmission peak is narrower. We pro-
pose the following mechanism is at work: for a constant value of a, the voltage V1
increases linearly with the angular frequency w. Such an increase in the amplitude
of the ac modulation leads to an increase in the distortion of the dc potential profile,
and consequently to the destruction of the resonant levels. Other mechanisms that
also contribute to the broadening of the transmission resonance level are the finite
width of the incident wavepacket, and the enhanced coupling of the resonant state to
the outside via escape through the absorption and the emission sidebands.
2.6 Summary
This chapter has dealt with the theoretical aspects of radiation-enhanced transport
of ballistic electrons through a quantum effect device. We have found that when
the radiation field induces a sinusoidally varying ac voltage in the contacts of the
device the density of states is split into sidebands. We have then presented a simple
model for the potential profile for a device, and calculated the transmission coefficient
through the structure using TMM.
The influence of a radiation field on the electron transport through both a single
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and a double barrier potential was then studied. The radiation field was described
as a sinusoidally oscillating voltage across the barrier region, much like in our initial
approach in which we focussed on the difference in the electrochemical potentials deep
inside the contact regions. In this model, the electrons entering the active region of the
device are assumed to retain their phase coherence while traversing the potential bar-
rier. We found that if this condition is satisfied, the transmission through a potential
profile for a sufficiently confined electric field can be approximately described using a
modified transmission coefficient. This modified transmission coefficient agrees well
with the simulation results for tunneling through a single square barrier potential. For
over-the-barrier transport the Bessel behavior of the sidebands remains valid, except
that the full value of the transmission coefficient is not gained. For the double barrier
potential, deviations from this ideal behavior were observed. In part, we attributed
these deviations to potential profile distortions caused by the large ac voltages. We
conclude that the modified transmission coefficient description provides a convenient
method to describe the effects of a radiation field on the ballistic transport through
mesoscopic structures.
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Chapter 3
Device design, fabrication and
measurement
3.1 Introduction
This chapter covers device design, fabrication technology and experimental appara-
tus. Section 3.2 outlines four design objectives which resulted from the theoretical
treatment in chapter 2. One section is then devoted to each of the following topics:
(1) the details of the AlGaAs/GaAs heterostructure are discussed in section 3.3; (2)
the properties of the planar antennas which are used to couple the radiation into the
sub-micron sized devices are reviewed in section 3.4; (3) the mask layout, the device
fabrication, and the test structures (incorporated for material characterization and
process monitoring) are presented in section 3.5; and (4) the measurement system is
discussed in section 3.6.
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3.2 Device design objectives
The design of the quantum-effect devices required that we address the following four
issues:
* Observation of the quantum limited detection process necessitates phase-coherent
transport of the electrons between the drain and the source contacts. Therefore,
high electron mobility material and a sufficiently small device structure were
used.
* Tight confinement of the ac voltage produced by the radiation field is needed to
observe the desired radiation-induced processes in QPCs and dual gate devices.
The fabrication of the radiation focussing antenna had to be integrated with
the lithographic process.
* Fabrication of quantum point contacts and dual gate devices requires the use
of sub-micron fabrication techniques.
* Broad-band optics and antennas must be used so that the radiation coupling
efficiency to the device remains constant throughout the frequency band of
interest.
3.3 AlGaAs/GaAs heterostructure
The quantum effect devices in this thesis have been fabricated using molecular-beam
epitaxy (MBE) grown modulation-doped AlGaAs/GaAs heterostructures. High mo-
bilities are achieved in these material systems, commonly on the order of 106 cm 2/V-s
at liquid helium temperatures, making it possible to observe quantized transport
phenomena in sub-micron sized devices [20].
3.3. ALGAAS/GAAS HETEROSTRUCTURE
The two-dimensional electron gas (2DEG) has been located at different depths to
find the best balance between mobility in the 2DEG and sharpness of the gate-induced
confining electrostatic potential. For the quantum point contact (QPC), the 2DEG
was located at a depth of 83 nm below the substrate surface [38]. For the dual gate
device, this depth was reduced to a dimension comparable to or smaller than the gate
length. The minimum gate length fabricated, using an electron-beam lithography
process, was 50 nm. As shown by the potential profile calculations in chapter 2, little
is gained by growing an MBE film with a 2DEG depth much shallower than 50 nm.
Achieving high electron mobilities in such shallow structures is intrinsically difficult
for the following reasons: (1) a decrease in the spacer thickness increases the overlap
between the wavefunction describing the extent of the vertically confined 2DEG and
the donor atoms. This leads to an increase in the 2DEG scattering rate and reduces
the mobility; (2) when the Si-dopant monolayer is positioned closer to the surface,
a larger fraction of the donor electrons are captured by surface states. This loss of
donor electrons can be compensated partially by increasing the dopant density to a
certain extent, as long as the creation of a parallel conducting channel in the AlGaAs
is avoided. If such a secondary channel forms, the MBE layer is rendered unusable
for the fabrication of quantum-effect devices. Also, placing donor atoms close to
the surface results in a larger variability in device characteristics, such as the pinch-
off voltage, since the carrier density in the 2D channel is more strongly dependent
on surface conditions. Because of these difficulties associated with realizing shallow
and high-mobility 2DEGs, a series of MBE films were grown by collaborators [39].
The thickness of the AlGaAs top and spacer layer were gradually decreased; an effort
that produced several shallow 2DEG structures with sufficient mobilities for quantum
devices.
A typical shallow AlGaAs/GaAs heterostructure is shown in Fig. 3-1. The layers,
73
74 CHAPTER 3. DEVICE DESIGN, FABRICATION AND MEASUREMENT
6-doping Si = 5x 1012 cm2
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Figure 3-1: MBE film 6081 with shallow 2DEG grown by A. Frster at KFA Jiilich
in November 1993.
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3.3. ALGAAS/GAAS HETEROSTRUCTURE
from top to bottom, are a 5 nm undoped GaAs cap, a 35 nm undoped A10.3Ga0.7As
top layer, a Si monolayer with an area density of 5 x 1012 cm- 2 , a 25 nm undoped
Al0 3Gao.7As spacer, a 1 pum undoped GaAs layer, a 10 times repeated superlattice
of 10 nm Al0.3Ga0.7As and 3 nm GaAs, and a 300 nm GaAs buffer layer on top of
a semi-insulating GaAs substrate. The AlGaAs/GaAs superlattice is initially grown
to reduce the number of oval defects in the finished epitaxial film. The depth of
the 2DEG for this sample was 65 nm, measured from the substrate surface, and
the carrier density was 3.8 x 1011 cm - 2. This means that only a small fraction of
the electrons from the donor atoms diffuse to the channel, about 8% [40]. For very
shallow heterostructures this fraction decreases further to only 3%. The remainder
of the electrons are frozen out or captured by DX-centers in the AlGaAs [41] and
surface/interface states. This low yield becomes particularly serious for very shallow
2DEG structures. For the shallowest structure tested, which had a 2DEG depth of
40 nm (wafer 6128), only 3% of the electrons diffused to the heterointerface. This vari-
ability in yield makes it difficult to determine the proper doping density in advance.
When a 2DEG's carrier density is too small, the effectiveness of charge screening is re-
duced, resulting in a lower mobility. Excessive doping populates the second subband
at the heterointerface, again causing an increase in the scattering rate. Often, for high
doping concentration, a parallel conduction channel also forms in the AlGaAs layer
with a much reduced mobility. This large variability forced an incremental decrease
of the thickness of the two AlGaAs layers.
Table 3.1 shows the dimensions of the MBE films and their transport character-
istics. The GaAs cap layer for all the films was 5 nm. The doping of the first two
samples, m22 and 6034, was achieved using 13 Si monolayers uniformly separated by
5 nm of AlGaAs in the top AlGaAs layer. These two substrates were used for the
fabrication of QPCs. The doping in the remainder of the samples was accomplished
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Table 3.1: Summary of MBE layers.
Wafer Doping Depth Spacer Density Mobility
[1012 cm-2 ] [nm] [nm] [x1011 cm- 2 ] [x104 cm2 /V.s]
m22 83 20 2.8a 20.0a
6034 83 20 2 .4b 13.2b
6081 5 65 35 3.8 16.5
6082 5 65 25 3.7 17.3
6167 7 55 25
6122 55 25 3.6 17.8
6133 50 25 3.8 13.5
6123 8 45 20 4.5 17.1
6128 13 40 20 4.4 16.2
Measurements done at a45 K, b4 .2 K and the remaining at 77 K. Sample m22 was
grown by Professor M. Melloch and coworkers at Purdue University [42]. Sample
6034 was grown by Dr. J. Smet while working in the MBE group of Professor C.
Fonstad at MIT. All shallow 2DEG samples were grown by Dr. A. Frster at ISI
Forschungszentrum GmbH, Jiilich, Germany.
using a single Si monolayer located between the two AlGaAs layers, similar to the
structure shown in Fig. 3-1. The distance between the 2DEG and the surface was
decreased by reducing the thickness of both the top and spacer AlGaAs layers. As
the Si monolayer is brought closer to the surface, more donor electrons are captured
by the surface states. The doping concentration was therefore increased to insure suf-
ficient population of the 2DEG. For sample 6128, the mobility at 4.2 K (in the dark)
was 0.93 x 106 cm2 /V.s with a carrier density of 4.25 x 1011 cm - 2 . SdH-measurements
showed that a parallel conducting channel was present in this film [40]. This sample
was therefore not used for device fabrication. The mobility of the remaining samples
was also expected to be close to 106 cm2/V-s at 4.2 K.
3.4. RADIATION COUPLING
3.4 Radiation coupling
Measurement of the photoconductive response of an individual quantum effect device
at millimeter and submillimeter wavelengths requires a radiation focussing method
which is precisely aligned with the device's gate structure. A quasi-optical system
consisting of multiple lenses is used to guide the radiation towards the substrate.
Additional focussing is then achieved using a planar antenna [43]. Without the use
of such an antenna, almost no radiation would be coupled into the device, since the
free space wavelength of the radiation is on the order of mm's, and the dimensions
of the device's active region is typically a few ,tm's. When coupling the radiation
into a device, a planar antenna is easier to fabricate than waveguide structures. In
particuler, waveguide structures are increasingly difficult to make for wavelengths far
below 1 mm. The fabrication of an integrated antenna in our process, however, can
be accomplished without even introducing an additional mask level. Integration of
the antennas into the standard fabrication process also assures precise alignment to
the mesoscopic system.
Since the interesting frequency range for the radiation experiments of the quan-
tum effect devices we intended to study was not known, we decided to use planar
antennas with a self-complementary geometry. These antennas offer an essentially
frequency independent response throughout a wide frequency band that is ideal when
performing spectroscopy [44]. Specifically, the impedance of such antennas mounted
on a dielectric substrate is given by
Ra
where Zo = (-o/e0)1/ 2 = 377 Q is the free space impedance [45]. For GaAs, with a
dielectric contant of r, = 12.5, the antenna impedance is Ra = 72.5 Q, purely resistive
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Figure 3-2: Photographs of the two self-complementary antennas; a log-periodic an-
tenna on the left and a bow-tie antenna on the right.
and independent of frequency.
Photographs of the two self-complementary antenna geometries which we used,
the log-periodic antenna and the bow-tie antenna, are shown in Fig. 3-2. For the log-
periodic antenna, each of the eit,-l. sr,tors subtend an arc of 45° degrees with a ratio
of T = 0.5 for the radii of consecutive teeth. This choice for the angles assures that
both antennas are self-complirnentary. For the bow-tie antenna, the metal subtends
an arc of 90°. A measurement of the antenna pattern for a log-periodic antenna
with such narrow teeth, T = 0.5, on a dielectric substrate with er = 4, showed a 3 dB
suppression of the sidelobes at 18° [46]. Figure 3-3 shows the measured antenna beam
pattern for a scale model bow-tie antenna on a dielectric surface with E, = 4 [47]. The
relatively wide antenna beam pattern of a bow-tie antenna is evident ill the graph,
showing a large sidelobe at 30° degrees. Since the dielectric constant of GaAs is even
larger, the difference between the air side and the dielectric side coupling efficiency is
even more dramatic. In order to capture the wide antenna beam pattern, we must use
::
., ·
--
·J-jc
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Figure 3-3: Measured bow-tie antenna beam pattern for a 10-GHz model with e = 4:
E-plane (dashed curve) and H-plane (solid curve) [47].
a low /F-number quasi-optical system, the design of which is discussed in section 3.6.
Since the dominant fraction of the antenna beam pattern is directed into the
dielectric, it is advantageous for the radiation to reach the device through the GaAs
substrate. This requires the use of a semi-insulating GaAs substrate to minimize free
carrier absorption. The transmission spectrum of a blank GaAs substrate at room
temperature was measured to be 60% (see Fig. 3-4). The periodic peaks, spaced
apart by approximately 80 GHz, are caused by standing wave patterns in the GaAs
substrate. Such peaks in the transmission spectra are expected every time an integral
number of half wavelengths matches the sample thickness (-500 Am). We expected
the measured value of the transmission to increase at 4.2 K, since the free carriers
are frozen out.
For bow-tie antennas, the bow-arm length can typically be terminated at twice
the longest radiation wavelength (measured in the dielectric) of interest [45]. If the
outermost area of the antenna is then used for dc connection, the antenna radiation
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Figure 3-4: Transmission spectra of semi-insulating GaAs substrate measured at room
temperature. For comparison, measurements of black polyethylene and a teflon are
shown. The spectra are measured using a Fourier transform spectrometer with an
InSb bolometer cooled to 4.2 K.
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(a) (b
I I
Figure 3-5: Illustration of two possible orientations for the antenna. In (a) the ac
voltage produced by the antenna is coupled to the 2DEG transverse to the direction
of charge transport, while in (b) it is coupled along the transport direction.
pattern and impedance are not affected. For a frequency of 60 GHz the free-space
wavelength A is 5 mm, and the arm length of the bow-tie antenna is
2A
h = 2A = -2 3.8 mm,
/(er + 1)/2
where er = 12.5 is the dielectric constant for GaAs and A, is the reduced wavelength
used for antennas mounted on a half-space dielectric [45]. This length is about half
the diagonal of a 5 mm die, which is the dimension we used for mask design. One
drawback in using such a large die size is that only a small number of devices can be
made: 15 on a quarter of a 2" wafer. An even greater disadvantage is the inability to
mount multiple devices during a single cooling cycle. This slows down device testing,
since nonidealities, such as charge screening and the effects of impurities or defects
in the channel, only become evident at liquid helium temperatures.
Radiation incident on the planar antennas produces an ac electric field between
the terminals at the center of the antenna. This electric field is essentially uniform,
and is polarized in the direction along the main axis of the planar antenna. Figure 3-5
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Figure 3-6: (a) Cross-sectional view of antenna terminals and 2DEG. (b) Equivalent
rf circuit model for antenna and device.
illustrates how the electric field can be aligned either along (longitudinal coupling)
or orthogonal to (transverse coupling) the electron transport direction. In the case
of the longitudinal coupling, the antenna serves as a dc connection to the drain and
source ohmic contacts. For the transverse coupling, the antenna terminals also define
the gate geometry of the quantum-effect devices. This thesis presents measurements
of a QPC fabricated with a transverse oriented log-periodic antenna, and a QPC and
a lateral dual gate device with a longitudinally oriented bow-tie antenna.
Figure 3-6(a) is a schematic illustration of a dual gate device with a longitudinally
oriented planar antenna. The typical antenna terminal separation is a few Jlm. The
ohmic contacts to the drain and source are recessed by 15 /Lm from the center of
the device. The gate length and the 2DEG depth are comparable. In Fig. 3-6(b)
an equivalent rf circuit model for the device is shown using lumped circuit elements.
The circuit model accounts for the gross behavior of the device - no detailed modeling
of the radiation coupling into the 2DEG was attempted. In the circuit model, the
radiation field is represented as an ac voltage source of magnitude Vac. The antenna
impedance Ra is, as we have showed above, purely real for a self-complementary
antenna. The capacitive coupling of the ac field to the 2DEG is represented by by
Rdc
3.5. FABRICATION
the capacitance C,, and the ohmics contact resistance, in series with the 2DEG
resistance, is set to Rdc. The device's characteristic impedance is Zq. For our 2DEG
structure, the antenna is essentially shorted to the 2DEG at the rf frequencies of
interest. The values for the circuit elements Zq vary as the biasing voltage on the gate
of the device changes. If the device is driven into its pinch-off regime, the device's
response is purely capacitive. This simplified model, describing the rf response of
the quantum-effect devices, is very crude. According to the Drude model the ac
conductivity of 2DEG is partially resistive and partially inductive. Also, the screening
length of the 2DEG is relatively long compared to the device size [48]. Taking these
effects into consideration, the electric field is no longer confined to the barrier region
of the device, but spread throughout the length of the 2DEG between the antenna
terminals. We investigated the effects of the ac confinement length of the device's
response in chapter 2.
3.5 Fabrication
3.5.1 Mask layout
The die dimension on the mask for each device, measuring 5 mm on the side, was
fixed by the required antenna size. A major fraction of each die is therefore occupied
by the bow-tie antenna, as is evident from the mask design shown in Fig. 3-7. In order
to minimize any disturbance to the antenna radiation pattern, no test structures were
placed within a bow-arm's length of the center. The mesa is located at the center of
the antenna. Six metal lines run horizontally from bonding pads to the center. They
are oriented perpendicular to the rf electric field lines to avoid inducing rf currents
along the leads. The ohmic contact pads are located on opposite sides of the mesa.
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Figure 3-7: Mask drawing for complete die. The quantum effect devices are located
at the center of the bowtie antenna.
3.5. FABRICATION
Table 3.2: Process lithography sequence.
Mesa isolation
Ohmic contacts
First-level metal
Electron-beam lithography
Second-level metal
By rotating the diffusion mask (which defines the ohmic contact pads) 90 degrees,
the ohmic contacts can be placed either horizontally or vertically with respect to the
ohmic contacts. Therefore, a choice about fabrication of longitudinal or transverse
coupled devices can be made during a process run. Apart from the ohmic contacts,
the entire mesa is available for device design. Since the fine features of the devices are
made using an electron-beam lithography process, which lends itself perfectly to rapid
realization of various designs, we were able to fabricate many different designs. The
test structures, consisting of a Hall bar, a transmission-line-method (TLM) structure
and a 1 im and 3 Mm FET, are all located along the periphery of the layout. The
alignment cross for the electron-beam lithography process is in the upper left quadrant
of the design. Separate alignment markers are used during the photolithography steps;
they are located in the upper left corner of the mask.
3.5.2 Optical and electron-beam lithography
The process flow consists of four photolithography mask levels and one electron-beam
lithography step; the sequence has been summarized in Table 3.2. A short account of
the optical lithography step for the split-gate process is given in this section; detailed
recipes for the fabrication process can be found in appendix B. Figure 3-8 illustrates
the process sequence of each fabrication step given in Table 3.2. The wafer used
is a modulation-doped Al0.3 Gao.7As/GaAs heterostructure grown by molecular-beam
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epitaxy (MBE). In (a) mesa isolation is done by wet chemical etching. The etch is
performed to a depth beyond the d-doped Si layers; (b) deposition of ohmic contact
metal consisting of an eutectic composition of Au and Ge. After annealing the sample,
an ohmic contact is formed to the 2DEG; (c) Cr/Au deposition for test structures,
bonding pads electron-beam alignment cross; (d) Au/Pd deposition of electron-beam
lithography defined gate and antenna structures; (e) Cr/Au deposition of antenna,
gate leads, and bonding pads; (f) top view of a completed lateral dual gate device
with antenna oriented parallel to electron transport direction.
Figure 3-9 shows an expanded view of a quantum dot design using an antenna
oriented to produce a longitudinal rf electric field. The first-level mask was used
to isolate the mesa region defining the extent of the 2DEG. We chose to keep the
size of the mesa small to reduce the amount of radiation-induced heating. A mesa
size of 40 x 40 J/m provides for a safe 8 im overlap for both ohmic contacts, and
a 12 m separation to the central device region. The second-level mask is used to
pattern the ohmic contacts. The dimensions of the two ohmic contacts were 8 by
30 /,m. No second set of contacts was made because of space constraints on the mesa,
and the limited number of leads to the mesa. Thus, no 4-point measurement of the
device characteristics can be made. The contact resistance to the central mesa must
therefore be estimated using values obtained from TLM measurements. The third-
level mask is used to pattern contact pads for the test structures and the alignment
cross used by the electron-beam machine. This layer does not effect the device. Next,
the fine features of the device are patterned using electron-beam lithography. This
patterning includes both the definition of the gates and the central region of the
antenna terminals. The fourth-level mask is used to pattern the planar antenna and
the horizontal leads connecting the gate to the contact pads.
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Figure 3-8: Process sequence for antenna-coupled quantum effect devices: (a) wet etch
of mesa, (b) deposition and annealing of Ni/Ge/Au/Ni/Au of ohmic contacts using
lift-off process, (c) test structure and alignment mark Cr/Au deposition, (d) sub-
micron Pb/Au gate deposition defined with electron beam lithography, (e) antenna
and bonding pad Cr/Au deposition, (f) top view of completed device.
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Gates ates
Figure 3-9: Mask drawing of the center region showing mesa,
leads and the antenna terminals.
ohmic contacts, gate
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3.5.3 Test structures
Evaluation of material quality and process characterization requires the use of test
structures. A transmission-line-method (TLM) structure is used to determine the
contact resistance and the 2DEG sheet resistance. A Hall bar is used to determine
the 2DEG carrier density and mobility.
The TLM consists of a 20 /m wide mesa. Ohmic contact pads are separated by
incrementally longer gaps. In the mask the separations of 3, 7, 11, 17, 23, 29 and
37 m have been used. Measurement of the resistance as a function of the gap size
yields an approximately linear curve. The slope of this curve multiplied by the width
of the TLM mesa yields the 2DEG sheet resistance; the ordinate intercept multiplied
again by the width of the TLM mesa yields a value of twice the contact resistance
(see Fig. B-l). Typical numbers for the 2DEG sheet resistance are 15 to 20 Q/O, and
for the contact resistance 0.5 Q-2mm to 1 .Qmm, at liquid helium temperatures.
The Hall bar consists of a mesa 600 m long and 200 Am wide, with four 4 m
wide and 20 jum long protrusions placed as voltage probes along the bar (see Fig. 3-7,
the lower left corner). Ohmic contacts are patterned on both ends of the bar and
at the end of each protrusion. The carrier density of the 2DEG was determined
for three MBE films (6128, 6122 and 6167) from the Shubnikov-de Haas oscillations
at 4.2 K. The samples were also characterized at 77 K by Dr. A. Frster in KFA
Jiilich, Germany. Figure 3-10 shows the longitudinal voltage as a function of the
inverse magnetic field, applied perpendicularly to the substrate surface. The periodic
spacing of the peaks in the longitudinal voltage can be related to the carrier density,
n2D, using
( _
AB ) hn2D
where e is the electronic charge and h is the Planck constant. From the plots the
carrier density was 1.9 x 1011 cm -2 , 1.4 x 1011 cm- 2 , and 1.8 x 1011 cm - 2, respectively.
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Figure 3-10: SdH measurements of three MBE films listed in Table A.1.
ments were done at 4.2 K.
Measure-
These values are low by a factor of about 2.5, compared with values measured at 77 K
(see Table 3.1). A probable cause for this discrepancy could be the rapid cooling
method used when the device is submerged into liquid helium using a hand-held
dewar insert. It has been noticed that both the rate of cooling and the presence of
room light affects the carrier density in the 2D channel - conditions which are difficult
to control for the dewar used in the measurement [49].
3.5.4 Device structures
We explored a number of different gate structure designs. Scanning electron mi-
crograph (SEM) photographs are shown for two of the designs; one with transverse
polarization, and the other with longitudinal polarization. Figure 3-11 shows an SEM
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ligure 3-11: SEM micrograph of QPC with transverse radiation (oul)ling.
nlicrograph of a QPC with transverse radiation coupling. The width of the QPC con-
striction was 0.15 ,um. A log-p)eriodic antenna was used in this design. Figure 3-12
shows an SEM micrograph of an asymmetric dual gate device with a longitudinal
radiation coupling. The dimension of the gates were 50 nm and 130 nm, while the
sceparation was 250 nm. The 3 lm wide conduction channel was defined by applying
a fixe(l negative gate voltage to the four gates to deplete the 2DEG. The antenna
separation for this device was 1.5 tim. SEM photographs of other device geometries
will be shown in the relevant. chapter.
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Figure 3-12: SEM micrograph of asymmetric dual gate devices with logitudinal
radiation coupling.
3.6. MEASUREMENT SYSTEM
Frequency
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Figure 3-13: Generic measurement system illustrating key components used during
photoconductivity measurement.
3.6 Measurement system
Figure 3-13 shows the experimental setup used to measure the photo-response of
the devices. The device is mounted in a cryostat with an optical access port. The
radiation produced by the external frequency source is then guided by quasi-optical
elements into the crystat. For some experiments we also used an oversized circular
lightpipe to guide the radiation into the dewar. An attenuator was used to adjust
the radiation power level and two wire-grid beamsplitters were used to define the
polarization plane of the incident radiation [50]. The relative power level of the
radiation could be monitored externally using a pyroelectric detector [51]. The photo-
induced currents generated in the device were measured using a standard lock-in
technique with the radiation chopped at 17 Hz.
multiplier (
Variabl
attenua
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3.6.1 Millimeter and submillimeter wave sources
Several coherent radiation sources were used to measure the photoconductivity of
quantum effect devices. In the low frequency band, a Hewlett&Packard sweep oscil-
lator (Model 8690B) was used covering 26-40 GHz. The frequency band 75-110 GHz
was reached using a Gunn oscillator [52]. With the help of frequency multipliers, a
doubler and trippler diode [53], the bands 160-220 GHz and 225-330 GHz could be
accessed. Radiation at higher frequencies was obtained using a C0 2-laser pumped far-
infrared laser [54]. Using methanol, the three lines 70.6 sm, 118.8 Am, and 170.6 lm
were available [55]. An additional line at 428 um was obtained using formic acid.
3.6.2 Cryostats
Two cryostats with different quasi-optical systems were used in this thesis. Our first
experiments, which concentrated on transport studies of a QPC, were performed
using a cryostat in which the device is directly submerged in liquid helium [56]. The
radiation, incident on the device side of the substrate, was coupled to the planar
antenna using a single TPX lens [57]. This measurement system proved to have
two major disadvantages. Firstly, the lowest temperatures achieved in this cryostat
were limited to above 1.6 K, achieved by pumping the helium bath. Secondly, the
antenna radiation pattern of a planar antenna is predominantly directed into the
GaAs substrate. Better radiation coupling can be achieved if the radiation is incident
on the device from the substrate side. Taking these two issues into consideration,
we used a 3He cryostat [77] with a completely redesigned quasi-optic system in the
remainder of the experiments. The design of the redesigned quasi-optic system is
discussed in the next section. The lowest temperature achievable with this system
was 0.4 K.
3.6. MEASUREMENT SYSTEM
Figure 3-14: Illustration of radiation coupling to the device.
inches.
All dimensions are in
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3.6.3 Quasi-optics
Figure 3-14 shows a top view of the 3He cryostat [77]. The radiation enters the
cryostat through an optical access port. A series of low filters are used to prevent
radiation in unwanted frequency bands from reaching the device. The power from
these frequency bands only presents an additional heat load to the 3He stage and
would reduce the hold time of the 3 He stage significantly. The first filter is flange
mounted to the outside case, the second to the 77 K shield, and the last to the 4 K
3He shield. All three heat filters are identical. They are 1.5 mm thick Z-cut single
crystal quartz windows; one side covered with a 4 mil black polyethylene film and the
other with 40-60 4rm-sized diamond particles. Crystal quartz absorbs efficiently in the
near-infrared region (10-30 lzm), black polyethylene absorbs visible and some infrared
radiation (up to 3 m), while the diamond particles effectively reject incident radia-
tion in the frequency range from the near-infrared to 70 m. The remaining radiation
is focussed using a TPX (polyolefin polymer based on poly-4 methyl pentene-1) lens
and a Z-cut hyperhemispherical single crystal sapphire lens (A1203) [57]. The inset in
Fig. 3-14 shows how the radiation reaches the device from the substrate side. A pla-
nar self-complementary antenna was used to focus the rf electric field into the active
region of the device. The antenna was oriented to couple a vertically polarized electric
field efficiently. The horizontal lines indicate the gate bias leads. In this redesigned
setup, the device was mounted in a chip carrier in a vacuum. Cooling of the device
was accomplished via physical contact of the substrate backside to the sapphire lens
which, in turn, is heat sunk to the copper stand mounted on the He3 cold plate.
The dimensions of the optics layout are shown in Fig. 3-15. The limiting aperture
size was set to 0.920". The /F number of the objective lens (TPX) was kept small
to capture a large fraction of the planar antenna radiation beam pattern and to
avoid significant geometrical aberrations [58]. A focal length f = 2" was chosen as a
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compromise between low aberration and a small optics system length. This length was
further reduced by using a hyperhemispherical sapphire lens which achieved additional
focussing of the incident radiation beam.
The optics system was designed for a frequency of 300 GHz, which was in the
middle of the frequency band of interest. Since the index of refraction of both the
TPX and sapphire varies slowly in this frequency range, the quasi-optical system is
broadband. The index of refraction of TPX at this frequency is nt = 1.4583 [59],
and that of sapphire is ns = 3.0635 [60]. Using these values, the layout of the optical
system can be calculated. For a plano-convex TPX lens, the radius of curvature Rt
of the spherical surface is related to the focal length as follows [61]:
Rt = (nt - 1)f = 0.917".
Using a reasonable on-axis thickness of d = 0.191" for this lens, the principal plane
is located at
h = f(n- )d = 0.131",
Rtnt
where the distance h is measured from the plane side of the lens. An expression for
the focussing power of a hyperhemispherical lens is given by Rutledge et al. [45] (see
Fig. 3-15). For a sapphire lens radius of Rs = 0.25" the distance b between the two
elements is
b= f- h- nR+ R- = 1.185".
ns
The small difference in index of refraction between the GaAs substrate and the sap-
phire lens has been neglected since the substrate thickness is only 0.018".
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Figure 3-15: Optics elements focussing the radiation. A hyperhemispherical lens
combined with an objective lens was used to form an imaging system.
3.6.4 Electronics
An electronic biasing circuit was designed especially for the measurement of the
quantum-effect devices. The circuit needed to meet the following requirements: (1)
the circuit had to be capable of displaying a real-time device response on an oscil-
loscope. Such a direct display was necessary during alignment of the radiation with
the cryostat optic axis. This ruled out the use of standard lock-in measurement tech-
niques during this alignment procedure. Great care was taken in the circuit layout
to avoid 60 Hz contributions due to ground loops; twisted pair wires were used in
all signal carrying cables; (2) all wires entering the cryostat were low-pass filtered to
prevent radio-frequencies from influencing the device behavior; (3) the circuit had to
enable measurements of conductance and transconductance; (4) during the cryostat
cooling cycle, it must be possible to short all wires connected to the device to circuit
ground. This prevents buildup of static charge which could cause an electrical dis-
charge between the gates of the device. Such a discharge could permanently damage
the device.
Objective lens
focal plane
I
I
I
I
I n
-I
I
I
I
I
gn nsR,
0.920"
I
3.6. MEASUREMENT SYSTEM
Figure 3-16: Measuring circuit offering maximum flexibility in biasing the 6 Schottky
gates of the quantum devices. inputs G(1,2,3)A/B are for the six gates; T(1,2) are
for the transconductance measurement; and D/S are for drain/source bias.
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Figure 3-16 shows the final design that satisfies all the requirements. The opera-
tional amplifier OP27-EZ was chosen for the adder circuit. This is an ultralow noise
precision operational amplifier made by PMI [62]. The low-pass filters are multi-
section EMI/RFI r-filters made by Murrate-Erie [63]. They achieve an insertion loss
of about 65 dB at 100 MHz. The current through the device was found by measuring
the voltage drop across the 10 kQ load resistor. This voltage was amplified using the
battery operated Model 113 low noise preamplifier from Princeton Applied Research
(PAR). With this amplifier, it was also possible to reject unwanted frequency bands.
During the dc measurements, we typically chose a signal bandwidth from dc to 3 Hz.
During radiation measurements when a lock-in amplifier was used, the upper cutoff
frequency of the PAR 113 amplifier was increased to 300 Hz. All resistors in the
circuit were 1% metal film resistors for minimum temperature coefficient. Fig. 3-
17 shows a photograph of a real-time scope display of a QPC's drain/source current
characteristics as a function of the voltage applied to the split-gate. The drain/source
bias voltage was 200 V, and a Hewlett&Packard pulse/function generator (Model
8661A) was used to sweep the gate voltage at 10 Hz.
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Figure 3-17: Real-time scope display of the drain/source current as a function of the
gate voltage for a QPC. The horizontal scale was 0.2 \V/div, and the vertical scale was
20 nA/div. A dc drain/source bias voltage of 200 jIV was applied across the QPC
and a source resistor of 1 kQ. The liquid helium bath temperature was 1.6 K.
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Chapter 4
Quantum point contact
4.1 Introduction
This chapter discusses the dc transport characteristics of a quantum point contact.
Section 4.2 shows an Ids - Vg characteristic of a quantum point contact (QPC), de-
fined using a split-gate geometry. The distinction between one-dimensional and two-
dimensional transport regimes are made. The signature feature of the one-dimensional
transport regime are conduction steps, the heights of which are derived in section 4.3.
Section 4.4 introduces a simple model of the electrostatic potential at the maximum
constriction of a QPC. This model was used to analyze the effects of finite temperature
in section 4.5, the transconductance in section 4.6, and one-dimensional subband de-
population by perpendicular magnetic fields in section 4.7. As a result of the analysis,
we were able to estimate the one-dimensional subband energy spacing.
4.2 Transport regimes
Figure 4-1 shows an SEM micrograph of the QPC design we used. The raised square
region in the center of the photograph was the mesa defining the extent of the two-
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dimensional electron gas (2DEG). The 2DEG was connected to an external bias circuit
via the two horizontal leads. The vertically oriented log-periodic antenna served si-
multaneously to focus the radiation field and to define the split-gate quantum point
contact constriction. In this orientation, the antenna generated an ac voltage trans-
verse to the electron transport direction.
The transport characteristic of a QPC is shown in Fig. 4-2. A bias voltage of
Vb = 100 ,/V in series with a RI = 1 kQ load resistor was used to measure the device
at a temperature of T = 1.6 K. The plot shows the current Ids, flowing through
the load resistor and the QPC, as a function of the voltage Vgs applied to the split-
gates. The split-gate QPC behavior in Fig. 4-2 can be divided into two regimes. At
zero gate voltage, current flowed throughout the entire mesa between the drain and
source ohmic contacts. As the gate voltage is decreased, the 2DEG directly under the
split-gates becomes depleted. Between 0 to -0.5 V, this manifested itself as a gradual
decrease of the total current. The current dropped rapidly between -0.5 V and -0.7 V
because the 2DEG directly under the gates becomes fully depleted. At lower gate
voltages, the current flowed through a narrow conductive channel between the split-
gates. This current decreased approximately linearly with gate voltage. At about
-0.85 V, small ripples started to appear which resemble a staircase-like behavior. The
current was seen to remain approximately constant for a gate voltage interval and
then to drop and reach a new constant level. These current plateaus became more
visible as the device's pinch-off voltage was approached. Experimental evidence of
this novel staircase-like behavior, indicative of one-dimensional ballistic transport,
was first reported in 1988 by van Wees et al. [1] and Wharam et al. [2]. The
explanation of this surprising behavior of a narrow channel split-gate device will be
the topic of the next section.
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Figure 4-1: Scanning electron micrograph (SEM) of a quantum point contact with
transverse radiation coupling. The horizontal leads are the drain and the source con-
tacts to the 2DEG. The two ohmic contacts were placed at the edge of the 50 x 50 tm 2
mesa. The log-periodic antenna used in this design focussed the ac voltage transverse
to the electron transport direction. The gap of the quantum point contact constric-
tion was 0.15 m. The vertical dimensions appear shorter because the substrate was
mounted at a 45 degree inclination.
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Gate voltage Vy, [V]
Figure 4-2: Drain/source current Ids as a function of gate voltage V,,. The separation
between the one-dimensional and two-dimensional transport regime is indicated by
the vertical division.
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E
Figure 4-3: Schematic illustration of
electrostatic potential induced in the
2DEG upon application of a negative
gate voltage, resulting in lateral con-
finement in the y-direction and a po-
· .o · I · · ,1 I ,tential barrier in te x-. ectlon.
4.3 Quantized conductance
As the one-dimensional transport regime is entered, the width of the conduction
channel between the split-gates becomes comparable to the wavelength associated
with the electrons close to the Fermi level. In the presence of such a strong transverse
confinement, the conduction through the channel is governed by quantum mechanics.
To a very good approximation, we can describe this transverse confinement in the
y-direction by using an harmonic oscillator potential
V(y) = Vo + ~m*wy2,
where Vo is the electrostatic potential at the constriction, m* is the electron effective
mass, and wy is the curvature of the potential expressed in angular frequency. The
definition of the coordinate system with respect to the quadratic confining potential
for the model QPC is shown in Fig. 4-3. Our current discussion is valid at position
x = 0; we will later generalize the results to the full saddle-point potential. Discrete
levels form due to the transverse confinement at energies En = Vo + hwy(n - 1), where
n = 1, 2,... is the subband number. For an electron to propagate through subband
n of the constriction its total energy must exceed En. The energy dispersion of the
e
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electron is given by
h2k2E = X + En' (4.1)2m*
where the x-direction is defined along the channel. The binding energy of the two-
dimensional electron gas due to vertical confinement at the AlGaAs/GaAs heteroin-
terface, which is much greater than hwy, has no effect on conduction and was left
out. As is evident from Eq. 4.1, the transverse confinement causes the formation of
discrete subbands. The bottom energy of the energy dispersion relation for subband
n starts at En and varies quadratically with the longitudinal wavevector kx. These
subbands, frequently referred to as propagation modes, are analogous to the modes
of electromagnetic radiation that propagate through waveguides.
The current through a single subband can be calculated using the energy disper-
sion of Eq. 4.1. The density of states for subband n, accounting for the two-fold
degeneracy of the electron spin, is
1Dn(E 1 2m* (4.2)gD,(E r h2 (E - En)'
where the incident electron energy E must satisfy E > En. The velocity of an electron
at this injection energy is given by
2iE- E,)
vn(E) = (4.3)
By combining Eq. 4.2 and Eq. 4.3, the contribution to the total current by propagating
electrons in an energy interval /Ap in subband n can be found:
A/ -- e glD,n(E) vn(E) =-- h'
where a factor of is needed to count only the electrons which travel towards the2
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Figure 4-4: First eleven conductance steps of device m22c2 measured at 1.6 K. Data
is obtained by performing a two-terminal measurement. The 1 kQ load resistor and
an estimated total contact resistance of 200 Q have been taken into account (The
resistance of an 8 m wide ohmic contact is typically 0.8 Q-mm/8 pm = 100 Q.).
constriction. The energy interval A/t is the difference in chemical potential between
the drain and the source sides of the constriction. This difference in chemical potential
is equal to the external voltage source -eAV connected between the drain and the
source. Upon substituting of Ap = -eAV into Eq. 4.4 we find
AI 2e2
AV h' (4.5)
which is the quantized conductance from a single subband. Remarkably, this value
is independent of the Fermi energy and material parameters and only depends on
universal constants.
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We have confirmed the staircase nature of current conduction through a one-
dimensional channel predicted by Eq. 4.5 by computing the conductance from the
Ids - Vgs data displayed in Fig. 4-2. Figure 4-4 shows the first 11 conductance steps
plotted in units of 2e2 /h. The height of each plateau approximately coincides with '
the predicted step height for one-dimensional conduction behavior after the data has
been corrected for the effects of the load resistor and the ohmic contact resistance.
For higher subband steps the plateaus fall slightly below integer values. Imperfec-
tions in the constriction cause the reduction of the transmission probability from 1.
Denoting this transmission probability as t,, the conductivity of a quantum point
contact described with a parabolic transverse potential is given by
2e2G =h tn,(EF - Ey,n), (4.6)
h n
where 9(E) is the unit step function.
4.4 Split-gate model
The origin of the quantized conductance step has been explained above. However, in
order to qualitatively understand the QPC behavior, a model is needed to describe the
conduction onset of a subband. Such a model can be used to analyze transconductance
and magnetic field measurements of QPC.
For a split-gate QPC design, the electrostatic potential close to the constriction
is expected to vary slowly on the scale of a Fermi wavelength. If we approximate the
electrostatic potential at the constriction by a polynomial expansion of second order,
we have
V(x, y) = Vo - 2 1 m*2 2 (4.7)
Here, the electrostatic potential at the center is V0, the effective mass of the electron
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is m*, and the curvatures of the potential along the coordinate directions x and y
are wx and wy, respectively. The definition of the coordinate system is illustrated
in Fig. 4-3. The quadratic potential in the y-direction, identical to the previously
discussed parabolic potential, results in uniformly spaced quantized energy levels.
The Hamiltonian for this system is
H = 1p 2 +V(x,y). (4.8)2m*
In the absence of quantum mechanical tunneling through the barrier, the threshold
energies for subbands n = 1, 2, ... at the saddle point are given by
E = Vo + hwy(n - ). (4.9)
At zero temperature, subbands with threshold energies lower than EF are activated,
while subbands with threshold energies above EF are closed.
The transmission coefficient through a saddle-point potential have been calculated
by Fertig and Halperin [64]. For each subband n, it can be expressed in an analytical
form
= 1 + e-2rEn(E) (4.10)
using the variable
en(E) = [E- Vo - hwy(n- )] /hw, (4.11)
where E = Ex + Ey is the total energy of an electron incident on the constriction.
The transmission coefficient given by Eq. 4.10 produces a smooth step with a rise
width we can quantify. In the limit of w, = 0, the transmission coefficient reduces to
(E -En).
Using the results from the saddle-point potential, a description of the conduc-
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Figure 4-5: Self-consistent simulation of a split-gate device with a gate opening of
0.4 /im and a 2DEG located 70 nm below the surface [65]. The five lowest subband
energies, the Fermi energy EF (dotted curve), and the integrated charge per unit
length in the channel (dashed curve), are shown versus the gate voltage.
tance of a QPC has been obtained as a function of the energy of an incident electron.
One additional step is required to complete the model and obtain a description as a
function of the split-gate voltage Vg8. By limiting our interest to an explanation of
maximum slope of the conduction steps (peak transconductance), a model is required
only in the vicinity of the conduction threshold for each subband. Self-consistent simu-
lations for a split-gate geometry, reproduced in Fig. 4-5, have shown that the subband
energy spacing and the Fermi energy EF varies slowly at the onset of conduction for
each subband [65].' We propose to describe this behavior of the electrostatic potential
as a function of gate voltage as follows: at the threshold of conduction for subband
p, we let the curvatures be w=,p and wy,p. A dependence of the curvatures on Vgs has
therefore been included by allowing for different values at each conduction thresh-
old. The value of the curvatures is assumed to remain approximately constant in the
vicinity of each threshold. In addition, the electrostatic potential at the saddle, V0 .
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is assumed to vary linearly with Vgs. From the data shown in Fig. 4-4, it is apparent
that the gate voltage difference between adjacent conductance steps is approximately
constant. Denoting this voltage difference by LAV, and the threshold voltage of the
first subband by Vt, we introduce the dimensionless parameter
Ygs-- + 1,
which takes on integer values each time the gate voltage reaches the onset of a sub-
band. The electrostatic potential at the center, Vo, can now be expressed as
Vo = EF - hwy,p(Vs- ) (4.12)
when the gate bias voltage corresponds o the threshold voltage of subband p. Sub-
stitution of Eq. 4.12 into Eq. 4.11 gives
En(E) = [E - EF - hy,p(n- vgs)] /hW,,p, (4.13)
where the gate voltage dependence of the curvature has been added. The variable En
is now a function of the gate voltage Vs. Based on our assumptions, this expression
is only valid in the vicinity of a conductance step when vgs, p. The conductance is
found by substituting the transmission coefficient from Eq. 4.10 into Eq. 4.6:
2e2 tn
G = h 1 + e-2 en(EF) (4.14)
where tn is the maximum transmission probability of channel n, and En is given by
Eq. 4.13. In the absence of any imperfection in the conduction channel, t is equal
to 1. For a real system, the value tends to be slightly smaller. Section 4.5 discusses
the generalization of Eq. 4.14 to finite temperatures.
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Numerical estimates for the curvatures describing the saddle-point potential can
be found from experimental data by the following method. Let us define the voltage
nAVw as the width between adjacent transmission plateaus in which the step height
goes from 10% to 90%. Using Eq. 4.14, we find this width is related to the curvatures
w,,p and wyp as follows:
Wp = 2 In 3 \V (4.15)
wx,p \ A V'
It is interesting to note that for a QPC with well-quantized steps, the value of
AV s/AVw, is approximately constant. This means that the curvatures wx and wy
of the saddle-point potential have a similar gate voltage dependence. For the conduc-
tance steps of device m22c2 shown in Fig. 4-4, with AVs = 68 mV and AV,, = 27 mV,
the ratio of the curvatures is 1.8 for the first conductance step (see Table 4.1). The
ratio of the two curvatures in Eqn. 4.15 has also been used as a measure of the quality
of a quantum point contact [66]. The higher the value of the ratio, the more visible
are the conductance steps.
A large value for wyp is obtained by strong confinement in the y-direction. A
small value for w,,p is obtained by using a gradual tapering of the channel along the
x-direction. Hence, a closely-spaced, smoothly-varying split-gate geometry should be
used to form the conduction channel. The importance of proper design for the split-
gate geometry is illustrated in Fig. 4-7. Identical layouts for the split-gates have been
used for the three QPCs, but the separation has been varied from 0.15 /Im to 0.25 m.
The depth of the 2DEG for these device was 55 nm. Varying the gap width affects
both the threshold voltage Vt and the step quality of the QPC. For the 0.15 m gap,
the steps are visible, but AVs is too small. For the 0.20 j/m gap, the step definition is
satisfactory, with a sufficiently large \V,. For the 0.25 jLm gap, additional oscillatory
features appear on the first quantized conductance step. A plausible explanation
for this feature is the existence of resonant levels above the conduction threshold
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Figure 4-6: SEM photograph of three QPCs with a longitudinal radiation coupling.
The width of the constriction was 0.15 /im, 0.2 /um, and 0.25 /,m. The antennna
terminal separation was 8 Lm.
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Figure 4-7: Pinch-off voltage variation as a function of QPC gap. Separation of
gate pairs A/B1, A/B2, and A/B3 are 0.15 pm, 0.20 jtm and 0.25 tm, respectively.
Measurement conditions were Vb = 100 IV, Rl = 10 kQ and T = 1.6 K.
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Figure 4-8: Maximum transconduc-
tance at threshold of subband p as furs-
kBT/Iiw,p tion of the ratio kBT/hw,p.
for the first subband [67, 68]. These resonant levels are possible for long uniform
one-dimensional channels. In conclusion, the best quantized conduction steps have
been observed when the gap separation was about four times greater than the 2DEG
depth.
4.5 Finite temperatures
At finite temperatures, a fraction of the electrons in the drain and the source
are thermally excited from below to above the Fermi level EF. This rearrangement
of electrons is described by the tail of the Fermi-Dirac distribution function. Math-
ematically, the effect of finite temperature on the conductance can be taken into
account using the convolution method developed by Bagwell and Orlando [69]. For a
one-dimensional system at finite temperatures, the conductance is given by
2e2 tn a f (4.16)
h + e- 2Ern -E)
G=22~ tn Of
where f = 1/[1 + exp[(E - EF)/kBT]] is the Fermi-Dirac distribution function, and
-C
0
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0 is used to signify the convolution operation. At finite temperatures, both the
width of the plateau region and the slope between the conductance steps decrease.
In Fig. 4-8, the slope at the onset of subband p is shown as a function of w,p and
temperature T. This slope is proportional to the transconductance of the quantum
point contact. The slope decreases rapidly with increasing temperature, followed by
an approximately linear decrease when kBT/hw,p is larger than 0.5. For a quality
ratio of wy/w- = 3 and a subband spacing of hwy = 5 meV, this transition occurs
at about 20 K. Measurements of quantum-effect devices are typically made at and
below 4.2 K. In this temperature range kBT/hw,p < 1 and we expect to operate in
the left-most region of the curve. In conclusion, the finite width between quantized
conductance steps observed at very low temperatures is predominantly a result of
the potential profile at the constriction. Thermal broadening of the step plays a
secondary role. As will be shown in section 4.6, a measurement of transconductance
as a function of temperature can be used to determine the longitudinal curvature wx,p.
4.6 Transconductance
In this section, an expression for the transconductance at the conduction threshold
of subband p is derived. In particular, we are interested in determining Wx,p by
monitoring the decrease of the transconductance as a function of temperature.
The IdS - Vgs characteristics of a quantum point contact were measured using a
fixed bias voltage Vb and a load resistor R1. The resistance of a quantum point contact
at the onset of conductance step p is Rq/(p - ), where Rq is defined as h/2e 2 . The
transconductance at zero temperature is given by
gm -ds _ RqVb [ Rp2 , (4.17)',S - [Rq + R(p - gs
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Figure 4-9: Comparison of measured (solid line) and calculated (dashed line)
transconductance for device m22c2. The dc bias voltage Vb was (a) 100 /IV and
(b) 50 pV, the load resistor Rl = 10 kQ, and the bath temperature T = 1.6 K. Sim-
ulation parameters were AV = 95 mV, wy/wx = 1.9 and t = 1. The experimentally
determined Fermi energy for the 2DEG was EF = 10.0 meV.
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provided Vb remains constant. Here, Tp is the transmission coefficient at conduction
threshold for subband p. Evaluating the derivative of the transmission coefficient
with respect to the gate voltage we find
OTp rtp Wy,pD,, _a rt {Wp 8, · (4.18)Vg 2AV8 \Vw.,p
where tp is the maximum transmission probability of channel p. Figure 4-9 shows a
measured transconductance and the prediction based on Eq. 4.17. Since the simula-
tion was done numerically, the finite temperature has been taken into account and
a continuous curve for the transconductance has been calculated. A good fit for all
the peak heights was obtained using constant values for wy/w. = 1.9, and t = 1
for all subbands. This estimate of the ratio seems reasonable since the device shows
well-defined steps. The ratio of 1.9 compares well with the value obtained from the
dc Id - Vgs curve for the same device, see Table 4.1.
Next, we investigated the temperature dependence of the transconductance. A
different device was used in this set of measurements. The distinction between results
obtained for the two different devices is clearly made in Table 4.1. The quantized
4.6. TRANSCONDUCTANCE
conductance step of QPC m22c4 is shown in Fig. 4-10. Apart from the rounding of
the first step, the conductance plateaus are well defined. The transconductance of
this device has been measured as a function of temperature. In Fig. 4-11, the peak
height reduction of g, is shown for the first three subbands. As the temperature was
varied from 1.6 to 5.6 K, a decrease of 8%, 33% and 44% was observed for subbands 1,
2 and 3, respectively. Based on the relationship between w,p and T, shown in Fig. 4-
8, we obtained the following estimates: hwx,p = 12.3, 2.6 and 1.7 meV for p = 1,2
and 3. Even the smallest energy, 1.7 meV, corresponds to a temperature of about
1.7 meV/kB - 20 K. We are therefore operating in a regime where kBT/hw,p < 1
since T < 5.6 K in the measurement.
Using Eq. 4.17 we can solve for wyp. The experimental parameters were Vb =
100 ,pV and Rl = 10 kQ. The transmission coefficients and subband threshold sepa-
ration are found in Fig. 4-10 (compiled in Table 4.1). The peak transconductance for
the first three subbands was 67.8 nS, 29.6 nS, 16.5 nS at 1.6 K. The resulting values
for the ratio wy,p/x, p for the subbands were: 1.7, 1.9 and 1.8, respectively. The de-
duced energy level separation of the QPC hwyp were found to be 20.9 meV, 4.8 meV
and 3.1 meV for the first three subbands, respectively. The value for wy,1 seems to be
too large. A probable cause for this large value may be the rapid movement of the
Fermi energy with respect to the bottom energy of the lowest subband below El, as
shown in Fig. 4-5. The remaining values seem reasonable when compared to simula-
tion results [65]. An independent estimate for wy,p/lw,p can be found using Eq. 4.15.
The discrepancy between the values is found to be less than 25%. This agreement is
quite good when we consider the simplicity of the model.
An alternative method to estimate the subband spacing of a QPC was presented
by Kouwenhoven et al. [3]. Measurement of the nonlinear conductance of a QPC
resulted in a prediction of 3.5 meV for the first subband separation. This value was
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obtained when the QPC was biased at the center of the first conductance plateau.
We expect, based on the simulation results shown in Fig. 4-5, that the separation at
the conduction threshold for the first subband is larger than this value. If we take the
Fermi energy in our device to be 13 meV, we find, using Eq. 4.12, that the rise of the
conduction band at the center of the QPC is V0 = 2.55 meV. Similarly, for the second
and third subband we get Vo = 5.8 meV and 5.25 meV, respectively. Since the rise in
the conduction at the conduction threshold of the first subband must be largest the
above estimates are contradictory. This convincingly shows that the subband spacing
we found at the conduction threshold of the first subband is too large. In conclusion,
we argue that even though our technique of the subband separation at the conduction
onset predicts too large a value for the first subband, the technique has unique advan-
tages. Measurement of the temperature dependence of the transconductance allows
estimation of the longitudinal curvatures and subband separations at the conduction
onset of any subband, in contrast to a nonlinear conductance measurement which
only works for the first subband. In section 4.7 we will discuss still another tech-
nique, using a perpendicular magnetic field, to obtain an estimate for the subband
energy level spacing wyp.
Values for the subband energy spacing have been calculated using a two-dimensional
Poisson solver [34]. The parameters for the device geometry used in the simulation
were as follows: the split-gate separation was 150 nm (corresponding to the gap of
device m22c4) and 195 nm, the heterointerface was located 55 nm below the sur-
face, and the 2DEG carrier density was 3.6 x 1011 cm2 . The Fermi energy EF, at
the surface between the gates, was pinned to an energy corresponding at mid-gap
of the GaAs cap layer. For the two gate separations, the resulting subband energy
spacing was 2.4 meV and 1.5 meV, respectively. The value of 2.4 meV is slightly
smaller when compared to the inferred values from the experimental results. This
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Figure 4-11: Peak values of transconductance for the first three subbands of device
m22c4 measured as function of temperature. Only a small decrease is observed.
We conclude that the width of the quantum conductance step width is intrinsically
broader than the bath temperature in the measurement.
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Table 4.1: Device characteristics summary. The quantities right of the double division
line are derived quantities. Values for ratio wy,p/wx,p are found from ids - Vgs and g,
measurements. The following definitions have been used: E,p hw,p and Ey,p-
hoJy,p.
Device p tp A Vs A V, g, Wy,p/W,p Ex,p Ey,p
[mV] [mV] [nS] Ids - Vgs gm [meV] [meV]
am22c2 1 0.97 68 27 1.76
2 0.97 75 23 2.28
3 0.97 88 36 1.71
4 0.99 90 35 1.80
bm22c2 1 0.97 89 33 127.1 1.89 1.84
2 1.00 90 41 41.5 1.54 1.44
3 0.70 93 29 22.2 2.24 2.09
4 0.83 93 42 13.6 1.55 1.73
Cm22c4 1 0.92 146 63 67.8 1.63 1.70 12.3 20.9
2 0.93 151 46 29.6 2.32 1.85 2.6 4.8
3 0.98 154 59 16.5 1.82 1.84 1.7 3.1
4 0.96 143 56 1.81
Values used in table were obtained from aFig. 4-4, bFig. 4-9, CFig. 4-10 and cFig. 4-11.
difference is not surprising, because in the simulation the Fermi energy between the
gap is pinned to the Fermi energy of the 2DEG. This boundary condition means that
electrons must move from the 2DEG to the surface to keep the potential constant
as Vgs decreases. This movement of charge is unlikely at low temperatures. It is
expected that the Fermi energy for the surface close to the gates is affected by the
gate and a tighter confinement for the one-dimensional results. Such an increase in
confinement is obtained when using the more realistic frozen surface charge density
[33].
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4.7 Magnetic field
An alternative method to determine the quantum point contact curvatures is to use
perpendicular magnetic fields to introduce an external confinement mechanism. Ex-
perimental observation of the resulting subband depopulation was first reported by
van Wees et al. [5]. By modeling the constriction using a saddle-point potential,
the new transmission coefficient in the presence of magnetic fields can be calculated
using a tunneling Hamiltonian approach [64]. In this section we will briefly review
the result and analyze our experimental data.
The Hamiltonian for an electron in a saddle-point potential can be written as
H = 2 * (p - eA)2 - B o B + V(x, y), (4.19)
where pB = eh/2m is the Bohr magneton, m* is the electron effective mass, oa are
the Pauli spin matrices for the spin-' electron, and B is the magnetic field. For a
magnetic field directed along the z-direction, B = Bzi, the vector potential in the
symmetric gauge is A = V x B = B.(-y: + xy) and the spin contribution of the
Hamiltonian is a B = B&z. In terms of the cyclotron frequency of the electron,
W = eB/m*, and defining Q2 = W2 + W2 _ W2, the following frequencies govern the
transmission and reflection through the saddle-point potential:
1 ( 4 221/2 ]1/2
= [( 4 + wg)l _ w2] - 2 (4.20)
and
2= [( +4 2 / + 2] (4.21)
The functional form of the transmission probability is identical to Eq. 4.10 but now
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Figure 4-12: Saddle-point potential
curvatures 71 and 72 plotted as func-
tion of normal magnetic field strength
BI. Low and high field approximations
are shown by the dashed lines. Values
for the curvatures of the potential were
Magnetic' ec!d B 1 [m A = 2 meV and wy = 4 meV.
includes a magnetic field dependence
T.= 1 + e- 2 1ren
with the modified variable
E = [E - Vo + BBLz - hy2 (n- 2)] /h71- (4.22)
The new frequencies 71 and 72 take the position of the curvatures wr and wey in the
presence of a perpendicular magnetic field. In GaAs, with m*/m = 0.067, the energy
separation between adjacent Landau levels is AEL/BI = 2,aBm/m* = 1.73 meV/T.
Hence the magnetically induced energy scale is on the order of a few meV, which is
comparable in magnitude to values shown in Table 4.1. The energy splitting associ-
ated with the spin-up and spin-down electrons is AE,./B = 2B = 0.116 meV/T.
In Fig. 4-12 we have plotted the frequencies Y1 and 72 as a function of the magnetic
field B 1 (solid lines). We set the zero field values yl = w2 and 72 = Wy, equal to
2 meV and 4 meV, respectively. A ratio of wy/cw = 2 is typical for our quantum
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Figure 4-13: SEM photograph of quantum dot. Current transport takes place along a
direction from top to bottom. The width of both constrictions was 0.22 Mm. Square
center region is 0.78 ttm long and 0.54 j/m wide. By convention, the opposite gate
pairs are called A and B and numbered sequentially from top to bottom. All six gates
can be biased independently but usually the A/B pairs are ties together.
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point contacts. We find that variations in 'Yl are small for magnetic field values up to
5 T. On the contrary, the value of y2 increases rapidly for magnetic field values largeir
than about 2 T. We therefore expect that the complicated expressions for 'yp and 7Y2
simplify for small and large values of the magnetic field. Such limiting expressions
will help facilitate the analysis of data. For small magnetic field we found
low y [ 2(,W 2)] (4.23.h)
and for large magnetic fields:
a¥h igh I + AR (4.24. a)
,,high F - wf2 % a[ 1 + 2w ' (4.24.1))
Ve find that at high magnetic fields the transverse confinement of the saddle-point
potential become unimportant compared to the magnetic confinement energy. Tile
energy level structure in the constriction is therefore d!termined by only the magnetic
field. The transmission coefficient is likewise determined by only the magnetic field.
Plots of these limiting expressions for ^. and y72 are shown in Fig. 4-12 (dashed lines).
With an understanding of the behavior of the transmission coefficient as a function
of the magnetic field, we are now ready to do experiments.
The split-gate design we used in the magnetic field experiments are shown in
the SEM micrograph Fig. 4-13. The design includes two narrow short constrictions
and one long wide c onst. Figure 4-14 and Fig. 4-15 show the quantum point
contact behavior as function of the nagnetic field. In the first plot the magnetic field
varies from zero to 2 T in steps of 0.3 T. At zero field the data is relatively noisy and
the stair-case structure is barely visible. For increasing values of the magnetic field,
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0
Figure 4-14: Drain/source current Ids as a function of the gate voltage Vg, for QPC
device 6122d7 (A/B3). Plot covers magnetic field values from zero to 2.1 T in steps
of 0.3 T starting with the lowest field measurement from the top. The first three
subbands are marked with arrows for the lowest and highest field scan. Large shifts
in the subband onsets are observed as the magnetic field is increased. Contribution
to conduction from spin-up electrons are indicated with t and spin-down electrons
with W. The noise on the curve is due the absence of low-pass filtering during data
acquisition. Curves are vertically offset by 1 nA for clarity.
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Figure 4-15: Drain/source current Ids as function of gate voltage Vg8 for QPC device
6122d7 (A/B3). Plot covers magnetic field values from zero to 5 Tesla in steps of 1 T
starting with the lowest field measurement from the top. Subband splitting due to
electron spin is indicated; electrons with their spin oriented antiparallel to the applied
magnetic field start to contribute to the current at lower values of the gate voltage.
Curves are vertically offset by 1 nA for clarity.
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Figure 4-16: Subband threshold position in gate voltage for spin-up and spin-down
electrons as function of perpendicular magnetic field B±. Data extracted from Fig. 4-
14 and Fig. 4-15 (circles). Interpolated movement of subband threshold positions
indicated by the dashed lines.
we notice a movement of the subband onset threshold voltage. This is a consequence
of the increase in the effective transverse confinement because of the magnetic field.
This increased confinement increases the subband energy spacing since the value of
72 becomes greater. In the second plot, the magnetic field varies from zero to 5 T in
steps of 1 T. A split is observed in the conductance steps of the first two subband for
magnetic field values in excess of -3 T. This separation is caused by the lifting of the
spin degeneracy (E, x 0.12 x 3 = 0.36 meV).
In Fig. 4-16 we have replotted the subband threshold positions in gate voltage as
a function of the perpendicular magnetic field BL. The plot convincingly illustrates
both the shift of the subband thresholds and the split of the subbands due to electron
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spin interaction with the magnetic field. The dashed lines are polynomial best fits
to the data points and are helpful for guiding the eye. There are two features of
the data we are going to discuss in detail: (1) For n = 1 a split in the subband
due to electron spin interaction is observed, but the threshold voltage for the spin-
down electron subband remains constant. Based on Eq. 4.22, we would expect this
threshold voltage to increase in proportion to the magnetic field. We propose that
this pinning is caused by the rapid dependence of the Fermi energy with respect to
the bottom of the first subband, see Fig. 4-5. (2) For n = 2 and 3 the threshold
voltages shift for both spin-down and spin-up electron subbands. The crossover from
a constant value to a rapid increase of the threshold voltage occurs at about 1.5 T
and 1 T for subbands n = 2 and 3, respectively. This means that w,,3 is smaller than
Wy,2 but both are on the order of 2 meV.
Analytical determination of wx and wy is impossible since no functional relation-
ship can be found between the gate voltage and the energy levels of a quantum point
contact as function of the magnetic field. Although Kaplan and Warran [70] suggested
an approach which arrives at such a relationship, they had to resort to a mixture of
one-dimensional and two-dimensional arguments. We will not attempt to pursue such
arguments since self-consistent simulations are required to predict satisfactorily the
complicated interrelationship between wX, wy and Vo and the gate voltage Vgs [65, 71].
4.8 Summary
The quantized conductance of a quantum point contact has been explained by the
wave-like behavior of electrons. Electron propagation through narrow constrictions
was found to occur through subbands satisfying the transverse boundary conditions
imposed by the electrostatic potential. Conduction through these subbands mani-
fests itself as quantized conductance steps. A saddle-point potential model has been
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introduced in order to describe the detailed behavior at the threshold of conduction
for a subband. Based on reasonable assumptions about the behavior of the saddle-
point potential as a function of Vg,,, a model has been obtained for the QPC relating
Vgs to the conductance G. With the help of this model, transconductance data has
been explained. A figure-of-merit for a QPC has also been introduced, wyp/w,,x
and related to experimentally measurable quantities. Results of analysis of measured
data from two devices are summarized in Table 4.1. In addition, we measured the
magnetic field dependence of the subband threshold voltage. Based on the threshold
shifts, we estimated the curvature wy for subbands n = 2 and 3 to be approximately
2 meV. The absence of a shift of the threshold voltage for the first subband was ex-
plained by the rapid movement of the Fermi energy versus the gate voltage when the
one-dimensional channel was fully depleted.
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Chapter 5
Photo-response of quantum point
contact
5.1 Introduction
This chapter presents the experimental measurements and analysis of a quantum point
contact's (QPC) photo-response. The photovoltaic effect of a QPC has been analyzed
by Hekking and Nazarov [72]. In a extensive treatment by Hu and Feng [15, 73], the
possibility of energy absorption by ballistic electrons from a time-oscillating QPC
potential was explored. They found, for example when a QPC is biased below pinch-
off (no propagating modes), the electrons from either electron reservoir separated
by the QPC could be excited into the lowest propagating mode through the chan-
nel. This propagation leads to a finite current flow in the presence of the radiation
field. The onset of this current was predicted to be dependent on the radiation fre-
quency, while higher order photon absorption leads to a characteristic step structure
in the device conductance plot [15]. This step structure resembles the response of a
superconductor-insulator-superconductor device in the quasi-particle tunneling cur-
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rent [32]. These early predictions of the radiation response in a QPC have not yet
been observed. Experimental findings of the radiation response of a QPC are pre-
sented in this chapter. Section 5.2 describes the experimental system and present
measurement results of a QPC with a transverse coupled log-periodic antenna. The
analysis of the data based on one-dimensional thermopower generation is presented
in section 5.3. The theoretical predictions of the current responsivity are extended
to finite bias voltage in section 5.4. A radiation-induced current measurement using
a QPC with a longitudinal coupled bow-tie antenna is then discussed. The results of
this chapter are summarized in section 5.5.
5.2 QPC with gate coupled antenna
In the first set of experiments a QPC was used in which the ac electric field was
oriented transverse to the direction of the electron transport. The split-gates defining
the channel constriction were used simultaneously for both depletion of the 2DEG
and as antenna terminals. An SEM micrograph of the device geometry is shown in
Fig. 4-1.
The measurements were performed in a cryostat in which the device was sub-
merged in liquid helium [56]. In this cryostat, the device was cooled down to 1.6 K by
pumping the helium bath. The far-infrared radiation was coupled into the cryostat
through an optical access port covered with quartz windows and a low-pass black
polyethylene filter. These two elements were used to block both the visible and near-
infrared radiation. Blocking the visible light from entering the cryostat was essential
to prevent electron-hole generation and hence alter the 2DEG electron concentration
during the measurement. We found that stray light entering the cryostat caused er-
ratic results when we were measuring device characteristics. Inside the cryostat, a
0.85 inch focal length TPX was mounted in front of the substrate to focus the radi-
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Figure 5-1: Dc drain/source current Ids for quantum point contact m22c2 as a function
of the gate voltage Vgs (right ordinate). The difference between a pair of measurements
with and without the 285 GHz radiation, AId, is also shown (left ordinate).
ation. The converging radiation was then incident on the substrate from the device
side. A log-periodic antenna was used to couple the radiation into the QPC. The
coupling efficiency in this arrangement was not optimal since the radiation beam effi-
ciency is low into the air side of a planar antenna mounted on a dielectric substrate.
The coherent radiation, polarized in the direction of the axis of the log-periodic an-
tenna, was generated by a Gunn oscillator [52]. This radiation source supplied ample
power (1 mW) to generate observable signals in the QPC. Higher frequency bands
were available when using a frequency trippler [53] or a far-infrared laser [54].
Figure 5-1 shows the result of a radiation experiment at 285 GHz. A QPC was
biased with a Vb = 100 V voltage source with a R = 1 k load resistor. The
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Figure 5-2: Photo-induced current AIds in a gate voltage region where the conduc-
tance steps (measured without radiation at 1.6 K) are well defined. The peak-to-peak
amplitude of the photoinduced current is about 0.5 nA, and its average value is 0.2 nA.
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dc drain/source current Ids was measured while stepping the gate voltage Vgs in in-
crements of 3 mV. At each value of Vgs, a measurement was performed of Ids with
and without radiation. We used a solenoid driven shutter to block the radiation in
the vicinity of the optical access port. The radiation predominantly increases Ids
and as a result, the sharp step structure of the QPC is rounded. We have numeri-
cally calculated the difference between the two measurements, which we define as the
radiation-induced current AId,. The difference shows an oscillatory behavior, and
the peak appears to coincide with the onset of conduction for the subbands. A large
response is also seen in the 2D to 1D transition regime.
In order to look for the predicted radiation-induced ministeps, we replot in Fig. 5-
2 an expanded view of AId8 and the drain/source conductance Gd8 as functions of the
gate voltage in a range where the conductance steps are well-defined. The ministep
structure is expected to be distinctive at 285 GHz. The photon energy is 1.18 meV
and the subband energy spacing for the device is on the order of a few meV at the
conduction threshold for the lowest steps. The ministeps should have a width of
about that of the conductance steps. We find that no ministeps are observed in
the measurement. The same experiment was performed at several other frequencies
showing a similar response, see Fig. 5-3. The features in the QPC response did not
appear to depend on the frequency of the radiation, although the polarity of AIds
was reversed when using 118.8 m radiation.
One likely cause of the observed radiation-induced AId, is the heating of electron
gas by far-infrared radiation. The absorbed radiation energy increases the tempera-
ture of the electron gas, which broadens the Fermi surface and produces additional
drain/source current. To illustrate this mechanism, we have plotted in Fig. 5-4 the
difference in the drain/source currents taken at 3.7 K and 1.6 K as a function of
the gate voltage. A behavior similar to that shown in Fig.5-1 is observed. We
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when irradiated with 700 GHz and
118.8 tpm radiation. The numerically
calculated difference in Ids measured
with (solid line) and without (dashed
line) illumination shows an oscillatory
behavior. The difference is predomi-
nantly positive for the 700 GHz radi-
ation and negative for the 118.8 /Im ra-
diation. The device's threshold voltage
has shifted almost 1 V, a shift that fre-
quently occurs when the device is ther-
mally cycled. The liquid helium bath
t-mnror5..llrp in hnt.h monrilromcnt.- urnq
-2.5 -2 -1.5 -1 -0.5 UllU. ................ .. .  
Gate voltage Vgs [V] 1.6 K.
find that a temperature difference of AT = 2.1 K results in an additional cur-
rent of 5.7 nA at the onset of the first subband. The magnitudes of the observed
radiation-induced currents at 285 GHz are approximately 0.5 nA. A temperature rise
of AT = 2.1 x (0.5/5.7) = 180 mK would be sufficient to explain the increase in Ids.
An increase of the electron temperature on the order of 100 mK because of radiation
is plausible based on measurements of the thermal broadening of the Shubnikov-de
Haas oscillation peaks [74].
In the following experiments we measured the radiation-induced current when the
device biasing voltage was set to zero. At zero bias, the current due to symmetric
heating of the electron reservoirs should be zero. In Fig. 5-5(b) we show the radiation-
induced current AIds measured with a zero external bias voltage Vb. Using a lightpipe
the 285 GHz radiation was guided directly toward the source side of the antenna.
Trace (a) shows Ids measured with Vb = 300 /iV and without radiation. Comparing
the curves (a) and (b), it is clear that the peaks in the radiation-induced current
coincide with the onsets of the subbands.
In Fig. 5-6 we have measured the photocurrent Aids as the power of the incident
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Figure 5-4: Thermally induced
drain/source current AIdS (shown here
as the difference between a measure-
ment at 3.7 K and 1.6 K plotted as
a function of the gate voltage. The
increase in drain/source current, AIds,
has been multiplied by 15x for visibil-
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at a temperature of 1.6 K is also shown.
Figure 5-5: (a) Drain/source current
Ids of quantum point contact m22c2
with Vb = 300 /V and RI = 10 kf. (b)
Photoinduced current when irradiated
with 285 GHz radiation when Vb = 0.
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Figure 5-6: Radiation-induced current AId 8 plotted as a function of power level (ar-
bitrary units) for 94.2 GHz radiation. The relative power levels for measurements (a)
through (i) were 0.324, 0.279, 0.235, 0.218, 0.180, 0.096, 0.059, 0.038, and 0.018. The
dc Ids - Vgs characteristic was measured using a bias voltage of 30 1aV and a load
resistance of 10 k2. The bath temperature was 1.6 K. Inset shows peak photoinduced
current AIdeak for the first subband as function of radiation power level.
radiation is increased. At low power levels, separate peaks are apparent at each
subband conduction onset. For high power levels, the contribution from the first
subband dominates and the separate peak structure has disappeared. We reason
that when the thermal broadening of the Fermi distribution is on the order of the
intersubband spacing, the separate peak structure disappears. The inset show the
peak current at the threshold of the first subband. Over a wide range of input power
we found the peak height increases linearly with the incident power level. We will
estimate the order of magnitude of the absorbed radiation power in section 5.3.
Another important feature was the possibility to reverse the direction of the cur-
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rent flow. The radiation was guided with a lightpipe towards the cryostat access
window. By small angle rotation of the dewar with respect to the lightpipe, it was
possible to selectively couple more radiation into either the drain or the source. Fig-
ure 5-7 shows the AIds under different illumination schemes. The top four AIds - Vgs
curves were taken at different radiation power levels with Vb = 0. The four lower
curves were taken under the same conditions, but with the far-infrared beam shifted
from the source to the drain by adjusting the lightpipe appropriately. We found that
an approximately equal magnitude of AIds could be generated for both polarities for
a given power level. As seen earlier, the current also scales linearly with the incident
radiation power. In order to compare the spacing of the current peaks, the horizontal
axis has been offset by the threshold voltage Vt, defined as the gate voltage at the
onset of conduction for the first subband. The lower curves are almost identical to
the top ones, but are of opposite polarity. By placing the far-infrared beam in the
middle, we can nearly null AIds. The reversibity of its polarity is convincing evidence
that the signal is caused by thermopower.
Since the polarity of the radiation-induced current could be reversed by merely
controlling the angle of incidence of the radiation we concluded that AIds was caused
by imbalanced heating of the electrons in the drain and source reservoirs. This heating
was accomplished by the ac voltage produced between the antenna terminals. The
strength of this voltage could, in principle, be different on the drain and source sides
of the QPC if the antenna terminals themselves allowed a voltage drop due to finite
conductivity in the metal layer used to make the antenna. Since the metal thickness
of the antenna terminals close to the QPC is only about 180 A, this finite resistance of
the antenna results in nonideal behavior in the region of the mesa. Unequal strength
of the ac voltage results in an imbalanced heating of the electron reservoirs.
The next section develops a theoretical framework for the dissipation of radiation
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Figure 5-7: Photoinduced current of
quantum point contact m22c2 mea-
sured at low radiation power levels with
zero drain/source bias. The polarity of
the current can be reversed by control-
ling the angle of incidence of the ra-
diation. The signal was positive when
the radiation was guided towards the
source side, and negative when guided
towards the drain side. For visibility
the peaks of the first subband for all
the measurements have been aligned
-0.1 0 0.1 0.2 0.3 0.4 by subtracting the threshold voltage Vt
vg, - vt [V from the gate voltage. The measure-
ments for the two polarities have been
vertically offset by +1 nA.
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in the QPC. The reasoning of early theoretical work done by [Streda] for estimating
the thermopower in a QPC was followed. By comparing this model with our mea-
surements, a good understanding of the radiation absorption in a QPC with a gate
coupled antenna was obtained.
5.3 Quantum oscillations of thermopower
In the case of insufficient confinement of the ac electric field the efficiency of the
modulation quanta absorption decreases rapidly. Instead, the ac electric field causes
heating of the electrons in the 2DEG. Modeling of the thermopower in a QPC has
been done by [Streda, van Houten], who calculated the thermal voltage produced
across an open-circuited QPC. Measurements establishing this thermopower effect
have been observed by [Molenkamp] using a dc current to heat one side of the QPC.
Our derivation of the thermopower closely follows these initial treatments, except
we included a finite load resistor which is required for the measurement of the ther-
mopower signal. This alteration was important for purposes of modeling the observed
data.
Figure 5-8 illustrates the mechanism that generates thermopower signals in a one-
dimensional electron system. In this diagram, we have selected a condition in which
the electro-chemical potentials are in the vicinity of the conduction threshold of the
second subband. Assuming the electron temperature in the drain is higher than the
source, a net current will flow from the source to the drain, caused by the excess
electrons in the drain above the conduction threshold for the second subband. It is
clear from Fig. 5-7 that features in the thermopower signal are due to rapid changes
of the transmission coefficient T(E). We should expect a peak in the thermal current
at the onset of each subband, where T(E) changes rapidly.
To calculate the total current in our device, we made the following simplifying
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Drain QPC Source
E
eVth
Ad . .......
Figure 5-8: Illustration of electrons
T(E) contributing to thermopower current.
assumptions: (1) temperatures Td and Td can be assigned respectively to the elec-
trons in the drain and the source which participate in ballistic transport through the
QPC; (2) the total transmission is t(E) -En t,(E), where t(E), the transmission
coefficient for subband n, is taken as the unit step functionO(E - En); and (3) the
ratio wy/w for the curvature of the QPC remains constant. The current through a
QPC is then given by
IDS =R + 2R -eR LIt(E)
R + 2R, eRq n -0
x [f(E- as; Ts) - f(E - d; Td)] dE, (5.1)
where Rq _= h/2e 2 13 k, R is the load resistance, Rc is the resistance for each
ohmic contact, f(E; T) = [1 + exp(E/kBT)] - l is the Fermi function, and the chemical
potentials of the 2DEG are , - Ad = eVd,. In order to calculate the current Ids due
to a difference between Td and Td, Eq. 5.1 must be solved self-consistently, since
both sides depend explicitly on Vd,. In Fig. 5-9 we have used Eq. 5.1 to calculate
the height of the thermopower signal (thermal voltage and thermal current) for a
single one-dimensional (1D) subband. In the calculation the temperatures were Td =
1.6 K and T = 1.61 K. The curves (b) and (d) correpond to the signals expected
at the conduction threshold of the subband. The curves (a) and (c) represent the
peak thermal voltage and current generated. This peak occurs below the conduction
threshold of the subband and depends on the external resistor (sum of RI + 2R).
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Figure 5-9: Peak thermal response predicted for first subband as function of finite
load resistance. (a) and (c) are the peak thermal voltage and current for a 1 K
temperature difference between the source and drain. (b) and (d) are the thermal
voltage and current at the threshold of the first subband, Vt. Notice that the peak
thermal voltage and current does not take place at Vt. I is the short-circuit thermal
current, 4.5 nA/K, and Vo is the open-circuit thermal voltage, 120 V/K, at Vt.
The shift of the peak thermal voltage Vth to below the subband onset Et for large
external resistances Rext can be illustrated with the following example: let Td = 0 K,
Ts remains finite, and fix /d at the conduction onset Et of the 1D subband. For a zero
external resistance we have /s = Et and the current is maximized. As Rext increases,
p, must decrease such that Vth = Rextlth is satified. This decreases d and causes
the shift in curve (a) with respect to (b). The difference between the peak thermal
voltage and the thermal voltage at the conduction onset of the 1D subband can be
significant for large Rext. In our measurements we were using either Rl = 1 kQ or
10 kQ which corresponds to a domain where the curves are approximately the same.
However, when the differential heating STd -Td - Td is small compared to the
intersubband spacing AEn, we can use a linear approximation of Eq. 5.1 [Streda].
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(a) Electrical circuit
(b) Thermal circuit
Td ) T s
? K
Tb Tb
The peak currents Ideak(n) at the onset
the following expression:
Ideak (n) = Rq +
Figure 5-10: (a) Electrical circuit
model; (b) thermal circuit model.
of each subband n, with Vb = 0, are given by
S ATd,/2
(R + 2R,)(n - 1/2)' (5.2)
where S1 = 21n2 kB/e 120/zV/K [75]. Using Eq. 5.2, we have indicated the
envelope of the calculated Ieak(n) in Fig. 5-11(a) (dash-dotted curve). To match the
peak current at the first subband we used a temperature difference of ATds = ±2.3
K. The calculated result clearly shows a slower roll-off of Idek(n) at higher subbands
compared to the data.
We propose that the faster decrease in the measured AIdeak(n) is caused by a de-
crease of the temperature difference ATd8 at higher subbands. Previous investigations
revealed that the Wiedemann-Franz law is valid for thermal conduction of electrons
through QPCs [Molenkamp2,Houten]. Thus when the differential power dissipation
in the drain and source APd is held constant, the temperature difference ATd, should
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decrease at higher subbands since the higher electrical conductance results in a higher
thermal conductance. Figure 5-10(b) illustrates the three heat flow paths for the elec-
trons in the drain and source reservoirs. Considering the energy balance of the model,
the following two equations must be satisfied:
Pd = -KlqATds + N(Td - Tb) (5.3.a)
Ps = -IqATds + (Ts - Tb) (5.3.b)
where the thermal conductance of the QPC, rq = LTds(n - 1/2)/Rq, is related to its
electrical resistance using the Wiedemann-Franz law; L = 2.44 x 10-8 WQ/K 2 is the
Lorentz number; n = 1, 2,... is the subband number. The average temperature of
the drain and source electrons has been identified as Td = (Td + T,)/2, which is to
be independent on n in this linear model; and ,e is the thermal conductance between
the 2DEG in the drain and the source to the bath. There are two thermal conduction
mechanisms to the bath: electron-phonon scattering involving energy transfer and
electronic conduction through the ohmic contacts.
Solving Eq. 5.3.b above for the differential temperature of two electron reservoirs
at the threshold of the n-th subband results in
ATd8(n) = d- . (5.4)r + 2LTds(n - 1/2)/Rq
We can rewrite Eq. 5.4 to obtain 1/ATd,(n) = A + B(n - 1/2), where A = K/APd,
and B = 2LT//PdsRq. To establish the validity of the proposed model, we looked for
a linear relationship between 1/ATd, and n, from which we could deduce numerical
values for both the differential power dissipation APd and the thermal conductance
n. In Fig. 5-11(b) we have plotted this relationship between the inverse differential
temperature versus the subband number. 1/ATd8 (n) is found to increase linearly with
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Figure 5-11: (a) Curve a is photo-induced current AIds produced by 285 GHz radi-
ation. Curve b is peak AIds decay envelope predicted by a QPC model assuming a
constant difference between the drain and the source electron temperatures. Curve
c is peak AId decay envelope predicted by a QPC model taking account of thermal
contact between the drain and the source electron reservoir. (b) The inverse temper-
ature difference AT l, calculated using the data shown in (a), is plotted as a function
of the subband number n.
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respect to n, up to n = 5. Deviations from the linear behavior are observed at higher
subbands. From the data, ATds 0.5 K at the first subband. From the slope B, the
differential power dissipation APds was 1.9 x 10-11 W for Td, = 1.85 K. From the
value of A = 1/ATds(n = 1/2), = 3.7 x 10- 11 W/K. Note that this Td, corresponds
to the extreme case in which TS = Tb, and Td = Tb + ATd. This case sets the lower
limit for APds and K.
The thermal conductance per unit area between a 2DEG and a bath due to
electron-phonon scattering has been shown to take the form r;eph/area = 3n 2DT2
at T > 2 K, where at has been calculated to be 4 x 102 eV/sK 3 for n2D = 2.8 x 1011
cm- 2 [76]. Thus rce-ph/area ~ 2 x 10-12 W/K ./m 2 at T = 2 K. If our deduced
K = 3.7 x 10-11 W/K is mainly due to electron-phonon scattering, the "hot spot's"
effective area is approximately 20 jtm2. Its length (4-8 ,jm depending on mode struc-
tures) is comparable to the inelastic scattering length at these temperatures. This
coincidence suggests that the hot electrons are located within l, from the center of
the QPC. Because only electrons in this region participate in the ballistic transport
through the QPC, the above coincidence justifies the use of a single temperature in
the source and the drain in our calculations. Since the hot spot is much smaller
than the area of the 2DEG in the drain and source (500 /im 2), we conclude that
electron-phonon scattering, not electronic conduction through the ohmic contacts, is
the dominant heat conduction mechanism.
Finally, we have calculated the envelope of the fitted AIds - Vgs curves using the
linear electrical and thermal circuit model. The solid line in Fig. 5-11 shows the result
of the calculation, based on the parameters Kn = 3.7 x 10-11 W/K, T, = Tb = 1.6 K and
Td = 2.1 K at the first subband (n = 1). A fitting parameter ( has been used to relate
the gate voltage to the energy scale of the QPC: ( = 85 V/eV. The parameter ( was
chosen such that the peaks of AIds coincided with the predictions for the thermal
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current from the model. The agreement between the experimental and calculated
sults is excellent, which supports our proposed electric and thermal modeling.
5.4 QPC with drain/source coupled antenna
In the following radiation experiments we used the QPC as a nonlinear device. The
results of such measurements using a QPC have recently been published by Arnone et
al. [74]. Our analysis is analogous to their approach and we have therefore adopted
the same notation. In contrast to their work, we have proceeded further in the
analysis and used the value of the fitting parameter P to find numerical estimates for
the absorbed radiation power.
In the experiment, the QPC was biased such that conduction takes place through
only the first subband. The dc radiation-induced current AIds, caused by the ac
voltage generated by the radiation field, was then measured. The bow-tie antenna
in this device was coupled to the drain/source contacts and the axis was oriented
parallel to the direction of electron transport through the constriction. The device
was submerged in liquid helium during the measurement [49]. The radiation was
guided into the cryostat using a 0.5 inch diameter circular lightpipe and was incident
on the device from the substrate side. The 285 GHz coherent radiation was gener-
ated by a frequency trippler connected to the output of a Gunn oscillator [52]. The
cryostat contained a superconducting magnet coil which we used to generated the
perpendicular magnetic field of 0.9 T. The magnetic field reduces the probability of
backscattering while an electron propagates from one side of the QPC constriction to
the other. As seen from the magnetic field measurements in chapter 4, such a weak
magnetic field does not affect the energy level structure of the QPC appreciably.
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5.4.1 Rectification
In the presence of an oscillatory voltage across a nonlinear device, such as the QPC,
the dc drain/source current Ids through the device changes. We now derive an ex-
pression for AIds in terms of the device's conductance Gds and the absorbed power
pabs. In section 5.4.2 we present the measured response of a QPC in the presence of
a radiation field.
For an antenna oriented along the direction of electron transport, we can write
the difference in the electro-chemical potential of the drain and the source contacts
as
VdS(t) = Vo + V1 cos wt, (5.5)
where V is the dc drain/source bias voltage, V1 is the amplitude of the ac voltage
generated between the antenna terminals, and w is the angular frequency of the
radiation field. For a small amplitude ac voltage V1 the nonlinear Ids - VdS of a device
can be expanded in a Taylor series in the vicinity of the bias point Vo
dlds(Vo)Vcs+ 1 d2 d(VO) 2 2t. (5.6)
Ids(Vds(t)) = Ids(VO) + d V cost + 2 dV V1 cos wt. (56)
Each of the derivatives are evaluated at V0. When measuring the dc response of the
device, only the terms in Eq. 5.6 which does not oscillate make a contribution to the
dc drain/source current. After evaluating the time-average of Ids(t) in Eq. 5.6 and
after subtraction of Id,(Vo) we find the dc radiation-induced current
i d2Id, AIds = 4 dVd2 . (5.7)
The magnitude is proportional to the curvature of the Ids - Vd, characteristics and
the square of the ac voltage V1. In the measurements we biased the QPC so that
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conduction through the first subband is partially activated. The resistance of the
QPC was G- 50 kQ. The characteristic impedance of the bow-tie antenna is
Ra, 70 Q which is much smaller than the device resistance. The absorbed power
pabs in the QPC can therefore be approximately written as
pabs - lGd V2. (5.8)
By writing the conductance of the device as Gds = dIds/dVd and combining Eq. 5.8
and Eq. 5.7 we find from the definition of the current responsivity RI
d2Ids/dVdsR. -- Ids/Pabs = 2 dld/dVd' (5.9)
Eq. 5.9 is valid when the nonlinearity in Ids - Vds of the device is small on the voltage
scale of hw/e.
5.4.2 Measurement
An SEM micrograph of the device structure we used in the experiment is shown
in Fig. 4-13. The pair of gates A/B3 was used to deplete the electron gas and define
the constriction, and the remaining gates were connected to the source which defined
the ground potential. Figure 5-12 shows a measurement of the conductance Gds as a
function of the drain/source bias voltage VdS. Such nonlinear experiments have been
performed by Kouwenhoven et al. [3] to find the energy spacing between the first and
the second subband when the QPC was biased at the center of the first conductance
plateau. The inset shows the Ids - Vgs characteristics; the bias point corresponding to
V9g = -1.195 V is indicated by the arrow. The nominal conductance corresponding
to the gate voltage we used is Gds e2 /2h which is one quarter of the quantized
conductance step height.
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Figure 5-12: Drain/source conductance Gd8 of QPC 6122d7-A/B3 plotted as a func-
tion of the drain/source bias voltage Vds. The curves a through e correspond to the
following gate voltages: -1.185 V, -1.195 V, -1.205 V, -1.215 V and -1.225 V,
respectively. These gate voltages bias the QPC at the conduction threshold of the
first quantized conductance step. The inset shows the Ids - Vgs characteristics of the
QPC. The arrow indicates bias condition b. The measurements were performed at a
temperature of 1.9 K in a perpendicularly oriented magnetic field of 0.9 T.
156 CHAPTER 5. PHOTO-RESPONSE OF QUANTUM POINT CONTACT
(a) E (b) E (c) E
__ - As
... .... EF - --
!k d
.... .... E
F-
- ken
1 .EF
-..
0 - x - X 0 -X
Figure 5-13: Subband occupation at QPC constriction where the conductance is
determined. (a) Fermi energy EF is placed such that conduction through first sub-
band is activated; (b) electro-chemical potential of drain reservoir, d, coincides with
threshold energy of first subband, E1, and the QPC conductance Gd8 reaches a local
maximum; (c) the electrochemical potential Ad falls below E1 and Gds starts decreas-
ing.
The behavior of the conductance for the QPC can be understood from the schematic
illustration in Fig. 5-13. The relative position of the electro-chemical potentials Ad
and /s in the drain and the source reservoirs, respectively, are shown for an increasing
value of the applied drain/source voltage; eVd, = , - d. The Fermi energy EF is
positioned above the threshold energy E1 for subband n = 1. This corresponds to
case (a) in Fig. 5-12 when the gate voltage is Vgs = -1.185 V. In Fig. 5-13(a) the con-
ductance remains approximately constant as Vd increases from zero to about ±1 mV.
The conductance then steadily increases until Ad approaches El (shown in (b)). Be-
cause of the finite longitudinal curvature w, of the QPC potential the transmission
probability through the constriction in the vicinity of E1 gradually decreases from
unity to zero. This results in the steady increase of the conductance for IVd I = 1 mV
to 2.5 mV. The conductance reaches a peak at IVdsI 2.5 mV which indicates that
the transmission probability for electrons with energy lower than Ad from the drain
to the source is vanishingly small. In (c) the conductance has decreased, because an
increase in Vds only results in an increase of /Zs by Vd/2.
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Figure 5-14: Top five curves show the radiation-induced drain/source current AId as
a function of Vds. The radiation frequency was 285 GHz. The lower five curves show
the calculated current responsivity RI as a function of Vds. RI was calculated using the
conductance data shown in Fig. 5-12. The arrows indicate the position of the minima
in the valley. A shift is observed in the position minima in the AId8 measurement
but not in the calculated value for RI. The measurements were performed at a
temperature of 1.9 K in a perpendicularly oriented magnetic field of 0.9 T. AIds
curves have been offset by 1 nA and RI curves by 500 A/W for clarity.
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Figure 5-14 shows the radiation-induced AIds plotted as a function of Vds (top five
curves). In our discussion we will concentrate on the minima in AlId indicated by the
arrow. The position of the minima shifts towards more negative Vd, as Vgs decreases.
For comparison we have calculated RI from Gds shown in Fig. 5-12 using Eq. 5.9
(lower five curve in Fig. 5-14). We find a minimum in RI as observed in AId, but
the position of the minima does not shift towards more negative values of Vds as Vgs
decreases. It follows from Eq. 5.9 that the calculated values for RI are proportional
to AIds only if the absorbed power pabs remains constant as Vds varies, which is not
the case in our experiment.
We identified in Eq. 5.8 that pabs is approximately proportional to Gds. This
would mean that the value of V1 is constant, independent of Vds. As Arnone et al.
[74] suggested, we define the parameter 3 as
Aid = 3 dd P dd (5.10)dV2s dVd
This parameter is related to V1 and pabs as follows
= = Gd-lpabs (5.11)
where Gds is the QPC's small-signal conductance. In Fig. 5-15 we have plotted Aids
and /3dGds/dVds as a function of Vds. The derivative of the conductance was numer-
ically calculated from the data shown in Fig. 5-12. The value of P was determined
by equating the value of the minima in AIds with pdGds/dVds at the same value of
Vds. We chose the voltage Vds to correspond to the bias condition of the valley. This
choice was arbitrary, we might as well have chosen the peak AIds at positive values of
Vd. For our choice, deviations are seen in the prediction of the amplitude of AIds at
positve Vds. The shape of the AIds curves, however, agrees well with dGds/dVds. We
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Figure 5-15: Comparison of the radiation-induced drain/source current AIds (solid
curve) generated with 285 GHz radiation and the derivative of the dc conductance
dGdldVds times fi (dashed curve) for a QPC. The arrow indicates the position of the
valley minima. Values of / are determined by equating AId with pdGdldVd, at this
valley minima. The values of / are in units of x10-6 V2 . The measurements were
performed at a temperature of 1.9 K in a perpendicularly oriented magnetic field of
0.9 T. AIds and pdGd,ldVd, curves have been offset by 3 nA for clarity.
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Table 5.1: Summary of analysis for QPC with drain/source coupled antenna. The
values for Gds are taken from Fig. 5-12. The minima for AIds corresponding to the
drain/source bias Vds are taken from Fig. 5-15. The parameters , V1, pabs and 7 are
derived quantities.
Vgs Gd8 Vds AlId8 1 pabs r
[V] [UiS] [mV] [nA] [x10-6 V2] [mV] [pW] [%]
-1.185 20.9 -1.60 -0.49 0.7 1.7 30 1.9
-1.195 15.7 -1.60 -2.77 3.2 3.6 100 3.3
-1.205 12.0 -1.99 -3.06 3.5 3.7 89 4.1
-1.215 6.5 -2.31 -1.17 1.7 2.6 22 6.3
-1.225 6.5 -4.04 -1.46 2.5 3.2 33 5.2
are currently not certain about the origin of these deviations. The value we obtained
for the parameter 3 and consequently for V1 and pabs using Eq. 5.11 are listed in
Table 5.1. We find that the value of V1 3 mV, which means o = eV/hw - 2.5.
The efficiency, Ar, of the QPC response is found by comparing the ratio AIds/Pab to
the quantum efficiency e/hw. For the bias point c we have AId, = -3.06 nA and
pabs = 89 pW and the efficiency is
1 = Ids 4%. (5.12)
e/hw
In the last experiment we investigated the response of a QPC to a linearly polarized
radiation field; the plane of polarization was oriented either along or transverse to the
antenna axis. In this measurement we used the He3 cryostat [77]. This cryostat used
the improved quasi-optical system described in section 3.6.2. An SEM micrograph of
the device is shown in Fig. 4-6.
The response of the QPC for the polarization plane of the radiation field oriented
parallel, at 45 degrees, and orthogonal to the antenna axis is shown in Fig. 5-16.
The response was seen to depend on the orientation of the polarization plane. This
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Figure 5-16: Photocurrent AIds of
QPC 6122c2-A/B3 using 80 GHz radia-
tion. Polarization plane of incident ra-
diation is oriented either parallel ( =
0°), at 45 degrees ( = 45°) or orthogo-
nal ( = 900) to the bow-tie axis. Gate
voltage was A/B3=-2.27 V (bias point
corresponds to the threshold voltage for
11 I A ~1~ Ir I
-3 -2 -1 0 1 2 3 su Dana n = Z. Measurement was aone
Drain/source bias Vds [mV] at 0.5 K.
was encouraging because it means that the antenna was focussing the radiation. The
largest signal was observed when the plane of polarization was aligned with the axis
of the antenna. The signal observed for the orthogonal polarization was non-zero and
could be caused by the gate leads acting as a dipole antenna which would couple
radiation into the QPC in a direction orthogonal to the transport. The small signal
at 45 degrees was probably caused by a combination of the two mechanism above.
At Vds = 3 mV the zero-bias corrected radiation-induced current was 0.62 A for the
parallel and 0.40 /iA for the orthogonal polarization plane. At 45 degrees AIds was
reduced to 0.38 IA. The radiation-induced current for the orthogonal polarization
was therefore reduced by 1.6 times compared to the orthogonal polarization. Arnone
et al. [74] measured an average decrease of 1.8 times for the transverse polarized
radiation field. The agreement between our results is good considering the two QPCs
used different radiation coupling geometry. We used a drain/source coupled antenna
while they uses a gate coupled antenna.
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5.5 Summary
Coupling radiation into a quantum effect device will always lead to some degree of
free carrier heating of the two-dimensional electron gas. This heating is simple ohmic
heating of the electrons confined to the heterointerface between the GaAs and the
AlGaAs. We found that the radiation-induced current for a QPC with a gate coupled
antenna was predominantly caused by heating of the electron gas in the drain and
the source reservoir. Since the two electron reservoirs are weakly coupled via the
quantum point contact, the heat exchange between the reservoirs and the 2DEG is
limited. If the two electron reservoirs are heated in an imbalanced fashion, this limited
heat exchange results in unequal electron temperatures in the two reservoirs. This
steady-state thermal gradient across the quantum point contact was studied. Careful
modeling of both the electrical characteristics and the thermal circuit resulted in a
model which closely described the data measured at low radiation power levels. A
model for the thermoelectric effect in the presence of high power levels did not work
very well. For very strong heating, current contributions from adjacent conduction
channels are not negligible, and the simple linear thermal model breaks down.
The signal observed for the QPC with a drain/source coupled antenna was in part
caused by rectification of the ac current induced by the radiation. This conclusion
was based on the. similar behavior of the radiation-induced current and dGds/dVds.
In addition, we observed that alignment of the polarization plane of the radiation
with the antenna axis resulted in a signal 1.6 times larger than for the orthogonal
orientation. This dependence on the orientation of the polarization plane of the
incident radiation is believed to be caused by non-thermal processes.
No evidence of sidebands originating from absorption of modulation quanta by
ballistic electrons was observed in the device characteristic. We attribute this failure
to both insufficient confinement of the ac electric field and operation of the QPC when
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subbands are partially activated. When transport through a subband is activated,
the wavefunctions do no longer evanescently decay at the constriction and based
on the simulation results, the probability of modulation quanta absorption becomes
vanishingly small.
The experimental results on the QPC bolometric response and quantum oscillation
of thermopower was published in Appl. Phys. Lett. 63, 1522 (1993); and in Appl.
Phys. Lett. 66, 1144 (1995).
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Chapter 6
Lateral dual gate device
6.1 Introduction
This chapter presents the dc transport characteristics of a lateral dual gate device.
The work in the present and the next chapter was a collaboration with Dr. Thomas
Schipers and Dr. Simon Verghese in our research group. In section 6.2 an approxi-
mate method is presented which can be used to calculate the drain/source current for
these devices. Section 6.3 shows the two device geometries we explored. Section 6.4
compares the single gate behavior to predictions of transmission over an inverted
parabolic potential. Measurements of the dc transport characteristics of dual gate
devices are discussed in section 6.5 and 6.6. Section 6.7 summarizes the experimental
findings.
6.2 Two-dimensional transport
Ballistic electron transport between the drain and the source in a dual gate device is
two-dimensional; the motion of the electron is constrained only in a direction normal
to the 2DEG. The energy dispersion for the electrons in the 2DEG (x - y plane) is
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parabolic and can be written as
E = E + Ey = * (k + ky), (6.1)
where m* is the electron effective mass, and kx and ky are the wavevectors along the
x and y direction, respectively. The net current Ids flowing from drain to source (x-
direction) is found by summing over all activated transverse (y-direction) conduction
channels. The potential barriers due to depletion of the 2DEG by the gate structure
in an ideal device are only a function of the position along the x-direction. Thus, the
transmission coefficient connecting two states at the same energy on opposite sides of
the barriers can be written as T(Ex); a function of only the longitudinal energy Ex.
The transmission coefficient is taken to be independent of the applied bias voltage Vds,
but depends implicitly on the gate voltage through the barrier height. In section 6.6,
limitations to this approximation are encountered when applying a large Vds, which
causes a significant distortion of the potential profile. The net current is found by
evaluating the integral [78]
Ids= 2ew /2m*kBT Fl/ 2 (.)[T(Ex + eVd) - T(Ex)] dEx, (6.2)
where w is the width/ of the conduction channel, kB is the Boltzmann constant, T
is the device temperature, F_11 2() is the Fermi-Dirac integral of order -2 [79], and
rl- (EF -Ex)/kBT. No analytic expression can be found for the Fermi-Dirac integral
except at zero temperature, where it simplifies to F- 1/ 2 (rl) = 2v/i.
For a small bias voltage Vds at zero temperature, we can further simplify Eq. 6.2.
The difference between two transmission coefficients evaluted at energies separated by
eVd, can be viewed as a differential operation. Hence, the current Ids can be written
in terms of the partial derivative of the transmission coefficient with respect to the
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longitudinal energy:
4e2Vdw 2. EF _ EIds h= 4 2 EX)F E (6.3)
Using Eq. 6.3, the drain/source current can be evaluated in a straightforward fashion
if the transmission coefficient is known as a function of the longitudinal energy. In
section 6.4 we will consider a model describing the potential profile with a single
gate as an inverted parabola. Since an analytical expression can be obtained for the
transmission coefficient, the conductance of a single gate device can be found as a
function of the gate voltage.
6.3 Device structures
There are several dc biasing methods which can be used to reveal resonant transport
of ballistic electrons through a dual gate device. Early studies of the characteristics
of these devices have been performed by Ismail et al. [11] and Chou et al. [10]. In
one method, a small voltage Vds is applied between the drain and the source ohmic
contacts, and the drain/source current Ids is monitored as a function of the voltages
applied to the gates V91 and Vg2. When utilizing this method, it is advantageous to
use identical gates and to apply the same voltage to both gates. Because of symmetry,
the peak transmission for all resonance levels is equal to unity. Unfortunately, the
threshold voltages of a pair of nominally identically designed gates are seldom equal
when fabricated. A better technique, therefore, is to fix the voltage of one gate near
the threshold, and sweep the voltage applied to the second gate. This assures that for
at least one gate bias condition, the two potential barriers attain equal height, and
sharp resonances should be obtained. With both of these techniques, the transmission
coefficient through a double barrier structure is measured at the Fermi energy as a
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function of the gate voltages.
The design of such a symmetric device is shown in Fig. 6-1 (left-most pair of
gates). The gate lengths are 50 nm, the smallest dimension we achieved using a single
pass exposure with an electron-beam system (JEOL 5DII), and they are separated by
130 nm. The antenna terminals, with a gap of 8 1/m, are not visible on the micrograph
because only the center area, measuring 7.2x13.2 Mzm, is shown.
In the second method, the Ids - Vd, characteristics of the device are measured
while the two gate voltages are fixed. Since the two potential barriers represent high
resistance domains, we expect the voltage VdS to drop predominantely across the two
potential barriers. Using this method, significant distortions of the potential barriers
are expected when compared to the small bias condition. In fact, a Vds of only a
few mV's, which would already be on the order of the Fermi energy, would suffice to
significantly perturb the top of the barriers. The important resonant levels near the
top of the barrier which we intend to utilize would then be destroyed. This problem
is expected to most severely affect transport in a device with equal length gates, since
Vds would drop symmetrically across each barrier. This non-ideality is avoided by
using a design with gates of different lengths. For such an asymmetric design, the
largest fraction of Vd8 should appear across the longest gate. We expect that at least
for one polarity of Vds, the resonant levels will not be destroyed for a useful range of
Vds .
The first asymmetric gate design is shown in Fig. 6-1 (right-most pair of gates).
The gate length are 50 nm and 130 nm, separated by 250 nm. The second design of
an asymmetric dual gate structure is shown in Fig. 6-2. The photograph shows the
center area measuring 2.9 x4.9 ,/m. The gate dimensions are identical, but the antenna
terminal gap has been reduced to 1.5 m. Four gates have been added to define the
3 /um wide channel. During operation, a large negative voltage (-2 V) is applied to
I
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Figure 6-1: Scanning electron micrograph of tripple dual gate structure. Measurement
results using the symmetric structure on the left and the asymmetric structure on the
right are shown in this chapter. For the symmetric structure, the gate lengths are
50 nm, spaced apart by 130 nm. For the asymmetric structure, the gate lengths are
50 nm and 130 nm, spaced apart by 250 nm. The channel width is 3 /lm and the
antenna terminal gap is 8 am. The vertical dimensions appear shorter because the
substrate was mounted at a 45 degree inclination while photographed.
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Figure 6-2: Scanning electron micrograph of an asymmetric dual gate structure. The
gate lengths are 50 nm and 130 nm, the gate separation is 250 nm, the channel
width is 3 tm and the antenna terminal gap is 1.5 /im. The vertical dimensions
appear shorter because the substrate was mounted at a 45 degree inclination while
photographed.
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these channel defining gates. This voltage is sufficiently large to fully deplete the
two-dimensional electron gas directly under and close to the channel-defining gates.
6.4 Single gate device behavior
We will first analyze the behavior of a lateral dual gate device when only one gate is
used. From simulations performed in chapter 2, we found that V0 varies approximately
linearly with the gate voltage Vg,. Similar to the saddle-point potential approximation
for the QPC the electrostatic potential created by a single gate can be approximated
by an inverted parabolic profile
V(x) = V-m* 2 (6.4)
by expanding the Gaussian potential profile presented in chapter 2 at x = 0. The
value of the potential at the center of the gate is V0, the electron effective mass is
m*, and the curvature along the transport direction is w. If we denote the threshold
voltage for conduction by Vt and the Fermi level by EF, then
Vo= EF(V9) (6.5)
Connor [80] found that the transmission coefficient through a potential profile given
by Eq. 6.4 can be written in the form
T = 1 + (6.6)
1 + e-27re
where the dimensionless parameter e is defined as
Ex-V0
ht:
CHAPTER 6. LATERAL DUAL GATE DEVICE
and E. is the electron injection energy in the x-direction.
The two-dimensional conductance G of a single-gate device at zero temperature
can be calculated using Eq. 6.3. Thermal broadening of the Fermi surface at finite
temperatures can be taken into account by the convolution method [69]. The partial
derivative of the transmission coefficient given in Eq. 6.6 is
'T = 2h cosh 2 (re). (6.7)
OEc 2hw.,
In the limit where the curvature wx approaches zero, the partial derivative of the trans-
mission coefficient with respect to the energy reduces to the delta-function, 5(E -V 0).
The conductance is obtained by evaluating the integral in Eq. 6.3
G= Gqy (1- _ V t] (6.8)
where AF is the Fermi wavelength and Gq 2e2 /h is the conductance of a one-
dimensional channel. For a Fermi energy of 12.9 meV and a channel width of 3 Am, the
ratio 2w/AF - 150 signifies the maximum number of activated transverse channels.
At zero gate voltage, the resistance is 90 Q2.
In chapter 2, the Gaussian potential profile predicts a curvature wx at the con-
duction threshold of 3 meV and 2.1 meV for gate lengths of 50 nm and 130 nm,
respectively. When the curvatures are finite, Eq. 6.7 must be used. However, the
effects of finite temperatures can be neglected below 1.6 K since T < hw/2rkB.
The curvature of the potential barrier can thus be found by substitution of Eq. 6.7
into Eq. 6.3.
Figure 6-3 shows the drain/source current Ids as a function of the voltage applied
in turn to the 50 nm and 130 nm gates. The threshold voltage for the short gate is
-217 mV and for the long gate is 4 mV. These threshold voltages are anomalously
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3
Gate voltage V9 [V]
Figure 6-3: Conductance of individually biased gates with length 50 nm and 130 nm
plotted as a function of the gate voltage (device structure in Fig. 6-2 was used).
Dashed lines indicate the best visual fit of the data at the conduction threshold to
Eq. 6.3. The zero gate voltage resistance is 6.9 kM.
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high, probably because of charge trapping. Based on simulation we expected the
threshold voltage to be -0.7 V for the short gate and -0.4 V for the long gate.
The dashed lines indicate the best visual fit to the data at the conduction threshold.
We found that the curvature at the conduction pinch-off is well-described by the
inverted parabolic potential approximation to the Gassian potential model. The
values for the curvature w, were 2.9 meV and 1.75 meV for gate lengths of 50 nm
and 130 nm, respectively. Deviation from ideal behavior was observed when the
conductance exceeded 40 IS. The observed saturation was caused by additional series
resistance presented by the ohmic contacts, the two-dimensional electron gas and the
measurement leads.
The values obtained for the curvatures when fitting the data correspond well with
the values obtained by simulating the device structure using a two-dimensional Pois-
son solver. This agreement is fortunate, since we have to rely heavily on comparisons
to simulation results when analyzing data from dual barrier experiments.
6.5 Device characteristics at the Fermi level
In this section we will analyze results of dual barrier measurements when using a small
drain/source bias voltage. Two techniques are explored: (1) the voltages applied to
the two gates are tuned to achieve comparable potential barriers; and (2) the voltage
of one gate is fixed while the voltage of the other gate is varied continuously.
In Fig. 6-4 using the first technique the calculated transmission coefficient is shown
as a function of electron injection energy and gate voltage. The same voltage is
applied to both gates; Vgl = Vg2. The gate lengths are 50 nm and they are separated
by 130 nm. The simulation uses the Gaussian potential profile description derived in
chapter 2 which expresses the barrier height as a function of the gate voltage. The
plot shows the evolution of the three resonant levels near the top of the barriers.
174
175
_-- or Imevj
Figure 6-4: Theoretically calculated transmission coefficient through a dual gate
structure as a function of electron injection energy and gate voltage. The length
of the two gates is 50 nm and they are separated by 130 nm. In this simulation, the
same voltage is applied to both gates.
Figure 6-5: Transmission coefficient at
the Fermi level as a function of the volt-
age on gate 1. For case a (solid line) the
voltage on gate 2 is V92 = Vgl. For case
b (dashed line) the voltage on gate 2 is
kept fixed at /92 = EF/13. This makes
the top of barrier 2 coincide with EF.
The value of P depends on the barrier
length and is equal to 17.1 meV/V for
a 50 nm long gate. The Fermi energy
is set to 12.86 meV. The length of both
rnft.p i.q n nm and tfhpuv nrp spnA.rated
-.9 -U.U . -U. -U. b- - -" .......... J ........... 
Gate voltage V;q [V] by 130 nm.
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As the confinement of the region between the gates is increased (larger negative gate
voltages), the resonant levels are seen to move towards higher energy. This movement
of the levels is partly caused by an increase of the barrier length and partly by an
increase in the overlap between the barriers of the two gates. When the gate voltage
reaches -0.9 V, an additional resonant level is added between the barriers. From
the plot in Fig. 6-4 it is clear that the gate voltage is not linearly related to the
electron longitudinal energy E: near the top of the barrier. As an additional state
is added between the barriers, the transmission coefficient changes dramatically. For
the lower lying resonant levels however, a change in the gate voltage is equivalent to
a proportional change in E.
The transmission coefficient at the Fermi energy, set to EF = 12.9 meV in this
example, is shown by curve (a) in Fig. 6-5. At a low gate voltage, V > -0.5 V,
the transmission coefficient is close to unity because the top of the barriers are far
below the Fermi energy. As the gate voltage is decreased, the transmission coefficient
dips to 0.88, but recovers to unity when Vg = -0.725 V. The transmission coefficient
then rapidly decreases to zero. When the gate voltage reaches Vg = -0.86 V, the
next lower resonant level coincides with the Fermi energy and a second peak occurs
in the transmission coefficient of the Fermi level. This second peak, however, is very
narrow, and will be significantly broadened even at temperatures as low as 0.5 K.
Curve (b) in Fig. 6-5 shows the development of the transmission coefficient using the
second technique. The voltage of one gate, Vl1, is varied, while the voltage on the
other gate, V2, is kept fixed at a value where the top of the barrier coincides with the
Fermi energy. If the voltage Vgl is zero, the transmission coefficient no longer reaches
unity, but is due to the alignment of the second barrier with EF. As Vgl decreases,
a single peak develops when Vgl = -0.7 V. We note that the maxima of this peak is
shifted by 25 mV in gate voltage when compared to the previous peak. Hence, this
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Figure 6-6: The top two curves show
the drain/source current of individu-
ally biased 50 nm gates A and B as
a function of applied voltage (left-most
structure in Fig. 6-1). For the group
of six curves below, the voltage on
gate A equals the voltage on gate B
plus the offset indicated. The offset is
added to compensate for the difference
in threshold voltage. Each trace has
been spaced by 1 nA for visibility. The
bottom group of six curves shows the
transconductance for each offset volt-
age. The arrows mark three peaks
in the transconductance. For VgA =
V9B+50 mV, the spacing between peaks
is approximately 28 mV. Measurement
-0.65 -0.6 -0.55 -0.5 -0.45 conditions were Vb = U p IV, i =
Voltage VgA [V] 10 kf and T = 1.6 K.
peak does not occur when the two barriers attain an equal height.
Figure 6-6 shows experimental results using the first biasing techniques. Curves
A and B show the single gate characteristics using a bias voltage of 50 V. The
threshold voltage difference for these two 50 nm long gates is 35 mV which is small
compared to the nominal threshold voltage of -590 mV. We then added an offset
voltage to gate A to compensate for the small difference in the threshold. The offset
voltage was incremented in steps of 10 mV from zero to 50 mV. Additional features,
marked by the arrows, appeared as the barrier height difference was compensated.
Since the left-most two peaks are present only when the barrier heights are carefully
tuned, we believe these to be caused by resonance levels. Two such resonance peaks
:FC
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Figure 6-7: (a) Drain/source current as a function of gate voltage for individual
biasing of 50 nm and 130 nm gates (right-most structure in Fig. 6-1). The threshold
voltages compare well with theoretical predictions. (b) Drain/source current for a
symmmetric gate pair (left-most structure in in Fig. 6-1) for various combinations of
voltage Vgl and Vg2 applied to the two gates. In the plot, Vgl is incremented in steps
of 10 mV while Vg2 is scanned. An arrow marks a peak which developed because of
a resonant level. For reference, the single gate characteristics of gate 2 is shown by
the top curve. The measurements were performed using a 100 iV drain/source bias
at a temperature of 1.6 K.
are predicted by simulation as shown by curve (a) in Fig. 6-5. The right-most peak,
causing even a negative differential transconductance when the offset voltage is 10 mV
and 20 mV, is most likely not because of a resonant level. Such negative differential
conductance has been predicted when in the presence of nonuniformities and disorder
at the heterointerface [81]. The shoulder present in the trace of gate B could possibly
originate from these non-idealities.
Figure 6-7(a) shows Ids when 50 nm and 130 nm gates are inividually biased as
a function of the voltage applied to the gate. The measurement of this device was
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performed during the first thermal cycling [56]. The threshold voltages for both gates
correspond well with the theoretically predicted values. The top-most curve in Fig. 6-
7(b) is a repeat measurement of the same 50 nm gates after a refill of liquid helium
was performed. During this refill the device temperature rose above 4.2 K for a short
period of time. We noticed that the threshold voltage increased by 0.3 V. This positive
shift was found to occur after the devices were kept at low temperatures for several
days. We attributed this shift to a loss of carriers in the 2DEG. The remaining curves
show experimental results when using two 50 nm gates while executing the second
biasing techniques. In this dual gate experiment, the voltage applied to gate 1 was
incremented from -0.24 V to -0.309 V in steps of 10 mV. The voltage applied to
gate 2 was varied continuously. The arrow marks the single peak which developed for
an appropriate choice of the voltage applied to gate 1. The development of a single
peak is consistent with the prediction shown by curve (b) in Fig. 6-5.
The signature of resonant transport through a dual barrier structure has been
observed. Experimental evidence for two different gate bias methods is consistent with
theoretical predictions. In the first method, one relies on creating similar potential
barriers by careful tuning of the gate voltages. When successful, two peaks in the
transconductance because of resonant levels can be observed. In the second method,
which is much easier to realize, only one peak can be obtained near the Fermi energy.
One advantage of this technique, however, is that the peak is observable even when
an asymmetric gate pair is used.
6.6 Device characteristics at finite bias
Up to this point, we have studied the transport characteristics of the dual gate de-
vice in the small drain/source bias regime. The barrier distortions due to VdS were
negligible and the transmission coefficent did not change compared to the zero bias
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Figure 6-8: (a) Drain/source current as a function of drain/source voltage for left-
most symmetric gate pair shown in Fig. 6-1. The voltage applied to gate 2, V92,
is kept fixed at -0.32 V, while the voltage on gate 1, V, is varied from -0.28 V
to -0.42 V in increments of 0.02 V. The curves are shifted both horizontally and
vertically for visibility; the line A - A' crosses the zero bias position of each curve.
(b) Differential conductance for the bias conditions shown in (a). The movement of
two peaks, indicating the position of transmission resonance levels, are marked by
arrows.
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(a) Positive drain/source voltage bias
(b) Negative drain/source voltage bias
................ I I
·I ....... 1 __ .
Drain
Figure 6-9: Schematic illustration of double barrier distortion caused by the
drain/source voltage. The voltage drop is divided between the two barriers in pro-
portion to the relative gate length.
case. However, when a large Vds was applied across the device, the barrier distortion
was no longer negligible. This section will explore the extent to which the zero bias
transmission coefficient is applicable for large Vds.
Figure 6-8 (a) shows the dc Id, - Vd, characteristics of a symmetric dual gate
device. The gate lengths are 50 nm, separated by 130 nm. The voltage of gate 2
is fixed at -0.32 V while the voltage on gate 1 is varied from -0.28 V to -0.42 V in
increments of 20 mV. A weak undulation is visible in each curve. A measurement of
the derivative dIdsldVds clearly shows two peaks, see Fig. 6-8 (b). The data shows
three key features: 1) each trace is asymmetric with respect to Vds; (2) the distance
in Vds between the peaks is approximately constant; and (3) the location of the two
peaks varies linearly with Vgl.
The potential profile of a symmetric dual gate device when applying a large Vd is
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schematically illustrated in Fig. 6-9. The difference in gate length, which is expected
in a real device due to fabrication variability, has been exaggerated in the diagram.
In (a) the source is biased negative with respect to the drain side, while (b) shows
the opposite. In the illustration, we limited the voltage drop Vds to the two barrier
regions, divided in proportion to the barrier length. As shown, the well region is not
distorted significantly in case (a), apart from the lifting of the bottom in the well. The
resonant levels between the double barrier are hence lifted proportionately with the
applied Vds. The predominant current contribution is due to electrons in the energy
interval marked by the grey regions. In case (a), the electrons can propagate through
the top resonant level E2 . When the height of the shorter barrier is increased by
applying a larger gate voltage, the resonant levels also shift to a higher energy due to
the stronger confinement. This corresponds to the positive Vds region for the curves
in Fig. 6-8(b). In case (b) the resonant levels shift down in energy. Electrons in
the marked energy interval cannot propagate through a resonant level, since they
are inaccessible. Hence no evidence of resonant levels is observable in the Ids. This
corresponds to the negative Vd, region in Fig. 6-8. Based on this illustration, we have
explained the asymmetry present in the Ids - Vds characteristics on the basis that two
nominally equal length gates produce a slightly different length potential profile.
Figure 6-10 replots the location of the two peaks in Vd, as a function of Vgl. The
peaks are found to move linearly with the gate voltage at an approximate rate of
21 meV/V. This linear dependence of the resonance level positions as a function of
the gate voltage was already illustrated in Fig. 6-4. The peak separation is about
2.9 meV and is constant for a range of gate voltages. The fixed peak separation is
evidence for that the transmission coefficient is negligibly altered and only shifted
proportionately to a change in Vgl. If we neglect the asymmetry present in the
Ids - Vds measurement and allocate the applied voltage symmetrically to the barriers,
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Figure 6-10: Resonant level position
in terms of drain/source voltage as a
function of voltage applied to gate 1.
The voltage applied to gate 2 is fixed
· - In, x r rr _ 1' L _ , _ I _ I P
-0.25 at -U.32 V. lte data is obtaned rom
Fig. 6-8(b).
the intersubband spacing between the two resonant levels is equal to half of the peak
separation; AE = 2.9/2 = 1.45 meV. This energy separation of the uppermost two
resonant levels compares well with the calculated results of 1.51 meV based on this
gate geometery.
6.7 Summary
In this chapter we explored the dc transport properties of a lateral dual gate device.
We made theoretical predictions about the way in which the behavior of resonant
levels between the two barriers manifests itself in the drain/source current. Measure-
ments were performed both in the small and large drain/source bias regime. The
experimental results were found to be consistent with theoretical predictions.
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Chapter 7
Photo-response of lateral dual
gate device
7.1 Introduction
The electron transport through dual gate devices is in many ways analogous to elec-
tron transport through a single vertical quantum well. Resonant tunneling in vertical
quantum wells has been observed well into the THz-regime [82, 83]. The photocon-
ductive gain of quantum-well structure was analyzed by Liu [84] and the frequency
dependent response has been measured [85]. In this chapter we will present the re-
sults of measurements performed with symmetric and asymmetric dual gate devices
and in particular investigate the frequency response of these devices.
Section 7.2 considers how the dc drain/source current Ids is affected by the pres-
ence of radiation: the goal is to obtain a relationship between the absorbed radiation
power and the change in the drain/source current AId,. When normalizing this ex-
pression by the total-power absorbed, we find the current responsivity of the device,
RI, as a function of frequency. Since RI can be expressed in terms of the device's
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Ids - Vds characteristics, predictions of AIds can be based on both microscopic theory,
which does not take barrier distortions into account due to the finite bias voltage;
and the dc Ids - Vds response of the actual device, which does include the effects of
barrier distortion. Experimental data of AId8 are shown for two biasing methods,
for Ids - Vds in section 7.3 and for Ids - Vg in section 7.4. The observed AIds are
then compared with predictions based on the two approaches mentioned above. A
summary of the experimental findings is given in section 7.5.
7.2 Radiation response: Theory
The planar antenna which focusses the incident radiation produces an ac voltage
across the device. As a result, the voltage difference between the drain and the
source regions in the presence of radiation is equal to the sum of the dc drain/source
bias VO and the ac voltage V1. The total voltage drop can be written as
Vds(t) = VO + V1 cos Wt, (7.1)
where w is the angular frequency of the radiation field. In chapter 2 we found that in
the presence of such an ac voltage, electrons tunneling through potential barriers can
absorb and emit modulation quanta in multiples of the energy hw. Such transitions
are effectively taken into account by using the modified transmission coefficient T,
when calculating the dc Ids. Of course, T, only approximately describes the actual
situation the electrons experience while traversing a double barrier potential. Large
ac voltage swings distort the dc potential profile and reduce the sharpness of the
resonant levels. The modulation also causes a reduction of the resonant level lifetime,
since an electron in a quasi-bound level between the double barrier can absorb or emit
modulation quanta which increases its probability of escape. Also, when a large Vo is
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applied across the device, on the order of EF/e, the potential profile is significantly
distorted. A finite V changes the height of the two potential barriers, and hence,
the transmission coefficient. In the derivation of the microscopic theory we neglect
all these effects so that a straightforward method is obtained to compare theory and
experiments. We need to keep in mind, however, that all three effects contribute to
the destruction of the resonant levels.
From Eq. 2.19 the modified transmission coefficient T, for electrons with longitu-
dinal energy E. + eVo is given by
T.,(E. + eVdn(t)) = i J,2(a)T(E + eV0 + nhw).
n
(7.2)
Here, J(a) is the square of the n-th order Bessel function, with argument a 
eV1/hw. The argument a is the dimensionless parameter describing the strength of
the ac voltage V relative to the angular frequency w of the radiation field. After
substitution of the modified transmission coefficient into Eq. 6.2, which accounts for
the effect of the radiation field, we find
Ids(Vd(t) 2ew 00h2 -2m*kBT] F-1/2(77)
x [ Jn(a)T(E + eVo + nhw)- T(E)] dE
2ew I/ o
-h2 2m*kBTj F_1/2(r/)
x [ Jn2(a)T(E. + eVo + nhw) - r J2(a)T(E.)] dE,
n n
= EJn2(a) 2 2mBT
n
x F_112(,) [T(E, + eV0 + nhw) - T(E.)] dE, (7.3)
where the unitary property of the sum E J (a) = 1 has been used to interchange
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the summation with the integral operation. We recognize the term in parenthesis {.}
as the drain/source current Ids when using a bias voltage of Vo + nhw. The current
Ids in the presence of an ac voltage can therefore be written as
Ids(Vd8(t)) = Jn(a)Id(Vo + nhw/e). (7.4)
n
Eq. 7.4 gives a convenient recipe for calculating Ids(Vds(t)) in terms of the Ids - Vds
characteristics in the absence of radiation. We note that the formalism derived above
is analogous to results obtained for superconductor-insulator-superconductor (SIS)
tunnel junctions [32, 86]. Although Eq. 7.4 successfully describes photon-assisted
transport in these tunnel junctions, several shortcomings are expected for the case of
dual gate devices where the transmission coefficient depends on the values of VO and
VI.
For purposes of data analysis, it is sufficient to consider the device's response at
low radiation power levels. In this limit (a < 1) the square of the Bessel functions
Jn(a) in Eq. 7.4 for n = 0 and ±1 can be expandend in terms of a, J (a) 1 - a2/2
and J21 (a) - a2/4. Higher order terms in sum can be neglected. The change in the
current or the radiation-induced current, AIds, can therefore be written as a function
of V1 and w
AIds = Ids(Vds(t)) -Ids(VO)
12 e [Ids(V - hw/e) - 2Id (Vo) + Id(Vo + hw/e) (7.5)
21 2hw/e (75
The absorbed radiation power is related to the ac voltage by pabs = V 2/2R,. Here
R, is the resistance of the device at bias point Vo [86]. This resistance is evaluated
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using a finite difference derivative of Ids - Vds, not the local derivative; hence
pabs = 1 2 [Ids(Vo + hw/e) - Ids(VO - hw/e) 
,o = ~Vi (7.6)
This absorbed power pabs must be distinguished from the incident power piC of
the radiation field. For a given pnC, the magnitude of pabs depends on the device
impedance Zq. A large mismatch between the antenna impedance of Ra 70 Q and
Zq results in a large power reflection and only small a amount of power will be coupled
into the device. We therefore expect tr hserved AIds in high resistance domains to
be smaller than predicted compared w. ',a generated in low resistance domains
because of the relative reduction of pabs.
Finally, the current responsivity can be found by combining Eq. 7.5 and Eq. 7.6:
R =- AIds/P' bs
e Ids(Vo + hw/e) - 2Ids(Vo) + Ids(V 0o - w/e)
hw Ids(Vo + hw/e) - Ids(Vo - hw/e)
Eq. 7.7 expresses Rl at radiation frequency w in terms of the dc Ids - Vds character-
istics [86]. Comparison of the measured AIds can therefore be made not only with
microscopic theory, but also when using the measured dc Ids - Vds of the device. The
second approach offers following advantages. The device's asymmetry is automati-
cally incorporated into the predictions and the effects due to barrier distortion for
large values of Vo are taken into account. Although the asymmetry can be incorpo-
rated into the microscopic theory (as will be done in the next section), effects of the
barrier distortion are difficult to account for. We therefore expect that predictions
based on the measured dc Ids - Vds more accurately reflect the device's photo-response
compared with microscopic theory. We realize that the above statement is contra-
dictory to the one presented in Verghese et al. [78]. We agree that electrons with
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Figure 7-1: (a) Illustration of transmission coefficient through a model double barrier
potential with two resonant levels. (b) Drain/source current Ids as a function of eV0
when (i) al = 1 and a2 = 0 (solid curve) and (ii) al = a2 = 1 (dashed curve). (c)
Current responsivity RI as a function of eVo for case (i) and (ii), displayed by the
solid and the dashed curve, respectively. The frequency was set equal to w = AE 1/2h,
AE 1/h, and 3AE 1/2h.
energy E. which absorbed a modulation quanta hw are subject to the transmission
coefficient T(EX + hw). Hence, at zero bias we would expect that microscopic theory
predicts AId accurately. Based on simulation results, however, we found that for
a finite Vds the transmission coefficient is significantly distorted even for a small Vds
(the bias voltage was dropped linearly along the double barrier potential). Using the
transmission coefficient at zero Vd, to calculate AIds at finite Vd, does not accurately
describe the situation. The arguments above are based on an understanding of the dc
transport characteristic of the dual gate device. A comparison between RI calculated
from the two approaches will be compared to experimental results in section 6.6.
At this point it seems appropriate to illustrate the behavior of Eq. 7.7 for a
simple model system. This will provide helpful insights when analyzing the non-
trivial behavior of a device. We will simply take the transmission through a resonant
7.2. RADIATION RESPONSE: THEORY
level of a double barrier potential as a 6-function. If the separa1 .ion between the i-th
resonant level location and the Fermi energy EF is denoted by AEi, we can write,
T(E.) = ai(E, - EF - aEi), (7.8)
where E. is the electron longitudinal energy and ai is the transmission probability
through the i-th level. When substituting Eq. 7.8 into Eq. 6.2, we find an expression
for the dc Ids - V. At zero temperature, assuming a symmetric voltage drop across
the barrier, we find
d(VO) = 2 ai [ eVo-2AEi (eVo - 2AE,)
- /2AEj - eVo 0(2AEi-eV)]. (79)
In Fig. 7-1(a) and (b) we schematically illustrate T(Ex) and Ids for two resonant
levels taking AE2 = -2AE 1. The current responsivity Rl, calculated using Eq. 7.7,
is plotted in Fig. 7-1(c) for hw = LAE1 /2, AE 1 , and 3AE 1 /2. We find that a photo-
induced current will be generated even before the onset of conduction in the dc Ids - VO
characteristics. For example for hw = AE 1 the width of this region is hw. The current
responsivity in this voltage interval
0 < leVol - 2AE1 < hw,
is seen to remain constant, provided that hw < 2AE1 . The constant value, equal
to e/hw, represents the peak value the responsivity can theoretically obtain. This
peak responsivity can be interpreted as transmission of a single electron through
the resonant level after the electron absorbed a single modulation quanta hw [86].
Quantum limited detection is therefore achieved in this voltage interval. With this
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example in hand, we are now ready to analyze the photo-induced current for a dual
gate device.
7.3 Ids - Vds photo-response
This section discusses the measured photo-response of an asymmetric dual gate device
[78]. Figure 7-2 shows the Ids - Vg characteristics of the device. In this measurement
we fixed the voltage of the long gate Vg,, while the voltage of the short gate Vg,s was
varied. The behavior of the device is similar to the one described in section 7.4. The
large shifts in the threshold voltage, on the order of 0.4 V when compared to values
obtained from simulations, are probably due to trapped charge.
The Ids - Vds characteristics of the device were measured setting Vg,l = 6 mV
and varying Vg,s from -0.24 V to -0.21 V in steps of 5 mV. For these gate voltage
values, the zero Vd operating point is to the left of the peak marked by the arrow in
Fig. 7-2. Figure 7-3 shows the measured radiation-induced current AId, at 90 GHz
and 270 GHz. Each curve corresponds to a different value of Vg,,. When comparing
the left and the right data set, we notice that the amplitudes of the undulations are
markedly different. At 90 GHz, the difference in AId, between peak 1' and valley 2 is
7.5 nA while at 270 GHz it has reduced to 2.5 nA. For both data sets we also notice
a shift of the valleys 1 and 2 towards more negative Vd, as Vg, increases (marked by
the arrow labeled 1 and 2 in Fig. 7-3). The direction of this shift can be explained
as follows. A more positive Vg,8 lowers the height of the short barrier and will reduce
the confinement of the resonant levels between the barriers. This reduction of the
confinement will shift the resonant levels down in energy. If the Fermi energy is larger
than the energy at which the resonant level of interest is located, the bias voltage must
be increased to activate current transport through the level. Such a shift was already
observed for the symmetric device measured in chapter 6. With a gate voltage of
7.3. IDs - VDS PHOTO-RESPONSE
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:10e-0'
-0.3 -0.2 -0.1 0 0.1
Gate voltage Vg,8 [V]
0.2 0.3
Figure 7-2: The top two curves show Id, as a function of Vg,, and Vg,t. The remaining
curves show Ids as a function of Vg,, for Vg,l fixed at values ranging from 0 to 35 mV.
The peak observed at Vg, - -0.2 V, marked by the arrow, is caused by a resonant
level. The device was biased in the vicinity of the arrow during the radiation mea-
surements. Measurement was performed using a bias voltage of Vb = 100 V with a
load resistor of R = 10 k at a temperature of T = 0.5 K.
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Figure 7-3: Photo-induced current AIds at 90 GHz (left) and 270 GHz (right) as a
function of Vds. The valley and peak due to two resonant levels have been marked
by (1,1') and (2,2'), respectively. The voltage on the long gate, Vg,, is kept fixed at
6 mV. The voltage on the short gate, Vg,s, is varied from -0.24 V to -0.21 V in steps
of 5 mV. The positions of the valley/peak structure shifts to lower values of Vd as
V,s increases. The curves have been offset by 10 nA for clarity.
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V9,s = -0.23 V, the separation between the two valleys 1 and 2 is 2.2 mV. Therefore,
the intersubband spacing for this device is approximately AE 12 = 2.2/2 = 1.1 meV.
In contrast to radiation measurements with a quantum point contact discussed in
chapter 5, no reversal of the polarity of Aids could be achieved for the dual gate device
when the input direction of the radiation was varied. Only the magnitude of AIds was
affected. In fact, this dependence was used to optimize the radiation coupling to the
device. We already measured the dependence of AIds for a drain/source coupled QPC
as the polarization plane of the incident radiation was oriented parallel or perpendic-
ular to the axis of the planar antenna (see Fig. 5-16). Figure 7-4(a) and (b) shows
AIds for the asymmetric dual gate device. This measurement was performed several
days after the measurements shown in Fig. 7-3, during which the device remained at
4.2 K. Although the device characteristic appears to have changed significantly, this
change does not influence the conclusion based on this measurement. The signal was
significantly reduced for the perpendicularly polarized electric field, while a maximum
signal was observed for the parallel polarized electric field. This would be expected
if AIds were predominantly because of interaction of the barrier traversing electrons
with the oscillating potential.
Next, we checked to see if the amplitude decrease of the undulations at higher
radiation frequency was consistent with theory by using Eq. 7.7. Figure 7-5 shows
the transmission coefficient as a function of the electron longitudinal energy E. In
the simulation, the top of the potential barrier of the long gate coincided with the
Fermi energy EF. The height of the potential barrier of the short gate is varied in
increments of 5%, relative to the height coincident with the Fermi energy (see inset
in Fig. 7-5). We found a linear shift of the resonant levels as the height of the short
barrier was varied. The direction of the shift was consistent with the observed shift
in the data if we identify the sharp level below EF (varies from 12 meV to 12.5 meV)
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Figure 7-4: (a) Photocurrent of asymmetric double barrier device at 90 GHz radiation
with polarization orthogonal to the bowtie antenna. (b) Polarization plane parallel
to the antenna. Measurement temperature was 0.5 K.
as resonant level 1. A more positive value of Vg,s shifts the peak downward in energy
and a larger value of Vds is required to activate conduction through this level. This
shift was already discussed extensively in Fig. 6-10. Before using these transmission
coefficients to calculate the current, we wanted to incorporate the asymmetry in the
device's Ids - Vds into our model. The value of the asymmetry indicates how large
a fraction of Vds is dropped on the drain side compared to the source side of the
dual barrier device. We determined the asymmetry of the device by measuring the
magnitude of Ids(Vo) at Vo = ±5 mV. If we denote the current at these two bias
points by I± the asymmetry factor p can be expressed by the ratio
II + -I
P- ~l+1+l'
For the asymmetric dual gate device we found p = 0.565. This asymmetry is in-
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Figure 7-5: Calculated transmission coefficient as a function of energy. The top of
the barrier produced by the long gate is kept fixed at the Fermi energy. The barrier
of the short gate is varied from 5% below to 15% above the Fermi energy. The insert
shows the potential profile for the two barriers. Simulation parameters used are 50 nm
and 130 nm gate length with a 250 nm separation, a channel width of 3 m, and a
Fermi energy of 12.86 meV. The physical dimensions correspond to the layout of the
asymmetric device 6122cl.
4
6
198 CHAPTER 7. PHOTO-RESPONSE OF LATERAL DUAL GATE DEVICE
corporated into Eq. 6.2 by using the transmission coefficients T(E + [1 - p]eVds)
and T(E - peVd,) instead of T(E + eVds) and T(Ex), respectively. The calculated
Ids - Vds is then substituted into Eq. 7.7 to find the theoretically predicted responsiv-
ity RI. Figure 7-6(a) shows a plot of the calculated currents for the five gate voltage
values a through e. From curve e we find the predicted Ids to be 150 nA when the
bias voltage is Vds = 2 mV. For the device, when Vg,s = 235 mV and Vj,, -- 6 mV,
we measured a current of 20 nA using the same bias voltage of 2 mV. The cause
of this large discrepancy between the observed and calculated currents is not clearly
understood, but could be explained in part by the large resistance of the ohmics [78].
A weak non-linearity because of activation of resonant levels immediately above and
below the Fermi level is apparent in the calculated curves. In Fig. 7-6(b) we show
the predicted responsivity for gate bias condition c (5%) calculated for the three fre-
quencies 90 GHz, 180 GHz and 270 GHz. As we illustrated with the simple model
system in Fig. 7-1(c), the two valleys (marked 1 and 2), are because of two resonant
levels. In that example, we found the peak responsivity was proportional to 1/w
and the width of the first dip was proportional to w. This dependence on frequency
is also seen when RI is calculated based on a more complicated model for the dual
barrier device using a realistic T(Ex). The calculated RI shows features similar to
the measured A/Id: two well-defined valleys for negative Vds. Consistent with obser-
vations, the amplitude of the undulations decreased as the radiation frequency was
increased. Incorporation of the asymmetry factor p = 0.565 did result in a marked
difference in RI positive Vds compared to negative Vds. The differences, however, are
not as large as in the measured Aids. The actual asymmetry factor of the device
might therefore be even greater than 0.565. The separation between the two valleys
1 and 2 (marked by the arrows) is 1.6 mV, which gives a resonant level spacing of
approximately AE1 2 = 0.8 meV. This separation is slightly smaller than an estimate
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Figure 7-6: (a) Drain/source current Ids as a function of drain/source voltage VdS. The
calculation was done using an electron reservoir temperature of 0.5 K and an asym-
metry of 0.565. (b) Predicted current responsivity RI as a function of drain/source
voltage Vd for bias condition c (5%).
based on the measurements.
One significant discrepancy that exists between the experimentally measured AIds
and the theoretical prediction for RI is the relative amplitude of the valleys 1 and
2, which are reversed. In part, as we are going to show below, the distortion of
the potential barrier caused by the finite Vo accounts for this. Such a distortion
always results in a broadening of the resonant levels and a reduction of the peak
transmission. This broadening will significantly reduce the amplitude of RI at the first
peak. Another reason for the reduced amplitude is perhaps because of the difference
between pabs and pinc. For small values of Vds, the resistance R, of the device is
large and a relatively smaller amount of power is absorbed compared to when Vd is
large and Ra has decreased. This smaller amount of absorbed power would further
reduce the amplitude of AIds at valley 1 compared to valley 2. Estimates of R,
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Figure 7-7: Calculated RI at frequen-
cies 90 GHz, 180 GHz and 270 GHz us-
-8 -6 -4 -2 0 2 4 6 8 ing a model based on the experimental
Voltage Vd, [mV] Ids - Vds curve.
corresponding to the valley minimum are given in Table 7.1: they are different by
about a factor of two.
A second, independent prediction for RI can be obtained by using the measured
Ids - Vds in Eq. 7.7. We have used the same data set as shown in Verghese et al.
[78], but instead of smoothing the data which was done in that previous work, we
used the raw data for our analysis. The result of the calculations for three different
frequencies is shown in Fig. 7-7. The noise in the curves is because of evaluation of
the finite difference ratio, which tends to amplify the high-frequency noise present
in the raw data. Two gate voltage conditions have been selected: Vg,s = -0.235 V
and -0.22 V while V9,l = 6 mV. The calculation of RI predicts again the general
I I I I I I
Vg, = 0.006 V f = a: 90 GHz
b: 180 GHz
c: 270 GHz
Vg,s
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b
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Table 7.1: Comparison between predictions for Pbs using the microscopic model
with a theoretically derived T(Ex) using an asymmetry factor of p = 0.565, and from
calculation of RI using the experimentally measured Id, - Vds. The detection efficiency
77 is found by dividing RI by e/hw. The photo-induced current AIds for the valleys
1 and 2 are used. The gate voltages applied to the device were V9,s = -0.235 V and
Va/ = 6 mV.
T(E.) Ids - Vds
f Valley AIds R, R pabs R pas Pw
[GHz] # [nA] [kQ] [A/W] [pW] [A/W] [pW] [%]
90 1 -4.1 98 -910 4.5 -630 6.5 23
90 2 -9.6 53 -300 32 -430 22 16
270 1 -1.9 88 -430 4.4 -260 7.3 29
270 2 -4.2 42 -220 19 -270 16 29
behavior of the measured AIdS. Using the actual dc Ids - Vds for the device, we find
that the relative amplitude of the two valleys has changed; they are almost the same.
We believe this reduction is because the measured dc Ids - Vds properly accounts for
the distortion of the transmission coefficient at finite Vds. Such an improvement in
the prediction of RI compared to microscopic theory was expected, as we noted in
our earlier discussion. In Table 7.1 we have summarized the results from calculation
based on the microscopic model and using the measured dc Ids - Vd, for the valleys
1 and 2. The measured AId, corresponding to bias condition Vg,s = -0.235 V and
Vg = 6 mV is shown. We find that the current responsivities from both methods
result in comparable values for pabs on the order of tens of pW.
The success of the prediction for RI based on microscopic theory and using exper-
imentally measured Ids - Vds was encouraging. The main features could be explained
based on a straightforward theoretical model. The discrepancies between the micro-
scopic theory and the measured AId, were partly explained by the distortion a finite
V0 causes since a calculation of RI using the measured Ids - Vo reduced the discrepan-
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cies. The difference in the estimated value of p,"bs at the minimum of the two valleys
can partially be accounted for by the difference in R.
7.4 Ids - V photo-response
In the second set of measurements, we explored the response of a symmetric dual
gate device by measuring Aids as a function of gate voltage Vgl applied to one of
the 50 nm gates. Both Vds and the voltage applied to the second gate, V 2, were
kept fixed. The data is shown in Fig. 7-8 at three different frequencies. In ach
measurement, the power of the frequency source was adjusted to obtain approximately
the same AIds at the peak. The general features of the curves are similar. All exhibit
one isolated peak, one valley and a slow steady increase for gate voltages above -
0.4 V. Closer inspection reveals an increase of the minima to the right of the peak for
higher radiation frequencies. In addition, the height of the peak with respect to the
magnitude of the photo-current AIds at Vgl = -0.4 V changes. At 39.2 GHz the ratio
of the peak height to AIds at Vg,l = -0.4 V is 1.5, while at 255 GHz it is reduced to
0.75. The dashed line shows the Ids - Vg characteristics. This curve has been scaled
to be visible on the scale of AId. The current at the peak of the Ids -Vg curve was
2.7 nA, while the peak current for AIds at 39.2 GHz is only 50 pA. The amplitudes
are different by a factor of 50.
Predicting Aids for this measurement is more involved than in the previous case.
For each gate voltage value, the transmission coefficient is different. Hence, the
current responsivity RI must be recalculated with the appropriate transmission co-
efficient at each value for the gate voltage. Figure 7-9 shows RI as a function of the
radiation frequency for values of Vg1, varying from -0.65 V to -0.8 V in steps of 5 mV.
Inspecting RI for Vgl = -0.8 V, we notice a peak occuring in the responsivity at
around 280 GHz. This corresponds to the energy difference between EF and the res-
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Figure 7-8: Photo-induced current as a
function of bias voltage, applied to gate
I using symmetric device. The voltage
applied to the second gate is fixed at
V92 = -0.56 V. The curves have been
offset by 65 pA for clarity. For com-
parison, we have plotted Ids - Vg for
the same bias conditions, shown by the
dashed line in arbitrary units. A bias
voltage of Vb = 75 ,/V and a load re-
-- .... _r in 1I _..... .. _ _'
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Gate voltage V 1 [V] measurement.
onant level between the double barrier. This scenario corresponds to the simulation
results obtained in chapter 2 for the dual gate device. As Vg1 increases, this peak
shifts towards lower frequencies. This downward shift was expected, because for a
lower barrier height the resonant level position was reduced. At V 1 = -0.725 V,
the current responsivity reaches a maximum at low frequencies. When Vg1 is below
-0.7 V the resonant level between the double barrier falls below EF. A negative
responsivity is found for this case.
Plotting these simulation results as functions of the gate voltage Vgj, we obtained
the plot shown in Fig. 7-10. We have selected three frequencies corresponding to
values used in the experiment. The responsivity is shown at an interval of Vg1 where
the transmission coefficient changes rapidly (the calculated T(EF) is shown by the
dashed line). The simulation results suggest that the peak responsivity decreases
as the radiation frequency increases. In addition, the peak position shifts toward
lower gate voltages for increasing frequencies. The peak shifts about 40 mV as the
frequency is increased from 43 GHz to 254 GHz. A negative responsivity is observed
when T(EF) reaches a maximum. Similarly, this minima shifts by a small amount,
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Figure 7-9: Current responsivity of a
symmetric device as a function of fre-
quency. Voltage of one gate, Vgl, was
varied from -0.825 V to -0.6 V in steps
of 25 mV, while voltage of the second
gate, V92, was fixed at -0.75 V. Gate
lengths were 50 nm with a separation
of 130 nm. The electron reservoir tem-
perature was 0.5 K. The curves have
)0 been vertically otset by U.2 kA/W or
clarity.
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Vg2= -0.75 V
254 G z I T = 0.5 K Figure 7-10: Current responsivity of a
............. -\ symmetric device as a function of gate
I/ \I 'I voltage V,1, for a radiation frequencv
EF) ___ _ of 43, 97, and 254 GHz. The voltage
applied to the second gate was fixed
at V2 = -0.75 V. Gate lengths were
50 nm with a separation of 130 nm.
The electron reservoir temperature was
0.5 K. For reference, the transmission
coefficient at the Fermi energy, T(EF),
is shown by the dashed line in arbitrary
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Gate voltage Vg M offset by 200 A/W for clarity.
about 5 mV, in the same frequency interval. The peak RI at 43 GHz is 165 A/W.
Since the measured A/ds at 39.2 GHz is 50 pA, the predicted absorbed radiation
power is only 0.3 pW. As Vgl approaches zero, only a single barrier remains, and
RI is found to be virtually frequency independent. The responsivity for a single
barrier at frequencies below 50 GHz is about 5.6 A/W, while it decreases to 5 A/W
at 300 GHz. This is a change of only 10%. We conclude that the largest frequency
dependent behavior is expected at the onset of conduction of the device. Further, RI
decreases as the radiation frequency is increased for a fixed pabs.
The simulation results show the same single peak response as seen in the data. In
the measurement, even though AIdS decreases significantly to the right of the peak,
no negative current is observed. Also, the peak location does not move as a function
of frequency. The absence of a negative AIds cannot be explained in the framework of
the current model. Even if symmetric heating were considered, it would result in the
same polarity of thermal current as RI predicts. We speculate that the absence of any
peak shift with frequency is because of the rapid movement of the potential profile
with respect to the Fermi energy in the neighborhood of the conduction theshold.
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This effect was important for the behavior of a QPC near the conduction threshold
and was consistent with self-consistent simulation studies [65]. A rapid movement
of the Fermi energy with respect to the potential profile below the conduction onset
would result in a conduction threshold which appears to be pinned at a fixed value of
Vgl. If this is indeed the case, the predicted frequency dependent shift would not be
observable. In order to verify our hypothesis about the behavior of the Fermi energy
for the dual gate device near the conduction threshold, self-consistent calculations of
the system behavior would be required.
7.5 Summary
A frequency-dependent AIds has been observed when measuring both Ids - Vds and
Ids - Vg. Using the modified transmission coefficient, T,, we have been able to repro-
duce the main features of th, data. The observations appear to be consistent with
prediction obtained from the radiation-induced transport model through the double
barrier structure. Thermal heating of the electrons in the 2DEG may be present, but
would not account for the frequency dependence in AIds unless the 2DEG absorption
exhibits a dependence on both the gate voltages and the frequency.
Chapter 8
Conclusion
This thesis investigated the effects of radiation on quantum effect devices. The effort
was motivated by the quest for novel radiation sensors capable of coherent detection
for frequencies approaching the THz-range. Since electron transport in quantum
effect devices is ballistic, quantum limited radiation detection is possible in principle.
This effect is analogous to photon-assisted transport in superconducting-insulating-
superconducting tunnel junctions. In the course of this work, we studied the effects of
radiation on two types of devices: a quantum point contact with a gate coupled and
a drain/source coupled antenna, and a dual gate device with drain/source coupled
antenna. The primary accomplishments of the work are summarized below:
* The Tien-Gordon theory was extended to accommodate an energy dependent
transmission coefficient. The concept of a modified transmission coefficient
was introduced to describe the effects of radiation on phase-coherent electron
transport through quantum effect devices.
* Planar self-complementary antennas were integrated with quantum effect de-
vices. The antenna is used to focus the radiation field and produce an ac
voltage between the antenna terminals. An individual quantum effect device is
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subjected to this ac voltage, and the photo-induced change in the dc transport
of the device can be measured.
* A saddle-point potential was used to model the transport characteristics of
quantum point contacts. By analysis of Ids-Vg and the temperature dependence
of the transconductance, we were able to find values for both the longitudinal
and the transverse curvatures.
* The bolometric response and thermopower were studied in a quantum point
contact subject to a radiation-induced ac voltage oriented transverse to the
electron transport direction.
* The rectified radiation-induced current was studied in a quantum point contact
with the antenna oriented along the electron transport direction.
* Evidence was observed for the existence of resonant levels in symmetric and
asymmetric dual gate device. Energy level spacing agreed well with predicted
values obtained from simulation.
* The experimentally observed frequency dependent response of dual gate devices
was found to be consistent with predictions using the modified transmission
coefficient. As a direct consequence of this interpretation, the data suggests
absorption of modulation quanta hw takes place when ballistic electrons traverse
the time-modulated double barrier potential.
Our efforts have resulted in partial success. Convincing evidence of absorption or
emission of modulation quanta hw from the time-oscillating single barrier potential by
a ballistic electron has eluded us. Although a frequency dependent radiation-induced
current is observed for a dual gate device, no characteristic shift with frequency was
seen, only a decrease of the amplitude of the undulations was observed. Several
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mechanisms could be at work which made observation of the shift impossible. First,
the gate bias voltage we applied positioned the top of the barriers near the Fermi
energy. Therefore, the resonant levels observed in the Ids - Vds measurements are
very broad, and observation of the sidebands for these levels is difficult. Secondly,
these levels are also most severely affected by ac distortions of the potential barrier,
resulting in a rapid loss of the resonant levels. One remedy in future experiments
might be to further lower the temperature, which would make it possible to utilize
the sharper resonant level positioned further below the top of the barrier.
In case of the quantum point contact, we found that heating the 2DEG dominated
the radiation response for a gate coupled antenna. This conclusion was based on the
fact that the radiation-induced current could be completely reversed by changing
the direction of incidence of the radiation. The radiation-induced current observed
for a drain/source coupled quantum point contact compared well with the predicted
rectification response. The response of this device did depend on the polarization of
the radiation field, although the signal did not vanish when the polarization plane
was oriented orthogonal to the antenna axis as was the case for the dual gate device.
This supports our belief that the observed signals are partly of thermal origin and
partly caused by rectification.
One major difficulty at this time is reliable fabrication of high quality quantum
effect devices. We have seen evidence of both large threshold voltage shifts and poor
thermal cycling characteristics. These effects make it difficult to repeat experiments
for verification of device behavior, and limit the useful lifetime of the devices. In par-
ticular, these non-idealities most seriously affected the devices fabricated using very
shallow 2DEGs. Elimination of the threshold voltage shifts would greatly improve
the technical significance of quantum-effect devices.
CHAPTER 8. CONCLUSION
We would like to conclude with a few remarks about possible future efforts. In
our exploration of the radiation response of quantum effect devices, we were limited
to single frequency sources which were mechanically tunable. When one performs
spectroscopy, it is advantageous to use a broad-band source and to measure a com-
plete frequency spectrum of the device response. Such a complete frequency spectrum
would make comparison possible between the magnitude of the radiation-induced cur-
rents at different frequencies. Signals of spurious origin, such as cavity resonances,
could then be recognized as well, and possibly eliminated. In the future, it might
also be worthwhile to use the quantum effect devices as mixers. If quantum effect
devices were connected to suitably designed coplanar waveguides, the ac currents in-
duced by radiation from two sources with slightly different center frequencies could
be measured. This could establish direct evidence of inelastic transport of ballistic
electrons in quantum-effect devices caused by interaction with a time-modulated bar-
rier in quantum effect devices. Finally, we believe that future efforts should focus
on improving the radiation coupling into the quantum-effect device; in particular, a
stronger confinement of the ac electric field must be achieved. This would enhance
the process of modulation quanta absorption by the ballistic electrons and reduce the
amount of heating of the 2DEG.
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Device summary
In Table A.1 we list the key properties of the devices measured in this thesis. Each
device is identified using the substrate name and a location marker. The location
marker consists of a number and a character indicating the row and column on the
processed wafer where the device was located. The name of the devices used in a
particular experiment has been indicated in each data set.
Table A.1: Summary of pertinent information on the devices used in the experiments.
Sample Location Type Polarization
m22 c2 qpc transverse
m22 c4 qpc transverse
6167 al dot longitudinal
6167 d2 dot longitudinal
6122 d4 tqpc longitudinal
6122 d7 dot longitudinal
6122 c2 asym longitudinal
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Appendix B
Device fabrication
B.1 Split-gate process
1. Basic steps
The split-gate process consists of four photolithography steps and one electron beam
lithography step. These main fabrication steps are listed below in chronological order.
We will also give procedures useful for glassware cleaning and initial wafer prepara-
tion. Specific details about each item on the list follows.
1. Processware and chrome mask clean: Newly purchased glassware and
used contact chrome masks can be cleaned with this procedure.
2. Sample degrease: Substrate should be degreased when initially received
from MBE growers and between photo steps.
3. Mesa isolation etch (MESA): Removes the GaAs cap layer and part
of the AlGaAs layer by wet etching. As a result, the 2DEG remains intact
only in regions (mesas) not etched. This photolithography step uses a clear
field mask.
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4. Ohmic contacts (DIFF): Deposition of an alloy which, during annealing,
diffuses into the material and forms an ohmic contact to the 2DEG. After
diffusion, the semiconductor directly under the ohmic metal is n++-doped.
This photolithography step is a lift-off process and uses a dark field mask.
5. Test structures (ALIG): Cr/Au layer defines contact pads for the TLM
and Hall bar. After processing of this mask level, the test structures are
complete and can be bonded. This makes it possible to measure the mate-
rial characterisitics at liquid He4 temperatures. An alignment cross is also
included in this level for alignment during the e-beam lithography step.
This photolithography step is a lift-off process and uses a dark field mask.
6. E-beam lithography process: Submicron sized Au/Pd Schottky gates,
defining the quantum effect device geometry, are deposited following the
electron-beam processing with a JEOL 5DII e-beam system.
7. Antenna layer (ANT): Cr/Au layer is deposited which defines the pla-
nar antenna, the bonding pads, and the connections to the ohmic contacts
and the gates. This photolithography step is a lift-off process and uses a
dark field mask.
The names we used to identify each mask are given in paranthesis. For the posi-
tive photo-resist which was used for the photolithography processing, the dark field
patterns are opaque, while the clear field patterns are transparant.
2. Design rules
The following design rules were followed during the layout of the photolithography
mask:
* All features had an alignment tolerance greater than 5 tm, to make alignment
with a contact aligner easy.
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* The minimum feature size used for the contact mask was 1 ILm.
* The largest grid pattern size for devices on JEOL 5DII e-beam machine at NNF
was 80 x 80 1um2. The fine features for the gate structure of the device were
therefore kept smaller than this area.
* The bonding pads were made large enough to allow two or three shots with the
bonder, and for a double-bond. A pad measuring 150x150 pm 2 was judged to
be sufficient for this purpose.
* A chip center-to-center spacing of 5 mm was used in order to expose 4 rows of
chips with the JEOL 5DII e-beam machine at NNF when using the 16 mm-slot
sample holder.
* The antenna layer was deposited last, so that the thin metal of the e-beam layer
was covered with a thick antenna metal.
* The antenna layer only partially overlapped the ohmics layer. This made it
possible to descum the exposed ohmic region before deposition of the antenna
metal, without killing the 2DEG in the mesa.
'Descumming' is the removal of the residual organic scum that may be left over after
development of the photoresist. The best way to clean the surface is to do a very
brief RIE in oxygen - this removes the undesired photoresist in the developed areas.
The oxygen plasma tends to destroy the 2DEG in areas which are not covered with
photoresist. The antenna layer, therefore, only partially overlaps the ohmics.
B.2 Optical lithography process
1. Processware and chrome mask clean
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1. Mix NH3 OH:H20 2:H20 in ratio of 1:1:5 (make about 1 liter).
2. Heat mixture slowly to 80° C using a double beaker. Monitor temperature
with a thermometer; this takes about 20 minutes.
3. Boil items for 15 minutes in solution.
4. Rinse in de-ionized water (DI) for 5 minutes.
5. Blow dry with N2.
This solution is extremely effective in removing organic contaminants, including resid-
ual photoresict [87]. This cleaning must be done in the acid hood.
2. Sample degrease
1. Boil sample in 1,1,1-Trichloroethane (TCE) at 800 C for 5 minutes.
2. Ultrasound in TCE for 5 minutes.
3. Ultrasound in acetone for 5 minutes twice.
4. Ultrasound in methanol for 5 minutes twice.
5. Rinse in DI for 1 minute.
6. Blow dry with N2.
Always monitor TCE during heating and use a set of teflon tweezers to agitate liquid.
TCE has a tendency to overheat if left alone and can suddenly boil over when a
sample is immersed into the liquid. Keep in mind that TCE is carcinogenic and avoid
breathing fumes.
3. Photolithography with positive resist
1. Sample degrease with TCE, acetone and methanol.
2. Dehydration bake at 200° C for 30 minutes, cool to ambient temperature.
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3. Deposit Shipley Microposit Primer (adhesion promoter) and allow contact
with substrate surface for 10 s, then spin at 6500 rpm for 10 s [88].
4. Spin Shipley 1818 resist at 6500 rpm for 30 s for a 1.6 m film thickness.
5. Soft bake at 90° C for 30 min, cool to ambient temperature.
6. Remove edge bead with acetone soaked applicator.
7. Duration of contact mask exposure is about 5 s on the standard Karl-Suss
aligner (365 nm, 8 mW/cm 2 ).
8. (*) Chlorobenzene soak for about 2 minutes [89, 90, 91, 92].
9. (*) Blow dry with N2.
10. (*) Bake at 900 C for 1 minute to drive out solvents.
11. Develop with Shipley premixed MF 319 developer for 60 s. When using
chlorobenzene soak the developing time should increase by 15 to 20 s.
12. Rinse with DI for 2 minutes.
13. Blow dry with N2.
14. Inspect developed areas with 100x microscope. Make sure no colored
streaks are present; they indicate underexposure.
15. (**) Hardbake at 900 C (ideally at 1150 C) for 30 minutes, cool to ambient
temperature.
The step marked with (*) were used for lift-off processes while the step marked with
(**) was used before the mesa etching. Edge beads form frequently on the front
and the back side of odd shaped samples during photoresist spinning. These crests
of accumulated resist along the circumfence must be removed before the sample is
mounted in the aligner. This restores the even thickness of the sample, thus improves
alignment and guarantees a more uniform exposure. The development time of the
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photoresist varies slightly from run to run. These changes are caused by long-term
variability of aligner lamp brightness, photo resist thickness changes (viscosity in-
creases as resist ages) and developer freshness. A few test runs with dummy Si wafers
is advisable to check exposure time before every run.
The chlorobenzene treatment alters the constituents of the upper region of the
photo resist. As a result, the resist develops a satisfactory lift-off profile during
development. The chlorobenzene soak time should be adjusted for each process run
so that the appearance of the photolithographic pattern is delayed by 15 to 20 s,
compared to the development time when no chlorobenzene is used. Chlorobenzene is
a fairly strong narcotic and all work must be done in a well-ventilated area to avoid
inhalation of fumes. It should be treated with extreme caution since it represents a
severe carcinogenic health hazard.
4. Mesa isolation etch (MESA)
1. Photolithography with (**) step.
2. Mix NH4:H20 2:H20 in ratio of 5:1:240 (prepare about 500 ml).
3. Etch sample for 150 s (approximate etch rate for GaAs is 40 nm/minute).
4. Rinse with flowing DI for 2 minute.
5. Strip resist by soaking sample in acetone for 10 minutes.
6. Rinse with methanol and DI.
7. Blow dry with N2.
8. Measure mesa height with Dektac.
The etch solution should be mixed immediately before use. Peroxide (H202) looses
its effectiveness if exposed to air for an extended time. Calibration of the etch rate
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was done using a blank GaAs sample. After successive etching of several samples, the
etch rate decreases due to a saturation of the solution.
5. Ohmic contacts (DIFF)
1. Photolithography with (*) steps.
2. Etch sample in buffered oxide for 10 s, rinse thoroughly with flowing DI
for 30 s, blow dry with N2, and immediately afterward load the sample
into the e-beam evaporator.
3. E-beam evaporate ohmic contact metals in the following order: 5 nm of
Ni, 60 nm of Ge, 120 nm of Au, 30 nm of Ni, and 30 nm of Au [94, 95].
4. Lift-off by soaking sample in acetone for 10 minutes (if neccessary, ultra-
sound carefully after waiting for the full 10 minutes).
5. Rinse with methanol and DI.
6. Blow dry with N2.
7. Rapid thermal anneal sample: Ramp at a rate of 30 °C/s to 2500 C and
hold for 10 s. Then ramp at a rate of 30 C/s to 415-440° C and hold
for 10 s. Exact anneal temperature depends on sample size and lamp
condition.
8. Measure TLM structures and determine contact and sheet resistance at
room temperature. Repeat annealing in increments of 5 C if contact
resistance is poor. Typical values for the contact resistance and the sheet
resistance are shown in Fig. B-1.
Buffered oxide, a mixture of 49% HF and NH4 F (1:7), is a diluted and less dangerous
solution than concentrated HF. Nevertheless, all safety precautions must be taken
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Figure B-1: Resistance measurement of 20 m wide TLM channel on sample 6043.
The 2DEG carrier concentration was 2.4 x 1011 cm -2 , and the mobility was 1.3 x 105
cm2 /V-s at 4.2 K.
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when working with this etchant. The fluoride ion readily penetrates the skin, causing
destruction of deep tissue layers and even bone.
The annealing of the samples was done using a rapid thermal annealer (RTA). A
blank 2" GaAs wafer was placed on the quartz tray in the RTA, and the sample was
placed face down in the center of that wafer. The blank wafer is used to reduce the
variability of the anneal time for different sized samples and also provides an arsenic
atmosphere during annealing. The TLM was measured using a probestation and a
Hewlett&Packard 4145 parameter analyzer. Sweeping a complete I - V was found
to be helpful in distinguishing between an ohmic contact behavior and a Schottky
contact behavior. A plot of acceptable TLM characteristics is shown in Fig. B-1 for
a measurement performed at room temperature and at 4.2 K.
6. Test structures (ALIG) and antenna layer (ANT)
1. Photolithography with (*) steps.
2. Plasma descum in 02 for 30 s at 100 W.
3. Do buffered oxide etch immediately prior to loading in thermal evaporator.
4. Thermal evaporation of metal layers in the following order: 5 nm of Cr
and 200 nm of Au.
5. Lift-off layer by soaking in acetone for 10 minutes (if neccessary ultrasound
carefully).
6. Rinse with methanol and DI.
7. Blow dry with N2.
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B.3 Electron-beam lithography process
Two metal film thicknesses were tried during the fabrication runs. The two layer
process (marked with *) is used for producing the ultimate fine features, while the
single layer process (marked with **) is used for metal depositions up to 200 nm.
The devices (QPCs) made using the single layer process did not work. The split-gate
separation in the design was too small and the channel conduction was pinched off at
very small values of the gate voltage (-0.1 V). Consequentely, no 2D to 1D transition
was observed because of this small threshold voltage.
1. Sample degrease with TCE, acetone and methanol.
2. (*) Spin 3% solution of Dupont 2010 PMMA in MIBK at 4000 rpm for
30 s for a film thickness of 60 nm.
3. (**) Spin 6% solution of Dupont 2010 PMMA in MIBK at 6500 rpm for
30 s for a film thickness of 366 nm.
4. Bake on hotplate at 170° C for 60 minutes.
5. (*) Spin 3% solution of Dupont 2041 PMMA in MIBK at 5000 rpm for
30 s for a film thickness of 40 nm.
6. (*) Bake on hotplate at 170° C for 60 minutes.
7. Parameters for JEOL 5DII e-beam system (accelerating voltage 50 kV,
beam current 75 pA): (*) line dose 0.75 nC/cm and area dose 300 uC/cm2,
(**) line dose 1.5 nC/cm and area dose 450 ,uC/cm2.
8. Develop e-beam exposed pattern with a premixed solution of methyl-
isobutyl-ketone (MIBK):iso-propyl alcohol (IPA) (1:3) developer for 45 s
at 21° C.
9. Rinse in IPA for 1 minute.
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10. Blow dry with N2.
11. (*) Thermally evaporate 18 nm of AuPd alloy (3:2).
12. (**) E-beam evaporate in the following order: 5 nm of Cr and 200 nm of
Au.
13. Lift-off layer by soaking in methylene chloride:acetone (1:3) for 10 minutes.
Ultrasound carefully if neccessary to lift off remaining metal.
14. Inspect metal deposition and measure dimensions using scanning electron
microscope.
Using an accelerating voltage of 50 kV, an aspect ratio of 5:1 has been achieved,
but a more conservative aspect ratio of 2:1 is more reasonable without investing too
much time. This limits the metal thickness of a gate line if the smallest feature
metal lines are desired. The two-level electron-beam lithography process described
above was developed by Dr. M. J. Rooks of the National Nanofabrication Facility at
Cornell University. A detailed description of this nm-scale fabrication technology can
be found in Rooks et al. [96].
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Appendix C
Gate biasing circuit
For safety reasons, a battery-powered gate bias circuit was developed which could
supply only 0 to -5 volts. This simple but convenient circuit is shown in Fig. C-1.
The battery operation avoids any interference from 60 Hz noise, present on power
lines. An REF-02 +5 V precision voltage reference/temperature transducer from
PMI was used to obtain a stable voltage, independent of small drops in the battery
voltage. Using a iO-turn 100 kQ potentiometer, the output voltage is easily adjusted
in increments of 1 mV.
Gate Bias
Figure C-1: Battery powered
circuit for dc gate bias. Out-
put voltage is adjustable from
0 to-5 V.
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