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L'obiettivo principale di questa tesi  e lo sviluppo di un sistema di monitoraggio e
raccolta dati centralizzata, in grado di interfacciarsi con una rete di sensori basata
sul protocollo 6loWPAN. Il sistema sviluppato permette di usare una tecnica di
compressione dei dati chiamata Compressive Sensing, che si basa sulla raccolta di
una frazione dei dati dai nodi sensore e una successiva ricostruzione del segnale
da eettuarsi al punto di raccolta (Gateway).
Il sistema di monitoraggio sviluppato permette inoltre di visualizzare le in-
formazioni raccolte attraverso un'interfaccia graca (Web) realizzata grazie allo
sviluppo di un Plug-in per Fandango, un'applicazione Web implementata dal
Signet group e usata per interfacciarsi con la rete di sensori del dipartimento di
Ingegneria dell'Informazione.
L'applicazione che svolge le funzioni di Gateway  e stata implementata nel
linguaggio di programmazione C++ per quanto riguarda il punto di raccolta dei
dati, e in nesC per la porzione di software che viene eseguita dai nodi sensore.
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Introduzione
Nel panorama delle reti wireless si possono distinguere diverse tipologie, sulla
base della topologia, delle speciche dei dispositivi che le compongono e delle
funzioni svolte dalla rete. Le reti di sensori in particolare costituiscono una di
queste tipologie, con determinate caratteristiche.
Le principali caratteristiche di tali reti si possono riassumere nei seguenti
punti:
- densit a: i nodi sensori vengono posizionati con densit a spaziale molto ele-
vata. Nello spazio di pochi metri si possono trovare anche decine o centinaia
di nodi di sensori;
- scalabilit a: il numero di nodi sensori pu o essere di alcuni ordini di grandez-
za superiore rispetto ad una rete ad hoc;
- guasti: i nodi possono essere soggetti a guasti, i quali non devono pregiu-
dicare il funzionamento della rete;
- topologia: la topologia di rete pu o variare nel tempo in modo molto
frequente, anche a causa di malfunzionamento di alcuni nodi;
- capacit a: i sensori hanno limiti stringenti in termini di potenza di calcolo
e memoria;
- comunicazione: i sensori usano comunicazioni di tipo broadcast, per la
natura stessa del canale radio;
- risorse energetiche: i nodi dispongono di una fonte di energia esauribile,
limitata e solitamente non rinnovabile.
- gathering point: una rete di sensori necessita di un punto di raccolta o
sink, al quale far pervenire i dati raccolti dai nodi, a dierenza di una rete
wireless ad hoc.
Queste speciche rappresentano dunque i punti caratteristici delle reti di sen-
sori wireless. Nel caso di una rete di sensori cablata, l'utilizzo di cavi consente di
trascurare i vincoli energetici poich e laddove sia possibile portare una connessione
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cablata per i dati, sar a in generale possibile prevedere anche una o pi u linee di
alimentazione. L'installazione di questi cavi per o pu o essere molto dicoltosa,
se non addirittura impossibile (si pensi ad esempio a reti che devono funzionare
in ambienti inospitali per l'uomo). Si deve inoltre aggiunge il problema dei costi
di installazione e manutenzione della rete, che nel caso di una rete cablata sono
molto elevati. L'installazione di ciascun dispositivo infatti richiede manodopera e
materiali per le operazioni di cablatura. Inne, una struttura cablata  e essenzial-
mente \rigida" cio e risulta dicile aggiungere nuovi nodi alla rete o modicare
la posizione di sensori preesistenti senza riconsiderare l'intera struttura della rete.
Si pensi ad esempio ad un sistema di controllo centralizzato per il condizion-
amento di una abitazione residenziale: per avere un controllo \ottimale" della
temperatura sar a necessario installare dei sensori di temperatura in ogni stan-
za, collegati ad una unit a di controllo centralizzata in grado di decidere in che
modo abilitare i condizionatori o termoconvettori presenti nei diversi vani del-
l'abitazione.  E evidente per o che per spostare anche uno solo di questi sensori o
attuatori  e necessario una nuova mapatura dei cavi posti all'interno delle pareti
e se non sono state previste in sede di progetto delle guide per cavi aggiuntive
risulta necessario ricorrere a nuove opere di muratura. Esempi analoghi possono
essere fatti sempre nel campo di building automation per quanto riguarda il con-
trollo di illuminazione, la telesorveglianza o il controllo accessi.
L'utilizzo di reti wireless risulta l'opzione \ideale" per far fronte a questi prob-
lemi ma comporta anche una serie di problematiche da tenere in considerazione
per quanto riguarda la propagazione del segnale, le interferenze, la sicurezza e i
requisiti di potenza.
Solitamente le reti di sensori vengono impiegate per il monitoraggio di parametri
ambientali, come la temperatura, l'umidit a, la radiazione luminosa, la presenza
di agenti inquinanti o la concentrazione di sostanze tossiche[1]. Questi segnali
godono di determinate strutture di correlazione sia nello spazio che nel tempo,
che possono essere sfruttate per una compressione dei dati da raccogliere andando
cos  ad alleggerire il carico di lavoro che deve svolgere la rete.
In dettaglio nello sviluppo di questa tesi, l'attenzione  e stata rivolta all'analisi
di segnali di temperatura, luminosit a e umidit a rilevati dai rispettivi trasduttori
integrati sui nodi della rete del dipartimento.
Il sistema sviluppato integra i seguenti componenti:
- un modulo di comunicazione tra gateway e applicazione Web;
- un modulo di ricostruzione dei dati che applica la tecnica Compressive
Sensing;
- un database utile a tenere uno storico dei dati raccolti ed essenziale per la
fase di ricostruzione.
2- un plug-in di interfaccia graca per la visualizzazione dei dati raccolti e
ricostruiti, integrato nella web application Fandango[2].
In dettaglio la tesi  e strutturata come segue: il capitolo 2 denisce in modo
preciso le caratteristiche di interesse per le reti di sensori, le speciche tecniche
dei nodi e la struttura protocollare in essi implementata; nel capitolo 3, viene
presentato il linguaggio di programmazione e il sistema operativo scelti per im-
plementare il software in esecuzione sui nodi assieme alle motivazioni che portano
a questa scelta; nel capitolo 4 viene descritta l'architettura, i meccanismi e i mod-
uli del sistema sviluppato, punto centrale dell'attivit a di tesi; il capitolo 5 descrive
la tecnica di ricostruzione tramite Compressive Sensing[3] e come questa sia sta-
ta implementata nel modulo rebuilder; il capitolo 6 contiene i risultati ottenuti
durante i test eettuati sulla rete di sensori del dipartimento; inne nel capitolo
7 vengono presentate le conclusioni di questo lavoro assieme ai possibili sviluppi
futuri.
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Denizione reti di sensori
Le reti di sensori wireless (Wireless Sensor Network, WSN) sono una determinata
tipologia di rete, caratterizzate da una architettura distribuita, e composte da un
insieme di dispositivi elettronici autonomi in grado di prelevare dati dall'ambiente
circostante e di comunicare tra loro. Un esempio di WSN  e visualizzato nella
gura seguente:
Figura 2.1: Un esempio di rete di sensori wireless.
I dispositivi che compongono la rete, chiamati nodi sensori (sensor node), sono
formati da componenti in grado di rilevare grandezze siche (sensori di posizione,
luminosit a, temperatura, umidit a, ecc.), da microcontrollori per l'elaborazione
dei dati e da apparati radio che permettono la comunicazione. In generale i
nodi sensore dispongono di una memoria di dimensioni ridotte, devono soddisfare
vincoli molto stringenti per quanto riguarda i consumi energetici, la capacit a di
elaborazione e di comunicazione.
In commercio esistono sensori di diversi produttori, come ad esempio:
- Telos della Moteiv Corporation,
- MicaZ della CrossBow Tech. Inc,
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- IntelMote2 della Intel,
- EyesIFX della Ember Corporation.
Va sottolineato che dal punto di vista architetturale, tutte queste famiglie di
nodi sono simili tra di loro, essendo di fatto un'evoluzione di una delle prime
architetture dei nodi senori sviluppate grazie ad un plug-in di architettura de-
nominato MICA1, progettato presso l'universit a di Berkeley.
2.1 Architettura dei sensori
Le piattaforme maggiormente utilizzate oggi nella progettazione dei nodi sensori
in industria, sono state sviluppate sempre presso Berkeley. Possiamo quindi citare
le piattaforme MicaZ e TelosB delle compagnie CrossBow e Moteiv disegnate con
tre principali scopi, ossia:
- il consumo energetico ridotto;
- semplicit a di utilizzo;
- la robustezza del software e dell'hardware.
2.1.1 Tecnologia CrossBowTelos o TmoteSky
Questo modello di nodo sensore presenta le seguenti caratteristiche:
- Compatibilit a con lo standard 802.15.4 [4];
- chip radio CC2420[5] con banda centrata a 2,4GHz e 250 kbps di bitrate
per la trasmissione dei dati;
- Microcontrollore TI MSP430 con 10kB di RAM e 48kB di Flash ROM;
- Connvertire ADC a 12-bit e un controllore DMA (Direct Memory Access);
- Antenna integrata sulla scheda;
- Possibilit a di raccolta dei dati e programmazione tramite interfaccia USB;
- Sistema operativo Open-source;
- Integrazione dei sensori di temperatura, luce e umidit a (su diverse range di
lunghezze d'onda: 320nm-730nm e 320nm-1100nm);
Si pu o vedere nelle gure 2.2 e 2.3 alcune immagini di queste due tecnologie.
1Maemo IDE Common Architecture
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Figura 2.2: Un nodo sensore TmoteSky
Figura 2.3: A sensor node CrossbowTelos
2.1.2 Alimentazione
I nodi sensore sono stati progettati per poter usufruire di una delle seguenti fonti
energetiche:
- due batterie di tipo AA con capacit a no a 3 mAh;
- fonti energetiche alternative (ad esempio dispositivi di energy harvesting
quali micro pannelli solari) tramite slot di espansione con connettore a 16-
pin, a condizione che la tensione fornita non superi il valore massimo di 3,6
V;
- cavo USB che eroga una tensione media di 3 V.
L'alimentazione via cavo garantisce una disponibilit a permanente della risorsa
energetica per o presenta alcune problematiche come gli elevati costi dei cavi per
collegare centinaia di nodi in una WSN. Inoltre una rete di sensori cablata perde
totalmente la possibilit a di avere dei nodi mobili al suo interno.
L'utilizzo delle batterie, invece, consente di potere installare i nodi sensore in
ambienti inospitali all'uomo come ad esempio in contesti di guerra, o per tracciare
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il movimento delle specie sotto-marrine (ad esempio quelle in via di istinzione),
o ancora per rilevare la temperatura nei pressi di un cratere vulcanico[6, 7].
Purtroppo le batterie costituiscono una fonte energetica esauribile e non rin-
novabile; inoltre la sostituizione delle batterie in caso di esaurimento pu o essere
molto costoso o addirittura impossibile. La durata della vita di un nodo sensore
diventa dunque una questione di massima importanza, per questa ragione  e richi-
esta l'ottimizzazione della gestione della fonte energetica, tramite lo sviluppo di
tecniche e protocolli che siano il pi u ecienti possibile. Per questo motivo, in fase
di progetto, sono stati deniti diversi stati di funzionamento per i nodi sensore,
con diversi consumi. Ad esempio nella modalit a sleep un nodo riduce al minimo
il consumo di energia andando a spegnere la radio. Si nota, alla luce di varie sper-
imentazioni, che la durata media della vita di un sensore alimentato a batterie
alcaline di tipo AA  e di circa 185 ore se la radio viene mantenuta accesa, mentre
nello stato inattivo (radio spenta) il consumo totale delle batterie avviene dopo
circa 21.000 ore (2 anni 4 mesi). Anche l'accensione e lo spegnimento del nodo
sensore devono essere gestiti attentamente in quanto le operazioni di accensione
richiedono un apprezzabile quantitativo energetico.
Per questi motivi, un'attenzione particolare deve essere prestata alla scelta
del sistema operativo da eseguire sul nodo, le caratteristiche della piattaforma del
nodo sensore e l'uso di protocolli ad hoc. In questa tesi verr a descritta una tecnica
di monitoraggio che permette di allungare la vita media dei nodi. Utilizzando la
tecnica del Compressive Sensing infatti, ogni qualvolta venga richiesta la lettura
di un dato alla rete, alcuni dei nodi potranno rimanere inattivi, consentendo un
risparmio energetico.
2.1.3 Processore, Memoria, Radio, Interfaccia di I/O e
Sensori.
La gura 2.4 mostra uno schema a blocchi dell'architettura dei nodi di sen-
sori. Ogni blocco rappresenta una delle componenti principali di una generica
piattaforma dei nodi sensori.
Figura 2.4: Schema a blocchi dell'architettura generale del nodo sensore.
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Il blocco Communication Unit identica tutta la componentistica relativa
alla radio; il blocco Control Unit integra il microcontrollore e le componenti
che operano da interfacce verso gli altri blocchi; il blocco Memory identica la
memoria 
ash presente sul nodo; i blocchi Sensor e Actuator inne descrivono
le tipologie di trasduttori e attuatori presenti sulla piattaforma.
Processore
A causa del loro costo elevato, e dato che i sensori devono eseguire dei processi
semplici e specializzati, i microprocessori non sono adatti alle WSN. I nodi sen-
sore che si trovano in commercio sono equipaggiati con microcontrollori a basso
consumo energetico e poca potenza computazionale. Tale integrazione di mi-
crocontrollori consente un consumo minore di energia delle CPU, e questa  e una
caratteristica molto importante dato che i sensori wireless sono in generale alimen-
tati da batterie. In aggiunta a questo fatto molto importante, i microcontrollori
sono molto adatti alle WSN, perch e alcune sue parti funzionali possono essere
disattivate se non necessarie, diminuendo ulteriormente il consumo energetico.
Memoria
Oltre ad un'unit a di elaborazione, c' e anche la necessit a di una Random Access
Memory (RAM) per memorizzare i dati delle applicazioni, come i valori numerici
delle grandezze indicate dai sensori, di una Read Only Memory (ROM) per mem-
orizzare in modo permanente il codice del programma, anche quando l'alimen-
tazione viene a mancare. La memoria RAM  e spesso inclusa nel microcontrollore
e limitata a qualche kilobyte. Normalmente i nodi sensori includono anche una
EEPROM (Electrically Erasable Read-Only Memory) spesso di tipo FLASH, per
i dati di congurazione. Queste memorie non solo preservano i dati nel caso di
interruzione dell'alimentazione, ma possono essere utilizzate come memoria RAM
quando necessario. La memoria FLASH  e leggibile da dispositivi esterni connessi
alla piattaforma attraverso l'interfaccia USB.
Radio
Il nodo sensore dispone di una radio ricevitore-trasmettitore che contiene tutti i
circuiti necessari per spedire e ricevere i dati sul canale radio: i blocchi di modu-
lazione e demodulazione, i convertitori analogico-digitale e digitale-analogico, gli
amplicatori di potenza e di rumore (low noise), i ltri, il mixer e l'antenna sono
tra le componenti pi u importanti. La radio solitamente lavora in half-duplex cio e
la comunicazione non pu o avvenire contemporaneamente in entrambe le direzioni.
In generale le radio montate sui nodi sensori lavorano su tre diversi intervalli di
frequenze: 400 MHz, 800-900 MHz e 2.4 GHz o nella banda ISM (Industrial,
Scientic and Medical radio bands). Un aspetto importante da rilevare  e che la
potenza di trasmissione, gli schemi di modulazione, e la frequenza di trasmissione
dei dati variano da produttore a produttore.
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Sensori e Attuatori
Sul nodo inne sono integrati alcuni trasduttori e attuatori che permettono il
monitoraggio di alcune grandezze siche o di eseguire operazioni. Questi com-
ponenti si interfacciano con il controllore attraverso degli ADC In commercio
esiste un'ampia variet a di sensori, che possono rilevare grandezze quali: temper-
atura, luminosit a, umidit a, qualit a dell'aria, pressione, posizione, livello sonoro,
presenza di campo elettromagnetico.
2.2 Stack protocollare
Per svolgere in maniera eciente le misurazioni, i nodi sensori supportano al
livello sico lo standard 802.15.4[4] del modello pubblicato nel 2006 che prevede
l'utilizzo di 3 bande di frequenze distinte, quali:
- 250 kbps a 2.4 GHz (16 canali identicati da un intero k, con 11  k  26),
- 40 kbps a 915 MHz (10 canali),
- e 20 kbps a 868 MHz (1 canale).
La banda di frequenza di nostro interesse corrisponde alla prima e dispone di 16
canali radio. Lo standard 802.15.4 oltre alle speciche di livello sico denisce
anche il livello di accesso al mezzo. A livello superiore, il nodo implementa il
routing basato sull'indirizzamento IPv6[8]. Questo protocollo  e la nuova versione
di Internet Protocol per la futura rete Internet, attualmente denominata con
expressione: Internet of Things. Gli standard 802.15.4 e IPv6 sono interfacciati
tramite l'utilizzo di uno strato di adattamento chiamato 6LoWPAN (IPv6 over
Low power Wireless Personal Area Network)[9, 10]. Questo livello di adattamento
consente di comprime i pacchetti IPv6, di dimensioni troppo elevate per essere
utilizzati in una rete di sensori, inoltre aggiunge delle funzionalit a al protocollo
di routing come la trasmissione in broadcast.
La tabella seguente descrive la struttura degli strati di protocolli che anal-
izzeremo successivamente nel minimo dettaglio.
Layer Protocollo
transport UDP
network IPv6
adaptation 6LoWPAN
link
802.15.4
physic
Tabella 2.1: Stack protocollare dei nodi sensore
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2.2.1 Il protocollo 6LoWPAN
Lo standard 6LoWPAN  e un protocollo di adattamento che si colloca tra il livello
network e il livello link nelle reti wireless consentendo la gestione dell'indirizza-
mento IPv6 ovvero Internet Protocol version 6 [9, 10]. Questo protocollo  e stato
sviluppato all'interno della IETF (Internet Engineering Task Force).
Poich e la lunghezza tipica di un pacchetto 802.15.4  e pari a 127 byte, men-
tre la MTU richiesta da IPv6  e pari a 1280 byte, i due protocolli non possono
cooperare. Il livello 6LoWPAN rende le due tecnologie compatibili attraverso la
compressione dell'header IP che avviene eliminando tutte le informazioni ridon-
danti che possono essere recuperate dall'header del livello di link o essere dedotte
dal contesto applicativo. Un altra tecnica usata  e la frammentazione dei pacchetti
IP in pi u frame ed inne l'inoltro a livello di link attraverso il quale  e possibile
eettuare l'inoltro dei pacchetti quando nello strato di adattamento  e presente
l'indirizzo compresso del nodo destinazione.
Protocollo IPv6
IPv6 estende la Internet Protocol version 4 e adotta campi di 16 bytes (o octet)
per indirizzare i nodi mentre IPv4 ne possiede soltanto 4. Il formato dell'header
dei pacchetti di IPv6 (riportato in gura 2.5), risulta perci o diverso da quello di
IPv4, ed  e strutturato come segue:
- 4 bit: Version, che ne specica la versione;
- 8 bit: Trac class, utilizzato dai schedulatori di traco(router) per
pianicare il traco nella rete;
- 20 bit: Flow label, destinata ad essere fonte di marcatura dei pacchetti
che non richiedono assistenza speciale;
- 16 bit: Payload length, dimensione del pacchetto senza l'intestazione di
base;
- 8 bit: Next Header, identica il tipo dell'intestazione (livello di trasporto
o estensione dell'intestazione IPv6);
- 8 bit: Hop limit, determina il tempo di vita del pacchetto come il TTL di
IPv4;
- 128 bit: Source address, indirizzo della sorgente;
- 128 bit: Destination address, indirizzo del destinatario.
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Figura 2.5: Il formato header di IPv6
Struttura dell'estensione del header IPv6
In IPv6 sono state denite delle strutture header aggiuntive e opzionali che ser-
vono a numerosi scopi. La presenza degli eventuali header aggiuntivi  e indicata
dal campo Next Header dell'header IPv6. Alcune di queste strutture e le relative
funzioni oerte sono elencate di seguito:
- Hop by hop and Destination , vengono utilizzati per includere infor-
mazioni aggiuntive sul percorso che deve seguire un pacchetto;
- Routing, pu o contenere informazioni utili ai nodi intermedi nel percorso
tra sorgente e destinazione;
- Fragment, nel caso di frammentazione del pacchetto, in questo header
sono contenute tutte le informazioni utili alla ricostruzione;
- AH and ESP: IPSec, possono essere usati per fornire informazioni di
autenticazione e per la sicurezza del pacchetto.
Tipi di indirizzi IPv6
Il sistema introdotto da IPv6 richiede di distinguere gli indirizzi in tre cate-
gorie fondamentali: unicast, anycast e multicast [11]. Quello che in IPv4 era
conosciuto come indirizzo broadcast non esiste pi u in IPv6.
Un altro particolare interessante riguarda il fatto che solo gli indirizzi che
iniziano per FF 16 (111111112) sono di tipo multicast, mentre gli altri sono tutti
unicast. Gli indirizzi anycast sono degli indirizzi con caratteristiche uguali a quelli
unicast, a cui per o  e stato attribuito un ruolo dierente.
unicast: L'indirizzo unicast riguarda un'interfaccia di rete singola; in altri
termini, un indirizzo unicast serve per raggiungere un'interfaccia di rete in modo
univoco.
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Si  e accennato al fatto che tutti gli indirizzi, tranne quelli che iniziano per
FF 16, sono di tipo unicast (e poi eventualmente tra questi si possono denire
degli indirizzi anycast).
La caratteristica pi u importante degli indirizzi unicast  e quella di poter essere
aggregati a una maschera di bit continua, simile a quella di IPv4, senza il vincolo
delle classi di indirizzi (come avveniva invece con IPv4).
Un nodo IPv6, cio e un componente collocato nella rete che riconosce questo
protocollo, pu o trattare l'indirizzo IPv6 come un elemento singolo (nel suo in-
sieme) oppure come qualcosa formato da diverse componenti, in base al ruolo
che questo nodo ha nella rete. In pratica, a seconda del contesto, il nodo IPv6
potrebbe vedere l'indirizzo come un numero composto da 128 bit, oppure potrebbe
128 bit
indirizzo dell'interfaccia
Tabella 2.2: formato standard dell'indirizzo IPv6 di tipo unicast
riconoscere un presso relativo a una sottorete:
n bit 128   n bit
presso di sottorete id-interfaccia
Tabella 2.3: formato dell'indirizzo IPv6 di tipo unicast per una determinata
sottorete
In questo secondo caso si intende distinguere la parte di indirizzo relativa alla
rete in cui si trova collocata l'interfaccia del nodo in questione, rispetto alla parte
restante dell'indirizzo, che invece indica precisamente di quale interfaccia si tratti.
Ma l'indirizzo unicast pu o essere visto come il risultato di un'aggregazione molto
pi u sosticata, dove si inseriscono livelli successivi di sottoreti in forma gerarchica,
no ad arrivare all'ultimo livello che permette di raggiungere la singola interfaccia.
Identicatori di interfaccia: La parte nale di un indirizzo unicast serve
a identicare l'interfaccia nel collegamento (link), ovvero la rete sica in cui si
trova. Questa parte dell'indirizzo, denibile come identicatore di interfaccia
(interface identier), deve essere univoca all'interno del collegamento. Eventual-
mente, potrebbe essere univoca anche in un ambito pi u grande.
La struttura di indirizzo unicast dipende principalmente dal tipo a cui questo
appartiene, in base al presso di formato. In molti casi, la parte nale dell'ind-
irizzo destinata a identicare l'interfaccia  e di 64 bit (la met a di un indirizzo
IPv6) e deve essere costruita secondo il formato IEEE EUI-64. L'identicatore
EUI-64  e un numero di 64 bit che serve a identicare il produttore e il numero
di serie di un'apparecchiatura di qualche tipo. In pratica, un produttore ot-
tiene un numero che rappresenta la sua azienda, e questo viene usato come parte
iniziale degli identicatori EUI-64 di sua competenza. Con tale numero potr a
marchiare le proprie apparecchiature, avendo l'accortezza di utilizzare sempre
numeri dierenti per ogni pezzo, purch e questi inizino tutti con il presso che
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gli  e stato assegnato. In condizioni normali, un identicatore EUI-64 corretto  e
anche un numero univoco a livello globale.
Nel momento in cui l'interfaccia di rete a cui si attribuisce un indirizzo unicast
dispone del numero EUI-64,  e facile ottenere l'identicatore di interfaccia; quando
questo non  e disponibile si utilizzano altre tecniche per generare un numero che gli
assomigli. Nel primo caso, si intuisce che il numero utilizzato per l'identicatore
di interfaccia  e anche univoco a livello globale, mentre negli altri casi questo non
pu o essere vero in assoluto. A questo proposito, lo stesso numero EUI-64 contiene
un bit che viene utilizzato per indicare il fatto che si tratti di un identicatore
univoco a livello globale o meno. Si tratta del settimo bit pi u signicativo, che
cos  viene sottratto dai valori che pu o assumere la parte iniziale di 24 bit che
identica l'azienda (company id).
Per la precisione, un indirizzo unicast che termina con l'identicatore di inter-
faccia composto dall'identicatore EUI-64, inverte il bit che serve a riconoscerlo
come univoco a livello globale. La motivazione di questa inversione  e molto sem-
plice: si vuole evitare che un indirizzo non univoco a livello globale debba avere
per forza quel bit a uno, cosa che costringerebbe a una notazione dettagliata
dell'indirizzo IPv6 corrispondente.
loopback e link-local: L'indirizzo unicast 0:0:0:0:0:0:0:1 viene usato per iden-
ticare l'interfaccia virtuale locale, ovvero l'interfaccia di loopback. Come tale,
non pu o essere utilizzato per un'interfaccia sica reale. In pratica, un pacchetto
destinato a questo indirizzo non deve uscire al di fuori del nodo (nella rete sica
esterna); inoltre, un pacchetto destinato a un altro nodo non pu o indicare come
mittente questo indirizzo.
Gli indirizzi link-local si riferiscono all'ambito del collegamento in cui si
trovano connesse le interfacce di rete. Questi indirizzi rappresentano uno spazio
privato che non pu o essere raggiunto dall'esterno e, di conseguenza, non pu o at-
traversare i router. Evidentemente, tali indirizzi servono per scopi amministrativi
particolari, legati all'ambito della rete sica.
La struttura normale di un indirizzo link-local  e molto semplice e denito
nella tabella 2.4.
64 bit 64 bit
1111 1110 10................0000 identicatore di interfaccia
Tabella 2.4: formato dell'indirizzo IPv6 di tipo unicast link-local
Come si pu o vedere, i primi 10 bit servono a denire il formato dell'indirizzo,
stabilendo che si tratta del tipo link-local (FE80::/64). A met a dell'indirizzo
inizia l'identicatore di interfaccia, ottenuto dall'identicatore EUI-64 (gi a de-
scritto in precedenza), che viene determinato in modo dierente a seconda del
tipo di interfaccia (FE80::[id-interfaccia]).
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Dal momento che l'indirizzo link-local deve essere univoco solo all'interno del
collegamento sico in cui si trova, non richiede la distinzione in sottoreti e pu o
essere determinato in modo automatico, eventualmente interrogando la rete stes-
sa. Di solito, in presenza di interfacce Ethernet si utilizza il loro indirizzo MAC
trasformandolo secondo la regola gi a vista a proposito dell'identicatore EUI-48.
Per esempio, un'interfaccia Ethernet il cui indirizzo MAC sia:
00:80:ad:c8:a9:81
ottiene l'indirizzo IPv6 link-local seguente:
fe80:0000:0000:0000:0280:ad:fec8:a981
che si pu o abbreviare come:
fe80::280:ad:fec8:a981.
site-local: Gli indirizzi site-local si riferiscono all'ambito di un sito e si possono
utilizzare liberamente senza bisogno di alcuna forma di registrazione. Questi
indirizzi rappresentano uno spazio privato che non pu o essere raggiunto dalle reti
esterne al sito in questione.
La struttura normale di un indirizzo site-local  e denita nella tabella 2.5.
10 bit 54 bit 64 bit
1111 1110 11 sottoreti identicatore di interfaccia
Tabella 2.5: formato dell'indirizzo IPv6 di tipo unicast site-local
anycast: L'indirizzo anycast serve per essere attribuito a pi u interfacce di
rete dierenti (in linea di principio, queste dovrebbero appartenere ad altrettanti
componenti di rete distinti). Si tratta di un indirizzo che ha le stesse caratter-
istiche esteriori di quello unicast, che per o viene attribuito a diverse interfacce
di altrettanti nodi, con lo scopo di poter raggiungere semplicemente quello che
risponde prima (quello pi u vicino in base al protocollo di instradamento). Per
la precisione, i pacchetti inviati a un indirizzo anycast dovrebbero raggiungere
un'unica interfaccia di rete.
multicast: L'indirizzo multicast serve per essere attribuito a pi u interfacce
di rete dierenti (in linea di principio, queste dovrebbero appartenere ad altret-
tanti componenti di rete distinti). I pacchetti inviati a un indirizzo multicast
dovrebbero raggiungere tutte le interfacce di rete a cui questo indirizzo  e stato
attribuito.
Un indirizzo IPv6 multicast serve a identicare e a raggiungere un gruppo di
nodi simultaneamente. Gli indirizzi multicast hanno una struttura particolare:
Il presso di formato  e 111111112, ovvero FF 16, e a questo seguono 4 bit
di opzione. Di questi 4 bit,  e stato specicato solo il signicato di quello meno
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8 4 4 112 bit
1111 1111 000T scop identicatore di gruppo
Tabella 2.6: formato dell'indirizzo IPv6 di tipo multicast
signicativo, che viene indicato convenzionalmente con la lettera T (gli altri
devono essere azzerati no a che verr a stabilito qualcosa di diverso).
- T = 0 indica un indirizzo multicast assegnato permanentemente dall'au-
torit a globale di Internet;
- T = 1 indica un indirizzo multicast assegnato in modo provvisorio.
I 4 bit successivi rappresentano l'ambito dell'indirizzo multicast (scope). Il
signicato dei valori che pu o assumere questo campo sono indicati nella tabella
2.7.
Valore Signicato
0 Riservato
1 Ambito node-local
2 Ambito link-local
3 Non assegnato
4 Non assegnato
5 Ambito site-local
6 Non assegnato
7 Non assegnato
8 Ambito organization-local
9 Non assegnato
A Non assegnato
B Non assegnato
C Non assegnato
D Non assegnato
E Ambito globale
F Non assegnato
Tabella 2.7: Elenco dei valori per denire l'ambito di un indirizzo multicast.
La parte nale dell'indirizzo identica il gruppo multicast nell'ambito stabilito
dal campo scope. Tuttavia, nel caso di indirizzi stabiliti in modo permanente,
l'identicatore di gruppo resta uguale per tutti i tipi di ambiti.
Per regola, non si pu o utilizzare un indirizzo multicast come mittente nei
pacchetti IPv6, inoltre questi indirizzi non possono apparire nelle regole di in-
stradamento dei router.
Utilizzo di ICMPv6: Nella fase di autenticazione ogni nodo sensore ne-
cessita di un meccanismo per pubblicare il proprio indirizzo all'interno della rete
wireless impostata su un canale radio specico. Questa operazione avviene grazie
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al protocollo ICMPv6 2[12] che denisce un protocollo di controllo (e di notica
in caso di errori riscontrati) attraverso scambi di messaggi tra host sulla rete In-
ternet. La versione 6 di ICMP estende ICMPv4 con una molteplicit a di funzioni,
che sono illustrate di seguito:
1 Neighbor discovery: Risoluzione dell'indirizzo del link-layer o strato
sico del nodo vicino il quale sostituisce ARP che sta per Address Res-
olution Protocol del protocollo di controllo ICMPv4; Rilevamento di indi-
rizzi duplicati DAD (Duplicate Address Detection); Router discovery o
localizzazione del router;
2 Stateless address conguration: congurazione di indirizzi non stan-
dardizzati;
3 Multicast group management: gestione del gruppo multicast.
In dettaglio, l'ICMPv6 esegue le seguenti operazioni:
- scopre il presso della rete e autocongura l'indirizzo globale Unicast del
nodo;
- scopre i routers nella rete e altri parametri della rete quali MTU(Maximun
Transmission Unit3) per la framentazione;
- risolve l'indirizzo (similmente ad ARP) del prossimo hop;
- inne rileva gli errori, gli indirizzi duplicati e i vicini non-raggiungibili.
Autocongurazione dell'indirizzo link-local di un nodo: Il nodo pu o de-
terminare, ad esempio, il campo identicatore dell'interfaccia mappando a 64 bit
il suo indirizzo MAC che  e rappresentato dal formato Ethernet a 48 bit. Questo
identicatore rappresenta il suo EUI-64 (identicatore univoco esteso a 64 bit)
che viene associato al presso dell'indirizzo link-local noto (FE80::/64) per costi-
tuire l'indirizzo completo unicast link-local del nodo.
Successivamente, ICMPv6 DAD[12] verica se l'auto-assegnazione degli in-
dirizzi del nodo siano duplicati nella rete (e li scarta immediatamente). Poi,
l'ICMPv6 eettua l'operazione di scoperta del Router (pi u vicino) e ritorna al
nodo il presso di instradamento globale noto al router con cui si collega di-
rettamente al link di instradamento globale (autocongurato con il suo proprio
indirizzo Unicast).
Meccanismo di compressione delle intestazioni di IPv6: Notiamo che
IPv6 dispone di una struttura semplice che ne consente un uso facile. Esso ag-
giunge 40 Bytes per ogni sua intestazione base generando un carico maggiore nella
framentazione allo strato inferiore. A questo punto interviene il meccanismo di
2Internet Control Message Protocol version 6
3la dimensione massima consentita dalla rete per un pacchetto in trasmissione
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compressione implementato da 6LoWPAN con lo standard 802.15.4 (adatto per
IPv6). Nell'incapsulamento del pacchetto IPv6 operato nello strato inferiore,
6LoWPAN ne aggiunge altri 3 Bytes usati per la compressione.
Il primo byte di essi indicato da Dispatch segnala che la compressione dell'in-
testazione viene utilizzato e nello stesso tempo denisce il formato HC (Header
Compression).
Il secondo byte rappresentato da HC1  e un bitmap4 che denisce quali campi
di IPv6 possono essere azzerati (o meglio assumere il valore zero) oppure essere
ricavati dall'intestazione dello standard 802.15.4 .
Inne, il terzo byte denominato da HC2  e anch'esso un bitmap che specica
quali campi di UDP (User Datagram Protocol) possono essere ricavati dallo
standard 802.15.4 oppure sono gi a compressi (cio e in-line) nell'incapsulamento
del pacchetto IPv6[12].
2.2.2 Transport layer: UDP
L'architettura del nodo sensore utilizza il protocollo UDP (User Datagram Proto-
col) per gestire il livello di trasporto, sopra il livello di adattamento 6LoWPAN.
Questa scelta al posto dello standard TCP (Transmission Control Protocol) si
giustica dalla tipologia di connessione implementata dallo standard 802.15.4 .
Questa connessione  e di tipo stateless a pacchetti e quindi non richiede un
controllo di errori sui pacchetti in trasmissione ossia abilita una trasmissione pri-
vo di adabilit a contrariamente alla caratteristica principale di TCP. A questo
punto, i pacchetti scambiati dai nodi possono essere dispersi nella rete senza inter-
rompere il meccanismo di trasmissione al contrario di come funziona il protocollo
TCP (fattore indicando la congestione della rete).
2.3 Layer applicativo: componente BWS (CoaP)
Lo strato applicativo denisce il formato e la gerarchia della codica dell'infor-
mazione da pubblicare su un'interfaccia web. Questa componente  e utilizzato
nell'architettura dei nodi sensori utilizzati nel progetto europeo Sensei. Questi
nodi implementano al livello applicativo il Web-service; il web service  e una com-
penente che denisce un insieme di servizi web in grado di consentire una decod-
ica dell'informazione pubblicata in un formato standard delle applicazioni web,
ad esempio tramite un Browser.
La funzione principale  e quella di codicare i dati dal livello binario (grandezze
siche dei trasduttori) e tradurli nel formato RDF (Resource Description For-
mat). Quest'ultimo formato codicher a a sua volta il suo contenuto nel formato
4rappresentazione binaria avendo un particolare signicato!
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EXI-XML (Ecient Xml Interchange - Extensible Markup Language) decodica-
bile dal una qualunque interfaccia Web come il Browser.
Questa componente BWS ovvero Binary Web Services utilizza un modello
di rappresentazione dei dati denominato REST che ore un'architettura software
pi u simplicata per la codica dei dati. REST denisce uno strato di protocol-
lo leggero e implementa molte interfacce uniformi che permettono di indirizzare
l'informazione da parte dell'applicazione web. Questa applicazione web individ-
ua questa risorsa tramite un unico indirizzo contenente tutte le informazioni per
identicarla sul nodo. Tutte queste opzioni permettono al BWS di presentare
un'organizzazione gerarchica dei contenuti e servizi per indirizzare le risorse in
modo uniforme a dierenza di RPC (Remote Procedure Call) e SOAP (Simple
Object Access Protocol) che usano dei metodi web per indirizzare le risorse. La
tabella 2.8 ci mostra una struttura di questo strato applicativo sui nodi sensei e
verranno analizzate in seguito.
Layer Protocollo
applicazione programma nesC eseguibile
presentazione REST o RESTful (CoaP[13])
sessione HTTP
Tabella 2.8: Struttura del livello applicativo del nodo sensei.
Ora possiamo porsi la domanda del perch e BWS si crede un modello utile in
questo dominio. Ebbene, perch e esso consente una semplice integrazione del pro-
tocollo HTTP Host To Transfert Protocol realizzato seguendo l'architettura del-
l'ambiente REST o meglio Representation State Transfer. REST  e un'ambiente
(Core) poco rigido cio e stateless per rappresentare ipertesti distribuiti nel World
Wild Web ed denisce un modo uniforme per accedere ai contenuti organizzati
secondo una gerarchia predenita e facilmente stoccabili (cacheable). Ricordiamo
che l'ultima versione si chiama RESTful denominato anche con CoaP[13]. Ques-
ta versione  e stata pubblicata di recente ovvero nel febbraio 2010. Inne, si pu o
riassumere che il modulo BWS denisce una versione semplicata di HTTP per
orire la possibilit a ad una qualunque interfaccia Web di visualizzare i dati cod-
icati sul nodo sensore e ci accede interogando la risorsa tramite il suo indirizzo
uniforme.
Il modulo CoaP:
- Agent distributed, denito dallo strato applicativo SOAP-messages;
- Pipes and Filters, tramite SOAP-Security;
- Client server, attraverso SOAP-Attachments.
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2.3.1 Interfaccia EXI
EXI  e l'acronimo di Ecient Xml Interchange ovvero una versione ottimizzata
del formato XML (Extensible Markup Language) utilizzato in quasi tutti siste-
mi applicativi come formato standard di codica e decodica dei le dati. EXI
 e dunque un formato esteso di codica dei dati in XML sviluppato dal grup-
po di lavoro della World Wide Web Consortium denominato W3C. In breve, Si
tratta di uno dei vari contribuiti di ottimizzazione per codicare/decodicare in
dati binari i documenti XML in alternativa al formato standard testo o plain-text.
Va ricordato che il formato XML  e considerato come una scelta conveniente
per il Web Service perch e essendo:
- standardizzato per le applicazioni web,
- pronto per le comunicazioni tra diversi sistemi operativi attraverso la rete,
- facile da analizzare grazie alle librerie presenti in quasi tutti i linguaggi di
programmazione.
Inoltre, XML di per s e non  e adatto per i dispositivi vincolati come i nodi
sensori proprio perch e in primo, necessita di una compressione per adattarsi alle
dimensioni limitate del payload5 e in secondo l'analisi del testo che porta ad
allocare grandi dimensioni per i programmi assai problematica di fronte ad una
limitata capacit a della memoria ROM dei nodi. Si deduce dunque che il formato
EXI  e una rappresentazione compatta dei simboli o meglio della grammatica di
XML e quindi diventa ideale per i dispositivi vincolati ovvero con capacit a di
elaborazione molto limitata.
2.3.2 Componenti RAI e RPI
La sigla RAI (Resource Access Interface) denisce una interfaccia per interrogare
le risorse dei nodi. Esso consente l'accesso alla codica in binario delle risorse
ovvero i dati delle grandezze dei sensori integrati sui nodi sfruttando le utilit a
del servizio binario XML. Questo accesso restituisce il dato codicato dal Bi-
nary Web Service nel formato exi-xml disponibile per essere analizzato da un
qualunque Browser del World Wild Web .
Questa procedura viene seguita in modo simile dalla componente RPI denito
come una Resource Publication Interface cio e una interfaccia per la pubblicazione
delle risorse o meglio delle informazioni aggiuntive chiamate meta data che sono
dati descrivendo tutte le informazioni aggreggati ai sensori integrati sul nodo di
interesse. Entrambe le componenti RAI e RPI sono elaborati dalla componente
BWS per rispondere alle richieste dell'applicazione Web.
5sta per carico utile del pacchetto
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2.3.3 Risorsa
L'identicazione delle risorse sul nodo avviene tramite l'utilizzo dei programmi
nesC per interogare le grandezze siche denite dai vari datasheet6 dei sensori
come quelli descrivendo ad esempio i sensori di temperatura, luce, umidit a, leds,
batteria, bottone.
Questa identicazione si realizza tramite i rispettivi URI (Universal Resource
Identier) o meglio identicatori univoci per le risorse indispensabili nel modulo
BWS da associare alle grandezze siche da elaborare. Possiamo ad esempio il-
lustrare alcuni esempi di questi URI utilizzati nel codice del programma eseguito
sul nodo:
- /s/temp, indirizza la temperatura,
- /s/humy, per l'humidit a,
- /s/light, per la luce nello spettro visibile,
- /s/irlight, per la luce nello spettro infra-rosso.
A questo punto riassumiamo l'architettura del nodo sensore nella tabella 2.9
layer protocollo
application SSL, ...
presentation XML, REST, RESTful, SOAP
session HTTP
transport TCP, UDP
network routing IPv6
link 802.15.4
physical serial tunneling, DSS
Tabella 2.9: Stack dei protocolli implementati sul nodo sensore.

Implementazione di CoaP sul nodo sensore: Questa implementazione
viene illustrata dall'architettura nella gura 2.6 e mostra in seguito un'astratto
del codice scritto in nesC.
6documentazione che riassume le caratteristiche del componente elettronico o meccanico.
21CAPITOLO 2. DEFINIZIONE RETI DI SENSORI
Figura 2.6: Struttura dell'implementazione di CoaP su TinyOS.
Ora presentiamo denire un'astratto del codice che implementa CoaP in nesC e
eseguito sui nodi sensori. Come mostrato nella gura 2.6, La componente princi-
pale module  e CoAPP, il quale prevede la realizzazione delle interfacce, mentre
la componente conguration  e CoAPC che collega i moduli UDP/6lowPAN, fa-
cilitando il suo utilizzo solo quando il cablaggio delle interfacce CoAPClient e
CoAPServer  e necessario. La componente CoAPClient  e usato quando un nodo
vuole inviare richieste a un server e l'interfaccia  e strutturata come segue:
interface CoAPClient {
command coap_tid_t request (
coap_absuri_t* absuri,
coap_method_t method,
coap_content_t* content,
bool acked
);
event void response (
coap_status_t status,
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coap_content_t* content
);
}
Il comando di richiesta (request) consente al nodo di fare una richiesta di una
specica risorsa su un server (denito dal parametro absuri) con un determina-
to metodo (denito dal method). Questa richiesta pu o trasportare informazioni
passate attraverso i parametri content. Il parametro boolean ACK permette al-
l'utente di inviare una conferma (ACK = TRUE) o meno per la richiesta eet-
tuata.
Ora esaminiamo due strutture dati deniti dai codice seguenti: coap absuri t
e coap content t.
typedef struct {
ip6_addr_t* host;
uint16_t port;
coap_uri_t *uri;
} coap_absuri_t;
Con la struttura di dati coap absuri t, una serie completa di informazioni sulla
risorsa richiesta  e descritta. the IP address of the server (host), la porta UDP
port e la uri sono forniti.
typedef struct {
coap_char_t* data;
coap_length_t len;
coap_contenttype_t format;
} coap_content_t;
La struttura dati coap content t denisce i campi per le informazioni neces-
sarie all'elaborazione del carico utile del messaggio inviato: un puntatore al carico
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utile eettivo  e presente (dati) con la sua lunghezza (LEN) e il suo formato codi-
cato nei tipi MIME7 (vedi la sezione 4.2.2) come prevede la norma sulla codica
dei tipi. coap length t e coap contenttype t sono degli interi senza segno codica-
to su 8 bit. Se una richiesta di conferma  e inviata e la conferma ACK arriva,
l'evento response  e segnalato fornendo il codice di risposta (statut) e il dato
ricevuto (content). Per il motivo di completezza si pu o esaminare l'interfaccia
CoAPServer nella parte server.
interface CoAPServer {
event void request (
coap_rid_t rid,
coap_absuri_t* uri,
coap_method_t method,
coap_content_t* content,
bool toack
);
command error_t response (
coap_rid_t rid,
coap_status_t status,
coap_content_t* content
);
}
L'evento request  e segnalato quando una richiesta arriva, se il parametro
toack ha valore TRUE il server pu o rispondere alla richiesta utilizzando il
comando response. Gli altri parametri sono gli stessi visti nella precedente
interfaccia con l'unica dierenza che il parametro rid signica Request ID;
questo parametro rid  e una struttura dati che fornisce varie informazioni sulla
transazione corrente, come ad esempio TID che  e l'IP address del client che ha
7Multipurpose Internet Mail Extensions
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inviato la richiesta.
Queste informazioni sono vitali per la consegna della risposta corretta (se
necessario) quindi devono essere fornite al comando response. La gura 2.7 ci
illustra uno scenario di sincronismo tra Client e Server con uno scambio dei vari
codice di risposta sfruttando i metodi del protocollo HTTP che vedremo in det-
taglio nella sezione (4.2.2).
Figura 2.7: Schema di sincronizzazione tra il client e il server.
.
. 
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Sistema operativo e
linguaggio di programmazione adeguato
I requisiti hardware dei dispositivi vincolati ovvero dei nodi sensori costringono
quest'ultimi all'uso di un sistema operativo capace di garantire una maggior e-
cienza nelle prestazioni durante il suo funzionamento. I sistemi operativi standard,
maggiormente usati a giorno di oggi, nei dispositivi vincolati o constrained devices
nelle reti wireless sono TinyOS e Contiki.
Ci limitiamo in seguito all'analisi di TinyOS[14, 15] perch e scelto come sistema
operativo rispondendo ai requisiti del nostro progetto. TinyOS  e installato sui
nodi sensori che costituiscono la rete wireless di nostro interesse. Sottolineiamo
che la dierenza sostanziale tra questi due sistemi operativi progettati per le pi-
attaforme con limitate capacit a di calcolo e di memoria, sta nel supporto da parte
di Contiki della funzione di multi-threading cio e consente l'esecuzione parallela
(simultanea) di pi u processi o Thread mentre TinyOS  e di tipo mono-threading
cio e esegue un processo alla volta.
3.1 Tinyos
Tinyos  e un sistema operativo open source sviluppato dall'Universit a di Berbe-
ley, in California. E' distribuito con la licenza BSD1. TinyOS[14]  e un sistema
operativo progettato per i dispositivi senza li a bassa potenza (nodi sensori) ed  e
utilizzato nei vari progetti applicativi come ad esempio lo sviluppo di reti wireless
private, di reti WSN per edici intelligenti (rivelamento di intrusi con la video-
sorveglianza, accensione e spegnimento automatico della fonte energetica per le
luci, il riscaldamento, ecc.), di reti per il controllo d'allarme in caso di incendio, di
reti per assistenza sanitaria a distanza sui pazienti ricoverati a domicilio, di reti
per una video-sorveglianza di aree pubbliche dagli agenti di pubblica sicurezza
come mostrato nella gura 3.1.
Inoltre, Tinyos  e un sistema operativo event-driven ovvero un sistema opera-
tivo programmato dagli eventi con la caratteristica che non consente l'esecuzione
1BSD sta per Berkeley System Distribution e quindi  e una distribuzione del sistemo operativo
Unix di propriet a del gruppo di ricerca dell'Universit a di Berkeley.
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Figura 3.1: Uno scenario degli apparecchi utilizzando TinyOS.
simultanea di pi u processi all'opposto di Contiki come illustrato precedentemente.
Al livello di allocazione di memoria, Tinyos occupa uno spazio molto ridotto, con-
dizione chiave per essere adatto a dispositivi con memoria limitata (qualche decina
di kbyte). Inoltre, Tinyos fornisce dei moduli o componenti software ri-utilizzabili
che possono essere abinati per implementare alcune funzionalit a di base come
ad esempio l'accesso ai registri del micro-controllore, la lettura e scrittura della
memoria EEPROM 2, la gestione dell'interfaccia radio per la trasmissione e la
ricezione dei dati. Non esite un Kernel per la gestione delle risorse (che le sub-
dividerebbe in pi u applicazioni da gestire) ma dispone solo di uno scheduler3 che
si limita ad eseguire i task secondo una politica Premptive4 ovvero seguendo la
logica FIFO ossia First In First Out che signica eseguire il primo task ricevuto.
Questo meccanismo consente dunque allo stesso scheduler la possibilit a di
interrompere l'esecuzione del task trattenendo la risorsa nel caso si vericasse
un evento con priorit a magggiore. Inne, lo stesso scheduler porta il processore
a riposo ovvero nello stato idle quando non ci sono pi u dei task in attesa di
escuzione.
Si nota che l'allocazione di memoria in Tinyos avviene soltanto in maniera
statica e quindi non dispone del meccanismo dell'allocazione dinamica di memo-
ria. E' dunque un sistema operativo che non dispone di un sistema di gestione n e
dell'allocazione dello spazio di memoria n e dei processi o meglio dei task generati.
Inne, Tinyos non possiede la memoria virtuale ed tutte le sue operazioni sono
non bloccanti cio e non blocca in maniera esclusiva l'utilizzo della risorsa assegnata
ai processi.
Comunicazione nella rete: La comunicazione nella rete come implementa-
ta da TinyOS  e basata su Actives Messages ovvero dei messaggi attivi. Questi
messaggi sono inviati come dei frames5 802.15.4 (vedi capitolo precedente) cor-
2cio e Electrically Erasable Read-Only Memory vedi capitolo precedente.
3rappresenta un task per l'assegnazione della risorsa in caso di richiesta
4cio e consente la sospensione del processo durante la fase di esecuzione
5formato del pacchetto a livello sico
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rispondendo ad indirizzi di 16 bit distinti per ogni nodo sensore nella rete di
interesse.
Di fatto, TinyOS li rappresenta con una struttura a pacchetto di tipo mes-
sage t che sfrutta a pieno le propriet a di allocazione di memoria per i variabili def-
inite in modo ottimale nel linguaggio di programmazione standard C. Questi mes-
saggi sono poi utilizzati dalle funzioni dedicate alla gestione della comunicazione
attraverso i moduli di interfaccia indispensabili nell'architettura del linguaggio
con cui questi moduli (o struttura a blocchi) vengono programmati: nesC 6. Ri-
cordiamo che lo sviluppo di TinyOS ha rilasciato diverse versioni quali le versioni
1.1, 2.0 e 2.1 . C' e da notare un'eccezione importante sulla versione 2.0 cio e che
non integra alcune librerie della versione 1.1 mentre la versione 2.1 integra tutte
le librerie delle versioni precedenti.
3.2 nesC
3.2.1 Denizione
nesC 7  e la denominazione di un'astrazione del linguaggio di programmazione
standard C ed inoltre costituisce il linguaggio di sviluppo del sistema operativo
TinyOS[15]. Infatti nesC  e stato progettato da un gruppo di ricercatori di Intel
Research, Stanford University, U.C. Berkeley, Harvard University proprio per
sviluppare il sistema operativo TinyOS. NesC  e un linguaggio di programmazione
ad eventi, basato su componenti. Di conseguenza,  e usato anche per scrivere i
programmi applicativi per i mote che utilizzano TinyOS. Inoltre, nesC  e un
linguaggio statico privo di funzioni per l'allocazione dinamica di memoria ed
questa caratteristica vale anche per i collegamenti dinamici.
Questo fatto favorisce un'analisi dell'intero programma in fase di compilazione
con una conseguente ottimizzazione sul tempo computazionale. Va notato che
il compilatore di nesC funziona similmente ad un pre-processore generando un
programma eseguibile in linguaggio C come output . Tale programma eseguibile
 e dunque compilato utilizzando un compilatore GCC8 [16] appropriato per la
piattaforma su cui  e in esecuzione (ad esempio i micro-controllori MSP430-gcc or
AVR-gcc integrati sui nodi sensori).
I concetti principali che sono dietro la logica di nesC sono:
1 la separazione dell'implementazione dalla composizione delle componenti;
2 la specicazione del comportamento di una componente in termini di un
insieme di interfacce;
3 la suddivisione delle funzioni delle interfacce in due gruppi: i comandi,
funzioni implementate, da usare, e gli eventi, funzioni da implementare, che
gestiscono le situazioni che si vericano di volta in volta nel sistema.
6astrazione del linguaggio C
7network embedded systems C.
8acronimo di Gnu C Compiler oppure Gnu Compiler Collection nella sua nuova versione.
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3.2.2 Architettura del linguaggio
La struttura di nesC  e basata su due entit a principali: Component e Interface
ossia Componente e Interfaccia. Tutta la logica dietro questo linguaggio (nesC)
sta nel interagire con queste due entit a. L'entit a Component fornisce e utilizza le
Interfaces mentre l'entit a Interface  e un insieme di Comands and Events ovvero
di comandi e eventi; la gura 3.2 descrive lo schema a blocchi di queste entit a.
Le interfacce fornite rappresentano le funzionalit a che una componente fornisce
agli utenti; le interfacce usate rappresentano le funzionalit a che una componente
necessita per eettuare il proprio lavoro.
Figura 3.2: Schema a blocchi dell'architettura di nesC.
Component
Nel caso in cui un Component fornisce un Interface, i Comands sono funzioni for-
niti da questo Component e possono essere eseguiti da altri Components. Mentre
gli Events possono essere segnalati da altri Components gestiti o implementati
dallo stesso Component di volta in volta attribuendogli cos  la funzione di ge-
store di eventi. Perci o avere sia comandi che eventi consente una comunicazione
bidirezionale tra i componenti. Poich e nesC  e costituito essenzialmente di Com-
ponents, nesC abilita quindi un collegamento specico per connetterli e tutto
questo avviene indipendentemente dalla loro implementazione.
I Components sono di due tipi[15]: Conguration and Module cio e cong-
urazione e modulo. Entrambi i tipi vengono scritti in le separati salvati con
l'estensione dei le di nesC (.nc) lename.nc
Conguration: il Component di tipo Conguration stabilisce il collegamen-
to tra i vari Interfaces forniti o gestiti mediante una specica sintassi ( >).
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Ad esempio, Il seguente programma per TinyOS, chiamato BlinkNodeAppC,
assembla la componente BlinkNodeC, la componente MainC, un'istanza della
componente TimerMilliC e la componente LedsC.
/* BlinkNodeAppC.nc */
configuration BlinkNodeAppC { }
implementation {
components BlinkNodeC as App, MainC;
components new TimerMilliC() as MilliTimer0;
components LedsC;
....
App.Boot -$>$ MainC;
App.MilliTimer0 -$>$ MilliTimer0;
App.Leds -$>$ LedsC;
}
Module: Module rappresenta l'altro tipo di Component implementando le
funzioni per le interfacce (Interfaces) che usa o fornisce e di conseguenza imple-
menta tutte le funzioni necessarie per gestire eventi e comandi. Nel programma
BlinkNodeAppC precedente, la componente BlinkNodeC (di tipo module) usa
l'interfaccia Boot fornita da MainC, usa l'interfaccia Timer fornita da un'istanza
della componente TimerMilliC e usa l'interfaccia Leds fornita dalla componente
LedsC. Ecco un'implementazione delle funzioni per gestire gli eventi e i comandi.
/* BlinkNodeC.nc */
#include <Timer.h>
module BlinkNodeC {
uses {
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interface Boot;
interface Timer<TMilli> as MilliTimer0;
interface Leds;
}
}
implementation {
uint8_t counter = 0;
event void Boot.booted() {
call MilliTimer0.startPeriodic(1024);
}
event void MilliTimer0.fired() {
call Leds.set(counter);
/* counter = (counter+1) mod 8; */
if (counter == 7)
counter = 0;
else
counter++;
/***/
}
}
Quindi ogni applicazione nesC si collega ad alto livello con la componente di
tipo Conguration come illustrato nel codice del programma BlinkNodeAppC.
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Si osserva inoltre che la concorrenza in nesC  e realizzata tramite l'utilizzo dei
tasks seguendo la logica gi a stabilita nel sistema operativo TinyOS.
Interface
Come accennato precedentemente, la struttura delle funzioni di Interface si denis-
cono in due gruppi distinti: le funzioni gi a implementati con la sintassi comand
e quelle da implementare con la sintassi signal per gestire gli eventi che si real-
izzano di volta in volta nel sistema. Il codice del programma seguente illustra un
esempio di sintassi nesC per i le di Interface (.nc).
/* Timer.nc */
#include "Timer.h"
interface Timer<precision_tag> {
// basic interface
/**
* Set a periodic timer to repeat every dt time units.
* Replaces any current timer settings.
* The <code>fired</code> will be signaled every dt
* units (first event in dt units).
*
* @param dt Time until the timer fires.
*/
command void startPeriodic(uint32_t dt);
/**
* Set a single-short timer to some time units in
* the future. Replacesany current timer settings.
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* The $<$code$>$fired$<$/code$>$ will be signaled
* when the timer expires.
* @param dt Time until the timer fires.
*/
command void startOneShot(uint32_t dt);
/**
* Cancel a timer.
*/
command void stop();
/**
* Signaled when the timer expires (one-shot) or
* repeats (periodic).
*/
event void fired();
// extended interface
/**
* Check if timer is running. Periodic timers
* run until stopped or replaced, one-shot timers
* run until their deadline expires.
* @return TRUE if the timer is still running.
*/
command bool isRunning();
/**
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* Check if this is a one-shot timer.
* @return TRUE for one-shot timers, FALSE
* for periodic timers.
*/
command bool isOneShot();
/**
* Return the current time.
* @return Current time.
*/
command uint32\_t getNow();
}

In conclusione  e importante sottolineare che per compilare i programmi, i le
.nc contenenti il codice nesC sorgente, viene utilizzato il potente ed estensibile
sistema make dei sistemi Unix. Si supponga di essere nella directory che contiene
i le BlinkNodeAppC.nc, BlinkCntC.nc e un Makele con il seguente
contenuto:
COMPONENT=BlinkNodeAppC
include $(MAKERULES)
Si pu o quindi compilare l'applicazione per una determinata piattaforma (telosb)
e caricare il programma oggetto (le eseguibile) sul nodo sensore (Moteiv della
crossbowTelos) digitando nella shell di Linux il comando:
make telosb install,id\_del\_nodo bsl,port\_serial

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Archittetura del sistema
di interfacciamento con la rete di sensori
Il riferimento strutturale per lo sviluppo di questo sistema coglie la sua architet-
tura da una delle entit a di comunicazione con il WSN del progetto europeo
Sensei[17]. In breve, il nostro sistema di interfacciamento realizza un modulo
di comunicazione con un gateway, il quale rappresenta il punto di raccolta dei
dati dei sensori della rete WSN; sul server, questo sistema implementa un modu-
lo di storage per i dati raccolti dal gateway che vengono raccolti e salvati in modo
persistente in appropriate tabelle denite nel database. Inne,  e stato sviluppato
un plugin per la visualizzazione graca delle informazioni sui nodi interogati nel
testbed a partire da un browser web. La gura 4.1 mostra una visualizzazione dei
nodi attivi sul testbed.
Figura 4.1: Visualizzazione dei nodi sul testbed tramite l'interfaccia graca
(browser).
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4.1 Una visione del progetto Sensei
Il progetto europeo Sensei [17]  e nato per l'innovazione di IoT (Internet Of
Things) ovvero la rete Internet del futuro come illustrato dallo scenario della
gura 4.2 e pensato per connettere alla rete Internet ogni entit a digitale in grado
di fornire determinati servizi web. Questo nuovo concetto di rete dovrebbe essere
in grado di dare una visione della societ a come un insieme di entit a digitali con-
nesse sulla rete mondiale Internet. La realizzazione di una tale rete implicherebbe
una rivoluzione sui principali campi di applicazioni e dei settori industriali come
l'energia, i trasporti, l'assistenza sanitaria, contenuti multimediali, programmi di
utilit a e inne l'ambiente.
Figura 4.2: Uno scenario del progetto europeo Sensei: Internet Of Things.
Le trasformazioni tecnologiche di base in questi settori promettono signicativi
guadagni di produttivit a, aumentando l'ecienza e l'ecacia dei servizi erogati.
Tuttavia, gran parte di questa trasformazione sar a volta a servizi e applicazioni
nei vari settori industriali, in grado di disporre delle informazioni grazie alle pro-
prie capacit a di interazione con il mondo reale. Va noticato che la conoscenza
delle informazioni dal mondo reale pu o essere eettiva solo se le informazioni
riguardanti il mondo sico sono catturate in modo automatico, idealmente in
tempo reale rispetto alle esigenze derivanti.
Il progetto europeo Sensei ha arontato enorme sde di sviluppi per consentire
questa trasformazione del mondo reale attraverso Internet. Di fatto, ha sviluppa-
to una architettura con dei building block1 tecnologici che servono come strumenti
chiave per descrivere gli ambienti rappresentando i vari settori elencati preceden-
temente. La gura 4.2 mostra uno scenario di questo progetto Sensei dove ad
1entit a digitale
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esempio la componente WS&AN che signica Wireless Sensor and Actuator Net-
work, rappresenta la componente software che sviluppa i fondamenti essenziali
per la rete Internet del mondo reale. Distribuita ai bordi delle rete, questa com-
ponente fornisce un'infrastruttura che consente una scalabilit a del mondo reale e
interagisce con esso senza la necessit a di un intervento manuale. Pertanto si nota
che la struttura del dominio del sistema di interfacciamento di Sensei  e costruita
in cima ai strati del servizio di comunicazione dell'attuale rete Internet e si col-
legano ai WS&AN per processare le informazioni interrogate dalla corrispondente
entit a del mondo reale.
Questo approccio ci consente di descrivere la logica concettuale della nostra
applicazione di interfacciamento. La gura 4.3 illustra dunque un'astrazione di
questa logica progettuale rappresentando i building block del progetto europeo
Sensei con dei nodi sensori di una determinata WSN che interagisce con un
gateway ovvero il punto di raccolta dati per la rete denita.
Figura 4.3: Descrizione progettuale del sistema di interfacciamento.
4.2 Gateway
Il Gateway si interfaccia alla rete WSN tramite un nodo sink o BaseStation che
ha il compito principale di raccogliere/interogare le informazioni sulla rete WSN;
abilita delle funzioni assai semplici nel suo ruolo di forwarding o ossia inoltra tutte
le informazioni ricevute come indicato nella gura 4.4. Questo comportamento
diforwarding si realizza, rimanendo in ascolto su una porta TCP tramite alcune
funzioni principali che individuiamo ad un livello di astrazione con:
- receiveComm(), riconosce il comando codicato in bit inviato dal server
per richieste sulla rete;
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Figura 4.4: Architettura funzionale del gateway
- dispatchReq(), inoltra la richiesta del server alla rete;
- receiveResp(), riceve i dati inviati dai sensori interrogati;
- sendResp(), spedisce al server il risultato codicandolo nel formato spec-
icato;
Le funzioni di dispatchReq() e receiveResp() sono implementati grazie
ad alcune funzioni della libreria curl-7.19.7 [18] scritte in C. Queste funzioni
abilitano dei socket-http[19] per stabilire la connessione con la risorsa ovvero il
nodo sensore da interrogare attraverso il rispettivo indirizzo URL o ossia the
Uniform Resource Locator del nodo interogato.
Inanzitutto notiamo che il nodo BaseStation o nodo di raccolta gode di una
disponibilit a permanente della risorsa energetica perch e connesso direttamente ad
una macchina di elaborazione ssa o Personal Computer in grado di processare,
tramite determinate funzioni, varie informazioni e fornire dei servizi digitali al-
l'utilizzatore, il quale rappresenta il gateway che pu o essere collegato sullo stesso
server oppure su un'altra macchina che accede al server in modalit a remota; la
gura 4.4 mostra un'architettura concettuale di un gateway. Inoltre, questo nodo
BaseStation interagisce con la rete WSN, quale implementa lo standard 802.15.4
per la comunicazione radio tra i nodi a dierenza dell'architettura della normale
rete Internet. In ogni caso il gateway, in esecuzione sul server o in remoto su un
PC, consente dunque ad un utente Web di interagire con i nodi sensori utilizzando
un qualunque Browser Web tramite il quale eetuare delle richieste e visualizzare
in seguito le risposte pubblicate attraverso delle normali pagine web.
Va citata inoltre un'altra componente fondamentale (il serial tunneling) abil-
itata nel stratto sico tra il server e il nodo BaseStation senza il quale tutto
questo meccanismo di interazione del gateway non diventerebbe eettivo. Si
tratta del programma Serial Tun che  e un programma, in esecuzione sulla stessa
porta dell'applicazione gateway e, sviluppato nel toolchain di TinyOS contenuto
nella cartella con un path simile a:
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TOSROOT/tos/support/sdk/c/6lowpan/serial tun
nel caso in cui il server abbia come sistema operativo un ambiente Unix.
4.2.1 Collegamento seriale di TinyOS: Serial tunneling
Una delle importanti inconvenienze nella comunicazione delle reti di sensori  e la
dicolt a a scambiare dati sfruttando l'indirizzamento IP standard.
Figura 4.5: Un'astrazione funzionale del serial tunneling.
Figura 4.6: Architettura funzionale del serial tun al livello sico.
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Il sistema operativo TinyOS, per risolvere questo problema, ci ore una im-
portante funzione implementata nel programma serial tun che ha come compito
principale quello di incapsulare i pacchetti 6LoWPAN in normali pacchetti IPv6
e viceversa [9, 10]. Quando il nodo BaseStation riceve un pacchetto 6LoWPAN
trasportato su UDP e inviato da uno nodo sensore in ascolto sullo stesso canale
radio della WSN, interpella il programma serial tun il quale analizza la sua
intestazione di trasporto (UDP) e capisce o meno di essere in grado di gestirlo;
di conseguenza, questo programma fa scartare il meccanismo che eettua una
corretta decompressione del pacchetto 6LoWPAN. Le gure 4.5 e 4.6 illustrano
la logica concettuale alla base dell'architettura funzionale mostrando come si re-
alizza il suo funzionamento durante la comunicazione tra il server, la WSN e
eventualmente il PC remoto collegato attraverso Internet.
Ora si pu o scambiare i dati nella nella rete wireless ma tenendo presente che
il contenuto dei pacchetti UDP sia attendibile (nel corretto formato di codi-
ca, ecc.) alle richieste della nostra applicazione e poi generare successivamente
delle connessioni adabili con i nodi della WSN per mantenere un'interazione
assai ecienti. Il tutto avviene sfruttando l'applicazione Gateway sviluppata dal
SIGNET Group che  e il gruppo di ricerca di telecomunicazione associato al
dipartimento dell'ingegneria dell'informazione presso l'Universit a degli Studi di
Padova. Ora, analizziamo l'architettura principale di quest'applicazione gate-
way focalizzandoci sulla logica concettuale delle funzioni necessarie per il nostro
sistema di interfacciamento.
4.2.2 Struttura e funzionamento del Gateway
Per risolvere le problematiche osservate nello scambio di dati durante la fase di
comunicazione all'interno della rete di sensori, sono stati sviluppati dei Plug-
in2 per l'applicazione Gateway in grado di consentire ai nodi di rispondere alle
richieste dell'utente Web pubblicando le risorse interogate nel formato consentito
dai normali pagine Web.
Struttura: Plug-in e BWSsocket Il gateway  e un'applicazione interamente
sviluppata in C;  e formato da un insieme di Plug-in independenti tra di loro
ed ognuno dei quali costituisce un thread associato ad una singolare porta UDP
attraverso il quale il nodo sensore interagir a con il corrispondente Plug-in che
richiede la sua risorsa. Di seguito, i Plug-in generano ulteriori risorse per il Web
ed  e indirizzato con un URL specico:
http://localhost:8000/sensei
Le risorse pubblicate dal Browser che chiama questo URL saranno utili ai ni
di individuare una specica risorsa assieme al nodo che lo pubblica. Inoltre, la
risoluzione di questo URL indica che:
2accessori software che integrano le funzionalit a accessibile tramite una interfaccia come un
Broswer
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- http://, il Browser usa il protocollo http per stabilire la connessione con
il gateway;
- localhost, corrisponde all'indirizzo della macchina su cui  e in esecuzione il
gateway;
- 8000, specica il numero della port sul quale il gateway rimane in ascolto;
- /sensei, identica la risorsa (le) del gateway che gestisce tutte le risorse
pubblicate dalla rete WSN;
Di fatto, l'applicazione gateway  e in esecuzione sul PC locale che pu o essere
la stessa macchina del server; pubblica, grazie ad un Browser Web, dei contenuti
codicati nel formato standard delle pagine Web; questi contenuti non sono altro
che delle informazioni speciche sulle risorse pubblicate che gli vengono inviati
dal programma serial tun in esecuzione sul nodo BaseStation che si interfaccia
con la rete. Siccome tutta l'applicazione  e sviluppata con i linguaggi C/C++,
ne segue anche lo sviluppo di questi Plug-in. Questa scelta dello stesso linguaggio
consente un'ottimizzazione dell'intera applicazione.
Per svolgere correttamente questa funzione di interazione, ogni Plug-in  e
composto di due interfacce:
- il Plug-in reale con tutte le funzioni standard e,
- la BWSsocket ovvero la Binary Web Service Socket3.
La BWSsocket elabora tutte le risposte corrispondenti alle rispettive richieste
nel formato del pacchetto ricevuto dal nodo BaseStation e questo dopo la fase di
decompressione eseguita dal programma serial tun descritto precedentemente.
La funzione principale della BWSsocket si riassume nel generare dei processi o
thread per interagire facilmente con i dati contenuti nelle intestazioni o header
del pacchetto oppure altri dati utili ad esempio quelli per processare i comandi
ricevuti chiamando l'indirizzo URL della risorsa del nodo sensore da interogare,
indirizzo URL digitato nel browser.
I nodi sensore possono rispondere alle richieste delle risorse dei vari sensori
analizzando lo URI 4 della risorsa specicata nella richiesta assieme alle infor-
mazioni agguintivi incapsulati nel Payload del pacchetto UDP. Tutto ci o si re-
alizza correttamente grazie alla BWSsocket che distingue queste informazioni
gestite all'interno del pacchetto in un formato (Raw data 5) che li rende indis-
tinguibili dopo la decompressione eseguita dal programma serial tun collegato la
porta seriale del nodo BaseStation.
L'interfaccia Plug-in reale dal suo lato dispone di tutte le altre funzioni in
grado rispondere alle richieste del Web Service.
3implementa delle funzioni per avvviare il socket che stabilisce la connessione con il nodo
sensore tramite la porta UDP assegnata ad ogni Plug-in con il quale comunica.
4acronimo di Uniform Resource Identier ovvero identicatore uniforme della risorsa
5dati grezzi o indistinguibili al livello sico
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Sfruttando dunque il paradigma di programmazione orientato agli oggetti del
linguaggio C++ che consente il concetto di ereditariet a e polimorsmo, si e svilup-
pato un Plug-in specico di BWSsocket chiamato SenseiBwsSocket che registra
tutte le risorse pubblicate da ogni nodo raggiungibile dal nodo BaseStation.
Funzionamento: Quando l'interfaccia BWSSocket riceve una richiesta op-
pure una risposta per una specica richiesta, invoca un metodo di collegamento
del Plug-in. Il socket[19] che corrisponde a questo Plug-in pu o accedere all'URL
e quindi se si sta sviluppando un Plug-in complesso per gestire pi u servizi (ad
esempio GET, PUT, POST, DELETE del protocollo http) si pu o, a questo livel-
lo, decidere quale sia il servizio richiesto quindi richiamando il metodo corretto
del Plug-in per accedere a tale servizio. Una volta che la risposta della richiesta
 e arrivata al Plug-in, i dati possono essere inviati all'browser utilizzando ad es-
empio i servizi HTTP abiliti dalle funzioni del browser di qualunque dispositivo
collegato a Internet. Dall'altro lato, l'interfaccia BWSsocket  e quindi in grado di
gestire altretanto le risposte generate dal Plug-in consentendolo in questo modo
di rispondere alle richieste provenienti in questo caso dal nodo sensore e cos  via.
4.2.3 Metodi e Tipo di contenuto di HTTP
Metodi standard di HTTP: Nel paragrafo precedente sono stati accennati
dei metodi standard del protocollo http ossia:
- GET, recupera la descrizione della risorsa identicata dalla URI. Se la
richiesta ha successo, un codice 200 (OK) viene inviato con la risposta;
nel caso contrario il server restituisce al client, ad esempio, un codice 404
Not Found;
- POST, viene utilizzato per richiedere al server di creare una nuova risorsa
identicata con URI fornito. Se la risorsa esiste gi a un codice 200 (OK)
viene inviato in risposta, altrimenti un codice 201 (Creato) viene inviato in
risposta. Nella risposta deve esserci una descrizione della risorsa aggiornata
di recente;
- PUT, chiede l'aggiornamento delle risorse indicate nella URI fornita. I
dati utilizzati per l'aggiornamento sono contenuti nel corpo della richiesta.
Se l'aggiornamento ha successo un codice 200 (OK) viene restituito, se la
risorsa non esiste viene creato e un codice 201 (Creato) viene restituito in
risposta.
- DELETE, Si chiede la soppressione della risorsa indicata. In caso di
successo il codice 200 (OK) viene inviato in risposta.
.
Inoltre, se un end-point6 riceve un messaggio contenente un metodo sconosciuto
genera un messaggio con un codice di risposta 405 Metodo non consentito.
La tabella 4.1 elenca i principali codici di risposta di HTTP:
6indica un computer in remoto.
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HTTP Code Description
100 Continue
200 OK
201 Created
304 Not Modied
400 Bad Request
404 Not Found
405 Method Not Allowed
415 Unsupported Media Type
500 Internal Server Error
502 Bad Gateway
504 Gateway Timeout
Tabella 4.1: Elenco dei codici di risposta di HTTP.
Content Type (MIME): MIME sta per Multipurpose Internet Mail Exten-
sions il quale  e uno standard di Internet che denisce il formato delle e-mail.
Ricordiamo che MIME nasce con lo scopo principale di denire il formato delle e-
mail inviate via il protocollo SMTP7. Comunque, viene usato anche nel protocollo
HTTP per denire il tipo dei messaggi trasportati.
Nel HTTP, il content type  e denito con una stringa (ad esempio applica-
tion/exi). Ma inviare questo tipo di dato nei pacchetti pu o diventare oneroso
per il processo di elaborazione da parte dei nodi; perci o viene mappato tramite
un codice di MIME (CT) e un bit di identicazione predenito dallo standard.
Nella tabella 4.2, vengono elencati i tipi supportati da MIME e il loro cor-
rispondente codice (CT). I valori tra 201 e 255 sono riservate a specici fornitori
e utilizzati anche da applicazioni speciche o sperimentali mentre i valori tra 0 a
200 sono mantenuti da IANA8 che  e il responsabile del coordinamento globale
di Internet Protocol.
4.3 Architettura del sistema di interfacciamento
Rimanendo sempre nella logica strutturale del Gateway che risponde alle esigenze
del nostro sistema,  e stato sviluppato uno script applicativo in C/C++ che
interagisce con il gateway focalizzandomi su alcuni dati correlati misurati dai
sensori (di temperatura, humidit a, luce e luce infra rosso) integrati sul mote. Tali
dati corrispondono alle rispettive risposte inviate dai singoli nodi avendo ricevuti
speciche richieste tramite il metodo GET con i loro rispettivi URL.
7Simple Mail Transfer Protocol  e il supporto di trasporto delle e-mail su Internet.
8sta per Internet Assigned Numbers Authority ovvero l'autorit a internationale che assegna
gli indirizzi Internet
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CT MIME Type
0 plain/text (UTF-8)
1 text/xml (UTF-8)
2 text/csv (UTF-8)
3 text/html (UTF-8)
21 image/gif
22 image/jpeg
23 image/png
24 image/ti
25 audio/raw
26 video/raw
40 application/link-format
41 application/xml
42 application/octet-stream
43 application/rdf-xml
44 application/soap-xml
45 application/atom-xml
46 application/xmpp-xml
47 application/exi
48 application/x+bxml
49 application/fastinfoset
50 application/soap-fastinfoset
51 application/json
Tabella 4.2: Elenco di tipi deniti da MIME.
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4.3.1 implementazione
funzioni della libreria libCurl: Ogni singola richiesta del nostro sistema
si realizza utilizzando alcune funzioni delle librerie libCurl9 quali implementano
i metodi del protocollo HTTP utile per gestire le richieste; nel nostro sistema
questa specica funzione di libCurl chiamata curl easy setopt  e denita con
il seguente formato:
CURLcode curl_easy_setopt(
CURL *handle,
CURLoption option,
parameter
);
- handle,  e un puntatore all'istanza che inizializza la sessione;
- option,  e la codica di quale funzione della libreria da chiamare per gestire
il parametro indicato.
- parameter, indica l'istruzione da compiere dal parametro option
L'istruzione seguente descrive concettualmente il formato standard usato dal
nostro sistema per indirizzare le risorse tramite il gateway:
http://hostname_gateway:porta_gateway/ipv6_nodo/URI_address
Nel nostro caso specico, per interrogare il gateway con la funzione curl easy
setopt ci servono tre parametri option con altretanto i parametri i quali abili-
tano dei ruoli distinti che concorrono ad implementare la nostra richiesta di dati.
Di fatto, utilizziamo ad questa sequenza di istruzione per fare una GET sul-
la risorsa indirizzata dall'URL di cui una parte pu o essere gi a disponibile sul
gateway in ascolto sulla porta 8000 come indicato nell'URL. Poi scriviamo il
contenuto della risposta ricevuta su un le locale che gestiremo pi u tardi.
.....
/* set URL to get registered nodes */
curl_easy_setopt(handle,CURLOPT_URL,"http://localhost:8000/sensei");
/* no progress meter please */
curl_easy_setopt(handle, CURLOPT_NOPROGRESS, 1L);
/* send all data to this function */
curl_easy_setopt(handle, CURLOPT_WRITEFUNCTION, write_data);
9 e una nota libreria che implementa funzioni per il trasferimento di dati usando vari protocolli
secondo la logica client/server noto [18] nella comunicazione Web
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Di seguito descriviamo la denizione dei vari parametri [18] utilizzati nel
nostro codice sorgente.
- CURLOPT URL:  e la funzione di libCurl che abilita il GET sull'URL;
- CURLOPT NOPROGRESS: rilascia le librerie <curl/*> in uso; il val-
ore  e indicato da parameter;
- CURLOPT WRITEFUNCTION: e un puntatore alla funzione indicata
dal parameter implementato nel codice sorgente.
- http://localhost:8000/sensei  e l'URL della risorsa;
- 1L denisce il valore di tipo intero lungo che indica il rilascio delle librerie
usate;
- write data  e la funzione che scrive i dati ricevuto dal metodo GET.
Tale richiesta viene inoltrata al Gateway (localhost:8000) che a sua volta la
inoltrer a secondo la risorsa specicata nel url. Nel caso in cui la richiesta non gli
sia indirizzata come ad esempio la descrizione di tutti gli url delle risorse che ha
registrato nella rete WSN, inoltrer a tale richiesta al Plug-in BWSsocket che
sapr a gestire le informazioni in essa contenuta (risolvendo l'indirizzo dell'url);
dopo avere capito quale risorsa interrogare sulla rete WSN, inoltrer a la richiesta,
in un pacchetto codicato in binario, al serial tun che successivamente lo im-
pacchetter a seguendo il modello del pacchetto 6LoWPAN da inviare alla rete. A
questo punto, la BaseStation riceve la richiesta impacchettata con 6LoWPAN e lo
dissemina nel canale radio della rete da una porta specica in modalit a Broadcast
e rimane in attesa della risposta da parte del nodo destinatario di cui indirizzo
IPv6  e stato ricavato nel URL per il routing. Con l'url seguente:
http://localhost:8000/0000-0000-fe80-003c/s/temp
il gateway riceve la richiesta poich e gli  e indirizzata (localhost:8000) e
capisce sempre dall'url che si tratta di una richiesta da inoltrare all'indirizzo del
nodo noto nel url assieme all'uri del sensore da interrogare; perci o inoltra la
richiesta direttamente a questo nodo sensore tramite il suo Plug-in che stabilisce
tale connessione con il nodo BaseStation. Ovviamente, il nodo deve essere
registrato dal gateway nel le di descrizione degli url pubblicati da tutti i nodi
della rete WSN altrimenti il gateway va in TIMEOUT e genera un messaggio
di:
"Error 404: The requested URI was not found."
Quando il nodo destinatario riceve la richiesta, risponde successivamente dopo
aver attivato i Components Conguration e Module che gestiscono l'evento
per l'accesso al datasheet della risorsa dopo aver decifrato l'indirizzo uri della
risorsa codicato nell'url inviato al gateway da parte del richiedente.
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Una volta letto la misura del sensore interogato, il risultato viene incapsulato
(o meglio codicato) dal nodo sensore secondo i meccanismi del BWS (vedi capi-
tolo precedente) e nel rispetto dei requisiti al livello sico della rete WSN. Dopod-
icch e, il pacchetto generato verr a incapsulato secondo la struttura di 6LoWPAN
e inviato alla sorgente (nodo BaseStation). Nel caso non dovesse arrivare nel tem-
po di attesa prestabilito dal gateway, quest'ultimo generer a un messaggio di errore
dovuto alla scadenza del TIMEOUT cos  indicato:
"Error 503: The gateway timed out while waiting for the response"
Se invece, il nodo BaseStation riceve questa risposta entro la scadenza del
timeout, l'inoltrer a al serial tun che provveder a a decomprimerlo per poi man-
dare il contenuto al livello superiore ovvero al Plug-in BWSsocket che avr a
generato precedentemente la richiesta al nodo.
Il Plug-in reale decodicher a il contenuto e pubblicher a i dati in formato
MIME di tipo exi-xml sulla porta 8000 da dove  e accessibile l'applicazione gate-
way. Questo valore  e il numero di porta predenito da SIGNET Group autore
dello sviluppo del codice dell'applicazione gateway. Questi dati saranno resti-
tuiti alla funzione curl easy setopt che li scriver a nella funzione write data.
Successivamente, questi dati vengono salvati in un le stream denito localmente.
funzioni della libreria libxml2: Attraverso degli script implementati in
C/C++ e grazie ad alcune funzioni della libreria libxml210, viene ricavato il
valore della misura e convertito nel formato predenito 
oat per tutte le misure
considerate durante la simulazione del nostro sistema.
Una volta che il dato ovvero il valore della misura  e salvato su un le locale,
viene usato la funzione seguente per eettuare il parsing11:
float retrieveValue(const char* docname)
dove il parametro docname  e il le (xml) contenente i dati restituiti con la
funzione write data. Questa specica funzione usa alcune funzioni della libre-
ria libxml2 per ricavare il dato (formato string) ricercato nel le e successiva-
mente convertirlo nel formato 
oat. Ora il dato  e disponibile per essere salvato
nel database e usato successivamente nella fase di ricostruzione con l'algoritmo
di CS. Notiamo che tutte le altre informazioni pubblicate dal gateway vengono
recuperate seguendo una elaborazione simile.
4.4 Database
Uno dei requisiti del nostro sistema  e lo stoccaggio dei dati raccolti dalla rete
dei sensori. Dati che devono mantenere alcune propriet a sul loro stato le quali
consistenza e persistenza ovvero essere mantenuti in modo permanente e senza
10libreria disponendo delle funzioni standard per il parsing o analisi dei le in formato xml
11cio e per localizzare la stringa corrispondente a questo valore nel le exi-xml
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alterazioni nel database. La loro consistenza cio e validi a, precisione, utilizzo e in-
tegrit a sono gestite tramite la descrizione del formato delle tabelle in cui verranno
allocati; assieme alle funzioni che consentono l'accesso al database o db.
4.4.1 La libreria MySQL
Ora deniamo il database usando MySQL[20] che  e un software per la gestione
dei database; Come lo indica anche il suo nome,  e un sistema che implemen-
ta il linguaggio SQL ovvero Structured Query Language che  e un linguaggio di
interrogazione per database progettato per leggere, modicare e gestire dati mem-
orizzati in un sistema. La libreria Mysql  e interamente scritta in C/C++[16].
Inoltre, usa delle funzioni Socket[19] per stabilire una connessione con il sis-
tema del database il quale abilita l'uso dei credenziali per consentire l'accesso
al sistema relazione chiamato anche un RDBMS12.
Inoltre, MySQL  e un sistema di gestione relazionale di archiviazione dati o
meglio un RDBMS ovvero un Relational DataBase Management System compos-
to da un client con interfaccia a caratteri e un server, entrambi disponibili per i
sistemi supportando Unix come GNU/Linux[21]. Si ricorda che il sistema opera-
tivo su cui  e stato sviluppato tutta l'applicazione di questa tesi  e Ubuntu 10.04,
un ambiente integrato a GNU/Linux. Quindi oltre a questo scopo di retroazione,
questo RDBMS consente anche la creazione del database con il quale interagisce
il nostro sistema applicativo nella fase di stoccaggio dei dati raccolti dal nodo
BaseSation e di quelli ricostruiti con il modulo applicativo Rebuilder13 [22].
Tuttavia, all'interno del sistema le funzioni della libreria MySQL implementa
la sintassi del linguaggio SQL[20] per creare il database dentro il quale verranno
creati le tabelle che allocheranno i dati da salvare. Eccone alcuni esempi di questa
sintassi:
->CREATE DATABASE database_name;
->CREATE TABLE table\_name (column_name[,column_name,...]);
->INSERT INTO gateway.Measures (.........) VALUES (......);
->SELECT * FROM gateway.Measures;}
Questa sequenza di istruzione si denisce grazie alla funzione di ogni sintassi
SQL usata. Ricordiamo quindi che:
- CREATE DATABASE database name , crea il database che allocher a
le tabelle;
- CREATE TABLE table name , crea la tabella con la descrizione dei
records (campi) delle colonne;
12acronimo dei sistemi relazionali per la gestione dei database.
13 e un'applicazione sviluppata in C/C++ da D. Zordan per la ricostruzione dei dati numerici
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- INSERT INTO table name VALUES , inserisce i dati VALUES dentro
le colonne specicate della tabella;
- SELECT * FROM table name , seleziona tutte le colonne della tabella;
- ; ,  e il delimitatore della sequenza d'istruzione indispensabile per il compi-
latore del linguaggio.
Ora possiamo dare un'esempio di istruzioni generate dalle funzioni Mysql per
creare la tabella Measures utilizzata nel nostro sistema di stoccaggio dei dati
raccolti e utile per istuire l'algoritmo di ricostruzione CS.
CREATE TABLE `Measures` (
`idMote` int(11) NOT NULL,
`idSensor` int(11) DEFAULT NULL,
`value` float DEFAULT NULL,
`timer` timestamp NOT NULL DEFAULT '0000\--00\--00 00:00:00'
) ENGINE=MyISAM DEFAULT CHARSET=latin1;
Va notato che il tipo del sistema (MyISAM[20]) per la gestione  e stato scelto
tenendo conto di come verr a utilizzata questa tabella in seguito. MyISAM  e
utilizzato per le tabelle che gestir a maggiormente l'istruzione di inserimento dati
rispetto alla loro selezione; per questo motivo MyISAM  e noto in termine di
stabilit a della tabella. Mentre il tipo InnoDB[20]  e noto in termini di velocit a
ovvero una maggior selezione dei dati e pochi inserimenti di essi con le query14
appropriate.
In breve notiamo che tutte le tabelle create nel database ovvero il RDBMS
presentano una struttura ben denita nelle funzioni di Mysql utilizzate per
questo scopo nella nostra applicazione.
Denizione del database e l'uso dei dati.
E' importante implementare un meccanismo retroattivo sui dati ricostruiti negli
ultimi istanti precedenti in modo da mantenere sempre una delle propriet a fonda-
mentale nel processo di ricostruzione che richiede ad esempio che i dati richiesti
all'istante k-1 siano completi per consentire la ricostruzione di quelli mancanti
all'istante k e cos  via.
A questo punto il nostro sistema RDBMS genera la creazione di un database
ovvero un'entit a strutturale dentro la quale verranno create le varie tabelle per
14denisce la sequenza di istruzione nel linguaggio SQL.
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Tabella Colonne
testbed pTX, idGateway, idMote, idSensor, ToM, value, timer
dataMeasured pTX, idGateway, idMote, idSensor, ToM, value, timer
Measures idMote, idSensor, value, timer
dataRebuilded pTX, idMote, idSensor, value, timer
Tabella 4.3: Descrizione delle table denite nel database.
archiviare i dati raccolti e ricostruiti. Nel nostro caso, questo database si chiama
gateway e al suo interno vengono create le tabelle testbed, dataMeasured, Measures
e dataRebuilded. Tali tabelle sono denite con la descrizione mostrata nella tabella
4.3.
La tabella testbed e dataMeasured hanno la stessa e identica denizione dei
campi poich e la tabella testbed15 serve a gestire soltanto l'archiviazione dei dati
raccolti ad ogni istante mentre quella di dataMeasured  e per archiviare in modo
persistente tutti i dati raccolti dal nodo sink ad ogni istante partendo dalla pri-
ma istante della fase di inizializzazione del modulo di ricostruzione (Rebuilder)
ovvero dai dati raccolti nella prima istante di ricostruzione. Perci o ognuna di loro
archivia tutti dati oltre a quelli descrittivi del nodo sensore nella rete. Quindi
denisce i campi seguenti:
- pTX (
oat), probabilit a di ritrasmission in questa istante;
- idGateway (int), identicatore del nodo sink nella testbed;
- idMote (int not null), identicatore univoco del nodo nel testbed;
- idSensor (int), identicatore numerico del tipo di misura richiesta;
- ToM (char(20)), descrizione in formato text del tipo di misura richiesta;
- value (
oat), valore o dato di lettura raccolto dal nodo sink;
- timer (timestamp), istante di tempo per la raccolta dei dati;
Successivamente la tabella Measures denisce soltanto i campi necessari per
i requisiti del formato del pacchetto da inviare al modulo Rebuilder. Quindi
denisce i campi idMote, idSensor, value e timer identici a quelli della dataMea-
sured. Inne la tabella dataRebuilbed denisce altretanto gli stessi campi (per
archiviare in modo persistente i dati ricostruiti) in pi u denisce il campo pTX
per indicare la nuova probabilit a calcolata da utilizzare per la prossima ritrasmis-
sione dei dati (prossima istante di interrogazione dei nodi sensori) sul testbed
ovvero nella rete dei sensori denita nel canale radio del nodo BaseStation.
15individua anche in modo univoco l'area di copertura della WSN interrogata
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4.5 Funzionamento del modulo Rebuilder
Uno dei punti importante nel funzionamento corretto della nostra applicazione  e
la fase di ricostruzione dei dati raccolti dal gateway. Si nota la sua ecienza
quando il gateway va in timeout per la manca ricezione della risposta di una
specica richiesta. In breve, il modulo Rebuilder riesce a ricostruire questo dato
mancante all'istante specica sfruttando la sua correlazione con i dati precedenti
assieme alla stima.
4.5.1 Denizione
L'applicazione del Compressive Sensing (CS)[3]  e rappresentata dal modulo Re-
builder nel nostro sistema come lo mostra la gura 4.7. Inoltre, ci consente di
avere una visione strutturale del nostro sistema.
Figura 4.7: Architettura dei moduli del sistema di interfacciamento.
Vediamo la denizione funzionale dei blocchi della gura 4.7.
- Comunicazione  e il modulo che rappresenta tutti i meccanismi per avviare
le richieste delle risorse sul gateway;
- Visualizzazione denisce l'interfaccia Web per visualizzare i nodi della
rete con i dati trasmessi;
- Rebuilder  e il modulo di elaborazione del processo di ricostruzione dei dati
mancanti ad un certo istante;
- Data Tier rappresenta il nostro sistema relazionale ovvero il database.
Una volta che i dati sono stati raccolti dal modulo di Comunicazione, essi
vengono salvati nel modulo Data Tier o meglio il database. In seguito, questi dati
verranno inviati, nel formato indicato nella gura (4.7), al modulo Rebuilder
che proceder a alla ricostruzione di quelli mancanti e poi restituire indietro tutti
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Figura 4.8: Formato del pacchetto richiesto dal Rebuilder.
Figura 4.9: Formato del pacchetto ricostruito dal Rebuilder.
i dati ricostruiti assieme a quelli raccolti tramite il formato illustrato nella gura
(4.8) dove i vari campi hanno il signicato seguente:
- Preamble : indica l'inizio del pacchetto da ricostruire;
- numOfMotes : di tipo short, sta per numero di nodi sensori totali nella
rete;
- TOM : tipo di misura codicato in byte;
- NumMeaasures : indica il numero di misure (o profondita) per ogni
sensore durante la ricostruzione;
- Response :  e il preambolo di tipo byte indicando che si tratta di un
pacchetto di risposta alla ricostruzione dei dati raccolti;
- nextPtx : di tipo 
oat, indica la nuova probabilit a di ritrasmissione alla
prossima istante (o richiesta dati sulla rete);
- New :  e un preambolo di tipo byte che indica l'inizio dei dati di nodo
sensore;
- SensorId : indica l'identicatore del nodo sensore di tipo short;
- value : indica il dato ricostruito di tipo 
oat;
- timestamp : rappresenta l'istante temporale di ricostruzione;
- End : preambolo di ne pacchetto di ricostruzione.
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Il punto centrale della ricostruzione si basa su alcuni principi mostrati nella
gura 4.10. Si trattano dell'errore di ricostruzione del segnale all'istante corrente
e la stima basata sul numero dei dati raccolti negli istanti precedenti salvati nel
database.
Figura 4.10: Scenario di ricostruzione dei dati raccolti nella WSN.
Nel dettaglio, analizziamo come avviene il calcolo della probabilit a di ri-
trasmissione:
- Recupero del segnale, ricostruisce x(k) il vettore completo dei dati (com-
presi quelli raccolti);
- Stima dell'errore, determina il confronto tra i dati raccolti e il nuovo
vettore dei dati (compresi quelli ricostruiti);
- Controllo del feedback, determina il nuovo valore della probabilit a di
ritrasmissione al prossimo istante calcolata a secondo dell'errore sui dati
raccolti all'istante attuale.
In seguito, la probabilit a di ritrasmissione verr a utilizzata per determinare
quanti nodi sensori da interrogare nella WSN; e di conseguenza generare un
risparmio sulla gestione della risorsa energetica della rete nel caso in cui tutti
nodi siano alimentati soltanto con le batterie.
4.6 Visualizzazione graca
Il Plug-in di visualizzazione graca  e stato sviluppato per osservare , tramite un
browser, i dati raccolti e ricostruiti (con CS). Queste informazioni appartengono
ad ogni singolo nodo sensore nel testbed e visualizzato attraverso Fandango
una Web Application sviluppata dal SIGNET Group per la visualizzazione dei
testbed all'interno del DEI (Dipartimento dell'Ingegneria dell'Informazione).
La gura 4.11 ci mostra una parte del testbed.
Questo Plug-in realizza dunque una comoda interfaccia graca Web utiliz-
zata da un utente web per visualizzare il testbed di del DEI a partire da un
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Figura 4.11: Una mappa dei testbed del DEI.
qualsiasi browser . L'obbiettivo principale pressato  e quello di implementare un
meccanismo per visualizzare sia i dati raccolti dal nodo BaseStation (in ascolto
sulla WSN ovvero sui testbed selezionati) e sia quelli ricostruiti dal modulo Re-
builder a causa delle perdite dei pacchetti nel canale radio di trasmissione; perdite
che possono essere dovute a varie problematiche sulla rete come ad esempio la
scadenza del timeout del pacchetto provocato dalle interferenze magnetiche che
corrompono i pacchetti originali oppure la congestione al livello dei singoli hop16
noti come dei FFDs o meglio dei Full-Function Devices per l'instradamento ver-
so il destinatario a dierenza dei normali nodi sensori denomiati RFDs o meglio
Reduced-Function Devices, ecc.
In sintesi questa Web Application viene implementata seguendo l'architettura
Three-Tier17. Come lo indica la sigla, questa architettura si rappresenta su tre
stratti applicativi Client-Tier, Application-Tier o Business Logic e Data-Tier
come viene illustrato nella gura 4.12.
Si nota che ogni stratto di questa architettura implementa delle funzionalit a
speciche che vengono analizzate in dettaglio cui sotto.
4.6.1 Client-Tier
Il Client-Tier  e lo stratto pi u 
essibile e eseguito da un Browser Web cos 
da garantire l'accesso a questa visualizzazione da un'ampia gamma di disposi-
tivi quali i Personal Computer, apparecchi telefonici o PDA (Personal Digital
Assistant) a partire da qualsiasi luogo come mostrati nella gura 4.13.
16nodo sink che abilita una funzione supplementaria ovvero l'instrademento dei pacchetti.
17struttura per rappresentare l'architettura standard di sviluppo dei software o applicazioni
nel mondo del software-engineering.
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Figura 4.12: Architettura Three-Tier.
Figura 4.13: Scenario generico di interazione tra server e i dispositivi con Browser.
4.6.2 Application-Tier e Data-Tier
L'Application-Tier e il Data-Tier sono eseguiti sulla stessa macchina (server)
dove risiede anche il nostro modulo di Comunicazione con il gateway ma pos-
sono eseguirsi altretanto anche su computer distinti. Comunque, questa scelta ci
consente di ridurre le problematiche legate al tempo computazionale dell'intero
sistema se entrambi i tier fossero condivisi su pi u server e quindi incrementare
certamente e considerabilmente l'andamento temporale dell'intera applicazione.
Application-Tier: Viene chiamato anche Business logic Tier e descrive tutta
la logica applicativa o l'insieme delle regole di business (funzioni) che rende op-
erativa il nostro Plug-in di visualizzazione dei dati. Questo stratto progettuale
 e stato interamente implementato con l'architettura concettuale del software-
engineering denominato Java EE18 [23] sfruttando vari tools come ad esempio
il GWT ovvero il Google Web Tools; il tutto integrato nell'ambiente di svilup-
18Java Enterprise Edition
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po dei software applicativi Eclipse[24] che  e stato scelto per i numerosi vantaggi
degli strumenti che ore nel mondo della programmazione a tutt'oggi. Sarebbe co-
munque opportuno, anche per questioni di sicurezza, se questo stratto applicativo
fosse installato su un server a s e poich e tutto il nostro sistema relazionale Data-
tier si esegua sullo stesso server dove avviene la maggior parte di elaborazione e
scambio di dati nel nostro sistema.
Data-Tier: Il Data-Tier rappresenta semplicemente l'entit a database del nos-
tro sistema come descritto nella sezione precedente. Questo stratto applicativo
realizza tutte le regole di accesso al nostro sistema di archiviazione e cio e il nostro
database gateway.
Tuttavia, il Data-Tier  e realizzato dal sistema relazionale di base di dati
Mysql utilizzando alcune librerie di MySQL19; sistema relazione nel quale risiedono
i dati raccolti e realizza un sistema di autenticazione sugli accessi attraverso richi-
esta di credenziali dell'utente. Questo meccanismo introduce un controllo che
garantisce una minima protezione sull'accesso al database. Una volta all'interno
del database, tutte le istruzioni per maneggiare i dati salvati nelle tabelle sono
implementati con SQL.
JDBC o Java Database Connectivity
Ci limitiamo qui a denire le tecniche che possono usare i programmi Java per
connettersi con il database. Il programma java implementato genera una query
corretta e elabora i dati estratti dal database; quest'ultimo avr a il compito di mod-
icare o selezionare questi dati eseguendo la query SQL specicata nel programma
java.
Il JDBC driver  e un insieme di classi java che consentono a qualunque utente
autenticato di interagire facilmente con il database. Esse forniscono all'utente un
insieme di metodi standard e una sintassi SQL standard per la manipolazione del
database. Inoltre, notiamo che JDBC  e denito [25] in diversi tipi che elenchiamo
di seguito.
- Tipo 1, usa la tecnologia JDBC-ODBC. ODBC  e un insieme standard
di API20 indipendenti dal sistema operativo e dal linguaggio che lo usa.
Esso necessita di uno specico driver del database per operare e questo
fatto incrementa la latenza del sistema perch e ci sono pi u di un livello tra
applicazione e database.
- Tipo 2, questo driver traduce le richieste formulate dall'applicazione in
richiesta compiuta usando il database standard API. Questo driver  e pi u
eciente del tipo 1 ma necessita della presenza sul computer della API del
database, componente con licenza che pu o essere molto costosa.
19ricordiamo che MySQL  e un'estensione del linguaggio standard per il database relazionale
SQL o Structured Query Language
20Application Programming Interface
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- Tipo 3, questo sistema utilizza le connessioni sockets e richiede la presen-
za di un Database Server, un programma che gestisce le connessioni in
arrivo, elabora le richieste e restituisce il dato richiesto. Questo  e il tipo
di driver il pi u comune. La richiesta  e inoltrata al database indipendente-
mente dal protocollo di rete. Esso presenta molti inconvenienti come, ad
esempio, conoscere necessariamente l'indirizzo IP del server e la porta sulla
quale rimane in ascolto.
- Tipo 4,  e simile al tipo 3 ma il protocollo di rete utilizzato  e specicato
dal venditore per ottenere migliori prestazioni.
Per una conoscenza approfondita [20, 25]  e un ottimo punto di riferimento.
Ora esaminiamo il codice per interagire con il nostro database creato grazie alla
libreria MySQL[20]. Primo, dobbiamo installare in memoria il tipo corretto del
JDBC driver, la stringa necessaria e l'archivio .jar contenendo il driver scelto
si trova al [20]. Con la seguente istruzione si installa il driver:
Class.forName ("com.mysql.jdbc.Driver").newInstance ();
Dopo l'installazione del Driver, dobbiamo stabilire una connessione con il
database. Ricordiamo che  e assolutamente necessario che il database server stia
in esecuzione. Per aver semplicemente un accesso al database, si usa questa
istruzione:
Connection conn = DriverManager.getConnection (url, user, pwd);
dove url  e l'indirizzo del database server mentre user  e l'identicatore dell'u-
tente e pwd la sua password.
Per manipolare o estrarre dati dal database, dobbiamo istanziare un oggetto
Statement con questa istruzione:
Statement st=conn.createStatement();
La classe Statement ha due importanti metodi:
ResultSet rs = executeQuery(String strQuery);} /*per estrarre i dati*/
restituisce un oggetto ResultSet [26] che contiene i dati richiesti tramite la
strQuery. La stringa strQuery  e una query come la sintassi seguente che mostra
un tipico esempio:
"SELECT * FROM database\_name.table\_name WHERE condition"
mentre con quest'altra sintassi utilizzando la funzione executeUpdate della
libreria JDBC:
int up = executeUpdate(String upQuery);
la stringa upQuery pu o essere una query che manipola i dati oppure genera
la struttura del database, ad esempio con questa sintassi SQL:
"DELETE FROM database_name.table_name WHERE condition"
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4.6.3 Fandango
Fandango  e un'applicazione Web [2] per la gestione dei testbed interamente svilup-
pata dal SIGNET Group basata su GWT. La sua caratteristica principale  e
l'interazione con Google Maps. Attraverso Fandango si possono visualizzare
i nodi sensori installati all'interno del DEI sui quali si possono eettuare delle
simulazioni come ad esempio l'instradamento dei pacchetti (routing), il control-
lo delle informazioni sui nodi sensori, ecc. La gura 4.14 mostra l'interccia di
visualizzazione del testbed signet su Fandango.
Figura 4.14: Visualizzazione del testbed signet su Fandango.
Per la realizzazione del nostro Plug-in di visualizzazione su Fandango, ci
stiamo limitati solo ad implementare i requisiti necessario per sviluppare la nostra
interfaccia graca. Ricordiamo che su Fandango, ogni Plug-in consiste in due
parti che sono il layer e il server.
Layer: E' la parte che crea il GUI21 per l'utente (Browser) e visualizza i dati.
E' quindi il lato Client che abbiamo precedentemente introdotto.
Server: E' il lato che risiede sul server e elabora tutte le richieste del Client
ovvero proveniente dal lato Layer.
Layer e Server possono comunicare utilizzando lo standard RPC ovvero
Remote Procedure Call implementata nel GWT ma su Fandango questa co-
municazione  e realizzata in un modo alternativo chiamato Notication Ser-
vice. Con RPC il Client pu o abilitare delle actions per il server mentre con
Notication Service sta al server avviare le actions per il Client-layer.
La base di questo sistema  e la NoticationDispatcher, una classe singola
che prende i dati dal server e li manda al Client-layer. Nel lato server, esiste una
classe che estende la classe NoticationPlugin. Sar a compito di questa classe
inviare i dati al Client-layer tramite la NoticationDispatcher.
21Graphical user interface.
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La prima operazione da eseguire  e la registrazione. La classe NoticationDis-
patcher contiene un array per registrare tutti Plug-in e una volta completata la
registrazione aggiungendo il nostro oggetto di interesse dentro questa array, esso
potr a quindi inviare i dati al NoticationDispatcher seguendo ad esempio queste
istruzioni:
NotificationDispatcher.getNotifier().notifyData(
CsensingLayerServiceImpl.this,
"csensingNotification",
status
);
dove CsensingLayerServiceImpl  e l'oggetto che invia i dati ovvero  e esat-
tamente il nostro oggetto registrato precedentemente mentre 00csensingNoti
cation00  e la stringa che indica il nome della Notication ovvero la Notica e
inne status  e l'oggetto contenendo i dati da inviare al layer.
Il layer  e un'estensione della classe AbstractLayer la quale consente al ge-
store dei layer (layer manager) di orire gli strumenti per gestire ogni singolo
layer che lo estende. Il layer manager  e dunque l'oggetto che controlla tutti i lay-
ers e viene passato come argomento al loro costruttore. Nel nostro caso specico,
il layer si iscrive al Notication Service usando questa istruzione:
lm.subscribe(this, "csensingNotification");
dove lm  e il layer manager e il metodo subscribe consente al layer di sotto-
scriversi ad un particolare Notication Service. this (indica questa classe) deve
appartenere alla classe che estende l'interfaccia HasNoticationService.
Quando il server esegue il metodo notifyData(), il metodo onNotication-
Received() implementato nel oggetto layer viene invocato tramite la seguente
istruzione:
public void onNotificationReceived(String name,
ArrayList$<$Datatype$>$ data) {
if(name.equals($"$CsensingNotification$"$))
{
/*elaborazione dei dati*/}}
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}
}
La presenza di questo metodo  e garantito dall'interfaccia HasNotication-
Service il quale consente al layer di sovrascriverlo. Il parametro name  e neces-
sario quando il layer si registra a pi u Notication Services in quanto tutti i servizi
invocano lo stesso metodo onNoticationReceived() e ha bisogno di sapere quale
server ha attivato l'evento o meglio la notica. Per ulteriore approfondimento
sull'API di Fandango, fare riferimento a [2].
GWT - Google Web Toolkit
GWT [27]  e un potente strumento per la creazione di complesse applicazioni web-
oriented. L'idea di base all'interno di GWT  e semplice: durante lo sviluppo di
applicazioni web-based si deve fare i conti con molti linguaggi. Di solito si deve
creare una parte server-side (codice che viene eseguito sul server) utilizzando
tecnologie come ASP (Active Server Page), PHP (Hypertext Preprocessor), JSP
(JavaServer Pages)e una parte client-side (codice che viene eseguito sul browser),
utilizzando AJAX (Asynchronous Javascript And Xml). Allora, perch e non si
pu o usare lo stesso linguaggio per sviluppare tutte queste cose? GWT permette
al programmatore di farlo usando JAVA, poi la parte client-side si traduce in
Javascript e HTML automaticamente. La parte server-side rimane in Java poich e
JSP  e una tecnologia supportata dalla maggior parte dei web server. L'unico
inconveniente  e che quando si sviluppa la parte client non si pu o utilizzare le classi
standard di Java, si pu o solo utilizzare le classi GWT ma il loro comportamento
 e simile alle classi standard di Java.
Java Servlet
Una Servlet[28] pu o essere utilizzata in altro ambiente, non solo nel Web con
HTTP, in questa breve introduzione ci si riferisce solo al caso Web. Le inter-
azioni tra una Servlet e un client (browser)  e illustrata nella gura 4.15. Questa
tecnologia pu o essere usata nella parte server-side di un'applicazione GWT.
L'idea principale dietro le servlet  e semplice e simile alla losoa di PHP o
ASP: si ha un programma che gira su un server, che risponde alle richieste dei
clienti (Request) interagendo con varie risorse (database, le, ecc), attraverso API
standard di Java e genera dinamicamente una pagina HTML che viene inviato
al client utilizzando il codice Response. La forza di questo approccio  e che uno
sviluppatore con conoscenze di HTML e Java pu o facilmente sviluppare pagine
web dinamiche, in secondo luogo nel programma si  e in grado di utilizzare la API
standard di Java che ci permette di accedere alle risorse complesso, per esempio
database, con semplici comandi. Si pu o usare una Servlet unica per la generazione
di vari tipi di pagine web (si pu o costruire una pagina web diversa a seconda di
quale parametri vengono inviati nella Response) e le Servlet possono convivere
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Figura 4.15: Architettura Java Servlet.
con le pagine web normali su un server, ma per semplicit a si pu o pensare che in
un web server c' e una Servlet per ogni pagina web che l'utente pu o visualizzare.
Ogni Servlet  e una classe Java che eredita il suo metodo dalla classe HttpServlet,
i metodi importanti per la nostra discussione sono:
protected void doGet (
HttpServletRequest request,
HttpServletResponse response
);
e
protected void doPost (
HttpServletRequest request,
HttpServletResponse response
);
Il primo viene richiamato quando il client utilizza il metodo GET, il secondo
quando il POST metodo  e usato, sono molto simili quindi dovremo analizzare sia
allo stesso tempo. I metodi hanno due parametri:
HttpServletRequest request
che contiene i dati che il cliente ha inviato al server attraverso Request, e
HttpServletRequest response
che contiene i dati che il server vuole inviare al client (di solito un Web pagina).
In sostanza il comportamento di una servlet  e semplice:
1 Quando una Request viene eettuata doPost() o doGet() vengono invocati;
2 Il metodo elabora i dati presenti nella request;
3 L'oggetto Request  e riempito con i dati che devono essere inviati al client.
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Per accedere ai dati la request usa il metodo
String getParameter(String name);
restituisce il valore associato al parametro name, tutti i valori restituiti sono
stringhe in modo che per alcuni di questi dati  e necessario convertirli nel tipo
corretto utilizzando le funzioni di conversione fornite da Java. Ora si ha i dati e
si pu o elaborarli: c' e bisogno di un modo per rispondere al cliente che pu o essere
quello di scrivere la risposta nel oggetto di risposta. In primo luogo c' e bisogno
di impostare il tipo di risposta utilizzando il metodo setContentType(), se per
esempio, vogliamo rispondere utilizzando il formato text/html che scriveremo:
response.setContentType("text/html");
Una volta ottenuta un oggetto PrintWriter per scrivere in risposta, questo oggetto
fornisce i metodi standard print() e println() metodi che vengono utilizzati per lo
standard I/O in Java. Dopo l'uso, l'oggetto PrintWriter deve essere chiuso con
la sintassi seguente:
out= resp.getWriter();
out.println(content);
out.close();
Quando doGet () o doPost ()  e terminato il contenuto della risposta verr a inviata
alclient. Per informazioni pi u dettagliate fare riferimento a [28].
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Una delle problematiche nelle reti wireless di sensori  e quello della gestione e della
compressione dei dati per incrementare l'ecienza della loro raccolta presso un
server attraverso il nodo sink collegato ad esso grazie al gateway.
Uno dei metodi risolutivi determina una soluzione ottimizzata implementan-
do un meccanismo di compressione dei dati successivamente raccolti dal nodo
sink. Questo metodo denominato Compressing Sensing[3, 29, 30] viene denito
come una tecnica di compressione innovativa dei dati quale sfrutta la correlazione
dei dati dello stesso vettore x comprimendoli mediante delle matrici rispettan-
do alcune propriet a speciche. Qual'allora tali matrici dette anche matrice di
compressione e i dati di x negli istanti iniziali rispettano alcune propriet a, si pu o
ricostruire tutti di dati di x dalla sua versione compressa y all'istante corrente e
tutto questo grazie ad un algoritmo di ottimizzazione convessa (come ad esempio
l'algoritmo di Nesterov1 .
5.1 Tecnica del Compressive Sensing
5.1.1 Denizione
Si suppone di avere n nodi sensori casualmente distribuiti in un'area di copertura
della rete wireless di nostro interesse che misurino dati di un qualche tipo e li
rappresentino in un determinato istante un vettore x 2 Rn con n la lunghezza
delle vettore x.
Nel server collegato al nodo sink, si vuole ricostruire completamente i dati
del vettore x il pi u fedelmente possibile ad un istante k ricevendo soltanto una
frazione dei dati misurati dai nodi sensori dovuta eventualmente alle problem-
atiche nel canale di trasmissione wireless provocando perdite di pacchetti. Tale
frazione viene rappresentata con il vettore y 2 Rm con m < n.
Inoltre, dal sistema di interfacciamento la rete di sensori riceve esattamente
m richieste e quindi vengono interrogati soltanto m nodi sensori che invieranno
1 e un algoritmo di programmazione convessa.
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successivamente le loro misure al nodo sink. Tutto questo avviene grazie alla
probabilit a di trasmissione
pTX = m=n (5.1)
determinato dal modulo Rebuilder e utilizzato inseguito dal nostro sistema in
esecuzione sullo stesso server per determinare esattamente quanti sensori (e in
modo casuale) interrogare nella WSN consentendo un'ottimizzazione o meglio un
risparmio importante della risorsa di energia disponibile per ogni nodo sensore.
5.1.2 Struttura e ottimizzazione
Si pu o quindi illustrare dalla relazione seguente come i due vettori x e y, prece-
dentemente deniti, siano legati:
y = x (5.2)
dove  2 Rmn rappresenta la matrice di routing ovvero la matrice che descrive
in quale modo ogni elemento di y  e legato ad un elemento di x.
Nello sviluppo di questa tecnica, viene considerata una particolare matrice 
cio e che descrive il campionamento del vettore x ovvero una matrice che ha un
solo elemento unitario per ogni riga e al pi u un valore 1 per ogni colonna.
Figura 5.1: Rappresentazione concettuale della relazione tra y e x
Si supponga ora che esiste una trasformazione invertibile attraverso la quale
il vettore x possa essere reso sparso.
Vettore K-sparso 5.1.2.1. Sia u 2 Rn un vettore di n elementi. Si dice che u
 e un vettore K-sparso se e soltanto se K dei suoi n elementi sono diversi da zero
con K;n 2 N. 
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In dettaglio deve esistere una matrice 	 invertibile e ortonormale, di dimen-
sione n  n ovvero si ha 	  	 = I dove I  e la matrice Identit a di dimensione
n  n tale per cui:
x = 	s; (5.3)
dove s risulta K-sparso.
Figura 5.2: Rappresentazione concettuale dell'equazione (5.3), dove le celle di colore
bianco elementi nulli o trascurabili.
In generale, non  e sempre garantito che tale trasformazione esista. Nella
prossima sezione un metodo per determinare una particolare matrice 	 a par-
tire dall'analisi della statistica del segnale (elementi del vettore), denominato
Principal Component Analysis (PCA).
Ora, associando le equazioni (5.2) e (5.3) si ottiene l'equazione seguente:
y = x = 	s = As: (5.4)
dove il vettore y e la matrice A sono noti nel punto di raccolta dei dati sulla WSN
ovvero deniti al nodo sink collegato sul server centrale di raccolta e ricostruzione,
poi si cerca di determinare il vettore s. Una volta trovato il vettore s, si pu o
ricavare il vettore x dalla (5.3).
Il sistema denito dalla (5.4) rappresenta un sistema di n equazioni in m
incognite quale ammette in generale uno spazio di soluzioni di dimensione n - m.
Si nota che ogni elemento in questo spazio pu o essere utilizzato per ricostruire
il vettore x ma in questo metodo si  e interessato alla soluzione s che minimizza
l'errore di ricostruzione denito come segue.
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Figura 5.3: Rappresentazione concettuale dell'equazione (5.4).
Errore di ricostruzione 5.1.2.1. Sia x 2 Rn il vettore contenente le misure
di n sensori e sia x un vettore ottenuto dalla ricostruzione basata sulla tecnica di
CS, si denisce errore di ricostruzione indicato con R , la quantit a seguente:
R =
k x   x k`2
k x k`2
(5.5)
dove la funzione k  k`2 indica la norma `2 denita di seguito. 
Norma `2 5.1.2.1. Sia x 2 Rn un vettore, e xi le sue componenti con i 2
f1;2;:::;ng. Si denisce norma `2 di x indicata con k x k`2, tramite la seguente
relazione:
k x k`2=
 
n X
i=1
x
2
i
! 1
2
(5.6)

Si dimostra [31, 32] che, dato il vettore K-sparso s della (5.3), se per ogni
altro vettore K-sparso t con un numero identico di elementi diversi da zero e per
qualche >0, vale:
1    
kAtk`2
ktk`2
 1 + ; (5.7)
ossia la matrice A preserva la lunghezza dei vettori K-sparsi allora la soluzione
esiste,  e unica ed  e il vettore s che soddisfa il sistema (5.4) con il minor numero
di elementi non nulli, o equivalentemente il pi u sparso.
Una condizione suciente anch e la soluzione sia unica,  e che la matrice
A soddis la (5.7) per un generico vettore 3K-sparso. Questa condizione viene
denominata Restricted Isometry Properties (RIP). Deniamo ora un'altra con-
dizione equivalente a quest'ultima chiamata incoerenza delle matrici. Si denisce
dunque la coerenza tra due matrici come richiamato qui:
685.1. TECNICA DEL COMPRESSIVE SENSING
Coerenza tra matrici 5.1.2.1. Siano  e 	 due matrici. Siano fkg le righe
di  e f	jg colonne di 	, entrambe di lunghezza n. Si denisce la coerenza tra
 e 	, il valore  determinato dall'uguaglianza seguente:
( ;	) =
p
n  max
1k;jn
j(fkg;f	jg)j (5.8)

In pratica questo valore  determina la massima correlazione tra gli elementi
delle due matrici  e 	 e quindi ricavare una coerenza alta signica ottenere
elementi molto correlati tra di loro.
Segue da alcuni sviluppi algebrici che ( ;	) 2 [1;
p
n] [29]. La condizione
di incoerenza richiede dunque che la massima correlazione tra gli elementi di
 e 	 sia piccola, o equivalentemente che non sia possibile rappresentare le righe
fkg di  tramite una combinazione lineare sparsa delle colonne f	jg di 	 e
viceversa. Usando una matrice  ottenuta da un campionamento casuale, sono
soddisfatte, con alta probabilit a, sia la RIP che l'incoerenza con 	.
L'algoritmo di ricostruzione del segnale deve dunque ricavare gli n campioni
del segnale x, a partire dagli m campioni di y e dalla matrice A = 	. Come gi a
accennato, le soluzioni della (5.3) sono tutte contenute nello spazio H = N(A)+s
di dimensione (n - m), dove N(A)  e il nucleo della matrice A.
L'approccio pi u semplice per determinare una soluzione di un problema di
questo tipo  e di ricavare la soluzione con norma `2 minore nel nucleo di A traslato
in s risolvendo il problema di minimizzazione seguente:
s = argminksk`2 ; con y = As: (5.9)
Questa forma di ottimizzazione ha una forma chuisa semplice ma purtroppo
restituisce la soluzione quasi mai sparsa. Per questa nuova problematica, si va a
denire altre forme di norma quali `0 e `1:
Norma `0 5.1.2.1. Sia x 2 Rn un vettore, e xi le sue componenti con i 2
f1;2;:::;ng. Si denisce norma `0 di x indicata con k x k`0, tramite la seguente
relazione:
k x k`0=
n X
i=1
1fxi 6= 0g; (5.10)
dove la funzione 1fg  e la funzione indicatrice. 
Norma `1 5.1.2.1. Sia x 2 Rn un vettore, e xi le sue componenti con i 2
f1;2;:::;ng. Si denisce norma `1 di x indicata con k x k`1, tramite la seguente
relazione:
k x k`1=
n X
i=1
jxij (5.11)
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Risolvendo il problema di minimizzazione (5.9) sostituendo alla norma `2 con
la norma `0, che conta il numero di elementi non nulli, si ottiene la soluzione pi u
sparsa ovvero quella con il maggior numero di zeri:
s = argminksk`0 ; con y = As: (5.12)
Sfortunatamente il problema (5.12)  e un problema NP-completo e numeri-
camente instabile. Per problemi di grande dimensione  e quindi computazional-
mente impossibile da risolvere. Una soluzione ideale  e quella di risolvere la (5.9)
utilizzando un algoritmo di minimizzazione di norma `1:
s = argminksk`1 ; con y = As: (5.13)
Se la matrice A soddisfa la RIP, la soluzione del problema (5.12)  e la stessa
del problema (5.13) a dierenza che si ottiene un costo computazionale trattabile,
anche per problemi di grandi dimensioni. Perci o, al nodo sink  e dunque necessaria
l'implementazione di un metodo che ricerca la soluzione con norma `1 minore tra
le possibili soluzioni di (5.4).
L'ipotesi sull'esistenza della matrice 	  e un'ipotesi molto forte e non sempre
vericata quando si sta lavorando con segnali reali. Per causa di questa problem-
atica, viene utilizzato un metodo statistico, la PCA, che sfrutta la correlazione
spaziale e temporale delle componenti del vettore x.
5.1.3 Principal Component Analysis
La Principal Component Analysis (PCA)  e una procedura matematica che con-
sente la rappresentazione di un insieme di variabili, eventualmente correlate,
con un minor numero di variabili non correlate chiamate componenti principali.
Per fare ci viene richiesta la conoscenza della statistica del primo ordine delle
variabili di partenza. A seconda del campo di applicazione, la PCA  e anche
chiamata Karhunen-Lo eve Transform, Hotelling Transform o Proper Orthogonal
Decomposition. In questo contesto useremo la PCA per costruire una matrice
di trasformazione che renda sparso un segnale di dimensione n in un qualche
dominio.
Il risultato teorico che sta alla base della PCA  e il teorema di Ky Fan, denito
di seguito:
Teorema di Ky Fan 5.1.3.1. Sia 
 2 Rn una matrice simmetrica, siano
1  2  :::  n i suoi autovalori e a1;:::;an 2 Rn gli autovettori associati
(che senza perdita di generalit a vengono assunti ortonormali). Dati m autovettori
ortonormali b1;:::;bm 2 Rn, con m  n, vale l'uguaglianza seguente:
max
b1;:::;bm
m X
j=1
(b
T
j 
bj) =
m X
i=1
i; (5.14)
e il massimo si ottiene quando si ha bi = ai; 8i: 
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Si denisca il vettore x(k) 2 Rn come il vettore delle letture dei n sensori
all'istante k. Si supponga di collezionare i dati relativi a tutti i sensori per K
istanti di tempo successivi e di calcolare il vettore delle medie ^ x e la matrice delle
covarianze r su questo insieme di dati.
^ x =
1
K
K X
k=1
x
(k) ; r =
1
K
K X
k=1
(x
(k)   ^ x)(x
(k)   ^ x)
T: (5.15)
Da un punto di vista geometrico si pu o considerare x(k) come un punto in uno
spazio a n dimensioni e cercare il piano M-dimensionale pi u vicino a x(k). Come af-
ferma il teorema di Ky Fan, la trasformazione lineare che conserva maggiormente
l'informazione contenuta nel segnale x(k) pu o essere costruita dagli autovettori
della matrice di covarianza. Se si denisce UM come la matrice formata dagli
M autovettori corrispondenti agli M autovalori maggiori di r, la proiezione M
dimensionale di x(k) pu o essere scritta come:
x
(k)^
= ^ x + UMUM
T(x
(k)   ^ x): (5.16)
Se si denisce s = sn =Un
T(x(k) ^ x), si pu o notare che per come  e costruita la
matrice UN
T , gli elementi del vettore s risultano ordinati in modo non crescente.
Se per i > M si ha che s(i)  s(j), con j = 1;:::;M , allora x(k)  e ben
approssimato da (5.16) attraverso l'utilizzo di M < n coecienti, cio e quasi
tutta l'energia  e concentrata nelle prime componenti. Il che equivale a dire che il
punto x(k) 2 Rn viene trasformato nel punto sM 2 RM in questo modo:
sM = UM
T(x
(k)   ^ x): (5.17)
Il risultato  e che s =
 sM
0M N

 e un vettore M-sparso. Inoltre la matrice UM
 e ortonormale, e quindi UMUM
T = IN che  e la matrice identit a. Si  e quindi
in possesso di una trasformazione che rende sparso il segnale d'ingresso x(k) in
un altro dominio, inoltre questa trasformazione  e invertibile e ortonormale. Sulla
base dei risultati visti in precedenza e immediato vericare come si possa utilizzare
la matrice UN come matrice di trasformazione. Si ha infatti:
x
(k)   ^ x = UNs
(k) = 	s
(k) (5.18)

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5.2 Funzionamento
Ora possiamo denire un metodo, chiamato CS+PCA [33], che sfrutta la matrice
di trasformazione calcolata attraverso la Principal Component Analysis e i risul-
tati teorici della tecnica del Compressive Sensing per poter ricostruire il segnale
x(k) 2 Rn (vettore contenente le misure dei n sensori all'istante k) a partire dalla
sua versione campionata y(k) 2 Rn .
Usando il metodo CS+PCA si ottengono risultati migliori (in termini di errore
di ricostruzione) rispetto a quanto si ottiene con CS aancato da altre trasfor-
mate note come visto nella sezione precedente [33]. A questo punto, si possono
distinguere due procedure con i quali applicare il metodo CS+PCA:
- Il primo metodo prevede l'alternarsi di due regimi di funzionamento della
rete dei sensori. Durante il primo regime tutti i sensori trasmettono con
probabilit a pTX = 1 e il nodo sink colleziona tutti i dati e li utilizza per
costruire le statistiche necessarie. Successivamente la probabilit a di trasmis-
sione viene ridotta a (pTX<1) e il nodo sink applica la tecnica appena vista
per ricostruire il segnale completo. In questo modo le statistiche vengono
rinnovate di tanto in tanto e usate per gli istanti successivi.
- Il secondo metodo prevede una fase iniziale in cui si studiano le statistiche
del segnale durante K round in cui vengono collezionati i dati di tutti i sen-
sori (pTX = 1). Dopo l'inizializzazione, le statistiche vengono aggiornate
utilizzando di volta in volta il segnale ricostruito. Ad ogni round di questa
fase la probabilit a con cui i sensori trasmettono  e pTX  1 e al nodo sink
vengono ricalcolate le statistiche sugli ultimi K campioni di x(k) . Usando
questo metodo si pu o inoltre introdurre un controllo della qualit a del seg-
nale ricostruito che va ad agire sulla probabilit a di trasmissione pTX dei
sensori in modo dinamico.
Quest'ultimo metodo corrisponde dunque alla tecnica scelta e implementata
nel modulo di ricostruzione della nostra applicazione e utilizzata durante il pro-
cesso di simulazione.
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Simulazioni e prestazioni
Per testare l'ecienza e le prestazioni del sistema sviluppato, sono state eettuate
alcune raccolte di misure sul testbed del DEI o the Dipartment Of Information
Engineering dell'Universit a degli Studi di Padova. La gura 6.1 mostra una
mappa dei nodi sul testbed del DEI.
Figura 6.1: Una mappa dei nodi sensori del testbed del DEI.
Le simulazioni si sono limitate ad un sottoinsieme di nodi che rilevano, tramite
i trasduttori di cui dispongono, le misure di temperatura, di umidit a e di luce,
sia nello spettro del visibile che in quello dell'infra-rosso. Queste misure presen-
tano diversi gradi di correlazione spaziale e temporale; perci o vengono classicate
secondo la loro sensibilit a: luce, luce infra-rosso, umidit a e temperatura. Con-
sideriamo ad esempio la luce per cui i dati rilevati sono poco correlati tra di loro
ovvero hanno la massima correlazione molto piccola, condizione suciente per
denire l'incoerenza tra la matrice di trasformazione che rende molto sparso il
vettore dei dati da ricostruire e il metodo con cui questi dati vengono raccolti.
La tecnica del CS+PCA utilizza questo coeciente di incoerenza per valutare
l'errore di ricostruzione sui dati raccolti e calcola dunque la probabilit a con cui
determinare il numero dei dati da collezionare al prossimo round di raccolta.
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Il metodo che il sistema implementa, per applicare la CS+PCA nella ri-
costruzione dei dati, prevede l'alternarsi di due regimi di funzionamento della
rete dei sensori.
1- Durante il primo regime tutti i sensori trasmettono con probabilit a pTX = 1
e il sistema colleziona tutti i dati tramite il gateway e li utilizza per costruire
le statistiche necessarie.
2- Successivamente ossia nel secondo regime la probabilit a di trasmissione
viene ridotta a pTX < 1 e il sistema interroga soltanto un sottoinsieme dei
nodi nel testbed applica la tecnica del Compressive Sensing con Principal
Component Analysis per ricostruire il segnale completo.
Questi regimi di funzionamento del sistema di interfacciamento salva nel
database tutte le informazioni pubblicate dai nodi interogati. La tabella testbed
raccoglie i dati in funzione della probabilit a calcolata dal CS nel round prece-
dente. Ecco ad esempio i dati raccolti sul testbed ad un determinato tempo con
pTX = 0:25 (3 nodi su un totale di 15 nodi attivi nel testbed). Queste informazioni
sono salvate nella tabella dataMeasured del database.
0.25,12,0000-0000-fffe-00c5,7,1,Light,100,2010-12-01 09:08:32
0.25,12,0000-0000-fffe-00e4,9,1,Light,98,2010-12-01 09:08:32
0.25,12,0000-0000-fffe-00c4,4,1,Light,112,2010-12-01 09:08:32
Si nota pTX = 0:25, il numero dei nodi interogati per questo round  e di con-
seguenza pari a 3 (su un insieme di 15 nodi) ed uguale al numero delle righe
nella tabella confermando l'ecienza della trasmissione nel canale radio (nessuna
perdita di pacchetti).
Precisiamo che i nodi sensori su cui  e stata eettuata la campagna di raccol-
ta dei dati si localizzano tutti nella stessa stanza (routing multihop non ancora
implementato); giusticando cos  l'ecienza della trasmissione dei pacchetti al
nodo sink (instradamento diretto ossia senza hop, punto critico nel routing nelle
WSN) che  e collegato al gateway.
Ora, analizziamo le informazioni presenti nella tabella dataMeasured; ad es-
empio, il nodo (nome: t32) con indirizzo IPv6 0000-0000-fe-00c5  e mappato
nella tabella con l'identicatore intero 7 e la sua misura di tipo Light ossia luce
corrisponde a valore 100 raccolto all'istante 2010-12-01 09:08:32. Il plug-in
implementato per la visualizzazione graca su Fandango mostra tutte queste in-
formazioni del nodo 7 tramite la gura 6.2.
Nel caso in cui un nodo non sia stato interogato nell'istante corrente, la tecnica
del CS ricostruisce comunque la sua misura sfruttando le statistiche sulle prece-
denti misure della rete. La gura 6.3 mostra, grazie al plugin implementato, le
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informazioni del nodo 1 (nome: t31) non interogato (con misura reale ttizia pari
a -60000) nello stesso istante di quello del nodo 7 della gura 6.2; la sua misura
ricostruita  e pari a 96 sempre di tipo Light. Ecco, ad esempio, le informazioni
ricostruite per i nodi attivi nel testbed:
0.25,1,1,96,2010-12-01 09:08:32
0.25,2,1,102,2010-12-01 09:08:32
0.25,3,1,75,2010-12-01 09:08:32
0.25,4,1,112,2010-12-01 09:08:32
0.25,5,1,86,2010-12-01 09:08:32
0.25,6,1,80,2010-12-01 09:08:32
0.25,7,1,100,2010-12-01 09:08:32
0.25,8,1,116,2010-12-01 09:08:32
0.25,9,1,98,2010-12-01 09:08:32
0.25,10,1,91,2010-12-01 09:08:32
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0.25,11,1,89,2010-12-01 09:08:32
0.25,12,1,86,2010-12-01 09:08:32
0.25,13,1,82,2010-12-01 09:08:32
0.25,14,1,98,2010-12-01 09:08:32
0.25,15,1,80,2010-12-01 09:08:32
Figura 6.3: Visualizzazione graca delle informazioni raccolte sul nodo 1 (t31).
Sottolineiamo che il modulo di ricostruzione opera con prestazioni migliori
a secondo della sensibilit a del segnale da ricostruire, fare riferimento alle simu-
lazioni eettuate durante la sua implementazione [22]. Le gure 6.4, 6.5 e 6.6
mostrano come la probabilit a pTX calcolata e l'errore di ricostruzione presentano
una notevole variazione a secondo della sensibilit a del segnale (tipo del segnale)
considerato. Queste variazioni aermano dunque l'importanza dell'ipotesi sulla
correlazione temporale e spaziale dei segnali da ricostruire.
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Figura 6.4: Segnale di temperatura.
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Figura 6.5: Segnale di humidit a.
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Figura 6.6: Segnale di luminosit a.
Si osserva inoltre che la determinazione dell'indirizzo dei nodi da interogare
durante questo test  e sempre realizzata nel sistema di interfacciamento.
La gura 6.7 mostra un confronto dell'andamento dei numeri di nodi (in fun-
zione di pTX) interogati sul testbed ad ogni istante di richiesta dati. Applicando
CS, si nota che durante la fase iniziale, il sistema interoga tutti i nodi (con prob-
abilit a massima ossia pTX = 1) e decrescono no a raggiungere il minimo numero
di nodi da interogare in funzione del tempo; il numero dei nodi rimane stabile
giusticando l'ecienza del canale di trasmissione ovvero non ci sono perdite di
pacchetti durante la trasmissione.
In presenza di un algoritmo di routing o multi-hop (che sarebbe oggetto per i
sviluppi futuri), si noterebbe certamente una perdita dei pacchetti durante l'in-
trastrademento verso il destinatario; Questo problema potrebbe nascere dalla
collisione dei pacchetti nei hop durante l'instradamento oppure dalla presenza di
interferenza in grado di corrompere i pacchetti nel canale radio.
Si pu o inne accennare un'ipotesi sul risparmio energetico osservando, con
l'utilizzo di questo sistema di interfacciamento, che un calo del consumo energetico
pu o risultare notevole se si dispone di un algoritmo di power-o per spegnere i
nodi che non sono interogati ad ogni istante di richiesta dei dati nella rete.
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Figura 6.7: Numero di nodi per il sistema applicato senza CS.
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Conclusioni e integrazioni future
La realizzazione di questo sistema di interfacciamento  e stata implementata per
raccogliere, ricostruire e visualizzare dati o misure di sensori provenienti da una
rete di sensori. Esso, grazie alla componente di comunicazione con il gateway
e alla tecnica del Compressive Sensing, permette di raccogliere dati, ricostruire
quelli persi per errori di trasmissione e di visualizzare il tutto in un interfaccia
graca web attraverso un plugin di visualizzare integrato su Fandango.
Il sistema  e stato sviluppato su un sistema operativo Linux (Ubuntu 10.04)
utilizzando Eclipse come ambiente di sviluppo del plugin di visualizzazione che
viene implementato grazie a JDBC, Servlet e GWT; utilizza varie funzioni delle
librerie open-source per implementare sia il modulo di comunicazione con il gate-
way che raccoglie i dati sulla rete di sensori, sia per implementare il database che
contiene tutte le tabelle necessarie per tenere traccia dei dati raccolti e ricostruiti.
I dati salvati nel database vengono utilizzati dal modulo rebuilder, che usa la
tecnica del Compressive Sensing, per ricostruire i dati persi durante la raccolta
nel gateway che interoga un sottoinsieme dei nodi sensore secondo una probabilit a
determinata durante la ricostruzione all'istante precedente. Una volta salvati nel
database sia i dati raccolti che quelli ricostruiti, il plugin usa JDBC per accedere al
database e manipulare le informazioni disponibili attraverso le query SQL. Questo
plugin restituira le seguenti informazioni per ogni nodo sensore visualizzato sul
testbed tramite Fandango:
1- il tempo di raccolta del dato;
2- il tipo della misura eettuata;
3- il valore della misura raccolta sul nodo sensore;
4- il valore della misura ricostruita dal CS;
Inoltre la probabilit a restituita dal modulo rebuilder pu o risultare determi-
nante per valutare ad esempio il consumo energetico nella rete wireless soprattut-
to quando i nodi sensore sono alimentati solamente con batterie che ha una durata
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di vita limitata. Infatti, quando questa probabilit a sar a minore di 1 il sistema
interogher a soltanto un sottoinsieme di nodi come osservato nei test illustrati nel
capitolo 6. In presenza di un opportuno meccanismo di switch o dei nodi, ossia
quando tutti i nodi sono sincronizzati sullo stesso intervallo di tempo,  e possibile
spegnere la radio dei nodi che non vengono interogati dal gateway. Sotto questa
condizione, si otterrebbe un risparmio energetico nella rete determinata dal fatto
che tutti nodi con radio spenta (perch e non trasmettono) risparmiano il consumo
dell'energia fornita dalle batterie e di conseguenza il un tempo di vita medio viene
prolungato di una buona parte.
Risulta che le prestazioni del modulo rebuilder si noterebbe maggiormente in
presenza di un algoritmo di routing ovvero un algoritmo di multi-hop consentendo
di raggiungere un raggio di disseminazione molto elevato ossia una dimensione
della rete wireless pi u grande. Queste prestazioni sono determinate dall'errore di
ricostruzione dei dati persi per causa di collisione (congestione) sugli hop che li
instradano oppure per causa di interferenze nel canale di comunicazione wireless.
Si pu o auspicare che questi algoritmi sia di routing (multi-hop) sia switch o
saranno progettati in futuro per rendere pi u eettivo al livello di prestazione il
sistema realizzato dall'attivit a di questa tesi.
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