In some experimental situations, the psychometric function underlying performance may not be stable, but instead may shift along the stimulus axis in response to changes in attention, learning, or task difficulty. When this occurs, the measured threshold may be influenced and the slope of the measured function will be inaccurately shallow. With commonly used experimental procedures, it is difficult to know whether a shallow psychometric function slope is a true reflection of the sensory process, or is a result of "averaging" a highly variable underlying function. Here, a new method is described of estimating psychometric function slope from the variability in two interleaved adaptive tracks, consulted on alternate trials, that is resistant to the effects of shifting performance levels. Further, a mechanism is described for assessing the likelihood that a threshold was, in fact, stable over the course of its measurement. Computer simulations are reported as well as verification of the method in measurements of human performance on a psychophysical task. Several conditions of externally imposed variability were simulated to establish the ability of these procedures to identify unstable functions and produce accurate slope estimates. The procedures worked well for thresholds shifting by as little as 4 dB if the variation did not occur too rapidly. The procedure and associated analyses are recommended as a relatively "free" means of calculating slope and quantifying threshold reliability with little extra experimental effort.
INTRODUCTION
A recurrent suggestion in discussions of psychophysical measurement is that the psychometric function underlying performance is not stable, but may shift in location along the stimulus axis over the course of an experiment. This may occur when the subject is psychophysically inexperienced (Zwislocki et al., 1958) , when the complexity of the task results in long periods of perceptual learning (Watson, 1980; Leek and Watson, 1984) , or when lapses in a subject's attention reduce sensitivity (Hall, 1983) . The consequences of such a shift are increased variability in the measurements, possibly an incorrect threshold estimate, and probably an estimated slope of the psychometric function that is in error.
Figure 1 demonstrates why the measured slope of the psychometric function will appear to be shallower than it in fact is. If an underlying function has a relatively steep slope, as shown in the left-hand panel, but is continually changing its location on the stimulus axis, the resulting measurement, shown on the right, will be an average of the moving function, with a shallower slope resulting from the point-bypoint averaging and subsequent fit to the data.
In adaptive tracking procedures currently enjoying widespread use in psychophysical measurement, the suspicion of a varying underlying psychometric function is raised when the variability of stimulus levels visited across the extent of the track exceeds some experimenter-determined criterion. When this occurs, less confidence might be placed in experimental results. Because of the robustness of adaptive procedures, measured threshold values may be resistant to rather large excursions of the track, especially if the variation around the true threshold is symmetric (Green et al., 1989) . However, estimated psychometric function slopes may be in considerable error because of the averaging illustrated in Fig. 1 . This paper describes a method for determining the true slope of the underlying psychometric function from adaptive threshold tracks, even when threshold is varying over the course of the measurement. In addition, with a reliable esti- mate of slope from the adaptive procedure, the stability of threshold during the measurement can be assessed. The reliability of the method in achieving these two goals of accurate slope estimation and monitoring the stability of the psychometric function is evaluated using computer simulations of systematically varying psychometric functions, and human listeners' performance on a tone-detection-in-noise task.
I. DESCRIPTION OF PROCEDURE
To identify threshold variability and reduce its effects on slope estimates, a two-interleaved tracking procedure is used in which both tracks target the same performance level on the psychometric function. Two separate measures of variability of performance may be calculated from the tracks generated by this procedure. A local variability measure addresses differences between the two tracks on adjacent trials only, and therefore is little affected by long-term variability due to external sources such as attention or learning. For a given stimulus step size, this measure should reflect primarily the true slope of the psychometric function. A second measure of variability may be taken across the length of the two tracks and reflects any threshold variability as well as the slope. Most experimenters obtain a measure of this global variability in the within-track standard deviations. However, the "true" slope identified from the local variability measure may be used in conjunction with the global variability measure to estimate the amount of threshold variability present in the measurement. This variability can be monitored by the experimenter to help decide how much confidence should be placed in the threshold measurement obtained from the tracks.
The implementation of this procedure is demonstrated in Fig. 2 , which shows an example of the adaptive tracks generated by the simulations to be reported below. Each track targeted the 79.4% correct performance level, using a three-down-one-up tracking algorithm as described by Levitt ( 1971 ) . The psychometric function that generated these tracks was slowly varying in location (threshold) over an 8- 20   -to  i  I  I  I  I  I  I  I  I  I  I  I   0  20  40  60  80  1 dB range. After an initial set of "familiarization" trials on a single track with a step size of 5 dB, the two tracks separate and continue for 50 trials each with a step size of 2 dB. where the threshold was either stable or varied in a systematic manner. These simulations and the further development of the analysis procedures are described in the next section.
II. METHODS

A. Simulations
Simulations of experimental trial blocks were carried out by generating two interleaved alternating adaptive tracks targeting the 79.4% level on an assumed underlying psychometric function. A simulation consisted of the interleaved adaptive tracks over 100 "trials," analogous to a typical experimental procedure that might be found during actual data collection. Each simulation began with a few "familiarization" trials on one track only, with a step size of 5 dB, to locate the tracks in the vicinity of the targeted level. Starting level was 20 dB above the midpoint of the known psychometric function, and this portion of the block continued until two reversals occurred in the track, usually about 17 trials. The step size was then changed to 2 dB and two tracks were interleaved from this point on. The first trial after the change to the smaller step size was still considered part of the familiarization portion and was not analyzed. This allowed the two interleaved tracks to begin at different levels, rather than both being tied to the last 5-dB step-size trial. The tracks continued for 50 trials each ( 100 trials total), with visits to each track on alternate trials. Only trials with 2-dB step size were included in the data analysis.
The movement of the tracks is controlled by consulting a known psychometric function prior to each trial. The function extends from 50% to 100% correct performance, simulating a two-alternative forced-choice experimental procedure, and was assumed to be of the form log d' as a linear function of stimulus level in dB, with 0 dB producing a d' of 1.0. This value is the equivalent of 76% correct. The level on each trial is used to calculate d' from the psychometric function, that value is converted to a percentage, and then compared to a randomly selected value for a determination of "correct" or "incorrect." The level for the next trial on that track is then adjusted according to the tracking algorithm described by Levitt ( 1971 ) 
B. Conditions simulated
Two major issues were addressed by these simulations. First, an assessment was made of the reliability of slope estimates generated from local variability measures. The relationship between slope and local variability was established by using several slope values ranging from 0.25-8.0 (units are 10 log d '/dB) for an underlying psychometric function that was stable (that is, without a shifting threshold). The consistency of that relationship was then evaluated for conditions with a systematic shifting of the psychometric function. The second purpose of the simulations was to determine if the global variability could be used to monitor the stability of the underlying function. The true slope of the function was assumed to be constant within a simulation; only the location of the function was assumed to be subject to change.
The changing psychometric function was simulated by adjusting the location of the underlying function on each trial of the adaptive tracks according to one of three forms of variation. A sinusoidal variation was used to simulate a gradual drifting of subject attention to the experimental task. The rate of variation ranged from very slow changes (128 trials/cycle, corresponding to less than one cycle for each block of trials) to maximally rapid variation (two trials/cycle) and with peak-to-peak amplitudes of variation ranging from 1-8 dB. The starting phase of the variation was randomly selected on each block of trials. Square wave variation with the same frequency and amplitude variations simulated sudden "lapses" and returns to concentration. Variation in location was also imposed following a negative exponential form, with time constants ranging from 32-512 trials, simulating learning effects.
C. Analyses
Equations (1) and (2) were applied to the data produced by the two tracks in each simulation. Geometric This is not unexpected, since the underlying threshold was varying in a symmetric manner. Therefore, all increases in threshold would be offset by decreases. The square-wave results were similar when that function was symmetric as well. Square-wave variation with a "dc offset" (i.e., only increases in the positive direction) and the exponential variation produced threshold estimates that were determined by the proportion of trials during which the underlying function ex- 
It describes the rather simple relationship that the SS Tracks is equal to a constant over the square root of the slope. It should be noted that the point at slope 8.0 is actually the beginning of an asymptote, with larger values of slope approaching the lower limits of the SS Tracks. However, it is unlikely that in psychophysics we would encounter slopes this steep so this is probably not a significant limitation to the procedure. Further, if necessary, the selection of a small step size would overcome this limitation. Equation ( wave fashion, with 4-dB variability, at a slow (top), medium (middle), and rapid (bottom) rate of variation. The distributions remain fairly well separated for the two slower rates. However, as the shift occurs more rapidly, the estimation procedure begins to fail for the steepest slope. The increasing overlap in the distributions occurs because the slope estimates begin to decrease with increasing speed of threshold variation, but the variability of slope estimates remains constant. These figures indicate that, except for steep slopes in the presence of very rapid psychometric function shifts, the estimate of slope provided by the local variability measure is well behaved and reliable.
E. Monitoring stability of performance
Recall that we were also interested in the use of the global variability measure (SS Trials) to ascertain whether the underlying function was likely to be stable across an experiment or changing in location. Computer simulations are valuable to explore the "best case" characteristics of various psychometric procedures, but it is also important to validate a new method for measuring human performance by collecting real human data. Although the two-track procedure is equally useful when the true threshold is in fact stable, it was designed to reduce the measurement error when the psychometric function is shifting due to variability external to the sensory task or measurement method. The degree and form of the shift may be completely controlled in computer simulations, but is unknown for any real psychophysical task. Therefore, to duplicate as nearly as possible the experimental situation in the simulations, a simple task was selected that involves only a minimum of learning and normally results in only small amounts either 0 (fixed level), 4 , or 8 dB, measured peak to peak.
C. Procedures
Each subject was assigned to one of the four rate-ofvariation groups, i.e., noise level varying over periods of 16, 32, 64, or 128 trials. Each subject listened under three amplitude-of-variation conditions: fixed noise level, and noise varying by 4 and by 8 dB. The order of the amplitude conditions was random for each subject. As in the computer simulations, the task was 2AFC, with the adaptive track targeting the 79.4% correct performance level. Each block of trials began with the signal level about 15 dB above the assumed threshold, with a step size of 5 dB. After two reversals in the track, the step size changed to 2 dB, the track split into two interleaved and alternating tracks, and 50 trials from each of the tracks completed the block. Only the 2-dB trials were analyzed. Ten such blocks ( 1000 trials) constituted the data for each condition and each subject.
At the beginning of the first experimental session for each listener, a block of trials was presented to assure that the task was understood by the subject. No further training was provided. they are too sluggish to attain the full amplitude of the shifts with the fast variability. Track variability measures are not likely to be particularly useful when threshold is shifting rapidly, as was also suggested by the computer simulations. The two variability measures described earlier [Eqs.
vI. RESULTS
A. Adaptive threshold tracks
( 1 ) and ( 
B. Estimates of slope from fixed noise levels
The scatter plot in Fig. 9 compares the two estimates of slope for each of the 16 subjects when the noise level was fixed, replicating the "stable" condition in the computer simulations. The correlation coefficient between these two estimates is 0.49. The mean value for the post hoc fits is slightly lower than for the track estimate, but the variability across the 16 subjects is similar for the two measures. This is comparable to the variability across 1000 simulated "experiments" or "subjects" with a true slope of 1.0 shown in was 0.97, with a standard deviation of 34% of the mean (recall that this value is the retransformed standard deviation of the logarithms used to calculate the geometric mean expressed as a ratio). The correlation between the two slope estimates is improved to 0.74 if three of the subjects are excluded (those shown by the open circles). As will be discussed below, the performance of these three listeners on this "fixed noise" condition was flagged by the monitoring procedure as possibly resulting from a varying underlying threshold.
Although the variability across subjects is comparable for the two methods of estimating slope, the reliability of estimates within subjects is considerably worse for the estimates taken from the tracks. For the human subjects, the mean within-subject standard deviation (ten values per subject) of estimates from the post hoc fits was 44% compared with 114% using the track variability to estimate slope. The mean "within-subject" standard deviation from the simulations often-block experiments was 140%. The large variability of slope estimates from the adaptive tracks indicates that this method is not as efficient as using the post hoc fits, requiring more blocks of trials to match the reliability of the latter method.
C. Estimates of slope from varying noise levels
The four panels in Fig. l0 Again the determining factor is the rate of threshold variation. When threshold changes slowly ( 128 and 64 trials per cycle), the 8-dB shift is clearly flagged (solid symbols), and some of the 4-dB shifts are identified as unstable. The faster shifts are not reflected reliably by this measure. Performance on the fixed noise level (shown by asterisks) actually fell outside the confidence intervals for two subjects in the top fight panel and one in the bottom left panel, indicating that during the course of this measurement, their thresholds may have been shifting, even though the noise masker was constant. These are the three subjects identified in Fig. 9 with open symbols.
E. Identifying across-block variability
The procedure described in the previous section monitors within-block threshold shifts, but will not identify changes in threshold occurring across the blocks of trials constituting an experimental session. However, because there are two independent estimates of threshold from the adaptive tracks within each block, threshold variability within blocks may serve as an error term in an analysis of variance evaluating the stability of threshold estimates across blocks. A two-way ANOVA (subjects-by-blocks) was carried out on the threshold estimates from the two adaptive tracks in each block. Both main effects and their interaction were significant (p <0.0001), indicating that some subjects were presenting significantly different threshold estimates across blocks. One-way ANOVAs were then carried out for each subject, with blocks as the main effect. This analysis identified 7 of the 16 subjects as varying across blocks (p < 0.05). Using a more stringent rejection criterion, p < 0.01, four subjects would still be identified. The decision as to whether an experiment warrants this level of microanalysis, as well as the selection of a p level for significance will be determined by the investigator's familiarity with the experimental conditions, as well as by the risks and benefits associated with the precision of measurement. However, one-track adaptive procedures do not provide a within-block error estimate, and therefore, can only provide "subjective" evaluations of threshold shifts.
VII. DISCUSSION
Both of the measures of variability in tracking data are useful in describing the underlying psychometric function and alerting an experimenter to a possibly important movement of the function during the course of its measurement. The estimate of slope from the local variability across pairs of trials in the two interleaved tracks is relatively precise, as long as the underlying function is not changing too rapidly. Even when there is no suspicion of a varying threshold in the measurement, this procedure can produce good slope esti-mates with little additional experimenter effort beyond setting up the initial adaptive algorithm. Slopes estimated from this procedure are similar to those using the more traditional method of fitting the trial-by-trial data, regardless of whether thresholds are shifting or not. In addition, the slope estimates may be used in conjunction with the global vailability to ascertain the probability that the measured threshold reflects stable performance. That is, armed with a good estimate of the slope, and a value for the variability over all trials, Fig. 7 may be entered to identify an unstable psychometric function. If the shift in the function is 4 dB or more, and does not occur too rapidly, a value falling outside the 95% confidence interval is likely to have been generated by a shifting function. Happily, shifts of less than 4 dB are not likely to cause significant errors in the results of an experiment. However, the limitation due to the speed of the threshold change may prove to be nontrivial in the use of this method for some experimental tasks where the underlying function may be changing quite rapidly.
As an added benefit, the two-interleaved tracking procedure provides two independent threshold estimates from a single block of trials. This pair of estimates can be used in two-factor (blocks and subjects) independent-groups AN-OVA with the track thresholds as a randomly sampled variable. For tests of the main effect of blocks (i.e., the constancy of thresholds across blocks), this test is more powerful than a standard repeated-measures design. In addition, the interleaved procedure allows for tests of the main effect of subjects and the subject-by-block interaction, as well as tests on individual subjects.
Both the equation for calculating slope and the confidence intervals for stable underlying functions described in this paper are uniquely associated with the specific procedures used in their development. That is, in order for these procedures to be used without modification, experimental parameters such as step size, number of trials in the track, and targeted level for the adaptive track must be the same as those used here. Likewise, the form of the underlying psyohometric function assumed here must adequately reflect true performance for the task under investigation.
Appendix A is included to discuss the effects of different numbers of trials in the adaptive tracks, as well as a different view of the relationship between the two sources of variability in the interleaved tracking procedure. In addition, because many experimenters choose to target the 71% correct performance level, Appendix B outlines the modifications necessary for that targeted track level. However, due to the greater precision of threshold measurement for the higher target level for a 2AFC procedure (McKee et al., 1985; Green, 1990) , if this two-interleaved tracking procedure is to be implemented, it is recommended that the original parameters be used. 
VIII. CONCLUSIONS
The variability across pairs of trials in two interleaved adaptive tracks may be used to obtain estimates of psychometric function slope that, in most cases, reflect the data equally as well as those produced by post hoc fits to the trialby-trial data. This new method is not quite as efficient as the more traditional method, but it does produce more accurate slope estimates in the face of thresholds slowly varying by as little as 4 dB. However, for more rapid threshold shifts, the slope estimates tend to degenerate in the same manner as do those obtained from the fitted data.
The variability across all trials in the two tracks can successfully identify unstable performance, again for slowly varying thresholds. This monitoring of the stability of performance is linked both to the accuracy with which the threshold track can follow actual changes in threshold, and to the slope estimated from the intertrack variability. Both of these factors reduce the ability of the SS Trials to identify rapidly changing performance, in that the tracks tend to be fairly sluggish in response to true threshold shifts, and the slope estimates become more shallow at rapid rates of shift. It is possible that some of these limitations might be circumvented with longer track lengths or changes in the experimental conditions such as different step sizes for different psychophysical procedures. The deviations from predictions are most likely due to a nonindependence of the two tracks over the early part of the tracks and bias in the starting level of the two tracks relative to the 79.4% target level. Recall that each block was initiated by one familiarization track with a step size of 5 dB before the two tracks split apart continuing with a 2-dB step size. At shallow input slopes, the familiarization phase could produce starting levels that are significantly higher or lower than the 79.4% point. Thus the two tracks would tend to stay together as they approached the target point, resulting in an underestimation of SS Tracks. At steep slopes, the step size is large relative to the psychometric function, which also might produce a starting level that is relatively far from the 79.4% point. Again, the tracks will stay together at the beginning, underestimating SS Tracks. However, in addition, the SS Trials would be overestimated if the familiarization phase ended very high on the steep psychometric function. The change to 2-dB step sizes, and the requirement of three correct to reduce the level, would cause a larger number of the trials in the tracks to be placed far from the targeted point, thereby inflating the variability measure taken over all ' In order to describe this procedure for adaptive tracks targeting the 71% level, simulations with stable underlying psychometric functions were carried out at several input slope values. The methodology was identical to that described in the body of this article, except that a tracking algorithm designed to track at the lower performance level was implemented. As described by Levitt (1971 ) , the level of the track increased after one "incorrect answer," and de- 
