This letter provides exact characterization of the contact and nearest-neighbor distance distributions for the ndimensional (n-D) Matérn cluster process (MCP). We also provide novel upper and lower bounds to these distributions in order to gain useful insights about their behavior. The two and three dimensional versions of these results are directly applicable to the performance analyses of wireless networks modeled as MCP.
II. MATÉRN CLUSTER PROCESS
We first define the cluster process (CP). Let Φ p = {x i , i ∈ N} be a PP where x i denotes the location of the i-th point. For each point x i , associate a PP Φ (i)d = {y (i)j }. The point x i is termed the parent point and Φ (i)d is its daughter point process. The first PP, Φ p , consisting of all parent points is called the parent process [11] . The union Φ of all daughter PPs centered at their parent points x i is termed as CP i.e.
In this letter, we consider a stationary MCP which is a special case of CP that satisfies the following properties:
1) The parent PP is a PPP with density λ p .
2) Each daughter PP is a PPP with density λ d in the ball B(o, r d ) with center at the origin and radius r d .
3) Daughter PPs are placed at the parent points independently of each other and of the parent process.
Note that the average number of points in each daughter PP Φ (i)d is m = λ d πr 2 d . In this letter, we are interested in the distributions of the two random variables: CD R C , and NND R N , associated with the MCP.
III. CONTACT DISTANCE DISTRIBUTION
Recall that the CD is the distance of the closest point of Φ from an arbitrary point, which can be placed at the origin because of the stationarity of Φ. We start the derivation by noting that the event that R C is greater than r is equivalent to the event that there is no point with distance less than r from the origin. In other words,
which is equal to the void probability of set B(o, r). The CD distribution for the MCP is given in the following theorem.
Theorem 1. The CD distribution of an n-D MCP is given as
Proof: See Appendix A.
Special Cases:
Hence, CD distribution is given as
2) For the 2-D (n = 2) case,
The closed form expression may not be possible for this case. However, the derived CDF for CD (2) is significantly simpler than the one in [5, Eq. 4] .
A. Bounds on F RC (r)
Since, it may not be possible to derive closed form expression for some cases, we next provide two sets of closed form upper and lower bounds for the same in the next two theorems.
Theorem 2. The CDF of contact distance of n-D MCP is upper and lower bounded respectively as
Theorem 3. The upper and lower bound on the contact distance distribution F RC (r) are given as:
,
Proof: For the upper bound and lower bounds, we replace A(r, r d , x) respectively by its upper bound v n λ d β n (r)1 (r + r d ≤ x) and lower bound 0 in (2).
B. Asymptotic behavior of F RC (r) with r d
Case-I: r d → 0: As r d → 0, both the upper and lower bounds given in Theorem 2 converge to the function
). From the squeeze theorem [12] , F RC (r) also converges to g 0 (r). Note that
. This convergence can be understood in the following way. As r d → 0, all daughter points of a parent point become co-located at the location of that parent point. The number of points co-located at any parent point is distributed as Poisson(m). This means that some parent points may not have any daughter point resulting in the absence of point at these sites. Hence, the density of sites that have at-least one point would be λ 0 = λ(1 − e −m ). Note that the resultant PP is not a PPP, but a multi-set with site locations distributed as PPP(λ 0 ) and each site s having m s points co-located at it.
Case-II: r d → ∞: Here, β(r) = r. As r d → ∞, both bounds given in Theorem 3 converge to the function g ∞ (r) = 1 − exp(−mv n λ p r n ). Hence, F RC (r) also converges to g ∞ (r).
IV. NEAREST NEIGHBOR DISTANCE DISTRIBUTION
Since the MCP process is stationary, the typical point z of the point process can be taken at the origin without loss of generality. Now the event that R N is greater than r is equivalent to the event that there is no other point in Φ with distance less than r from the typical point z . In other words,
Here, the P ! o is the reduced palm distribution. Solving further, as discussed in Appendix C, we get the following Theorem.
Theorem 4. The CDF of the nearest neighbor distance for the n-D MCP is
Proof: See Appendix C
Theorem 5. For r ≤ 2r d , the upper and lower bounds on the CDF of NND for the n-D MCP is (See Appendix D for proof):
For r > 2r d the upper and lower bound on NND is: 
Here, (a) is due to the void probability of PPPs Φ (i)d and (b) is due to the PGFL of PPP Φ p [13] . Using the expression for the volume of the intersection of two balls, we get Theorem 1. will have a volume smaller than the volume of intersection of two balls A(r, r d , x). Although the illustration is for 2-D, the idea works for general n-D.
APPENDIX B
Let us focus on the last integral in (2) , which is
We will bound the area A(r, r d , x) (dotted area in Fig. 2 ) which is the area of intersection of the balls C 1 : B(o, r) and C 2 : B(x, r d ) with x = x with |r −r d | < x < r +r d ). Without loss of generality, take x on the x-axis. For the upper bound, we note that the intersection has x-length r + r d − x and maximum length 2 min (r, r d ) in the rest of the dimensions. It can be contained inside the hyperrectangular region with volume (r + r d − x)(2 min(r, r d )) n−1 (see shaded area in Fig. 2(A) ). Using this upper bound in (8), we get
Substituting this bound in (2), we get the desired upper bound (4) . For the lower bound, let us first assume r > r d without loss of generality. Construct a third ball C 3 : B(( r+r d −x 2 , 0 n−1 ), 1 2 (r + r d − x)). Since, C 3 touches both balls C 1 and C 2 on a single points and these two points lie inside the intersection of C 1 and C 2 , it must lie inside the intersection region. Hence, A(r, r d , x) is greater than the volume of C 3 which is v n (r + r d − x) n /2 n . Using this lower bound in (8), we get
where the last step is due to the substitution λ d v n (r + r d − x) n = y. Now using binomial expansion of (a + b) n and then using the definition of γ() we get the desired bound (5) . It follows trivially that z ∈ x 0 + Φ (0)d . Therefore, the CCDF of NND of this typical point can be expressed as:
Here (a) is due to the total probability law and (b) is due to the independence of Φ (0)d and the rest of the cluster process Φ. Now, from the Slivnyak theorem [13] , we know that
The second product term is the probability that no point of Φ p is closer than distance r from the origin which is equal to 1 − F RC (r). The first term can be further written as
Using the distribution of x 0 in (10) and substituting the final expression in (9) along with the expression for the second term, we arrive at the desired result.
APPENDIX D
The integration interval in (6) (−1) n−1−k (n)!/k!(λ d 2 n−1 β n−1 (r)) k−n e −λ d 2 n−1 β n−1 (r)r r k d − e −λ d 2 n β n (r) |r − r d | k
Substituting the above along with the upper bound for CD distribution in (11), we get the desired upper bound.
Similarly for the lower bound, we substitute the lower bounds of A(r, r d , x) (derived in Appendix B) in its place to get I ≤ n C(n − 1, i)(−1) i (r + r d ) n−1−i ((λ d v n ) −1 2 n ) i+1 n γ((i + 1)/n, λ d v n β n (r)) − γ((i + 1)/n, λ d v n 2 −n r n ) .
Substituting the above bounds on I along with the upper/lower bounds (see Appendix A for the proof) on F RC (r) in (11), we get the desired bounds.
