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Range-Doppler Sidelobe Suppression for Pulsed
Radar Based on Golay Complementary Codes
Zhong-Jie Wu, Chen-Xu Wang, Pei-He Jiang, and Zhi-Quan Zhou
Abstract—To relieve the interference caused by range-Doppler
sidelobes in pulsed radars, we propose a new method to construct
Doppler resilient complementary waveforms based on Golay
codes. We design both the transmit pulse train and the receive
pulse weights, so that the similarity between the pulse weights
and a given window function is maximized and the constraints on
Doppler null points and energy are met. That is summarized as
a two-way partitioning problem, and then solved by semidefinite
programming and randomization techniques. The novel wave-
form thus obtained has its range sidelobe outright suppressed
in multiple and flexibly-adjustable Doppler zones, and performs
well in Doppler sidelobe suppression, Doppler resolution and
SNR. It shows great promise in detecting slightly-moving weak
targets with the existence of dense interference.
Index Terms—range-Doppler sidelobe suppression, waveform
diversity and design, Golay complementary codes
I. INTRODUCTION
APERIODIC autocorrelation functions (ACF) reveal nu-merous inherent properties of radar waveforms, e.g.,
range resolution and anti-interference capability [1]. Ideally, an
ACF should be a Kronecker delta function, which is prohibited
from ever existing by mathematical principles. The best one
can expect is to suppress the sidelobes in particular range
zones [2]–[5]. Such waveforms only show their strengths in so-
called cognitive radars, which feature receiver-to-transmitter
feedback and transmitter adjustability [6], [7]. This radar
starts off by transmitting a traditional waveform to perceive
reflectors of no interest and identify putative targets. According
to their relative positions, a special waveform is designed to
prevent the strong reflector sidelobes from masking the weak
targets, and the final decision on the target existence is made
[2]. This “enquire-verify” mode greatly complicates the radar
system, and merely brings limited benefit.
The pulse-to-pulse waveform agility based on Golay com-
plementary pairs (GP) can achieve outright range sidelobe sup-
pression and greatly simplify the above working mode. The
ACFs of the sequences in a GP sum up to 0 at any out-of-
phase lags [8]. However, when transmitted as a coherent pulse
train, a GP lost its complementary property and possesses
fairly high sidelobes in the presence of even a tiny inter-
pulse Doppler shift [9], [10]. This has spawned the concept of
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Doppler resilient complementary waveforms (DRCW), whose
range sidelobes are suppressed in a specific Doppler zone.
DRCW construction methods basically fall into two categories.
The first kind repeats the constituent sequences of a GP in the
order of Prouhet-Thue-Morse (PTM) codes [11] or first-order
Reed-Mu¨ller (RM) codes [12]. Meanwhile, the second kind,
represented by the binomial design (BD) method [13], jointly
designs the transmit pulse trains and receive pulse weights
so as to improve the Doppler resilience at a cost of the loss
in SNR and Doppler resolution. In pursuit of the tradeoff
between Doppler resilience and Doppler resolution, [14]–[16]
combine the outputs of the RM method and the BD method
with point-wise processing. However, existing methods fail to
provide adequate Doppler resilience as practical applications
sometimes expect. Besides, none of them give comprehensive
consideration of various metrics including Doppler sidelobe
suppression, Doppler resolution and SNR.
In this letter, we propose a novel transmit-receive design
method of DRCWs. We first formulate the design problem
by maximizing the similarity between the pulse weight vector
and a given window function under Doppler null point and
energy constraints, then approximately solve it with semidef-
inite programming followed by a randomization procedure,
and finally verify the effectiveness of the method through
numerical experiments. Our method can design a DRCW with
multiple range sidelobe blanking areas on the range-Doppler
plane, suppressed Doppler sidelobes, and acceptable loss in
SNR and Doppler resolution.
Notations: Italic, bold lowercase and uppercase letters
stand scalars, column vectors and matrices. (·)∗, (·)T ,‖·‖,
abs(·), sign(·), Diag(·) and tr(·) denote complex conjugate,
transpose, l2-norm, absolute value, signum function, diagonal
matrix constructed from a vector and matrix trace, respectively.
II. SIGNAL MODEL
The binary sequences xi = [xi[0], · · · , xi[N − 1]]T , i =
1, 2 are termed a Golay pair if
Rx1 [k] +Rx2 [k] = 2Nδ [k] , (1)
where Rxi [k] is the discrete ACF of xi at lag k, and δ [k]
is the Kronecker delta function. An analogue signal xi (t) is
generated by using xi to modulate a train of sub-pulses
xi (t) =
N−1∑
n=0
xi [n] Ω (t− nTc) , (2)
where Tc is the chip width and Ω (t) is the sub-pulse of unit
energy and support set [0, Tc].
Let the binary vector s = [s0,· · · ,sM−1]T be the order of
the transmitted pulses, and {1,−1, 1,−1, · · ·} be the standard
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order. The length-M coherent pulse train
{
x(0), · · · ,x(M−1)}
is determined by s: if sm = 1, x(m) = x1, otherwise x(m) =
x2. Hence, the corresponding baseband signal is
uS (t) =
M−1∑
m=0
1+sm
2
x1 (t−mT ) +1−sm
2
x2 (t−mT ) (3)
where T is the pulse repetition interval (PRI). Let the positive-
valued vector w = [w0, · · · , wM−1]T be the weight vector of
received pulses. The weighted version of uS (t) is given by
uW (t)=
M−1∑
m=0
wm
{
1+sm
2
x1 (t−mT )+ 1−sm
2
x2 (t−mT )
}
.
(4)
The cross-ambiguity function of uS and uW , i.e., the temporal
response of the receive filter u∗W (−t) fed on uS (t) ejωt, is
defined as follows
χS,W (τ, ω) =
∫ +∞
−∞
uS (t)u∗W (t− τ) ejωtdt. (5)
χS,W (τ, ω) looks similar to a nail board, as it consists of
a central lobe and a cluster of aliasing lobes. By selecting
the radar parameters appropriately,1 the aliasing in both range
and Doppler is avoidable, and the intra-pulse Doppler effect is
negligible. The central lobe of χS,W (τ, ω) primarily depends
on the discrete-time composite ambiguity function (CAF)
RS,W (k, θ) =
M−1∑
m=0
wmRx(m) [k]e
jθm
=
1
2
(Rx1 [k] +Rx2 [k])
M−1∑
m=0
wme
jθm+ (6a)
1
2
(Rx1 [k]−Rx2 [k])
M−1∑
m=0
smwme
jθm (6b)
where θ = ωT is the Doppler shift across a PRI. Since x1
and x2 are complementary, (6a) vanishes at any nonzero k
and shapes the Doppler profile χS,W (0, ω). Meanwhile, (6b)
causes the range sidelobes and shapes the range profile of
χS,W (τ, ω) at the Doppler shift ω. Four performance metrics
are adopted to evaluate the DRCW determined by {s,w}.
1) Doppler resilience: This is described by the range side-
lobe blanking area (RSBA). We define RSBA as a Doppler
shift interval within which the peak range sidelobe level
(PRSL) is lower than −60 dB.
2) Doppler resolution: This is negatively correlated with
the Doppler mainlobe (the mainlobe of RS,W (0, θ)) width.
The Doppler mainlobe widening ratio (DMBR) is defined as
the percent increase in the -3dB mainlobe width of w-weighted
pulse train relative to the unweighted one.
3) Doppler sidelobe suppression: This is evaluated by the
peak Doppler sidelobe level (PDSL).
1That is to say, the maximum detectable range of the radar dmax ≤ cT2
and the maximum Doppler frequency of the target |ωmax| ≤ piT  2piNTc .
Those are common assumptions in pulse-Doppler radars.
4) SNR: In white Gaussian noise, the coherent accumu-
lation gain of M pulses is ‖w‖21/‖w‖22, which reaches its
maximum value M at w = α1M (i.e., the unweighted case).
We define the normalized accumulation gain (NAG) as
NAG = 10log10
‖w‖21
M ‖w‖22
(7)
III. ALGORITHM DEVELOPMENT
According to (6), the PRSL at the Doppler shift θ and the
Doppler profile at k = 0 respectively depend on
FS,W (θ) =
M−1∑
m=0
smwme
jθm, GW (θ) =
M−1∑
m=0
wme
jθm. (8)
By assigning FS,W (θ) a high-order null point at θ = 0, the
PRSL can be kept rather low near zero Doppler [11]–[13]. The
higher the order, the better the Doppler resilience. The PTM
method [11] achieves a K-th order null point by setting s to
the PTM code of length M = 2K ,K ∈ N+, and w = 1M .
As a result, it has the highest SNR and Doppler resolution,
and however, performs poor in Doppler resilience and Doppler
sidelobe suppression. The BD method achieves a (M − 1)-th
order null point by choosing the standard order and binomial
weights, i.e., wm = αCmM−1. Therefore, it has much better
Doppler resilience and lower PDSL, while its degradation in
SNR and Doppler resolution could be acceptable. Based on
the above work, we develop a novel method to design DRCWs
with multiple RSBAs and balanced performance metrics with
the aid of numerical optimization theory.
We constrain FS,W (θ) to possess a K0-th order null point at
zero Doppler, and a Ki-th order null point at θi, i = 1, · · · , P .
Obviously, it should be satisfied that
K = K0 + 2
P∑
i=1
Ki ≤M − 1 (9)
Let ejθ and smwm in (8) be replaced with z and ym, re-
spectively. Then, (8) can be reformulated as an (M − 1)-th
polynomial with respect to z
FY (z) =
M−1∑
m=0
ymz
m =
K∑
m=0
amz
m
M−K−1∑
n=0
bnz
n (10)
where a = [a0, · · · , aK ]T is given by
K∑
m=0
amz
m =(1− z)K0
P∏
i=1
(
1− z cos θi + z2
)Ki
, (11)
and b = [b0,· · · ,bM−K−1]T ∈RM−K is an optimizable vari-
able. Based on (10), y = [y0, · · · , yM−1]T can be written as
y = a⊗ b = Ab = A¯b (12)
where ⊗ denotes the linear convolution operation, and A ∈
RM×(M−K) is a nonsymmetric Toeplitz matrix determined
by the first row rT =
[
a0,0
T
M−K−1
]
and the first column
c =
[
aT ,0TM−K−1
]T
. Orthonormalizing the column vectors
of the full-column-rank matrix A to get the semi-orthogonal
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matrix A¯, which satisfies A¯T A¯ = IM−K . We also impose the
energy constraint on y, which says
‖y‖2 = ‖b‖2 = M. (13)
A simple but effective method for the Doppler sidelobe sup-
pression of coherent pulse trains is to weight the received
pulses with a window function. The side-effects of that are
reduced SNR and broadened mainlobe. Common window
functions includes Hanning, Hamming, Blackman, etc. For
a given window function w¯ with ‖w¯‖2 = M , we use the
Euclidean distance to evaluate its similarity to abs (y)
‖abs (y)− w¯‖2 = 2M − w¯T abs (y) . (14)
Maximizing the similarity under the constraints (12) and (13)
results in the following problem
max w¯T abs
(
A¯b
)
(15a)
s.t. ‖b‖2 = M. (15b)
Notice that the constraint (12) is implied in the objective func-
tion. By choosing different windows as w¯, one can emphasize
different metrics. Particularly, when w¯ is the rectangular
window, problem (15) actually maximizes the SNR.
Problem (15) is non-convex and discontinuous, and thereby
unsolvable in polynomial time. However, a sub-optimal so-
lution of (15) is much easier to find. Introducing the binary
auxiliary variable s, (15) can be equivalently written as
max sTDiag (w¯) A¯b (16a)
s.t. ‖b‖2 = M, s ∈ {−1, 1}M . (16b)
Utilizing the Cauchy-Schwartz inequality, we can calculate the
optimal b corresponding to each given s
bˆ = αA¯TDiag (w¯) s, α =
√
M∥∥A¯TDiag (w¯) s∥∥2 . (17)
Replacing b in (16) with expression (17), we equivalently
transform problem (16) into the two-way partitioning problem
max sT A˜s
s.t. s2m = 1, m = 0, · · · ,M − 1
(18)
where A˜ = Diag (w¯) A¯A¯TDiag (w¯). With semidefinite pro-
gramming (SDP) relaxation applied to (18), we have the
following convex problem
max tr
(
A˜S
)
s.t. diag
(
S
)
= 1M
S  0
(19)
The solution of (19), denoted by Sˆ, can be easily computed
by off-the-shelf optimization toolboxes like CVX. As (19) is
relaxed by omitting the rank-1 constraint on S, tr
(
A˜Sˆ
)
is
an upper bound to the optimal value of (18). A suboptimal
solution sˆ of (18) need to be extracted from Sˆ. That should
be considered in two separate cases: the Sˆ whose rank is 1
and the others. The former rarely happens. The latter can
be handled with the Gaussian randomization method in [17],
which is intended to approximately solve the maximum cut
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Fig. 1. The pulse trains and pulse weights designed by NM-DRCW with w¯
being the (a) Hamming window; (b) rectangular window.
problem with a optimal guarantee of 0.88. See Algorithm 1
for the details of generating sˆ from Sˆ, and Algorithm 2 for
the complete steps of the proposed method. The computational
complexity of Algorithm 2, which depends on solving SDP, is
O (N3.5log (1/ε)) at a given SDP solution accuracy ε > 0.
Algorithm 1 Generating sˆ from Sˆ
1: Compute the eigenvalues λ1, · · · , λM (in descending or-
der) and corresponding eigenvectors v0, · · · ,vM−1 of Sˆ;
2: If λ0/
∑M−1
m=1 λm ≥ µ where µ is a given large number,
sˆ = sign (v0), otherwise, turn to step 3;
3: Generate an random vector r whose entries r0, · · · , rM−1
drawn from the standard normal distribution; If rT sˆM ≥
0, set sˆm = 1; otherwise, sˆm = −1.
Algorithm 2 Novel method to construct DRCW (NM-DRCW)
Input: M , θ1, · · · , θP , K0, · · · ,KP ,K and w¯.
Output: sˆ – the transmit order; wˆ – the receive weights.
1: Construct a according to (11);
2: Let A be the Toeplitz matrix with r=
[
a0,0
T
M−K−1
]T
as
its first row and c =
[
aT ,0TM−K−1
]T
as its first column;
3: Let A¯ be a matrix consisting of an orthonormal basis for
the range of A, and A˜ = Diag (w¯) A¯A¯TDiag (w¯);
4: Solve problem (19) to get Sˆ;
5: Generate sˆ with Algorithm 1; repeated the randomization
step multiple times to select the sˆ with the largest sˆT A˜sˆ;
6: Compute bˆ according to (17), and yˆ = A¯bˆ;
7: Compute sˆ = sign (yˆ) and wˆ = abs (yˆ).
IV. NUMERICAL RESULT
In our simulations, the radar waveform parameters are set as
follows: the sequence length N = 64, the pulse number M =
50 and the duty cycle of the transmitter (NTc divided by T ) is
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(a) (b) (c)
Fig. 2. The normalized cross-ambiguity function of uS , uW designed by (a) NM-DRCW with w¯=Ham.; (b) NM-DRCW with w¯=rect.; (c) the BD method.
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Fig. 3. The Doppler profile (top) and PRSL vs. Doppler shifts (bottom) of the CAF (a) w¯=Ham.; (b) w¯=rect.; (c) the BD method. (the Doppler profile of
the CAF of an unweighted pulse train is also plotted for comparison)
TABLE I
THE PERFORMANCE METRICS OF DRCWS UNDER VARIOUS DOPPLER NULL CONSTRAINTS
K0 10 15 20 25 30 35 40
Hamming
RSBA [0, 0.08pi] [0, 0.14pi] [0, 0.20pi] [0, 0.26pi] [0, 0.35pi] [0, 0.42pi] [0, 0.50pi]
DMBR 45% 50% 45% 50% 55% 65% 70%
PDSL −32.6 dB −30.1 dB −27.1 dB −20.0 dB −24.2 dB −18.5 dB −17.8 dB
NAG −1.50 dB −1.59 dB −1.56 dB −1.76 dB −1.91 dB −2.38 dB −2.5 dB
Rectangular
RSBA [0, 0.07pi] [0, 0.13pi] [0, 0.19pi] [0, 0.25pi] [0, 0.32pi] [0, 0.40pi] [0, 0.48pi]
DMBR < 1% < 1% 5% 5% 20% 25% 45%
PDSL −13.8 dB −14.5 dB −14.3 dB −13.6 dB −14.3 dB −12.6 dB −13.0 dB
NAG −0.05 dB −0.23 dB −0.29 dB −0.65 dB −1.00 dB −1.63 dB −2.31 dB
5%. The background contains many stationary strong interfer-
ence like buildings, among which there exist multiple slightly
moving targets with Doppler shifts below 0.2pi rad, and high-
speed targets whose Doppler shifts are about 0.8pi rad. Setting
θ0 = 0, θ1 = 0.8pi and K0 = 20,K1 = 4, we construct two
DRCWs with the Hamming and the rectangular window as
the template respectively. The pulse trains and pulse weights
designed by NM-DRCW are plotted in Fig.1. The normalized
cross-ambiguity function of uS and uW designed by our
method and the BD method are shown in Fig. 2. The Doppler
profiles at k = 0 and PRSLs versus Doppler shifts are given
in Fig. 3. We observe that: i) The BD method fails to provide
required Doppler resilience, and suffers significant decrease in
SNR and Doppler resolution. ii) NM-DRCW can satisfy our
requirement by setting multiple RSBAs, and the side effects
are acceptable; iii) NM-DRCW with the Hamming window
has the Doppler sidelobe inhibited lower than that with the
rectangular window, while the latter performs betters in SNR
and Doppler resolution than the former. Setting K1 = 0 and
altering K0 from 10 to 40, we construct DRCWs under various
conditions and detail the performance metrics in TABLE I. It
shows that flexible compromises among different aspects of
DRCWs can be made by NM-DRCW.
V. CONCLUSION
In this paper, we propose a novel and flexible method
for DRCW construction. Our method surpasses the existing
ones because it can achieve better Doppler resilience, and
meanwhile take other aspects of waveform performance into
account. In terms of both effectiveness and practicability, the
DRCWs thus obtained are more suitable for detecting weak
slightly-moving targets in a dense-interference environment
than the waveforms with locally-shaped ACFs. DRCWs can
thoroughly prohibit the range sidelobes at all lags, and greatly
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simplify or omit the procedures of environmental perception,
real-time waveform designing, scheduling and transmitting in
a cognitive radar.
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