This paper presents a database of indicators of innovative activity around the world since the early 1960s. The data include measures of innovation outcomes as well as variables related to innovation effort. The main indicator of innovation outputs is patents. The main variables related to innovation inputs are investment in research and development (R&D) and technical personnel (engineers, scientists) working in R&D activities. The sources of these data are publicly available (OECD, UNESCO, etc.), yet there have been few attempts at double checking the consistency of these data and digitizing observations dating back to the 1960s. After discussing the sources and definitions of the data, the paper examines trends and patterns of innovation outputs and inputs by looking at the over-time behavior of the relevant series and comparing the performance of developing and high-income countries. The authors also provide cross-regional comparisons and a detailed examination of trends in selected countries. In turn, the authors provide estimates of the impact of innovation on long-run development by following an emerging empirical literature on the determinants of levels of GDP per capita. The econometric results suggest that innovation might indeed have strong positive effects on long-run development, which might be stronger than the direct effects of institutions. The analysis pays close attention to issues related to the potential endogeneity of innovation (and institutions) with respect to the level of development.
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The role of technological progress has intrigued economists for many decades if not centuries. In Solow's (1956) neo-classical treatment of the components of economic growth all countries face a common rate of technological progress. Thus poor countries were thought to be able to catchup to the levels of development in rich countries as a consequence of diminishing returns to capital accumulation. Romer (1990) and many other proponents of modern growth theory subsequently argued that the rate of technological progress is endogenous. Aghion and Howitt (1998) is perhaps the most comprehensive review of endogenous growth theories that focus on how growth and innovation interact, including how institutions and incentives affect the scope and pace of technological innovation across countries.
Endogenous growth theories quickly led to a growing empirical literature aiming to understand the factors that affect the rate of long-term economic growth across countries (Barro 1991; Caselli et al. 1996; many others) . This literature argues that the neo-classical paradigm is still valid. These authors arrived at this conclusion by pointing out that poor countries tend to growth faster towards their steady-state level of income, which in turn is determined by a series of policy-related factors such as financial development, education, and openness to international trade.
In the late 1990s, Klenow and Rodríguez-Clare (1997) pointed out that growth accounting exercises that ignore the complementarity between technological progress and capital accumulation tend to underestimate the role of technological progress in development. Likewise, Acemoglu and Zilliboti (2001) highlighted the role of complementarities between human capital and technological progress. It is now well understood that long-term development is driven mostly by productivity growth, or the portion of growth that is unrelated to capital accumulation (Easterly and Levine 2001) . These theories and empirical evidence suggest that economic convergence or catch-up by poor countries toward the levels of income per capita observed in developed economies is not guaranteed. Growth seems to depend crucially on factors that determine the rate of technological progress that might be country specific as opposed to common to all countries. In spite of this, there are few studies of the impact of innovation on long-run national development. Lederman and Maloney (2003) provide estimates of the social rates of return to research and development (R&D) based on data presented in this paper.
The race to identify the main drivers of endogenous growth through cross-country growth regressions has recently been the subject of much criticism (e.g., Solow 2001) . In part, the criticism of this literature has been driven by the fact that these studies tend to focus on a rather long list of correlated explanatory variables. Moreover, the econometric techniques used for these analyses have grown in sophistication but still seem to be unconvincing to readers who believe that many of the explanatory variables are endogenous or not strictly related to policy interventions (Rodrik 2003) . This growing skepticism of cross-country growth regressions seems to have led to an emerging empirical literature that attempts to explain the level of development (GDP per capita), rather than its growth rates. Hall and Jones (1998) , Frankel and Romer (1999) , and a series of subsequent papers Levine 2003, Rodrik et al. 2002) are notable examples of analyses of the determinants of levels of development. These analyses can be further justified by theories that propose mechanisms through which the stocks of capital (human, equipment, and knowledge capital) affect only the steady-state level of income, rather than the growth rate (Howitt and Mayer 2002; Klenow and Rodriguez-Clare 2004) . The main empirical challenge of this emerging literature seems to be the identification of the impact of the exogenous portion of various factors, including the quality of public institutions (rule of law, corruption, etc.) and international trade Frankel and Romer 1999) , on the level of GDP per capita. There is no existing study of the impact of innovation on long-run development along the lines proposed by this literature.
This vacuum in the development literature is striking because indicators of innovation output, such as patents, have been used as a measure of technological innovation output for quite some time. For example, the review article by Grilliches (1990) highlighted some advantages and disadvantages of the use of patent counts as indicators of innovation, and reviewed microeconometric literature pointing to the role of R&D and patenting activity as correlates of productivity growth across firms in the U.S. and other industrialized countries (see also Jaffe and Trajtenberg 2002) . The rest of this paper is organized as follows: Section II presents the database. Section III provides a descriptive analysis of worldwide trends in innovative activity, by looking at inter-regional and intra-regional trends. Section IV explains the findings of empirical exercises to measure the impact of innovation on growth vis a vis other variables, such as institutions. Section V presents some conclusions and suggestions for other uses of this database.
II. Data: Definitions of Innovation Variables
As mentioned, our key variables are patent counts and R&D investment across countries and over time. The definition and sources used for each variable are found in the Annex. The following paragraphs briefly discuss variable definitions and coverage.
A. Patents
We use patents as indicators of the output of innovation. For this purpose we gathered data from the U.S. Patent and Trademark Office (USPTO) and from the European Patent Office (EPO). These countries presumably have the best existing intellectual property system and the high costs involved in the patent application process reflect the high potential economic returns to patenting in these markets (Maskus 2000) . With data from these two sources, future research can address the question of whether the location of the patent request changes the empirical determinants and consequences of patents.
Data from the USPTO are available for the period 1963 to 2000 for 164 countries.
Granted patents are assigned to countries based on the country of residence of the first inventor.
The total number of observations was 8,372. 1 Patents granted by the EPO are available for the period 1980-2000. The country of origin of a granted patent is also classified by the country of residence of the first inventor. Granted patents data were obtained for 172 countries (including Puerto Rico). The total number of observations for patents granted is 3,423.
1 For Germany, patents granted to inventors residing in the former East and West Germany were combined together under "Germany" by the USPTO. In the case of former Czechoslovakia, USSR, and former Yugoslavia, patents grants are registered after they stopped existing. This happens because patents are classified by the country of residence of the inventor at the time of the application.
B. R&D investment
The main sources of data on R&D investment based on comparable definitions are UNESCO, OECD, and RICYT for Latin American countries. 2 These sources use surveys of government agencies to compile information based on a common definition of R&D, which "includes fundamental and applied research, as well as experimental development." However, R&D does not include investments in mining exploration or soil analysis, and thus might imply a bias against natural resource activities and agriculture.
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To check the consistency of the data, we compared country data across sources whenever possible. In addition, we examined the over-time variation within countries of the resulting series and discarded data that seemed not to follow reasonable patterns. For example, we discarded observations that were substantially (more than 50% in US dollar values at constant US prices) above or below preceding or subsequent observations. The resulting total number of observations for total R&D investment is 1,453.
In addition, future research could focus on the composition or structure of R&D funding and performance across countries. R&D funded and/or performed by productive firms might be more efficient than investments undertaken by government entities that are not tied to productive activities. Thus the database also covers the distribution of national R&D effort across sources of funding and the agents that perform the R&D activities. The available information covers the shares of total R&D funded and performed by the "productive" sector, as well as higher education and the "public" sector. The productive sector, however, includes private and public firms and not-for-profit organizations engaged in production. The public sector relates to organizations not engaged in production but belonging to the executive branch of governments.
An additional category of the sources of R&D funding is foreign financing or "funding from abroad." The final number of observations on the structure of R&D is broken down as follows: 
C. R&D personnel
The number of scientists and engineers working in R&D activities is another proxy for innovation inputs. Some of UNESCO's yearbooks had them classified under "researchers." As with R&D investment, we had difficulties when we had two different sources for a country with different numbers for a given year. This was common for some Latin American countries when we used RICYT in addition to UNESCO since they use slightly different definitions (see Annex). Again, we examined the time variation of the resulting series to ensure consistency. The total number of observations obtained was 1,393.
III. Data: International Comparisons

A. Country coverage and long-run regional comparisons
High-income countries have the best coverage in the database, followed by the regions of Latin America and the Caribbean and East Asia and the Pacific. Sub-Saharan Africa and Middle
East and North Africa are under-represented. The incredibly high shares of R&D performed by the productive sector in ECA countries are due to the fact that the productive sector includes public enterprises.
R&D financed by the productive sector is higher in all the regions than the R&D financed from abroad. R&D financed by the productive sector has the highest mean and median in highincome countries (0.83% and 0.74% of GDP), followed by East Asia and the Pacific (0.71% and 0.52%). Conversely, the lowest means and medians are found in South Asia (0.05%) and in Latin America and the Caribbean (0.07% and 0.06%). Please note that the share of R&D financed by the public sector is the remaining portion. Patents granted by the EPO* rdperpop R&D personnel* rdexpgdp R&D expenditure** rdperfhegdp R&D performed by high education** rdperfprodgdp R&D performed by the productive sector** rdperfpubgdp R&D performed by the public sector** rdfinprodgdp R&D financed by the productive sector** rdfinabrogdp R&D financed from abroad** ypc Real GDP per capita for year 2000 (1985 U.S.$ PPP) * Per 10,000 inhabitants ** As percentage of G.D.P.
B. Correlations among innovation variables and the level of development
C. Inter-regional comparisons over time
During the period of study, high-income countries show higher levels of R&D inputs as well as patent grants than the world as a whole and developing countries. Table 3 provides the median values for each innovation variable for the world as a whole, high-income countries, and developing countries (all remaining regions). High-income countries have much higher levels of patents granted by both patent agencies than the median for the world. This pattern is also observed in the rest of the R&D variables. In general, the median for the former group is between 30-100% higher than the world compared to levels of 50-70% lower than the world median in developing countries. For example R&D investment in high-income countries is almost twice the level of the world median, whereas developing countries have half the world level. The only variable in which both groups of countries have a similar median with respect to the world is R&D performed by the public sector. Excluding this variable and patent grants, when we compare high-income countries and developing countries, the level of the R&D variables in the second group is roughly 20 to 35% of the levels observed in high-income countries. When we look at this data across time we observe the same pattern. High-income countries attained higher median levels of innovation indicators than the world and developing countries. Table 4 shows the medians for the variables from the previous table by decades. The world levels for some variables doubled or more between 1960 and 1990. This is the case for R&D performed by the productive sector, R&D personnel, R&D financed from abroad, and total R&D. When we compare each group of countries against the world median, we find that patent grants in high-income countries show considerably higher levels. Concerning the rest of the innovation indicators, high-income countries have on average, across the four decades, values of 30 to 100% higher than the world's median, compared to levels of 15 to 50% of the world median in developing countries. For example, total R&D investment in high-income countries is on average twice the median of the world throughout the four decades, compared to the 50% of the world median value observed in developing countries. abroad, R&D personnel, and R&D performed by the productive sector, increased by more than 100% from the 1960s to the 1990s. R&D financed from abroad increased by more than 500%.
In the case of developing countries, increases were not observed in the median of patents, but the corresponding medians did increase for the rest of the R&D variables. For example, R&D personnel and R&D financed and performed by the productive sector increased by more than 500% during this period. Also, total R&D investment and R&D performed by higher education increased by more than 100%. On the other hand, R&D performed by the public sector and R&D financed from abroad decreased over time in developing economies.
During the period 1960-2000, the gaps between developed and developing countries increased for patents, R&D financed from abroad, and R&D performed by the public sector by more than 100%. For the rest of the variables, especially for R&D personnel and R&D financed and performed by the productive sector, the gaps decreased by 50 to 80%. Despite this reduction, high-income countries still show levels between 2 and 5 times larger than developing countries in the1990s.
D. Overview of country-specific trends in R&D effort
There are considerable cross-country differences not only between high income and developing countries, but also within each group. Since country data availability varies within regions, here we examine over-time trends of selected countries with substantial data coverage in order to provide a dynamic view of the evolution of the structure of R&D investments. The selected economies cover most regions of the world and include Argentina, Brazil, Finland, France, Hungary, India, Israel, Korea, Madagascar, Mexico, Philippines, South Africa, Sweden, Taiwan (China), and the United States. Table 5 shows the evolution of total R&D effort and its structure over five-year periods. countries, the participation of the productive sector in financing R&D has increased considerably in South Africa (since the early 1980s) and Brazil (in the 1990s), reaching levels of 0.30% of GDP and higher. In this last country, the productive sector financing tripled between the 1970s and 1990s. Productive sector financing also increased in Argentina, Mexico, and India, but reached lower rates than in the previously mentioned countries (0.15% of GDP or less).
Another group is composed of countries that reached a level of R&D investment of 2% of GDP and have either stayed at this high level or increased this ratio during the period of study.
These economies are the U.S., France, Israel, Sweden, Finland, Korea, and Taiwan (China). in Taiwan (China) R&D financed by the productive sector grew by 300%, and in Israel by 900%.
In other cases, R&D trends have been negative. This is the case of the ECA region.
Hungary, for example, reached levels of R&D investment of 2.5% of GDP in the 1970s and early
1980s, but suffered a severe reduction, reaching levels of less than 1% in the late 1990s. Also, this country experienced a reduction in the share of the productive sector R&D. These trends were thus associated with the decline of public expenditures and reduction in the incidence of state owned enterprises in the productive economy.
IV. Innovation and Development: Econometric Evidence
Thus far the analysis of the data has been descriptive, although patenting activity and R&D effort are both positively correlated with the level of development. A key question to address is whether innovative activity has an effect on long-term development, after controlling for other determinants of the level of development.
To approach this question the subsequent analysis follows an emerging literature that examines the empirical determinants of the levels of GDP per capita across countries. By focusing on the levels of development, this literature addresses the determinants of long-run development. In fact, there are strong theoretical reasons to expect that certain factors, such as geography, trade, institutions, and even innovation might explain levels of development but not necessarily the observed growth rates of GDP per capita. For example, in theoretical models by Aghion and Howitt (1998) , Howitt and Mayer (2002) , and Klenow and Rodriguez-Clare (2003) , all countries grow at the same rate in their steady states, but those with higher innovative activity have higher steady state levels of development. These dynamics are due, in theory, to the way in which technological improvements are diffused across borders. Innovation leaders push the technological frontier forwards, and subsequently the followers can benefit from the growth of productivity. But the leaders are permanently richer in these models and thus there is not convergence of income levels between followers and leaders. In any case, here we follow the empirical literature.
A. The empirical literature
An important challenge in the empirical literature is to identify the impact of exogenous components of various variables on the level of development. Frankel and Romer (1999) used a trade gravity model to estimate the share of trade over GDP that is due to geographical factors, such as distance to the major consumption markets. In turn, they estimated the effect of this exogenous portion of trade shares on GDP per capita. instigated a growing number of studies that used settlers' mortality rates in the 17 th and 18 th century as an historical determinant of institutional quality. Other studies that followed this line of inquiry include Rodrik et al. (2002) and Easterly and Levine (2003) . These studies also control for geographic factors such as the condition of being a landlocked territory and latitude (as a proxy for proximity to the equator). Dollar and Kraay (2003) , however, have raised some doubts about the ability of these models to truly identify the impact of trade and institutions on levels of development due to the fact that the instrumental variables (settlers mortality rates and geographic variables) are highly correlated among them and also with the existing indicators of institutional quality (see Kaufmann and Kraay 2002) . Sachs (2003) further argued that "institutions do not rule" in terms of being the only statistical significant determinant of levels of development. This author argues that the incidence of malaria is also a robust predictor of GDP per capita levels.
In spite of the potential pitfalls of this emerging literature, here we follow it in order to assess the extent to which levels of innovation outputs (the accumulated stock of patents per capita) are good predictors of the level of development. We use Park's (2001) index of intellectual property rights as an instrument for patents per capita. The use of this variable as an instrument of innovation was suggested by Barro (1999) . In addition, we include the explanatory variables suggested by all of the aforementioned authors. Finally, the results discussed below include a series of specification tests to assess the adequacy of the instrumental variables. The summary statistics of all the variables used in the econometric experiments are reported in the Annex.
B. Methodology and specification tests
We use instrumental variables to capture the supposedly exogenous components of various potential determinants of the level of GDP per capita across countries. The models to be The estimation strategy is to first estimate the standard Acemoglu et al. (2001) regression, where the key explanatory variable is rule of law. The basic specification also includes Sach's index of the incidence of malaria, plus a set of standard geographic and tradestructure control variables. We then re-estimate the model with the same sample of countries but with the stock of accumulated patents per capita. The final specification includes both the rule of law and the innovation variable. This three-step procedure is applied twice, one with settlers' mortality rate as the instrument for rule of law and another with the fraction of the population that speaks European languages as the instrument for rule of law. The advantage of the second specification is that it has a broader country and regional coverage.
To assess the validity of the instruments, the exercises include a set of specification tests.
First, the Hausman test compares the OLS coefficients to the IV coefficients. If the null hypothesis of similar coefficients cannot be rejected, then it is questionable that the rules of law and/or patents per capita variables are endogenous. Second, we present results from an auxiliary regression concerning the direct impact of the portions of rule of law and patents that are not explained by the instruments on GDP per capita. This is an alternative test of the endogeneity of these explanatory variables. If these residuals are not significant, then it is possible that rule of law and patents are not endogenous, and thus the OLS regression results are informative. Third, we present the coefficient of the partial effect of the chosen instruments on the supposedly endogenous variables (e.g., rule of law and patents). The instruments are adequate if they are significant determinants of the endogenous explanatory variables. Fourth, the analysis includes an estimate of the partial correlation between the chosen instruments and the dependent variable.
If there is a significant correlation, then the instruments themselves are either endogenous or should be included as direct determinants of GDP per capita. Fifth, the final specification test is due to Shea (1997) . This statistic is the "partial R-squared," which is an indication of how much of the variance of the endogenous variables (rule of law and patents) are explained by the chosen instruments. "High" partial R-squares are an indication that the chosen instruments are relevant in the sense that they do explain a significant portion of the variance of the endogenous variables after controlling for the correlation between the instruments and between the instruments and the two endogenous variables. This is important to consider, as explained by Dollar and Kraay (2003) , because if there are high correlations among the instruments and between them and the two endogenous variables, it is possible that the remaining variance of the endogenous variables explained by instruments might be too small to really be helpful in identifying a major portion of the endogenous variables. The results of these exercises and the corresponding specification tests are presented in Table 6 .
C. Results
The first column of the Table lists Notes: Confidence Levels: *5%, **10%. All regressions include a constant, dummy for net exporters of non-oil commodities, absolute value of latitude, and the log of Frankel and Romer's (1999) The results reported in the first two rows show that the results reported in most studies that followed are reproduced with our data and sample. The impact of rule of law on income per capita is positive and significant in both OLS and IV estimates. Also, the IV coefficient is larger than the OLS coefficient, which might indicate that the OLS estimates suffer from attenuation bias possibly due to measurement error in the rule of law indicator.
Furthermore, the Hausmann specification tests suggest that the whole set of estimated coefficients from the OLS and IV estimates are not statistically different. Hence it is not absolutely clear that the OLS estimates suffer from severe endogeneity problems. This is also suggested by the fact that the residuals of rule of law are not significant in the auxiliary regression that includes this portion of the institutional indicator. When the patents per capita variable is included (row 3), the results change a bit with respect to the second regression, which is based on the same sample of countries. Of particular relevance is the finding that in both OLS and IV estimates, the magnitude of the rule of law coefficient is significantly below those previously obtained from the models that ignored the role of innovation.
If readers do not trust the OLS estimates, even though the endogeneity tests cannot reject the possibility that the explanatory variables are exogenous, the subsequent specification tests associated with the validity of the instruments are satisfactory. The settlers' mortality rates are good predictors of rule of law; the log of the IPR index is a good predictor of patents per capita. Also, the instruments themselves do not seem to be correlated with GDP per capita. Furthermore, Shea's partial R-squares are quite high. The unexplained (by the other exogenous variables) portion of settlers' mortality rate seems to explain about 25% of the variance of the unexplained portion of rule of law. Similarly, the unexplained portion of the log of the IPR protection index explains about 30% of the unexplained part of the log of patents per capita. Thus the instruments seem quite relevant in terms of having strong partial effects on the endogenous variables.
To check for robustness of these results, the regressions reported in rows 4-6 were derived from a different sample and a different instrumental variable for rule of law, namely the fraction of the population that speaks a European language. The results in rows 4 and 5 show the same result concerning rule of law when patents are not included. That is, the estimated impact of rule of law on the level of development is larger in the IV models than in OLS. Similar to the previously discussed specifications, we cannot reject the possibility that the explanatory variables are exogenous, which is suggested by the Hausman test and the lack of significance of the residuals of rule of law (and patents per capita in regression 6) as direct regressors of income.
In the OLS regression, the magnitude of the rule of law coefficient maintains its significance when patents are included, but, again, its magnitude is curtailed. However, when patents per capita are included -row 6 -rule of law is not significant in the IV regression.
Since we have two competing explanatory variables -rule of law and log patents per capita -it is worthwhile to assess the economic magnitude of the estimated effects of each of these on the level of development. To accomplish this, the coefficients reported in regression 3 and 6 can be used to simulate the impact of a one standard deviation increase in each variable.
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The standard deviation (reported in the Annex) of rule of law is 0.92, whereas the standard deviation of log patents per capita is 3.14. Multiplication of these values with the corresponding OLS and IV coefficients indicate that in all specifications the magnitude of the effect of innovation on the level of development is either slightly higher than that of rule of law or much higher. The OLS estimates of model 3 imply that a standard deviation improvement in rule of law is associated with a 0.51% increase in income per capita. The same improvement in innovation is associated with a slightly higher 0.53% increase in the level of development. The corresponding IV estimates imply a much larger difference: 0.41% increase from rule of law versus 0.75% increase in GDP per capita as a consequence of a one standard deviation improvement in innovation. Very similar estimates of the magnitude of these effects are obtained from the coefficients from model 6, except that in this case rule of law would have no impact on development if we consider the IV estimates. In sum, innovation seems to be positively and significantly correlated with the level of development, and its impact seems to be either similar or much larger in economic magnitude than that of institutions. Thus innovation should be considered a fundamental determinant of long-run development, which is at least as important as one of the most popular explanatory variables.
V. Summary of Findings and Other Uses of the Data
This paper presented a revised and expanded data set on innovation indicators around the world. The data indicates that patenting activity and R&D effort are highly correlated. Also, rich countries seem to have much higher levels of patents and R&D than developing economies.
However, there is a select group of countries that experienced dramatic improvements in both patenting activity and R&D effort over time. Latin American and Caribbean countries are not in that group. Transition economies seem to have reduced their historically levels of innovative activity during their economic transformation. Also, not all Asian economies are innovation superstars. Yet there are various relatively poor countries that invest a lot in R&D, such as China and India. Finally, many countries that underwent innovation take-offs seem to have relied on an increasing share of R&D financed and/or performed by the productive sector, but India seems to be an important exception. In contrast, the countries from Eastern and Central Europe (ECA) that experienced severe reductions in total R&D effort also seemed to have been driven down by dramatic reductions in the share of R&D financed or performed by the productive sector.
The econometric analysis reported in this paper suggests that innovation capital is positively correlated with the level of development. In fact, it is likely that the impact of innovation on long-term development is at least as important as that of rule of law, which has attracted a lot of academic attention in the literature.
Our hope is that these data can be fruitfully used to further our understanding of how national economies innovate and learn, including how the structure of financing of R&D evolves over the course of development, and how innovation affects development outcomes. For example, by utilizing this database, Lederman and Maloney (2003) found that the social rates of return to R&D can be significantly higher in developing countries than in industrialized economies. But econometric analysis indicates that developing countries fail to raise their R&D effort due to financial underdevelopment, poor IPR protection, and other factors. Bosch et al. (2005) extended a literature on the link between R&D and patents that had previously been circumscribed to firm-level panel data (e.g., Hausman et al. 1984 ) that cannot assess the social returns of R&D at the national level, and utilized our database to estimate the impact of national R&D investment on patenting activity and investigated the determinants of the low patent elasticities with respect to R&D in various regions of the world. Surprisingly, there seem to be constant returns to scale in developed countries but slightly lower returns in developing countries. Furthermore, these authors found that factors such as the collaboration that exists between universities and the private sector, as well as the quality of the research institutions have a positive impact on patenting elasticities. 6 The data has also been used to conduct simulations of R&D-driven growth models with externalities (Klenow and Rodriguez-Clare 2004) .
Nevertheless, these modest contributions are admittedly the tip of iceberg of the research question on development and innovation that we can investigate with internationally comparable and consistent data from around the world. What is clear from the theoretical literature and from the empirical evidence, including the econometric evidence discussed herein, is that innovation should be placed at the top of the research agenda. The following definitions were obtained from UNESCO's Statistical Yearbooks:
ANNEX. Definitions and
Research and experimental development (R&D)
In general R&D is defined as any creative systematic activity undertaken in order to increase the stock of knowledge, including knowledge of man, culture, and society, and the use of this knowledge to devise new applications. It includes fundamental research, applied research, and experimental development.
Fundamental Research: Any activity directed towards the increase of scientific knowledge or discovery of new fields of investigation, without any specific practical objective.
Applied research: Any activity directed towards the increase of scientific knowledge but with a specific practical aim in view.
Experimental development: Systematic use of the results of fundamental and applied research and of empirical knowledge directed towards the introduction of new materials, products, devices, processes and methods, or the improvement of existing ones, including the development of prototypes and pilot plants.
R&D Investment
The measurement of R&D investment is calculated on the basis of intramural current 
Sectors of performance and source of funds
The sectors of performance identify those areas of the economy in which R&D work is performed. There are three sectors of performance in our database: the productive sector, higher education, and the public sector . Also, the following sources of finance for domestic expenditure on R&D activities permit the identification of the financial supporters of such activities: the productive sector and foreign funds. The definitions for these sectors are the following:
The productive sector includes both domestic and foreign-owned industrial and trading establishments located in the country, which produce and distribute goods and services for sale, and organizations directly serving them, whatever their form of ownership, private, non-profit, or government. It also includes government monopolies and nationalized industries, particularly public utilities, transport undertakings, post offices, communications and broadcasting, and all other government establishments which function as productive units. Also included are governmental or non-governmental organizations and private non-profit institutions mainly or exclusively serving industrial or trading establishments, except those institutes, experimental stations, etc., operating under the direct control of, or being associated with institutions of higher education. In former socialist countries, R&D institutes of branch ministries were classified in this sector.
The higher education sector relates to establishments of education at the third level and also includes those research institutes, experimental stations, etc, serving them.
The public sector, or general service sector, includes various public or government establishments serving the community as a whole.
Foreign funds are funds received from abroad for national R&D activities.
*The OECD and RICYT basically provide the same definitions for sectors that finance and perform R&D. The OECD refers to the productive sector as "Business Enterprise Sector", which covers private and public enterprises.
R&D Personnel
The data on R&D personnel corresponds to scientists and engineers, comprising persons working in those capacities, i. 
