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Introduction
Considerable work has shown that interactions between competitors shape the demography of species' populations and thus their persistence in a local environment. Intraspecific competition is an especially important competitive interaction, because it regulates population growth rates through negative density dependence. As with other ecological interactions, the outcome of intraspecific competition as a demographic process is frequently shaped by phenotypic variation and thus is subject to natural selection (Darwin 1859; Thompson 2005; Urban 2011) . Given that environments are spatially heterogeneous, spatial variation in selection will often favor different phenotypes in different environments (Thompson 2005; Urban 2011; Siepielski et al. 2013) . Such local adaptation to one environment frequently involves a trade-off, so that populations become poorly adapted to other environments (Kawecki and Ebert 2004; Hereford 2009; Blanquart et al. 2013 ). This also suggests that the extent of local adaptation and the strength of competitive interactions could affect each other, generating a feedback (Rice and Knapp 2008; Burgess et al. 2013; Osmond and de Mazancourt 2013; Peterson et al. 2013) .
Local adaptation and competitive interactions could be coupled in a number of ways. To illustrate, consider predators engaged in exploitative competition for prey. If predators are well adapted to killing their local prey, competition may be intense, because individuals can readily access prey (i.e., higher attack rates or search efficiencies) and thus draw prey levels down, which acts to regulate predator individual growth rates. In addition, because competitive abilities are often shaped by phenotypic differences and divergent selection leading to local adaptation frequently causes individuals to become more similar within a population, this in turn could also result in stronger competition (Darwin 1859; Doebeli 1997; Bolnick and Paull 2009) . By contrast, if predators are maladapted and do not draw prey levels down as efficiently, this could limit the strength of intraspecific competition. Alternatively, local adaptation could mitigate intraspecific competition, for instance, if local adaptation entails greater digestive efficiency rather than attack rate efficiency or if local adaptation entails diversification to use a broader array of local prey types. Thus, local adaptation and density-dependent effects of intraspecific competition could generate eco-evolutionary dynamics that may be a pervasive feature of natural populations (Hairston et al. 2005; Ezard et al. 2009; Schoener 2011; Abrams 2014) .
Here we take an experimental approach to test the hypothesis that local adaptation and density-dependent intraspecific competition are coupled. We use damselflies, a predaceous aquatic insect, to conduct a reciprocal-transplant experiment crossed with a density manipulation to examine whether local adaptation and density-dependent competition are associated. Damselflies are a useful system to explore this hypothesis because previous studies have established that they experience both density-dependent competition (McPeek 1998; Siepielski et al. 2010 Siepielski et al. , 2011 and local adaptation (Shama et al. 2011; Gosden et al. 2015) , but how these two forces may interact is unknown. Our results show that local adaptation and the strength of densitydependent competition are linked, thus revealing a feedback between the evolutionary and ecological processes regulating populations.
Methods

Experimental Test of Density Dependence and Local Adaptation
To quantify how local adaptation and competitive interactions may interact, we used a reciprocal-transplant experiment (capturing the extent of local adaptation) coupled with a density manipulation (capturing the strength of intraspecific competition). As in previous studies (McPeek 1998 (McPeek , 2004 McPeek and Peckarsky 1998; Siepielski et al. 2010 Siepielski et al. , 2011 , we focused on individual growth rates as a fitness component for two reasons. First, differences in growth rate should reflect damselflies' ability to effectively use environmental resources (e.g., prey). Second, growth limitation can have pernicious feedbacks on predation risk, because slower growth and development rates force larvae to be exposed to predation for longer and may also limit allocation of energy to phenotypes that would reduce predation risk. Throughout, unless otherwise noted, when we refer to growth rate we are specifically referring to individual growth rate. We conducted our study in September-October 2013 at six ponds located throughout eastern San Diego County, California: Big Laguna Lake (32.8787N, 116.4617W), Boulder Oaks 1 (32.9617N, 116.9327W), Boulder Oaks 2 (32.9667N, 116.9277W), Corte Madera Pond (32.7997N, 116.5547W), Corte Madera Lake (32.7767N, 116.5787W), and Water of the Woods (32.8757N, 116.4657W). The landscape surrounding these ponds varied from 1,660-m mixed conifer forests to lower-elevation oak woodlands and chaparral habitat.
For this experiment, we used Enallagma carunculatum, as they are widespread and common in the study region. A small number of individuals from one pond (Boulder Oaks 1) may have been Enallagma civile, which can be very similar morphologically at this stage of their development (Westfall and May 2006) . Small plastic cages (11 cm # 9 cm # 6.5 cm) filled with rehydrated dried moss (as a foraging substrate; damselflies are sit-and-wait predators) and covered in mosquito netting (1-mm mesh opening) were placed in the macrophyte bed of the littoral zone of each pond. Individual cages were separated by approximately 30 cm from each other, suspended approximately 30 cm below the water surface, and strung together with rope along an array that paralleled the natural shoreline. Before damselflies were placed in these cages, the cages were allowed to sit in each pond for approximately 1 week to allow for colonization by damselfly prey. The mesh opening was small enough to readily allow prey items into the cages, and prey items typical of each lake, such as chironomids, cladocerans, ephemeropterans, and gammaridae, were present in all of the cages at the end of the experiment.
Experimental treatments consisted of using the cages to manipulate damselfly source pond and damselfly density in a fully crossed factorial design across the six lakes. Density treatments consisted of a low-and a high-density treatment, 2 and 4 individuals per cage, respectively, which give densities of 202 and 404 damselfly larvae/m 2 . At ponds in this study region, Enallagma densities range between 2 and 312 larvae/m 2 , with a mean (5SD) of 70 5 119 (n p 6 sites) damselfly larvae/m 2 (A. M. Siepielski, unpublished data). Thus, our experimental density manipulation was on the high end of natural damselfly densities, which should facilitate our ability to detect competitive effects (McPeek 1998; Siepielski et al. 2010 Siepielski et al. , 2011 . At each pond, damselflies were sampled with a D-frame dipnet and taken back to the lab for weighing before being placed in the experimental treatments. Importantly, individuals from all populations were brought into the lab, and thus all individuals experienced any possible handling effects (Kawecki and Ebert 2004) . At this time of year, damselflies were mainly in their fourth or fifth instar (Enallagma has 11 larval instars). Because damselflies grow through molting, it is impossible to record their individual growth rates. Therefore, groups of 2 and 4 damselflies were gently blotted with tissue paper to remove water and weighed to the nearest 0.01 mg. Damselflies from each source pond were then placed in the cages at each of the experimental ponds on the same day they were collected. Each density treatment was replicated three times for each source population in each experimental lake, for a total of 36 cages per experimental lake. In six cages (one cage each from each of the experimental lakes), complete losses of individuals occurred for unknown reasons, and these were not included in the analyses. No other mortality occurred.
As in previous studies, we estimated growth rate as the change in body mass between the start and the end of the experiment (McPeek 1998; Siepielski et al. 2010 Siepielski et al. , 2011 . Growth rates were calculated as [(mean ln mass of all larvae at end) 2 (mean ln mass of all larvae in initial sample)]/ (duration of experiment in days). The experiment lasted 21 days (approximately fourth/fifth instar to seventh/eighth instar), which is a sufficient period of time to capture growth rates in the field (McPeek 1998; Siepielski et al. 2010 Siepielski et al. , 2011 . Data from the experiment are deposited in the Dryad Digital Repository, http://dx.doi.org/10.5061/dryad.7g0hr (Siepielski et al. 2016) .
Environmental Features and Local Adaptation
If environmental differences among lakes shape local adaptation, then differences in growth rates among lakes should be associated with differences in the environmental features among lakes. This would occur because if a population is at or near a local optimum for some environmental feature, its growth rate should decrease with increasing differences between the local environmental condition and conditions where they are transplanted. To test this idea, we estimated values for environmental features that can either directly or indirectly affect damselfly growth rates and examined how they correlated with the extent of local adaptation. Our methods here are identical to those of previous studies we have conducted to examine how environmental variation may affect growth rates (Siepielski et al. 2010 (Siepielski et al. , 2011 , and we refer the reader to those papers for additional details.
Water chemistry could be an important factor influencing damselfly growth rates, because it either directly or indirectly determines the flow of nutrients, oxygen, and other potentially important abiotic factors into damselflies themselves or their prey within the food web. We used handheld probes to record dissolved O 2 (mg/L), conductivity (ms), salinity (ppt), total dissolved solids (mg/L), and temperature (model YSI PRO 203; YSI, Yellow Springs, OH) and pH (model YSI PH 100 Ecosense; YSI) of littoral water from two locations ∼20 m apart within each lake (means were used in the analyses).
We quantified an index of net primary productivity of the littoral food web of each lake by estimating the growth rates of algae (chlorophyll-a mg/L/d) attached to clay tiles. We placed a small floating foam rack (30 cm # 30 cm) with unglazed clay tiles in the littoral zone of each lake. The box held the tiles 8.5 cm below the water's surface and maintained them unshaded in a small plastic container that had two holes (5 cm # 3 cm) covered with fine mesh netting (0.1-mm Nitex mesh) that excluded all but the smallest grazers but permitted water movement. After 21 days, the tiles were removed from the box. The upper surface was scrubbed with a toothbrush to remove all attached algae and other microbes. The removed material was then filtered through glass fiber filters (47 mm; Pall, Ann Arbor, MI). The filters were then left immersed and undisturbed for 24 h at 47C in 95% ethanol to extract chlorophyll-a. We then used a fluorometer (model Trilogy, Turner Designs, Sunnyvale, CA) to record the fluorescence of the chlorophyll-a extractant and estimate the mass (mg/L) of chlorophyll-a. The index of productivity was then calculated as the production of chlorophyll-a in mg/L/d. We also estimated chlorophyll-a in the water column by filtering 250-500 mL of littoral lake water across glass filters, using the same extraction procedure.
Potential damselfly prey densities were quantified using a 6-L box sampler (100-mm mesh; Downing 1986; means were used in the analyses). The sampler was placed over the macrophytes (e.g., where damselflies forage), and the invertebrates were trapped in the sampler. Ten samples were taken at each lake, with prey-sampling locations stratified among the macrophytes present in each lake. Captured animals were preserved in 70% ethanol. Samples were sorted in the laboratory, and all captured organisms were identified to the lowest possible taxonomic unit (family in most cases). We assigned captured organisms as potential prey of damselflies on the basis of previous studies (Siepielski et al. 2010 (Siepielski et al. , 2011 . Prey densities were then expressed as the mean number of prey items/6-L box sample. To investigate how damselfly prey item composition varied among lakes, we adopted a graphical-ordination-based approach and used nonmetric dimensional scaling.
Data Analysis
Experimental Test of Density Dependence and Local Adaptation. We used a two-way ANOVA to determine the effects of source population, experimental lake, and density as well as the interaction between source population and experimental lake on log-transformed growth rates of damselflies. A significant source population # experimental lake effect, where individuals from the native populations also have the highest growth rates relative to nonnative source populations, would be consistent with evidence of local adaptation.
We quantified a measure of local maladaptation as the difference in the mean individual growth rate between a focal population growing in its local lake (GR local ) and the individuals from each foreign source lake (GR nonlocal ) transplanted into the focal lake (extent of maladaption p GR local 2 GR nonlocal ). This measure is the "local-versus-foreign" comparison (Kawecki and Ebert 2004; Blanquart et al. 2013 ). We use this measure because it better reflects the consequences of divergent natural selection: differences in relative fitness within each habitat. This metric therefore does not confound the effects of divergent selection with intrinsic differences in habitat quality (see Kawecki and Ebert 2004) . Larger values of this metric indicate a greater reduction in growth rate of each nonnative population relative to the performance of the local population (i.e., more positive values indicate greater maladaptation). We therefore refer to this metric as the "extent of maladaptation." A negative value for this metric means that a foreign population has a higher growth rate than the local population, implying that it is better adapted and that the local population may be maladapted. An alternative measure of local maladaptation, calculated as the difference in the mean growth rate of the local population growing in the local lake and the mean growth rate when individuals from that same source lake are transplanted to each of the nonlocal lakes (the "homevs.-away" comparison), gives nearly identical results ( fig. A1 ; table S5; figs. A1, A2 and tables S1-S5 are available online). Because we measured growth rates at two densities, we quantified this local-adaptation metric separately for both high-and low-density treatments. Thus, each source population has 12 measures of the extent of maladaptation (one for each of the two density treatments in each of the six experimental lakes). ANOVA was used to compare mean values of the extent of maladaptation among populations.
We quantified the strength of density dependence in competition as the difference in growth rate (the slope) between the high-(GR high ) and low-density (GR low ) treatments (strength of density dependence p GR high 2GR low ).Because we are interested in determining how the strength of density dependence varies with the extent of maladaptation, we used the slopes of each source population growing in each of the six experimental lakes. Thus, each source population has six measures of the strength of density dependence.
We used two approaches to investigate the possible coupling between local adaptation and the strength of competition. First, we ran an ANOVA model to test for an interaction between the density treatment and the source population coded as local/nonlocal. This provides a test of whether local populations experience stronger density dependence than nonlocal populations. Second, because local adaptation is a relative measure, we also examined how the strength of density dependence varied with the extent of maladaptation, using simple linear regression models, regressing the strength of density dependence (GR high 2 GR low ) against the metric of maladaptation (GR local 2 GR nonlocal ). We note that while we constructed the models for the strength of density dependence as a function of the extent of maladaptation, inferences from the reverse causal pathway are equally informative, and we elaborate on this in the "Discussion." Again, because the strength of density dependence is the difference in growth rates between high-and low-density treatments and therefore we have only one measure of the strength of density dependence for each source population in each lake, the data set could not be treated independently in a combined ANCOVA model. That is, the response variable in this model, the strength of density dependence, is the same for the maladaptation metrics at both low and high densities. Therefore, we performed each regression separately for high and low density.
Identifying Environmental Factors Associated with Local Adaptation. To test for an association between the extent of maladaptation and differences in environmental features, we used simple correlation analysis. We quantified environmental differences for the various environmental features as the difference in each environmental feature between the local and each nonlocal lake. This measure of environmental difference gives a measurement of environmental differences analogous to that of the home-versus-away localadaptation measure presented in table S5. We did not use distance-based measures (i.e., Mantel tests) because the sign of the difference, rather than the magnitude of the distance alone, is also informative. Again, because our measure of local adaptation is quantified at both low and high densities, we performed this analysis for each density treatment separately. This approach provides a simple but direct test of whether differences in the extent of maladaptation among lakes are linearly associated with changes in corresponding environmental factors among lakes.
Results
Density Dependence in Growth Rates
Growth rates were reduced by about 45% on average between low-density (mean 5 SD p 0:0039 5 0:0027 mg d 21 ) and high-density (mean 5 SD p 0:0018 5 0:0012 mg d 21 ) treatments across experimental lakes (ANOVA: F 1, 163 p 45:134, P ! :0001; fig. 1 ). The effect of density manipulations on growth rates did not differ significantly among experimental lakes (ANOVA: F 5, 163 p 0:933, P p :460) or among source populations (ANOVA: F 5, 163 p 1:495, Pp :193). Thus, negative density dependence appears to exert largely consistent effects on damselfly growth rates among populations across lakes.
Local Adaptation in Performance through Growth Rates
We also found that, relative to those for local populations growing in their local lake (mean 5 SD p 0:0048 5 0:0029 mg d 21 ), growth rates for nonlocal populations (mean 5 SD p 0:0024 5 0:0019 mg d 21 ) were reduced by about 51%, on average, among experimental lakes. The significant interaction effect between experimental lake and source population (ANOVA: F 25, 163 p 2:56, Pp :0002; fig. 1 ), coupled with the observation that growth rates were consistently highest in their local lakes ( fig. 1) , suggests local adaptation (results from the full ANOVA model are presented in table S1). ANOVA also indicated that the mean reduction in growth rates of each transplanted population relative to the growth rate of the local population did not vary significantly among populations (ANOVA: F 5, 65 p 0:648, P p :633; fig. 1 ), which suggests consistent patterns of local adaptation among populations. Overall, the reciprocaltransplant manipulation showed a clear signature of local adaptation among damselfly populations. We found that local populations had the highest growth rate in their local lake (i.e., the comparison of all the source populations in the same lake) and a consistent decrease in growth rate for each population growing in nonlocal lakes (i.e., the comparison of a single source population in multiple lakes; cf. fig. 2 with table S2 and fig. A1 with table S5 ).
Coupling of Local Adaptation and Density-Dependent Growth Rates
We found no statistically significant interaction between the effects of density and whether the population was local or nonlocal (ANOVA interaction term: F 1, 206 p 0:697, Pp :40). That is, the effect of density did not depend on whether individuals growing in each experimental lake were local or nonlocal. However, consistent with a coupling between local adaptation and the strength of competition, across all lakes the strength of density dependence consistently decreased with the extent of maladaptation ( fig. 2; table S2 ). The statistical significance of this relationship depended, however, largely on experimental density. The strength of density dependence significantly declined with the extent of maladaptation at high density in only one lake, Boulder Oaks 2 ( fig. 2c ). In all other cases, the strength of density dependence significantly declined with the extent of maladaptation only when the metric of maladaptation was constructed from the low-density data set ( fig. 2 ; table S2). Although most populations had higher growth rates in local than in nonlocal lakes, two populations also showed evidence of possible local maladaptation, showing marginally higher growth rates in nonlocal than in local lakes ( fig. 2b, 2d ; evidenced by their negative values for the extent of maladaptation). Notably, the effects of local adaptation on growth rates were often as great as or occasionally greater than the effects of the density manipulation ( fig. 2 ). For example, we found that the reduction in growth rates in nonlocal lakes was in some cases 5 times greater than the reduction in growth rates attributable to the doubling of density ( fig. 2) . Given these results, we quantified the relative contributions of local adaptation and the density manipulations on growth rates (Hairston et al. 2005; Farkas et al. 2013) . To do so, we ran an ANOVA model that included terms for the density treatment and source population coded as local/nonlocal. The partial adjusted R 2 values for each term from this model are measures of the relative contributions of these two factors. The ANOVA model (F 2, 207 p34:45, P ! :0001) including terms for density (coefficient 5 SEp 20:39 5 0:06, tp 26:54, P ! :0001) and local/nonlocal source population (coefficient 5 SEp 0:42 5 0:08, tp 5:19, P ! :0001) accounted for 24.25% (adjusted R 2 ) of the variation in growth rates. The partial adjusted R 2 for the density manipulation was 15.5%, and that for the local/ nonlocal term was 9.7%.
Environmental Features Shaping Local Adaptation
Few of the environmental factors measured were consistently linearly associated with the extent of maladaptation (table S3) , even though lakes differed in environmental conditions (table S4) . We did find that conductivity and total dissolved solids were strongly positively associated with the extent of maladaptation in two populations. Also, pH was associated with the extent of maladaptation in two populations, but the association was only marginally significant, and the sign of the correlation differed between the two populations. Temperature was strongly negatively associated with the extent of maladaptation for one population, but this correlation was only marginally significant. Interestingly, there was no correlation between the extent of maladaptation and damselfly prey density. The latter implies that even though damselfly prey density may be greater in some lakes (table S4) and prey composition varies among lakes ( fig. A2 ), damselfly growth rates do not increase in response to this greater prey density.
Discussion
Our results provide evidence for both negative densitydependent competition and local adaptation among damselfly populations. However, we also found that these ecological and evolutionary properties of populations are coupled, and we offer two interpretations of the causes underlying this pattern: (1) the strength of density-dependent competition depends on the extent of local adaptation, or (2) the extent of local adaptation is shaped by the strength of density-dependent competition. Regardless of the exact nature of the causal pathway, these results show a feedback between the evolutionary processes and competitive ecological processes regulating populations. Below, we discuss both interpretations and elaborate on how understanding microevolutionary processes provides insight into the ecological processes regulating populations. Density dependence in demographic rates such as individual growth is commonly observed and is often a key factor regulating populations. Although growth rates of damselflies varied among lakes, we found that they exhibited negative density dependence and that this effect was generally uniform among lakes. The observed reductions in growth rate with increasing density are consistent with previous studies that have also shown negative density-dependent growth rates in damselflies (Anholt 1990; McPeek 1990 McPeek , 1998 Siepielski et al. 2010 Siepielski et al. , 2011 , but our results build on these studies by showing spatial variation in the strength of density dependence. While we cannot infer the mechanism The relationship between the strength of density dependence and the extent of maladaptation shows that intraspecific competition declines as populations are increasingly maladapted. Shown are least squares regression lines (triangles and circles represent high-and lowdensity treatments, respectively). Each panel corresponds to a single experimental lake, and the different colors correspond to different source populations growing in that lake. To guide the reader, as an example, a shows the strength of density dependence and extent of maladaptation for each source population relative to the Big Laguna population. Note that identical x and y values are present at the coordinates of the local population (where the value of the X-axis p 0; denoted by an asterisk).The slopes are statistically significant (P ! :05) for all low-density comparisons and for high density only at Boulder Oaks 2 (table S1) .
of competition in this study, both interference and exploitative competition likely contribute to the negative density dependence in our experiments (Anholt 1990; McPeek 1990 McPeek , 1998 . Although competition is known to play an important role in regulating growth rates, our results also suggest that the strength of this density-dependent process is partly shaped by local adaptation. Furthermore, although density explained more growth rate variation, on average, than local adaptation, our analysis nevertheless revealed that the effects of local adaptive evolution on growth rates can be as strong as or stronger than the ecological effects of increased density. Indeed, that local Enallagma densities in this study region are, on average, much lower than the low density used in our experiments implies that the effects of local adaptation can be quite strong relative to the effects of density alone. Recent studies have uncovered similar patterns. For example, Farkas et al. (2013) showed that local adaptive evolution of camouflage in stick insects was a key factor regulating population sizes, and Pelletier et al. (2007b) showed how body size evolution in sheep affected demographic rates. Hairston et al.'s (2005) analysis of population regulation in Geospiza fortis found that adaptive evolution could account for more variation than ecological processes. Studies of how populations are regulated have often focused primarily on the role of ecological factors. However, the invigoration of studies investigating how ongoing evolution influences ecological processes is illuminating the important role of local evolutionary processes in driving population regulation (Hairston et al. 2005; Ezard et al. 2009; Schoener 2011; Abrams 2014) .
The relationship between the strength of competition and local adaptation could occur through the direct or indirect effects of local adaptation. Assuming a role for exploitative competition, we suggest that the relationship between competition and adaptation arises because the direct competitive effect of an individual should be proportional to its resource use. When locally adapted, individuals grow faster because they presumably deplete resources to a greater extent and thus have stronger competitive effects. Because locally adapted individuals have stronger competitive effects than non-locally adapted individuals, the influence of adaptation on the competitive (density-dependent) effect should be most pronounced where individuals consume (grow) the most, which would occur at low densities, as we found. This may also account for the observation that there is greater variation in density dependence among local and nonlocal lakes at low densities than at high densities.
Interestingly, however, we did not find that damselfly growth rates increased relative to their growth in local lakes when transplanted into nonlocal lakes with greater prey density. This is surprising because damselflies are largely thought to be generalist predators, consuming prey in proportion to their abundance in the environment (Thompson 1978; Corbet 1999) . Thus, we would expect that damselfly growth rates would increase with prey density. This suggests that transplanted damselflies may not be able to take advantage of nonlocal prey-a pattern consistent with local adaptation to prey resources. Damselflies may not be able to readily consume these nonlocal prey types because they lack morphological or behavioral phenotypes that allow them to attack, kill, and/or consume these prey items. It might also be the case that suitable prey items are present; however, local prey may have evolved defenses against local damselfly predators that result in nonlocal damselflies being maladapted. Such potential local coevolutionary mismatches may be common (Thompson 2005) .
The indirect effects of local adaptation on the strength of competition could arise through interference competition. Interference competition reduces growth rates because at high densities organisms engage in more antagonistic interactions toward each other, which has metabolic costs and reduces the amount of time spent foraging, thus reducing growth rates (e.g., Anholt 1990). One possibility is that when individuals are maladapted because of local environmental factors, they experience a reduction in physiological state and thus engage in fewer antagonistic interactions. We did find some evidence that water chemistry, and conductivity in particular, may be an important factor driving adaptive evolution among populations. Indeed, previous experimental studies with Enallagma have shown that as conductivity increases, growth rates tend to decline and activity levels (prey consumption rate) are reduced (Herbst et al. 2013) . If damselflies are physiologically stressed because of being maladapted to water chemistry in transplanted lakes, the competitive effect through interference mechanisms would be diminished with greater maladaptation to these environmental factors. However, this explanation stemming from the indirect effects of local adaptation does not explain why this pattern is apparent only at low and not at high densities in our experiment. Additional studies are clearly needed to investigate the effect of local adaptation varying with density.
While we have emphasized the causal pathway as local adaptation mediating the strength of density dependence, the converse is also possible. That is, the strength of densitydependent competition may shape how locally well adapted or maladapted a population is. Local adaptation is not an absolute measure; rather, it reflects the consequences of divergent selection among environments, manifested as differences in relative growth rates in our experiment (see also Kawecki and Ebert 2004) . Our results suggest that populations at low density and experiencing weaker competition would experience stronger effects of being maladapted. While we do not know the mechanistic reason for this, the same arguments developed above could be at play here as well. Growth requires access to resources, and maximal growth would occur at low densities. It may be, then, that because growth is occurring fastest at low densities, the effects of being maladapted to the local environment are exacerbated under these conditions. At high densities, it may be that any possible effect of local adaptation is simply "swamped" by a much greater effect of competition. Indeed, across all experimental lakes the average difference in per capita growth rates between the local population and the mean of the nonlocal populations is about 4 times greater in the low-density treatments. While we are not aware of any theoretical models that have explicitly examined the coupling between local adaptation and intraspecific competition, work on density dependence during invasions does suggest that strong density dependence can limit invasion success through its effects on local adaptation (see Filin et al. 2008) . Disentangling the causal pathway between the extent of local adaptation and density dependence remains a challenge that future theoretical and empirical work should address.
While the patterns we documented are consistent with local adaptation, we acknowledge that additional factors could produce a pattern consistent with local adaptation even if local adaptation did not occur. As espoused by Kawecki and Ebert (2004) in their seminal paper, local adaptation derives from genetic differentiation, and nongenetic factors such as handling, plasticity, and maternal effects can mimic local adaptation. While our study design does not allow us to explicitly address some of these factors, previous studies suggest that these factors should not confound our interpretation of local adaptation. First, all individuals were brought into the lab, and so any handling effects occurred for all individuals. Second, previous studies have shown that damselfly growth rates tend to have high heritabilities, at least in a lab setting (Shama et al. 2011) . Indeed, despite potentially high levels of gene flow, damselflies often exhibit adaptive population divergence (Shama et al. 2011; Gosden et al. 2015) , and recent studies have highlighted that local adaptation can occur at quite small spatial scales (Richardson et al. 2014) . Maternal effects and early environmental effects encountered by the experimental larvae before the start of the enclosure experiment could also produce a pattern consistent with local adaptation. However, several studies have investigated maternal effects in damselflies and found that although maternal effects were present, they had a limited effect (Strobbe and Stoks 2004; Shama et al. 2011) .
In our experiment, the effects of competition were manifested through competitive interactions with individuals from the same source population. That is, there were no (direct) competitive interactions among local and nonlocal individuals. It would be interesting to examine whether and how the results of this experiment change when nonlocal individuals compete with locally adapted individuals. Results from such studies could provide important insight into how gene flow may also play a role in regulating local adaptation and competitive effects across a metapopulation (e.g., Kawecki and Ebert 2004; Blanquart et al. 2013) . Similarly, our analysis of competitive effects was accomplished in the absence of predators. The competitive effects we found here could be affected by the presence of predators in this system, because predators can reduce competition (Paine 1966) . Moreover, inclusion of predators would allow for a more complete examination of how different fitness components (e.g., survival) also respond to density and the extent of local adaptation.
Overall, these results suggest that a key ecological interaction, intraspecific competition, can be coupled to an equally important evolutionary process-local adaptation. Many studies investigating the feedback between evolutionary and ecological processes have focused primarily on interspecific interactions and their consequences at the community and ecosystem levels (Pelletier et al. 2007a ). The results from our study, focused on intraspecific interactions, provide further support for the joint contributions of ecology and evolution in explaining the demographic processes regulating populations (Ezard et al. 2009 ). Indeed, it may be that much of the unaccounted-for variation in population regulation may be accounted for by a pervasive role for evolutionary processes.
