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1. INTRODUCTION 
In the present article, we consider the parabolic equation 
au ;it+ c p(x)-& u=o 1 
with the boundary condition 
au r?x-huI,=,=O 
au ~+Hu/,=,=O 
and with the initial condition 
(O<t < co,O<x< i) 
(O<t<oo), 
(O<t<oo) 
(O<x< 1). 
(1.1) 
(1.2.a) 
(1.2.b) 
(1.3) 
In what follows, however, the coefficients p E C’[O, I], h E 9, HE 5%’ and 
the initial value a E L2(0, 1) are to be determined, while the values of the 
solution on the boundary, { u(t, c) / c = 0, 1; T, < I < T,} are observed and 
known for some T, , T, in 0 < T, < T, < co. Namely, we are concerned in 
the following problem: Can we determine (p, h, H, a) from {u(t, <) 1 r = 0, 1; 
T, < t < T,}? But, as u ~0 follows for any (p,h, H) if LZ =O, (~(t,<) ( 
c = 0, 1; T, < t < T,} does not always determine (p, h, H, a) uniquely. 
Therefore, we formulate our question in the following way, where (EP,h,H.a) 
denotes Eq. (1.1) with (1.2) and (1.3): 
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Problem. Let (p, h, H, a) E C’[O, l] x 2 x 533 x L’(O, 1) be given and 
u = u(t,x) be the solution of (Ep,h,H,e). Then, determine the set of 
(q,i,I,~)EC’(O,1]~~~~~L~(0,1)suchthat 
u(t, (3 = 46 0 (T,<l< T,;t-=o, 1) (1.4) 
for given T,, T, (0 < T, < T2 < co), where z, = v(t, x) is the solution of 
(E4,i,,,d). In particular, under what condition on (p, h, H, a) does (1.4) 
imply (4, i, I,&> = (p, h, H, a>? 
In this section we state our results on this problem, which are regarded as 
some improvements or generalizations of Suzuki and Murayama [7] and 
Murayama [S]. In the first place we make a 
DEFINITION. Let Ap,h,H be the realization in L*(O, 1) of the differential 
operator (p(x) -8*/3x’) with the boundary condition (1.2). And let (A, 1 
n = 0, 1, 2 ,... } and {#(. ,A,) 1 n = 0, 1, 2 ,... } be the eigenvalues and the eigen- 
functions of A,,,.,, respectively, the latter being normalized by 
qw, &> = 1 (n = 0, 1, 2 ,... ). (1.5) 
It is well-known that any /2, (n = 0, 1, 2,...) is simple. Noting it, for each 
a E L’(O, l), we call 
the “degenerate number” of II with respect o Ap,h,H, where ( , ) is the L*- 
inner product. If N = 0, that is, if II is not orthogonal to any eigenfunction of 
A p,h,H, we say that rx is a “generating element” with respect o Ap,h,H. 
Henceforth, (p, h, H,a) E C’[O, l] x 3? x 5%? x L*(O, 1) is given, u = 
u(t,x) is the solution of (E p,h,H,a), and N is the degenerate number of a with 
respect to Ap,h,H. Our first result, Theorem 1, shows that the problem is 
reduced to solving a certain nonlinear equation in the case of N < $00. 
THEOREM 1. Assume that N is finite and let 
Putting 
@ = @P(x) =t w, L,),..., a, &J> (1.7) 
and 
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we consider the following simultaneous ordinary dtjJferentia1 equation 
2-$(G.@)+p (1.9) 
where E is the unit matrix and where . means the SN inner-product: 
G * 0 = (G . Q)(X) = CyEI gj(X) $(X3 n,i> (G =’ (8, ,..., gN)). Let 
.Y = {the solutions GE C’([O, l] --$ gN) of (1.9)). (1.10) 
Then (1.4) holds for the solution v = v(t, x) of the equation (EO,i,,,G) 
((q, i, I, e) E C’[O, l] x 9 x 3%’ x L*(O, 1)) if and only if (q, i, I) satisfies 
q=p+2&(GG’), (1.ll.a) 
and 
i = h + (G f Q)(O) 
Z=H-(G. @)(I) 
(1.ll.b) 
(1.ll.c) 
for some G E F’, and t+ E L*(O, 1) satisfies a certain condition, which is 
expressed in terms of (p, h, H, a) and G. 
Remark 1. Since the condition with respect to G which appears in the 
proof of Theorem 1 is complicated, we omit here to write it down explicitly. 
However, this condition implies that the degenerate number of 8 with respect 
to A,,i,, is again N. 
Remark 2. Let 
~=((q,i)EC’[O,l]~~~thereexistssome(I,&)~.~~L*(O,l) 
such that (1.4) holds for the solution v = v(t, x) 
of the equation (Eq.i,,,d)}. (1.12) 
Then, for each (q, i) E A, only a unique (I, fi) E 5%’ x L*(O, 1) makes (1.4) 
hold. See the proof of Theorem 1 in Section 2. 
Furthermore, putting 
m = (q E C’ [0, 1 ] ] there exists some i E .5@ such that (q, i) E A} 
=(qEC’[O,1]~forsome(i,I,~)E~x~xL2(0,1)wehave(1.4)}, 
(1.13) 
we get 
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THEOREM 2. In the case of N < +co, for each q E PPZ, we have either 
(A) (q, i) E .M for a unique i E 9 or 
(B) (q, i) E Mfor alf i E 5%“. 
Furthermore, (B) occurs if and onZy if there exist G E C*([O, 11) + 5PN) and 
G, E C’([O, 1 ] + 9”) such that 
(1.14.a) $G= 
d 
2-&G.@)+p 
$G,,= 2&(G4’)+p (1.14.b) 
and 
(G, . Q)(x) EZ 1 (O<x< 11, (1.14.c) 
and such q E uz is given by 
q=2&(G.@)+p. 
The study of Eq. (1.9) gives the following corollary, where the assumption 
N < +co, however, is not needed. 
COROLLARY 1. The equality (1.4) implies (q, i, I, L) = (p, h, H, a) if and 
only if a is a generating element with respect to Ap,h,H. 
In the case of N = 1, we can study (1.9) and (1.14) minutely, because we 
have a first integral of (1.9). The results for this case will be stated and 
proved in Section 3 of the present article, while Section 2 of it is devoted to 
the proof of Theorem 1, Theorem 2, and Corollary 1. (This article is 
composed of three sections.) 
Now we refer to some other works in this direction. Kitamura and 
Nakagiri considered in [3] the parabolic equation au/at = 
wwwm4w) - P( x u ) and gave a sufficient condition for (o(x), p(x)) 
to be determined uniquely from full information of the solution: {u(t, x) 1 
o<t < co,o<x< 1). They also studied the problem to determine 
(a(x), p(x)) uniquely only from {u(t, x,) / 0 < t < co} for some xp E [0, 11, 
assuming o(x) and p(x) to be constant functions. On the other hand, Pierce 
considered in [6] the parabolic equation (l.l), however, with null initial 
condition, with non-homogeneous boundary condition of the third kind on 
r = 0 and with homogeneous boundary condition of the same kind on r = 1. 
He showed that under such a situation the values u(t, <) (0 < t < T,, < = 0) 
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determine uniquely the spectral function of Ap,h,H, whence q = p follows by 
the theory of Gel’fand and Levitan [2]. 
With respect to our problem, there are Suzuki and Murayama [7] and 
Murayama [5]. Suzuki and Murayama [7] showed the if part of the 
uniqueness assertion of Corollary 1 of the present article which will be stated 
later in Section 3 as the case 1) of Theorem 3. Murayama [5] proved 
Corollary 1, besides some other uniqueness theorems in the problem such as 
the determination of the coefficients of A, = -v(~/~x)(a(x)(~/i?x)). The 
method of Murayama ]5] is heavily based on the Gel’fand-Levitan theory 
[2]. We see that a parameterization of A is possible if we combine his 
method with some considerations of the present article. Our results, however, 
are obtained by extending the method of Suzuki and Murayama [ 71, where 
the Gel’fand-Levitan theory itself is not used directly. 
2. PROOF OF THEOREM 1, COROLLARY 1 AND THEOREM 2 
Recall that N is the degenerate number of a with respect to Apqh.” and 
(a, 4(. 3 nnj>) = 0 (1 <j<w (2.1 .a) 
By definition we have 
(4 tic. 3 4J> f 0 (n # nj). (2.1.b) 
Let u = v(t, x) be the solution of (E,,i,,,,) and let {,u, ] m = 0, 1, 2 ,...) and 
{v/(. , pu,) 1 m = 0, 1, 2,...} be the eigenvalues and the eigenfunctions of Aq,i,,, 
respectively, the latter being normalized by 
‘m&J = 1 (m = 0, 1, 2 ,... ). 
Then the solutions u = u(t, x) and v = u(t, x) are given by 
u(t, x) = 5 e -y4 qq* ? ~,>>/P, * qqx, A,) 
II-0 
and 
P-2) 
(2.3) 
@, x) = g e -Pmt(4 w(- , &‘))/a, . V(X~rllrn)~ (2.4) 
m -7 0 
respectively, where 
pn = r ’ 4(x, A,)’ dx 0 
(2.5) 
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and 
I 
1 
u, = v(x, PU,)’ dx. (2.6) 
0 
Proof of Theorem 1. Suppose, in the first place, (1.4). By analytic 
continuation in t, we have 
and 
Since A, (n = 0, 1, 2,...) is simple, (1.4’.a) implies that there exists some 
nonnegative integer m(n) for each n # nj such that 
47 =&7(n) tn f nj> (2.7) 
and 
and that 
(4 4(. 3 U)/P, = (4 wt. 3 P,(“JY~,(,, 
#O (n f nj), 
(2.8.a) 
Cm @ PW I n f nil>. (2.8.b) 
Hence (1.4’.b) gives 
#CL u = V(l~&,,,) 
On the other hand. it is well-known that 
1 
~‘/2=n7c$0 - n 
c ) n 
y~2=mn$0 ;t; 
c i 
(n # nj). (2.9) 
(2.10.a) 
(m + co), (2.10.b) 
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so that m(n) = n holds in (2.7) for sufficiently large n. See Levitan and 
Sargsjan [4], for (2.10). Therefore, we also have 
#(4{m(n> I n f nj}> = N9 (2.11) 
,/Y- being the set of nonnegative integers, and the degenerate number of fi 
with respect to A,,i,, is N by (2.8). 
We now prepare the following 
LEMMA 1. Let D=((x,y)IO<y<x< l}. Then, for each q,pE 
C’[O, l] and i, h E 9, there exists a unique K = K(x, y) E C2(D) such that 
K,, - K,, + P(Y)K = dx)K ((x3 Y) E al (2.12.a) 
K(x, x) = (i - h) + 4 r (q(s) - p(s)) ds (O<x< 1) (2.12.b) 
0 
and 
K,(x, 0) = hK(x, 0) (O<x< 1). (2.12.c) 
LEMMA 2. For K in Lemma 1, we put 
(1 = A”). (2.13) 
Then Y = Y(x, A) satisfies 
(q(x)--$) Yy=AY (O<x< l), (2.14.a) 
and 
Y(0, 2) = 1 
Y’(0, 1) = i. 
(2.14.b) 
(2.14.c) 
These lemmas can be proved in a way similar to that of Suzuki and 
Murayama [7]. Indeed, in Lemma 2, (2.14.b) is immediate and (2.14.~) is 
obvious from 
y’(x, A> = 4’6, A> + Wx, )4(x, A)+ ix K&c, Y) KY, A> &.‘0 
Furthermore, (2.14.a) is verified as 
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=(S ) (” ) + A Q(x, A> + -&qx, x) + K,(x, x) #(x, A) + K(x, x) #‘(x, A> 
+ j; W(x, Y> + K,& Y)l #(Y, A) dY 
= p(x) qqx, A) + (&(x,x> + K,(X> xl)!a, A) + K(-G x> 4’cG A> 
+ 1; W(x7 Y> + Kyy(x, Y)- P(Y) W? Y> 
+ q(x) Wx, Y) 1 #(Y, 1) dy (’ . ‘(2.12.a)) 
= p(x) $(x, A) + 
( 
&K(x, x) + K,(x, xl) 4(x, 1) + K(x, x> 4’6, A) 
+ [KY@, Y) #(Y, Gl;“b - bW, Y> #‘(Y, 41:: I; 
+ +GG Y){(A + q(x) - P(Y)) #(Y, A) + #“(Y, A)) dy 
0 
= P(X) 4(x, A> + (& K(x, x) + Kx(x, x> + K,k xl) 0. A) 
+ jr WY Y> q(x) #(Y, 1) dy (’ . ‘(2.12.c)) 
= P(X) 4(x, 1) + 2 -$-(x.x) 4(x, 1) + q(x) r K(x, Y> #(Y, 1) dy 
-0 
= q(x) u’(x, A) (‘:(2.12.b)). 
Also, although Lemma 1 may be obtained by using Riemann’s function as in 
Suzuki and Murayama [7], a more direct construction of K is given as 
follows: The solution K, = K, (x, y) E C’(o) of the equation 
K 0X.X -K -0 OYY - ((Xl Y) E fi) (2.15.a) 
with 
K,(x, x) = (i - h) + f ,fx (q(s) - p(s)) ds (O<x< 1) (2.15.b) 
0 
and 
K,,(x, 0) = W,(x, 0) (O<x< 1) (2.15.~) 
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is obtained elementarily by means of the d’Alembert formula, while for each 
f E Co(D) the solution u = v(x, y) E C*(D) of the equation 
with 
V xx - VYY = f(x, Y> ((4 Y> E 0) (2.16.a) 
and 
u(x, x) = 0 (O<x< 1) (2.16.b) 
0,(x, 0) = hu(x, 0) (O<x< 1) (2.16.~) 
is also obtained similarly. The unique solution K = K(x, y) E C’(D) of 
(2.12) is given by the following iteration scheme: 
K= -? K,, 
Ill0 
(2.17.a) 
K “+, = the solution of (2.16) for f = f(x,y) 
= (q(x) - P(Y>>K,(x, Y> (n = 0, 1, 2 )... ). (2.17.b) 
Since the solution of the Cauchy problem (2.14) is unique, (2.7) gives 
Y(x, A) = y(x, A) for ,I = 1, (n # nj), whence Y’( 1, n) + ZY( 1, A) = 0. On the 
other hand we have Y(1, I) = $(l, A) (A= 1, ; II # nj) by (2.9). These 
relations are equivalent to 
(I-H+K(L l))#(l,i.,)+jkl, y)$(y,&,)dy=O (n # nj) (2.18) 
0 
and 
.I 
1 
K(L Y) #(Y, 4) dy = 0 (n f nj), (2.19) 
0 
respectively. Here a, = j: K,( 1, y) #(y, A,,) dy satisfies 2, a:/~,, < co and so 
an/a+ 0 (n + co). On the other hand, owing to Levitan and Sargsjan [4] 
we have 
(2.20) 
and 
#(I, 1,)=(-1)” + 0c 1 ; (n -+ 00); (2.21) 
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Z=H-K(1, l), (2.22) 
.I 
1 
K,(l> Y> @(Y, A,) dY = 0 0 
In this way, we have 
K.X(12 Y) = 5 dj#(Y, Ani) 
j=l 
(n # nj). (2.23) 
(‘:(2.19)), (2.24-a) 
(’ . ‘(2.23)) (2.24.b) 
and 
Z=H-- 5 Cj$(l,&) (’ . ‘(2.22)), (2.25) 
j- 1 
for some cj, dj E 2 (1 < j < A’). Furthermore, as the solution of (2.12), K is 
determined uniquely from (q, i), so that the statement of Remark 2 has been 
verified. 
Suppose, conversely, that for some (q, i) E C’[O, l] x 2, the solution K = 
K(x, y) E C*(D) of (2.12) satisfies (2.24) for some cj, dj E 5%’ (1 < j < N). 
Then, for Z E B? defined by (2.25), we have (2.18) and (2.19), that is, 
!P(l,A)=4(l,A) and !P(l,~)+ZY(l,~)=O for A=A, (n#nj), Y/being the 
right hand side of (2.13). Hence (2.7) and (2.9) hold for some m(n) if n # nj. 
Therefore, taking & E L*(O, 1) by (2.8), the solution u = v(t, x) of (Eq,i,,,d) 
satisfies (1.4) because of (2.1). 
In this way, we have proved 
LEMMA 3. (q, i) E A if and only if there exist some (c,~, dj} E 92ZM and 
K = K(x, y) E C*(D) such that 
K,, - K,, + P(Y)K = q(x)K, (2.26.a) 
K(x, x) = (i - h) + f f (p(s) - q(s)) ds, 
0 
(2.26.b) 
K,(x, 0) = Wx, 01, (2.26.~) 
KC13 Y> = 5 cj#(Y, A,,> 
j=l 
(2.26.d) 
505!47/2 IO 
306 TAKASHI SUZUKI 
and 
(2.26.e) 
Now we show 
LEMMA 4. For given p, q, h, i, cj and dj, the solution K E C’(D) of the 
system of Eqs. (2.26.a), (2.26.c), (2.26.d) and (2.26.e) is unique, and is given 
by 
K(x, Y> = 5 g)(X) #(Y, J+n,>, (2.27) 
j= 1 
where gj = gj(x) (1 < j ,< N) is the unique solution of 
r 
kn,+$)gj=4Cx)&Tj C”Gx< ‘13 
gj(l> = cj 
and 
g;(l) = dj. 
(2.28.a) 
(2.28.b) 
(2.28.~) 
ProoJ It is easy to see that K of (2.27) satisfies (2.26.a), (2.26.c), 
(2.26.d), and (2.26.e). We show the uniqueness. To this end, we have only to 
derive K = 0 on 0, assuming cj = dj = 0 (1 < j < N). But then, considering 
the domain of dependence of the hyperbolic equation (2.26.a), we have 
K=OinD,={(x,y)I-x+1< y<x,f<x<l}.Andtherefore,sincethe 
uniqueness of the following problem on D, = (D\D,) holds, we have K = 0 
on5,. 
K,, -KY, + P(Y)K = q(x)K ((x9 Y> E fiz), (2.29.a) 
Ky(x, 0) = hK(xt 0) (0G.X I>, (2.29.b) 
Klx+y=, =O ($ <x< 1). (2.29.c) 
Thus, K E 0 (on 0) follows. 
By virtue of Lemma 3 and 4, (q, i) E ,H if and only if there exists some 
solution gj E C2[0, 11 of (2.28.a) such that 
5 gj(X) #(x3 A,,J = (i - h) + 3 ,fx (q(S) - P(s)) ds. 
i=l 0 
(2.30) 
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For simplicity, we put G =I (g, ,..., gN) E C’([O, l] + 2”). Then, (2.30) is 
equivalent to 
q=2-$(Gd)+p (2.3 1.a) 
and 
i = h + (G . Q)(O). (2.3 1.b) 
Furthermore, we have 
I=H-- (G - @)(I) (2.32) 
by (2.22). Now we substitute (2.31.a) into (2.28.a) and obtain (1.9). 
Conversely, for the solution G of (1.9) we define (q, i) by (2.31) and obtain 
(2.30) and (2.28.a). Thus Theorem 1 follows. 
Remark 3. Even if N = fco, the following fact holds by the proof of 
Theorem 1: Suppose 
(4 4(. 9 k”i>) = 0 (1 <j<N’), 
N’ being an integer. We consider the equation 
$G= 2-&(G4,)+p 
with 
and 
0, =I (4(x, A,,) )..., 4(x, A,,.)) (1.7’) 
A,= (1.8’) 
and set 
.F-’ = {the solutions G E C’([O, l] - 5PN’) of (1.9’)}. (1.10’) 
Then, for any G E P’, (q, i) defined by (1.11) belongs to A. 
(2.1’) 
(1.9’) 
Remark 4. If (q,i)EC’[O,1]~9 satisfies (1.11) for some GE%?“, 
then such G is unique. In the case of N < +co, therefore, LY corresponds 
bijectively to .A. In fact, assume 
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s=~+2-&-,), 
i = h + (G . Ql)(0), 
and 
i = h + (G . Q,)(O) 
for G and G” E A?‘. Then, 
N’ 
and 
K(xy Y) = x gjtx) #(Y, nnj> (G =I (g, ,..., gw)) 
j=l 
‘Cx, Y) = 5 giCx> @(YY Iznj) (G =( (&f,,..., s,,)) 
j=l 
(1.ll.a) 
(1.ll.b) 
(l.ll*.a) 
(1.11 *.b) 
(2.27’) 
(2.27’“) 
satisfy (2.12). By means of the uniqueness of the solution of (2.12), we have 
K=Z?, hence G=G”. 
Proof of Corollary 1. This corollary has been essentially proved by the 
arguments above. In fact, if N = 0, then K( 1, y) = K,( 1, y) E 0 from (2.19) 
and (2.23). From the proof of Lemma 4 we have K E 0 and (q, i) = (p, h). 
Hence by Remark 2 we get (q, i, I, t-) = (p, h, H, a). 
Suppose, conversely, 1 < N < +co and (a, $(. , Ani)) = 0 (1 < j ,< N’), N’ 
being an integer (1 < N’ <N, N’ < +co). We define the set 57’ by (1.10’). 
Then by Remark 3, for any G E .‘?‘, (q, i) defined by (1.11) belongs to A. 
Furthermore, Remark 4 yields (q, i) # (p, h) if G f 0. On the other hand, it 
is well-known (see, for example, Coddington and Levinson [ 11) that (1.9) 
has a solution G = G(x) E C’([O, l] + 2”) f or any sufficiently small initial 
value {G(O), G’(O)}, so that there exists some G E 57’ with G f 0. 
Proof of Theorem 2. Suppose (q, i) E J, (q, i) E A and i # I: Then by 
Lemma 3 we have some {cj, d,}, {Ej, Jj) E 5PzN and K, d E C’(6) such that 
K,, -K,, + P(Y)K = q(x)K (2.33.a) 
K(x, x) = (i - h) + i ix (q(s) - p(s)) ds, (2.33b) 
0 
K,(x, 0) = hK(x, 0), 
KC13 Y) = 5 cjti(y, Anj>, 
j-1 
(2.33.~) 
(2.33.d) 
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(2.33.e) 
g,, - &I + P(YF = s(xF, (2.33’.a) 
I?(x, x) = (T- h) + ; ix (q(s) - p(s)) ds, (2.33’.b) 
0 
zqx, 0) = hf(x, O), (2.33’.c) 
‘Cl? Y)= t Fj#(Y,L,,) (2.33’.d) 
j=l 
and 
(2.33’.e) 
Therefore, K” = (K - @/(i - I’) satisfies 
K,O, - K& + P(Y) K" = q(x) K", 
K’(x, x) = 1, 
K;(x, 0) = hK”(x, 0), 
K”(L Y> = 5 cj”qK~, &) 
j-l 
(2.34.a) 
(2.34.b) 
(2.34.~) 
(2.34.d) 
and 
KXL Y) = c @Kv, Ani> 
j-l 
(2.34.e) 
for a certain {cjo, dj”} E L@2N. Therefore, for any FE SF, I? = (I’- i) K” + K E 
C*(D) satisfies 
B,, - zTyv + p( y)z? = q(x)K=, (2.33”.a) 
I?(,, x) = (f- h) + + f (q(s) - p(s)) ds, (2.33”.b) 
0 
I?,(,, 0) = h&x, O), (2.33”.c) 
and 
(2.33’l.d) 
(2.33’l.e) 
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for a certain {c?~, &} G ,5JZzN; hence (q, 9 E .H by Lemma 3. Thus we have 
proved that for q E GZ if (A) does not take place then (B) occurs, and that 
(B) occurs if and only if there exist some {cj”, dy) E 5$?*’ and K” E C*(D) 
such that (2.34) holds. Since the unique solution K” of the system of 
equations (2.34.a), (2.34.c), (2.34.d), and (2.34.e) is given by 
K’(x, y) = ? g:(x) #(YY Aj> (2.35) 
j-1 
with 
(2.36.a) 
gj”( 1) = c.7 (2.36.b) 
and 
g;‘(l) = dj”, (2.36.~) 
Theorem 2 is verified. 
3. STUDY FOR THE CASE OFN= 1 
In this section, we study Eq. (1.9) mainly for the case of N = 1. We then 
have 
(4 $(* 3 4,)) = 0 (3.1.a) 
for some 11,, and 
(4 4(. 3 A”)) # 0 (n f HI>. (3.1.b) 
We show the following 
COROLLARY 2. Under the assumptions stated above, the case (B) in 
Theorem 2 occurs if and only if A,, = A, and (p, h, H) is one of the following 
four types, where a, p, y and K are parameters determining (p, h, H): 
(I) (P(X). h, H) = (1, + K2, K, --K), K E s?, 
(II) (p(x), h, H) = (A, + a*(2(@“” + ~-““)*(pe”~ - eeax)-* - l}, 
- a(/3 + l)(p - l))‘, a(/?eQ + e -“)(jXea - e-O)-‘), 
a # 0, [ [/3 < 0 or /I > l] or (0 < /I < 1, j3eza < l]], 
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(III) (p(x), h, H) = (A, + a*(1 + 2 tan’ a@ + Y)), a tan ah 
- a tan a( 1 + r>>, 
O<a<7t, [J+.L)<,,$(,++or 
271 1 2?t 3 
4 ( n+q 1 <y<y- ( n+q 1 -1 
for some integer n 
I 
, 
(IV) (P(X)? h, H) = ( Al + (x ty,* 7 - + 7 &J 
[O<yory<-11. 
In each case, q E M of(B) is given by 
(1) 9(x) = P(X), 
q(x) = -2d ( p- l -~~ pp - e--(1x 2 + p(x) (dE 91, 
q(x) = -2d cos~~;xa~ y) + p(x) (d E 91, 
2 
q(x) = -2d (x 1 r>z + P(X) 
THEOREM 3. Let Ai be the realization in L2(0, 1) of the differential 
operator (p(x) - a2/ax2) with the Dirichlet boundary condition. Then, in the 
following cases (I), (2), and (3), (1.4) with (i, Z) = (h, H) implies (q, k) = 
(PY a): 
(1) N=O, 
(2) N = 1 and (a, #(. ,A,)) = 0, 
(3) N = 1 and (a, #(. , n,l)) = 0 with An,, which is simultaneously an 
eigenvalue of A;. 
Remark 5. By Theorem 1, “the degree of freedom” of .A is considered 
to be two in the case of N = 1. On the other hand, Corollary 2 shows that 
“the degree of freedom” of q E m of (B) i one in the case of (II), (III), and 
(IV), and that it is zero in the case of (I). 
Remark 6. If we observe (u,(t, <) 1 T, < t < T, ; c = 0, 1) besides 
(u(t,r)IT,~t~T,;r=O,l}, we know (h. H). Hence then (i, I) = (h, H) 
may be assumed a priori. Theorem 3 is a result under this situation. Note 
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that Theorem 3 for the case of (1) is an immediate consequence of 
Corollary 1. 
By means of Theorem 3, we have 
COROLLARY 3. In the case of (p, h, H) = (0, 0, 0), (1.4) with (i, Z) = 
(h, H) implies (q, C) = (p, a) if N < 1. 
In fact, if (p, h, H) = (0, O,O), the eigenvalues of Ap,h,H are (MC)’ (n = 0, 
1, 2 ,... ), while the eigenvalues of A,” are (nn)’ (n = 1, 2 ,... ). 
For simplicity we put A = An, and Q = #(-, A,,,), hereafter. Equation (1.9) 
and relations (1.11) are then written as 
d2 
dx2 g= 2&3v+ P-k (3.2) 
and 
i = h + W)(O) (3.3.b) 
I= H - W)(l). (3.3.c) 
We first show the following lemma, which is closely related to Lemma 2. 
LEMMA 5. (i) The function f = f(x) dejked by 
satisfies 
f(x)= &-cW~; g'W& (3.4) 
(ii) g = g(x) satisfies 
~g’-qe=~*g*+c, 
where c is a real constant. 
(3.5) 
(3.6) 
Proof: (i) By (3.2) we have 
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f = Ig - kqd ix g* dy + g” - 4” !‘x g* dy - 2$‘g* - 2#gg’ 
0 0 
= (6’ + k) - 2(&Y g - (4” + 14) !b” g* dy 
= pg - P@ 1; g* dy = pfs 
(ii) Since (3.5) gives 
@f - Kt->’ = 0, 
we have 
#f I - #‘f E constant E c. (3.7) 
We substitute (3.4) into (3.7) and obtain (3.6). 
Now we prove Theorem 3 for the cases to (2) a3). We see that (i, I) = 
(h, H) is equivalent to g(0) = g(1) = 0 by (3.3.b) and (3.3.~). On the hand, 
(q, k) = (p, a) follows if g E 0. 
Proof of Theorem 3(3). By (3.4) we have f(0) = 0. Therefore, from the 
assumption that A is an eigenvalue of Ai, f (1) = 0 follows. Putting x = 1 in 
(3.4), g E 0 is obtained. 
Proof of Theorem 3(2). By the assumption A= Ao, 4 is positive definite. 
Therefore, if c # 0, for any x0 of g(xo) = 0, g/(x0) has the same sign as c by 
(3.6), which contradicts to g(0) = g(1) = 0. On the other hand, if c = 0, (3.6) 
gives g’(0) = 0; hence g E 0 by g(0) = 0 and (3.2). 
Finally, we give the 
Proof of Corollary 2. In the case of N = 1, (1.14) is written as 
d* 
dx2 g= 
2&$)+ P-1 go 
I 
(3.8.a) 
(3.8.b) 
and 
(go4)(x) = 1. (3.8.~) 
From (3.8.c), $ follows to be positive definite; hence A= 1,. By (3.8.a) and 
(3.8.b), we have 
g + s; - g’g, = d, (3.9) 
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d being a real constant. We substitute g, = l/4 into (3.9) and obtain 
#‘g + #g’ = -d#2; (3.10) 
hence 
r = r(x) s (#g)(x) = -d jX 4’ dy + e, 
0 
(3.11) 
e being a real constant. By (3.3.a) we have 
q = -2d4’ + p. 
We now recall (3.6) and substitute g = r/4 into it: 
(3.12) 
4’ r’ - 2 -r = r2 + c. 
& 
Differentiating (3.13) we have 
r”-2$r’=2 (($j’+r’jr. (3.14) 
But, since r’ = -d4’ by (3.1 l), the left hand side of (3.14) is identically zero. 
Therefore, putting r, = -d#’ + (#‘/#)‘, J, = (x 1 r,(x) = 0) and J= 
{x 1 r(x) = O), we have J, U J = [O, 11. 
Assume, in the first place, #(J) > 2. Then, d = e = 0 follows. Therefore, 
r E 0, g E 0, and q E p follows in turn. Hence go = l/g satisfies 
(d2/dx2)g0 = (p - k)g, from (3.8.b). Since Q is an eigenfunction of Ap,h,l,, 
we have 
K being a real constant. Hence 4(x) = eKx and the case (I) is obtained. 
If #(J) < 1, then we have J, = [0, l] and SO 
(+ (f&J) = 0. 
Putting p = #‘/$ = (log #)‘, we have 
p” = 2pp’; 
hence 
p’ = p2 + constant. (3.15) 
INVERSE PROBLEM FORPARABOLIC EQUATION 315 
If this constant is negative, we have 
P(X) = a 
1 +pPx 
1 -pEzaX (afO,PfO> 
and so 
Noting 4 E C’[O, 11, we obtain the case (II). 
If the constant is positive, we have 
and so 
p(x) = a tan a(x + v) (afO,yE9) 
#(x1 = i coscao;::: y) 1. 
Noting 4 E C’[O, 1 ], we obtain the case (III). 
Finally, if the constant is zero, we have 
1 
P(X) = - 
XfY 
(IJEW 
and so 
Noting 4 E C’IO, 11. we obtain the case (IV). 
It is not difficult to see that (3.8) has a solution ‘(g, g,) E C’([O, 1 ] -+ 9’) 
in the cases of (I)--(IV). 
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