Abstract. We study the problem of determining the minimal degree d(m) of a polynomial that has all coefficients in {0, 1} and a zero of multiplicity m at −1. We show that a greedy solution is optimal precisely when m ≤ 5, mirroring a result of Boyd on polynomials with ±1 coefficients. We then examine polynomials of the form e∈E (x e + 1), where E is a set of m positive odd integers with distinct subset sums, and we develop algorithms to determine the minimal degree of such a polynomial. ·2 m +c 2 . Last, we consider the related problem of finding a set of m positive integers with distinct subset sums and minimal largest element and show that the Conway-Guy sequence yields the optimal solution for m ≤ 9, extending some computations of Lunnon.
Introduction
A Newman polynomial is a univariate polynomial with all coefficients in {0, 1}. We denote the set of such polynomials by N . In this paper, we study Newman polynomials having a zero of prescribed multiplicity at x = −1 and degree as small as possible. To this end, we define Similar quantities have been studied for other families of polynomials. Boyd [4, 5] investigates an analogous problem for the class L of Littlewood polynomials, which have all coefficients in {−1, 1}. Byrnes asked if the minimal degree of a Littlewood polynomial having a zero of multiplicity m at x = 1 is 2 m − 1, since the polynomial m k=1 x 2 k−1 − 1 (2) satisfies the criteria. Boyd proves that this greedy construction is optimal precisely for m ≤ 5, determines the minimal degrees for m = 6 and 7, and shows that the minimal degree in general exceeds exp( √ m(1 + o (1))). The authors [3] study the similar problem of minimizing the degree of a polynomial with {−1, 0, 1} coefficients and prescribed vanishing at x = 1. The minimal Central to this work and the research of Boyd is the observation that polynomials with low height, bounded degree, and a high order of vanishing at x = 1 must also vanish at pth roots of unity, for several small p.
Of course, since the set of allowed coefficients is symmetric in these other two problems, the results apply equally well when we require m-fold vanishing at −1 instead of 1. Clearly f (1) > 0 for a nonzero f ∈ N , so it is natural to inquire about vanishing at −1 in this case.
The distribution of complex zeros of Newman polynomials is studied by Odlyzko and Poonen in [14] .
In Section 2, we develop an algorithm for computing d(m), trimming the search space by exploiting some arithmetic properties of the terms appearing in an extremal polynomial. We show that a simple greedy construction analogous to (2) for Littlewood polynomials is optimal for m ≤ 5 but not for m ≥ 6, just as in Boyd's result.
In Section 3, we study polynomials of the form m k=1
(x e k + 1) .
We call such a polynomial a pure product and denote it by [e 1 , . . . , e k ]. Certainly a pure product is a Newman polynomial if and only if the subsets of {e 1 , . . . , e m } have distinct sums, and we say a set with this property is sum-distinct. We are interested in the case where the e k are all odd integers, so that the resulting polynomial has an m-fold zero at −1. Let
We develop an algorithm to compute e(m) and use it to find the minimal pure product polynomials for m ≤ 11. Our results allow us to refine our upper bound on d(m) for larger m.
In Section 4, we apply our methods to a similar problem posed by Erdős: Determine the smallest possible value of the largest element of a sum-distinct set. Let
Erdős offered $500 to determine if w(m) = Ω(2 m ), and Guy [8] makes the stronger conjecture that w(m) > 2 m−3 . This problem also appears in [9, problem C8] . The best known asymptotic result on this problem is due to Bohman [2] , who shows that w(m) < .22002 · 2 m for sufficiently large m. This slightly improves the bound of .23513 · 2 m given by the Conway-Guy sequence, defined by
where α denotes the integer nearest α. Let U m denote the set {u m − u k : 0 ≤ k < m}. Conway and Guy [6] show that U m is sum-distinct for m ≤ 40, Lunnon [11] for m ≤ 79, and Bohman [1] for all positive m. Lunnon also shows that w(m) = u m for m ≤ 8. We show that w(9) = u 9 and that U 9 is the unique optimal set.
Optimal Newman polynomials
In this section, we first determine an upper bound on d(m) by explicitly constructing Newman polynomials with high orders of vanishing at −1. We then derive some properties of the optimal Newman polynomials we seek, and use them to develop an algorithm for finding them.
Properties of optimal polynomials.
A sequence is superincreasing if each element in the sequence is larger than the sum of all the preceding elements. If {e 1 , . . . , e m } is a superincreasing sequence of positive odd integers, then clearly the pure product (3) is a Newman polynomial with a zero of order m at x = −1. We may therefore derive an upper bound on d(m) by using the following greedy construction. Define the sequence {J k } by
where r k = 1 if k is odd and r k = 2 if k is even. Setting J 0 = 1 for convenience, it is easy to derive the equivalent recurrence
and a routine calculation shows that
The sequence {J k } is called the Jacobsthal sequence. Many of its properties appear in [10] . Let
We would like to determine if this greedy construction is optimal.
We require the following notation. For a polynomial f ∈ N , let E(f ) denote the set of exponents appearing in f , so f (x) = e∈E(f ) x e . Let E 0 (f ) denote the subset of even integers in E(f ), and E 1 (f ) the subset of odd integers. Let N (f ) denote the number of monomials of f , so N (f ) = |E(f )|, and let N a,b (f ) denote the number of elements of E(f ) that are congruent to a modulo b. Last, let Φ n (x) denote the nth cyclotomic polynomial.
The following lemma lists some properties of the polynomials we seek. 
modulo 4 to one of the tuples shown in Table 1 .
Third, from (i) and (ii), we have
and, using (ii) to combine these facts, we conclude that N 2,4 (f ) is even. Fourth, if m ≥ 5, then using (ii) and (iii) we find
Since
Consequently,
Next, reducing the identity in (ii) modulo 16 with k = 2, we see that
Combining this with (10), we conclude that N 2,4 (f ) ≡ 2 m−4 mod 4. Since |E 0 (f )| = 2 m−1 , clearly the same congruence holds for N 0,4 (f ).
we have
Combining this observation with (10) and the fact that |E 1 (f )| ≡ 0 mod 4 yields Table 1 . Last, from the proof of (i) we see that if g is an irreducible factor of f and g(−1) = 0, then g(1) = ±1. However, if p is a prime number and k ≥ 1, then
We use part (i) of the lemma to derive a lower bound on d(m).
Corollary 1. For every positive integer m, we have
Proof. Suppose f (x) ∈ N has a zero of order m at x = −1 and that deg( For m ≥ 5 we implement a more sophisticated algorithm that uses more of the properties given by Lemma 1 to narrow the search by more than a factor of 1000. Parts (ii), (iv), and (v) of the lemma are particularly helpful. Part (vi) does not play a role in our method, but we include it in the lemma to contrast our problem with the similar problems studied by Boyd and the authors ( [3] , [4] , [5] ), where the extremal polynomials are known to be divisible by several cyclotomic polynomials with small index.
Algorithm 1. Newman polynomials with low degree and prescribed vanishing at −1.

Input.
Positive integers m and d, with m ≥ 5 and 2
All Newman polynomials with degree d and a zero of order m at −1. Invariants. E is a set of nonnegative integers with min(E) = 0 and max(E) = d, f (x) = e∈E x e , and for every k with 1 ≤ k ≤ m , the number
Here, m is a positive integer with m ≤ m − 1 whose value is selected to minimize the computation time. (We use m = 4.) Description.
Step 0. Initialize.
m . The quantity n 0 is the number of even integers we must eliminate from E in order to create a candidate Newman polynomial and n 1 is the number of odd integers.
Step 1. Select odd residue classes.
For each tuple (r 1 , r 3 , r 5 , r 7 ) in Table 1 for the given m, do Step 2.
Step 2. Remove combinations of odd integers from E. We enumerate all sets T of positive odd integers with |T | = n 1 and max(T ) ≤ d−1 such that |{e ∈ E \ T : e ≡ i mod 8}| ≡ r i mod 4 for i ∈ {1, 3, 5, 7}. We use a backtracking strategy with four levels to accomplish this. Each level handles a different congruence class mod 8, and has two main parts. An outer loop runs through the different possible sizes of sets of integers to select from this class for T so that the corresponding congruence condition is satisfied. An inner loop uses the revolving door algorithm [13] to enumerate all subsets from the congruence class of the desired size. Under this algorithm, each subset constructed differs from the previous one in a minimal way: One element is inserted and another is deleted. This allows us to update E, f (x), and the S k quickly each time we alter T . For each combination of odd integers T removed from E, perform Step 3.
Step 3. Test impasse condition. If S m < B, then clearly we cannot reduce S m to zero by eliminating n 0 even integers from E. Thus, if this is the case, return to Step 2; otherwise continue with Step 4.
Step 4. Remove combinations of integers congruent to 2 mod 4 from E. As in Step 2, an outer loop runs through the possible sizes p ≤ n 0 of sets of integers congruent to 2 mod 4 to remove from E in order for the congruence required in part (iv) of Lemma 1 to hold. An inner loop uses the revolving door algorithm to construct all such subsets of the given size p. Set q = n 0 − p.
Step 5. Test impasse conditions. We test two necessary conditions. First, we ensure that S k ≡ 0 mod 4 k for each k, since subsequent changes to E affect only integers divisible by 4. Our enumeration strategy in fact guarantees this condition for k = 1 and 2, so we test this for 3 ≤ k ≤ m only. Second, we check if it is possible to reduce the value of S 1 to 0 by eliminating q integers divisible by 4 from E \ {d}. We require 2q(q + 1) ≤ S 1 ≤ 4tq − 2q(q − 1), where t = (d − 1)/4 . If both conditions are satisfied, continue with Step 6; otherwise, return to Step 4.
Step 6. Remove combinations of integers congruent to 0 mod 4 from E. We enumerate all subsets V of size q from {4, 8, . . . , 4t} with sum S 1 .
Step 5 guarantees that there exists at least one such subset. To this end, note that if max(V ) = 4r, then S 1 − 4r must lie between the sum of the q − 1 smallest and q − 1 largest elements of {4, 8, . . . , 4r − 4}. This yields S 1 /q + 2(q − 1) ≤ 4r ≤ S 1 − 2q(q − 1). We therefore obtain the following recursive algorithm: If q = 1, return {S 1 }; otherwise, for each r satisfying the inequalities above, adjoin 4r to each subset of {4, 8, . . . , 4r − 4} having cardinality q − 1 and sum S 1 − 4r. We update E, f (x), and the S k each time an r is selected, and invoke Step 7 on each polynomial constructed.
Step
2.3. Results. We implement this algorithm in C++ and use it to determine the value of d(m) for m = 5 and m = 6. We find that the greedy construction is optimal for m = 5, although it is not unique. Another solution is given by the pure product [1, 5, 7, 9, 19] , and a third is the pure product [1, 3, 5, 7, 11] multiplied by the noncyclotomic polynomial
The program requires about 0.2 seconds on a Sun UltraSPARC to complete this search, invoking Step 7 on 1578 polynomials. We find that the greedy construction is not optimal for m = 6. The optimal Newman polynomial is unique and has degree 76, while deg(g 6 ) = 84. The optimal polynomial is the pure product [1, 3, 5, 7, 13, 17] multiplied by the noncyclotomic polynomial
The program requires about 4.5 hours to determine this, invoking
Step 7 on about 936 million polynomials. We summarize our results in Table 2 .
We obtain an improved upper bound on d(m) for m ≥ 7 by analyzing the polynomials in this table. Let {a 1 , . . . , a 5 } denote the sequence of exponents in the pure product [1, 5, 7, 9, 19] . Because this polynomial has no x 2 , x 3 , or x 4 term, it is easy to see that we can extend this sequence so that for any m the polynomial [a 1 , . . . , a m ] ∈ N and has an m-fold zero at −1. We set for m ≥ 7. Our solution for m = 6 yields a slightly better upper bound. Because this polynomial has no x 2 or x 3 term, we may extend the sequence {b k } of exponents appearing in the pure product by defining
for k ≥ 6, where r k = −3 if k is odd and 2 if k is even. We find
In the next section, we obtain substantially better bounds on d(m) by studying e(m).
Sum-distinct sets of odd integers
We develop an algorithm to determine sum-distinct sets of positive odd integers with minimal sum. Our results allow us to derive an improved bound on d(m). Before describing our algorithm, we first investigate a property that often arises in the study of sum-distinct sets.
3.1. Pseudo-sum-distinct sets. A set S is pseudo-sum-distinct if nonempty, disjoint subsets of S having the same cardinality have distinct sums. Unlike sumdistinct sets, pseudo-sum-distinct sets are translation invariant, so when we define a quantity p(m) for these sets analogous to our definition of w(m) for sum-distinct sets, we fix the minimal element of the sets involved at 0: Elkies [7] uses an analytic method to obtain a bound that is asymptotically √ 2m/π times better:
We derive an upper bound for p(m) in terms of the Conway-Guy sequence (6). We first require a few facts from Guy [8] about this sequence.
Lemma 3.
Let {u k } denote the Conway-Guy sequence.
, the result follows by induction. For (ii), we first verify the inequality for n = 1 and 2. Suppose that n ≥ 3 and
The inequality (iii) clearly holds for n = 1 and 2. Suppose that n ≥ 2 and n−1 k=0 u k < 2u n . Then, using (i) and (ii), we have
We remark that Guy in fact proves a stronger version of this last inequality, showing that
We say that a sequence is pseudo-sum-distinct if any finite collection of its terms has this property. The result of Bohman [1] shows that the Conway-Guy sequence is pseudo-sum-distinct, and we use this fact to derive an upper bound on p(m).
Lemma 4. Let {u k } denote the Conway-Guy sequence. Then p(m)
Proof. Let P = {3u 0 , . . . , 3u n } ∪ {3u n − 1, 3u n + 1}, and suppose A and B are nonempty, disjoint subsets of P with the same cardinality and sum. Certainly {3u n − 1, 3u n + 1} ⊆ A ∪ B by Bohman's result, and further by considering the sums modulo 3 both 3u n −1 and 3u n +1 must be in the same set, say A. If 3u n ∈ B, then using part (iii) of Lemma 3, we have B ≤ 3 n−1 k=0 u k < 6u n ≤ A, a contradiction. If 3u n ∈ B, then the hypothesis that A = {3a 1 , . . . , 3a r , 3u n −1, 3u n +1} and B = {3b 1 , . . . , 3b r+1 , 3u n } have equal sums implies that {a 1 , . . . , a r , u n } and {b 1 , . . . , b r+1 } have equal sums, again a contradiction.
Maltby [12] employs a similar construction in the study of sum-distinct sets. We next develop an algorithm to compute the exact value of p(m).
Algorithm 2. Optimal pseudo-sum-distinct sets.
Input.
Positive integers m and B, and the values of p(k) for k < m.
Output.
All pseudo-sum-distinct sets U with |U | = m, min(U ) = 0, and max(U ) = B. Invariants. U is pseudo-sum-distinct, and for each k with 1 ≤ k ≤ m/2 , the set
Step 0. Set U = {0, B}, T 1 = {0, B}, T 2 = {B}, and
Step 1. If |U | = m, then print U . Otherwise, let e = max(U \ {B}). For each t satisfying max(e + 1,
Step 2.
Step 2. Test if U ∪ {t} is pseudo-sum-distinct: For each k with 1 ≤ k < m/2 , and for each u ∈ T k , test if u + t ∈ T k+1 . If all tests are negative, continue with Step 3.
Step 3. Add t to U , and for each k from m/2 − 1 down to 1, then each u ∈ T k , insert u + t into T k+1 . Perform Step 1. Remove t from U , and for each k from 1 to m/2 − 1, then each u ∈ T k , remove u + t from T k+1 .
Proof. Suppose |U | = k in Step 1. The lower bound on t in this step arises from choosing i = 1 then i = k − 1 together with j = k in Lemma 2; the upper bound from i = k and j = m.
Implementation. The set U is implemented efficiently using a sorted array. Since we require fast insertions, searches, and removals on the sets T k , we implement these sets using randomized binary search trees [15] so that all operations run in expected O(log n) time.
Results. We use Algorithm 2 to determine the value of p(m) for m ≤ 10 and find that in fact p(m) = 3u m−3 + 1 in this range. In most cases, there are exactly two extremal sets: the set P constructed in Lemma 4 and its complement −P +max(P ).
For example, for m = 7, we apply the construction of the lemma to {0, 1, 2, 4, 7} to obtain {0, 3, 6, 12, 20 All sum-distinct sets U of positive odd integers with U ≤ B.
Step 0. For each e 1 satisfying 1
e1 + 1, and perform Step 1.
Step 1. If |U | = m, then print U . Otherwise, let k = |U |, and for each odd t satisfying
Step 2. If (x t + 1)f (x) is a Newman polynomial, set e k+1 = t, admit e k+1 to U , and multiply f (x) by x e k+1 + 1. Perform Step 1, then remove e k+1 from U and divide f (x) by x t + 1.
Proof. For the lower bound in Step 1, if S = {e i , . . . , e k , t} is a sum-distinct set of odd integers, then 
Implementation. We represent f (x) as a bit vector so that we can operate on blocks of coefficients in a single step. This is particularly useful on a computer with a 64 bit word size. To test if (x t + 1)f (x) is a Newman polynomial, we use bitwise "and" to test each block of coefficients against the bits t positions higher. The product is a Newman polynomial if each result is zero. Multiplication is similar, only we use bitwise "or" to set the new terms of f (x), and we must take care to work from the high bits to the low bits to prevent newly set bits from propagating into successive blocks. For division, we use bitwise "xor" to clear bits, working from low bits to high. We may operate on blocks provided t is greater than the block size, and C++ allows one to address blocks of different sizes in a bit vector (often 8, 16, 32, and sometimes 64 bits), so only in the rare case when t < 8 must we operate on single bits. Table 3 .
Results. We use
We find that the sequence {a k } discussed in Section 2 is optimal for 5 ≤ m ≤ 9, but not for m = 10 and 11. We determine improved upper bounds on d(m) by analyzing these and other sequences detected by Algorithm 3. As in (11), each sequence {e k } may be extended using a recurrence relation of the form
where the value of r k depends only on the parity of k, so we obtain again the Jacobsthal recurrence e k = e k−1 + 2e k−2 for sufficiently large k. Thus, for each sequence {e k } we may compute c so that deg([e 1 , . . . , e m ]) ∼ c · 2 m . We compute this constant c for several sequences found by Algorithm 3, including all of the sequences in Table 3 . These values are listed in Table 4 .
Among all sequences detected by our method, the first sequence with c = 103/96 in Table 4 produces the best polynomials for m ≥ 12. Using this sequence we find that We conjecture that for any > 0 we have d(m) < (1 + ) · 2 m for sufficiently large m.
Sum-distinct sets with minimal largest element
While it is straightforward to amend Algorithm 3 to compute sum-distinct sets with minimal largest element, we find that an algorithm incorporating some of the techniques of Lunnon [11] is significantly faster for computing w(m). Like the previous algorithm, the following method uses p(m) to determine bounds on the elements e k selected. Unlike Algorithm 3, it selects the elements in descending order, and replaces the Newman polynomial f (x) with another generating function that allows us to select successive elements more quickly.
