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Artificial intelligence methodologies, as the core of discrete control and decision support systems, have been extensively applied
in the industrial production sector. The resulting tools produce excellent results in certain cases; however, the NP-hard nature of
many discrete control or decision making problems in the manufacturing area may require unaffordable computational resources,
constrained by the limited available time required to obtain a solution. With the purpose of improving the efficiency of a control
methodology for discrete systems, based on a simulation-based optimization and the Petri net (PN) model of the real discrete
event dynamic system (DEDS), this paper presents a strategy, where a transformation applied to the model allows removing the
redundant information to obtain a smaller model containing the same useful information. As a result, faster discrete optimizations
can be implemented.Thismethodology is based on the use of a formalismbelonging to the paradigmof the PN for describingDEDS,
the disjunctive colored PN. Furthermore, the metaheuristic of genetic algorithms is applied to the search of the best solutions in
the solution space. As an illustration of the methodology proposal, its performance is compared with the classic approach on a case
study, obtaining faster the optimal solution.
1. Introduction
Many products and services are produced and offered to
the customers in a global market. This globalization may
imply the participation, in the lifecycle of a manufacturing
facility, of many and very diverse agents, resources, and
information from very different and distant regions of the
world. As a consequence, the management and operation
of a manufacturing system, seen as discrete event dynamic
systems, require the consideration of a large number of
elements, which participate in a greater or less extent in the
production yield.
Another consequence of this fact consists of the existence
of agents and subsystems, which configure themanufacturing
facility and present independent and parallel stages in their
evolution, as well as multiple mutual relationships, such as
sharing common resources or competing for them. Hence,
the behavior of the complete production system may be very
complex, despite the fact that the structure and evolution
of the subsystems, analyzed independently, might be simple
[1, 2].
Some of the components that may configure a subsys-
tem in a manufacturing process are flexible manufacturing
systems (FMS), machining centers, conveyor belts or roller
tables, automatic guided vehicles (AGV), robots, buffers, or
combinations of the previous ones [3, 4].
On the other hand, a manufacturing facility presents
a number of controllable parameters, which can also be
called freedom degrees [5]. These freedom degrees allow
the decision maker to manage the manufacturing facility or
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facilities with the purpose of achieving certain objectives,
such as a high yield, rate of utilization of the resources,
like manpower and machinery, degree of satisfaction of
customers, and production timespan or delivery time of the
manufactured products.
The decision maker may choose a combination of values
for the controllable parameters, which lead to a single con-
figuration of the manufacturing system. The objective of the
decision maker consists in finding the best configuration for
the freedom degrees of the system to achieve the objectives.
The way in which the configurations are built up, by means
of combinations of values for the different freedom degrees,
implies a combinatorial construction of the solution space
[6, 7]. This fact may lead to a combinatorial explosion,
which can be associated with NP-hard problems, such as the
exploration of this kind of solution spaces [8].
The development of strategies for the solution of such
difficult problems has been the goal of many researchers
during the last decades [9–11]. However, despite the research
effort focused on this problem so far, there is not any
methodology able to cope with every type of problem and
solve it in a reasonable amount of time.
A classic approach, intensive in handwork, consists of
building a formal description of the manufacturing system
in the form of a model, hiring experienced and expensive
experts for choosing a reduced set of promising configu-
rations, performing a simulation of the evolution of the
real system for every one of the chosen configurations, and
interpreting the results for selecting the best simulation
and, hence, the best managing decision consisting of the
associated configuration.
This approach presents many drawbacks, such as the
cost, the time required to complete the process, the lack of
objectiveness, the reduced amount of feasible configurations
analyzed, and the low repeatability when other decision
makers are hired.
To overcome these inconveniences, several strategies
may be considered. Among the most popular approaches,
the automation of part of the decision making process [5]
and the reduction in the size of the model of the real
system can be considered [12]. This automation process leads
naturally to the statement of an optimization problem, where
the objectives to be achieved by the manufacturing facility
are quantified by means of the objective or multiobjective
functions
One of the stages of such an optimization problem, the
search for the best configuration of themanufacturing system
in the solution space, is the focus of an important research
effort, since an efficient search may reduce considerably the
computational resources required by the whole optimization
process [10].
Among the most successful search techniques applied
in the manufacturing arena are the ones based on artificial
intelligence and more particularly the metaheuristics. This
methodology, after the preparation stage of adjustment of
the metaheuristic parameters, may lead to adequate and
realistic solutions in no matter which optimization problem
it is applied. Some metaheuristics, which have been applied
successfully, are tabu search, genetic algorithms, ant colony,
particle swarm, or simulated annealing [13].
In general, these techniques provide acceptable solutions
in a reduced period of time by means of a probabilistic
approach. The metaheuristic provides the search algorithm
with a mechanism for converging to an optimum, while the
probabilistic behavior leads the search out from local optima,
since better solutions may be found in a global optimum.
Once a strategy for the decision making has been chosen,
the statement of an optimization problem in conjunctionwith
a metaheuristic-based search in the solution space, it is con-
venient to describe the optimization problem itself. Despite
the fact that later in this same document a more detailed
description will be shown, it is possible to indicate that an
optimization problemmust quantify the configurations of the
system. That is, a way to measure how close to the objectives
is a certain configuration should be defined, depending on
variables or freedom degrees of the system (manufacturing
facility or supply chain). In other words, the quality of every
solution in the pool of feasible configurations, or solution
space, should be able to be measured.
One common way to measure the quality of a solution
of the mentioned optimization problem is an objective or
multiobjective function. The calculation of the value of the
objective function for a given solution usually implies the
need to know how the real system evolves under the effect of
the chosen solution or configuration for its freedom degrees.
In the case of a manufacturing facility or a supply chain it is
commonly unfeasible to experiment with the real system. An
approximated way to examine the behavior of the real system
for a given configuration, and to foresee its evolution with
time, consists in performing a simulation of a model of the
real system [14].
For this reason, the following question to deal with, in
the statement of an optimization problem such as the one
stated in this paper, consists of choosing a formal language
for describing in a precise way the model of the real system.
Many manufacturing facilities and supply chains can be
considered discrete event systems (DES), or, what is the
same, event-driven systems with a finite discrete state space
[3]. There are several formalisms especially suitable for the
modeling of DES, such as finite state machines, generalized
semi-Markov processes, discrete event system specification
(DEVS), or the Petri nets [15–18].
The Petri nets belong to a family of formalisms that
have been extensively studied and successfully applied in
the manufacturing and logistic arena. Their ability to cope
with parallel and concurrent behavior, the broad theoreti-
cal knowledge of them present in the scientific literature,
and their double representation, graphical and algebraic,
constitute some examples of features of the Petri nets that
make them an appropriate choice for the construction of a
simulation model for a DES [3, 19].
A particular formalism belonging to the paradigm of the
Petri nets is called high-level Petri nets and a type of them is
the colored Petri nets. This formal language in particular has
been successfully used as modeling formalism, for example,
in industrial, communication, and logistic systems [20].
Amongother advantages of the coloredPetri nets, the existing
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tools for modeling and simulation, the well documented and
broad area of application of this formalism, and the theoreti-
cal results available for the researchers and practitioners can
be mentioned [21, 22].
Conventional colored Petri nets may represent easily
the DES with certain types of freedom degrees. In fact,
the representation of a freedom degree of a real system
can be performed by a single controllable parameter, which
can be called undefined parameter or a set of them in the
Petri net model. The freedom degrees of a DES can be
classified according to different criteria. When the selected
modeling formalism is the paradigm of the Petri nets, a useful
classification criterion consists of considering the role that its
counterpart undefined parameter plays in the model of the
real system.
The undefined parameters of the Petri net model of a DES
with freedom degrees can be undefined marking parameters,
undefined transition-firing parameters, undefined structural
parameters, and so on. In particular, undefined marking
parameters are related to the initial values of the state
variables of the model of the system. Moreover, undefined
transition-firing parameters present a strong link with con-
flicts or, in other words, with exclusive evolutions of the
model of the system, when the model itself does not specify
which one of the feasible evolutions will, in fact, take place.
A classic approach in the decision making based on the
statement of an optimization problem, which includes a Petri
net model of the real system for simulation, consists of the
development of a Petri net model which contains such types
of undefined parameters as marking and transition-firing
ones. In a certain number of decision making processes,
associated with the management of a manufacturing facility,
for example, some cases of scheduling, planning, or routing,
it is enough [9, 23, 24].
However, despite their increased difficulty, it is possible
to face more complex decision making challenges, where the
structure of the real system itself may change. Some examples
of this case, where a manufacturing facility can change its
structure, can be seen in the following:
(a) a redesign of the layout of production lines or equip-
ment implying changes in the materials flow;
(b) the addition (activation) or removal (disconnection)
of production lines;
(c) a significant breakdown of part of the industrial
machinery;
(d) an intensive program of preventive maintenance that
requires stopping sequentially parts of the facility,
while the rest are still manufacturing products;
(e) a change in the manufacturing strategy, such as push,
pull, or a combination of them.
A classic approach consists of dividing the decision
making process into two separate stages. The first of these
stages is manual and the second is automated by means of
the statement and solving an optimization problem [25].
In the first stage, a reduced set of 𝑛 promising structural
configurations is chosen. Each alternative structural con-
figuration leads to a different Petri net model of the real
system. According to this classic approach, the second stage
consists in the solution of 𝑛 optimization problems, one
problem for every one of the structural configurations of
the real system. The solution of every optimization problem
leads to an optimum associated with the associated structural
configuration. As it can be seen, the first stage chooses values
for the undefined structural parameters, while the second
stage selects values, in an automatic process, for the rest of
the undefined parameters.
The best of the optima allows choosing the alternative
structural configuration that allows the manufacturing facil-
ity to achieve more efficiently the objectives.
Some examples of research performed according to
this classic approach are the following. On the one hand
Recalde et al. [26] and Zimmermann et al. [27] apply this
methodology to the choice of the bestmanufacturing strategy
for a manufacturing process. This selection is made from a
small number of alternative structural configurations. On the
other hand, Tsinarakis et al. [28] analyze a limited number
of alternative structural configurations for a manufacturing
facility. Every one of the alternative configurations presents
a different level of flexibility. The choice of the best one is
performed by comparing their performance.
This approach, however, presents certain drawbacks,
some of which can be found in the following lines:
(a) requirement of experienced and expensive experts;
(b) slowness in the application of the method;
(c) reduced amount of alternative structural configura-
tions analyzed;
(d) possibility of overlooking and skipping promising
configurations due to a manual selection;
(e) low objectivity and repeatability of the process, since
it depends largely on the judgment of the decision
maker.
In order to overcome the mentioned limitations of the
classic approach, the authors have developed and applied a
natural methodology of automation of the complete process
of selecting a configuration for all the undefined parameters
of the system, including the structural ones. This approach
implies the statement of a single optimization problem,which
can be solved by means of a single process, instead of the 𝑛
processes provided by the classic technique.
The main problem in the new approach consists of
integrating the information contained in the models that
correspond to the different alternative structural configura-
tions of the real system into a single optimization problem.
This challenge provides, however, one of themain advantages
of this decision making methodology, since if a systematic
and appropriate technique is used for obtaining a complete
model for the single optimization, it is possible to remove
large amounts of redundant information from the alternative
structural configurations. This property is justified because it
is very common that these alternative structural configura-
tions present similarities due to common subsystems.
The authors have proposed several formalisms, belonging
to the paradigm of the Petri nets, for representing a model
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including alternative structural configurations. All of these
formalisms can be considered as Petri nets with exclusive
entities, being the exclusive entities, different ways of repre-
senting the alternative structural configurations.
In particular, alternative Petri nets, compound Petri nets,
and alternatives aggregation Petri nets can be counted among
these formalisms.
In this paper, however, a promising formalism is dis-
cussed. It is based on the colored Petri nets, which have
been modified with the purpose of adding exclusive entities
and, hence, leading to the so-called disjunctive colored Petri
nets [29]. Among the advantages of this new formalism
the possibility of using all the knowledge, experience, appli-
cations, and software tools for modeling, simulation, and
optimization, which are available for the colored Petri nets,
can be considered.
To complete the mentioned methodology for efficient
decision making, the authors propose the use of a genetic
algorithm as search technique in the solution space of the
associated optimization problem [30]. The application of
this methodology is illustrated in this same paper by the
consideration of a benchmark presented in [25]. In the
original version of the problem, the best manufacturing
strategy for a production facility is chosen by manual choice
from a reduced set of alternative structural configurations
and simulation of their behavior.
Section 2, Materials and Methods, includes in Section 2.1
themodeling formalismdeveloped for representing a discrete
event system with alternative structural configurations, a
disjunctive colored Petri net. Section 2.2 details an algorithm,
developed for the construction of a disjunctive colored Petri
net, and it is followed by Section 2.3, which provides a simple
example of application of the algorithm; Section 2.4 describes
a benchmark and outlines the modeling process with the
algorithm introduced in the previous section. Section 3,
Results and Discussion, includes in Section 3.1 the statement
of an optimization problem and the methodology for man-
aging its solution, while Section 3.2 discusses the results of a
classic methodology and the proposed methodology. Finally,
the results are summarized, the conclusions are provided, and
the future research is outlined in Section 4, Conclusions.
2. Materials and Methods
2.1. The Modeling Formalism. The purpose of the next two
sections is to state the basis of the construction of a model
of a system with alternative structural configurations and
its illustration with an application example. In fact, there
are diverse ways for performing this representation. The
following explanation will provide some general concepts,
which are valid for any representation. Nevertheless, in
general, the description provided in this paper will focus
on two representations. On the one side the text will deal
with a classic approach, where an independent model for
every alternative structural configuration is created and, on
the other side, the construction of a single model for all the
alternative structural configurations using the formalism of
the disjunctive colored Petri nets will be analyzed.
In the technical literature, there are many introductory
texts to the paradigm of the Petri nets, for example, [3, 31, 32].
However, some very succinct comments on the basis of the
Petri net formalism will be given.
A Petri net can be represented in two ways. The first one
is a bipartite directed graph. This graphical representation
is very intuitive and easy to construct and interpret. In it,
there are two types of nodes: places and transitions. The
first ones, related to the state variables of the model, are
represented by circumferences. Moreover, the second type
of node, related to the feasible evolution between states, is
depicted by rectangles.
In addition, the integration of the values of the state
variables in the model of the DES is performed by a set of
tokens, represented by dots inside the places. The evolution
rules of the Petri net allow the tokens to move from certain
places to others under the firing of one or more transitions.
This process defines the dynamic of the Petri net by describing
the changes in the states of the model. The definition of Petri
net presented below has been derived from [15].
Definition 1 (marked Petri net). Amarked Petri net graph is a
weighted bipartite graph described by the five-tuple:
𝑅 = ⟨𝑃, 𝑇, pre, post,m
0
⟩ , (1)
where 𝑃 = {𝑝
1
, 𝑝
2
, . . . , 𝑝
𝑛
} is a finite set of places and 𝑇 =
{𝑡
1
, 𝑡
2
, . . . , 𝑡
𝑚
} is a finite set of transitions, where𝑃∪𝑇 ̸=Ø.Pre:
𝑃 × 𝑇 → N is the preincidence function, post: 𝑇 × 𝑃 → N
is the postincidence function, and m
0
: 𝑃 → N is the initial
marking.
The preincidence function defines the directed arcs going
from places to transitions, whereas the postincidence func-
tion defines the directed arcs from transitions to places. In
a weighted or generalized Petri net it is possible to write the
weight of the arcs close to their representations.
Instead of interpreting a Petri net as a graph, it can be
represented in an algebraic fashion by means of matrices.
In fact, from the preincidence function it can be defined
as a preincidence matrix W−, while from the postincidence
matrix it can be defined as a postincidence matrixW+. Both
incidencematrices present the same number of rows, equal to
the number of places in the Petri net, and the same number of
columns, equal to the number of transitions in the Petri net.
Furthermore, the elements that constitute the incidence
matrices are the weights of the arcs linking the place and
transition that correspond to the row and column of their
position.
As it has been summarized before, the firing of a transi-
tion is the process that leads to changes in the state of the Petri
net model. A necessary condition for a transition to fire is to
be enabled.
This process of firing moves tokens of the marking of the
places with arcs connecting them to the fired transition in the
direction indicated by the direction of the arcs themselves.
The weight of a given arc consists of the number of tokens
that this arc removes or adds to the placewhere it is connected
when the associated transition fires.
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One transition 𝑡 is enabled if every place with an arc from
it to the transition 𝑡 contains a number of tokens equal to or
greater than the weight of the arc.
Once the concept of a Petri net has been introduced,
it is possible to discuss the particularities of a Petri net
model for a discrete event system with alternative structural
configurations.
In fact, a natural way to represent a set of alternative
structural configurations of a discrete event system by means
of the paradigm of the Petri nets consists of developing an
independent model for every one of the configurations. For
this reason, this approach is the one that has been followed in
most of the application cases found in the literature, solved
by a classic approach. Even though in many cases it is not
explicitly indicated, all the models representing alternative
structural configurations of a DES bymeans of the formalism
of the Petri nets belong to the category of alternative Petri
nets.
Given a certain DES with 𝑘 alternative structural config-
urations, it is possible to develop 𝑘 Petri net models, one for
every configuration. These models are alternative Petri nets
and with them a set of alternative Petri nets, containing the 𝑘
Petri net models of the configurations, can be constructed.
One important property that the elements of a set of
alternative Petri nets should comply is the mutually exclusive
evolution [1]. This property is a requirement of the real
characteristic of the alternative structural configurations,
since only one of them can be chosen as solution for the
decision making process. In fact, the undefined structural
parameters, which are the representation in the model of the
system of certain freedom degrees, can only take a single
value for each parameter and the set of all the values defines a
single alternative structural configuration. As a consequence,
it is not possible to choose and simulate the simultaneous
evolution of several alternative Petri nets, only one of them
at a time.
More formally, it is possible to state the following.
Definition 2 (mutually exclusive evolution). Let 𝑅
𝑖
and 𝑅
𝑗
be
two Petri net models that verify 𝑅
𝑖
̸= 𝑅
𝑗
. They have mutually
exclusive evolutions if they complywith these two conditions:
(i) ifm(𝑅
𝑖
) ̸=m
0
(𝑅
𝑖
) ⇒ m(𝑅
𝑗
) = m
0
(𝑅
𝑗
);
(ii) ifm(𝑅
𝑗
) ̸=m
0
(𝑅
𝑗
) ⇒ m(𝑅
𝑖
) = m
0
(𝑅
𝑖
).
In other words, if an alternative Petri net is allowed to
evolve from its initial state, another alternative Petri net of the
same discrete event system, which corresponds to a different
alternative structural configuration for the freedom degrees
of the DES, cannot modify its state simultaneously.
This statement does not refer to the possibility of paral-
lelizing the simulation of different alternative Petri nets with
the purpose of performance evaluation [33].
Once the property of mutually exclusive evolution has
been introduced, it is possible to define the concept of set of
alternative Petri nets in the following way.
Definition 3 (set of alternative Petri nets). Let 𝑆
𝑅
= {𝑅
1
, . . .,
𝑅
𝑛
} be a set of Petri nets.
𝑆
𝑅
is also a set of alternative Petri nets if 𝑛 > 1 and ∀𝑖, 𝑗,
such that 𝑖 ̸= 𝑗 and 1 ≤ 𝑖, 𝑗 ≤ 𝑛, 𝑅
𝑖
and 𝑅
𝑗
comply with the
following two conditions:
(i) 𝑅
𝑖
and 𝑅
𝑗
present mutually exclusive evolution;
(ii) W(𝑅
𝑖
) ̸=W(𝑅
𝑗
).
𝑅
𝑗
is called the 𝑖th alternative Petri net of 𝑆
𝑅
.
A set of alternative Petri nets can be seen as a group of
different feasible models for a given discrete event system. It
is common, in industrial and logistic applications, that the
different alternative Petri nets present important similarities
due to common subsystems.
On the other hand, conceptually, it is also possible to
consider a set of alternative Petri nets as a single model of a
system with structural freedom degrees. It is the work of the
decision makers to reduce the set of alternative Petri nets to a
single one, the best one for the objectives of the industrial or
logistic systems. During the decision making process, the set
of alternative Petri nets is the singlemodel used by the solving
methodology to obtain the best solution.
This approach leads to two important and immediate
implications.
(a) It seems logic to try to profit from the redundant
information present in the different parts of themodel
(alternative Petri nets with similarities) in order to
remove it and, hence, obtain as a result a model
reduced in size. It has to be considered that a small
model may require less computational resources for
solving a decision problem.
(b) In the quest for ways of reducing the size of models
by removing the redundant information present in a
set of alternative Petri nets it is natural to find different
representations of the exclusiveness between different
parts of the model (originally alternative Petri nets).
This topic leads to the possibility of transforming
substantially the original concept of set of alternative
Petri nets as a group of independent models.
In order to be able to define new formalisms aiming to
describe discrete event systems with alternative structural
configurations, a previous step with the definition of a set of
objects that generalize the idea of set of alternative Petri nets
showingmutually exclusive evolution will be introduced.The
appropriate concept is that of set of exclusive entities, which
are formally introduced in the following [34].
Definition 4 (monotypic set of exclusive entities). A set of
exclusive entities, of the same type, associated with a discrete
event system D is a set 𝑆
𝑥
= {𝑋
1
, . . . , 𝑋
𝑛
} that complies with
the following conditions.
(i) The elements belonging to 𝑆
𝑥
are exclusive; that is to
say, only one of them can be chosen as a consequence
of a decision.
(ii) ∀𝑖, 𝑗 ∈ N∗, such that 𝑖 ̸= 𝑗 and 1 ≤ 𝑖, 𝑗 ≤ 𝑛, where
|𝑆
𝑥
| = 𝑛; it is verified that𝑋
𝑖
̸= 𝑋
𝑗
.
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(iii) ∃𝑓 : 𝑆
𝑥
→ 𝑆
𝑅
, where 𝑆
𝑅
= {𝑅
1
, . . . , 𝑅
𝑛
} is a set
of alternative Petri nets, feasible models of 𝐷. 𝑓 is a
bijection⇒ ∀𝑋
𝑖
∈ 𝑆
𝑥
∃!𝑓(𝑋
𝑖
) = 𝑅
𝑖
∈ 𝑆
𝑅
such that
𝑅
𝑖
is a feasible model for𝐷 and ∀𝑅
𝑖
∈ 𝑆
𝑅
∃!𝑓
−1
(𝑅
𝑖
) =
𝑋
𝑖
∈ 𝑆
𝑥
.
A trivial example of set of exclusive entities is a set of
alternative Petri nets.
In this paper, a formalism will be derived from the
colored Petri nets by the addition of a set of exclusive
entities. This formalism is called the disjunctive colored Petri
nets and is created with the purpose of making it able to
describe a discrete event system with alternative structural
configurations.
As it has already been mentioned, colored Petri nets con-
stitute a formalism commonly applied for obtaining models
of discrete event systems with the purpose of performing
structural analysis, simulations, performance evaluations, or
optimizations of discrete event systems [3], among them
industrial production systems or supply chains [9].There is a
class of Petri nets, where the colored Petri nets belong; it is the
class of the high-level Petri nets [21]. This class of formalisms
arises from a combination of programming languages and
Petri nets.
One of the more exploited and useful characteristics of
the colored Petri nets is the possibility of folding similar
subnets repeated in the same Petri netmodel, hence, reducing
the size of the net, in some cases, in a significant proportion.
In the folding process itself, some information is lost. In order
to keep the amount of information in the folded net rather
than in the original one, some attributes (colors) are assigned
to the individual tokens, hence, the name of the formalism.
As a consequence, colored Petri nets lead to compact
representations of large Petri netmodels just by adding colors
to the tokens.
In a similar way, the formalism applied in this paper
performs a folding of the common subnets between the
different alternative Petri nets just by adding a special type
of colors, which should allow the decision maker to choose
an alternative structural configuration.
As it has beenmentioned, the tokens of a colored Petri net
may present attributes (colors) and these attributes may take
values from certain types (color sets).
In addition, it is defined as a choice color for the
disjunctive colored Petri nets allowing the folding of subnets
belonging to different alternative Petri nets. As a conse-
quence, the choice colors constitute a tool for removing
redundant information from a set of alternative Petri nets,
leading in this way to a more compact model.
It is possible to define this concept in the following more
formal description.
Definition 5 (natural choice color). A natural choice color can
be defined as a pair (𝑐, 𝐶) containing a natural number 𝑐 ∈ 𝐶;
a set 𝐶 = {V
1
, V
2
, . . . , V
𝑘
| V
𝑖
∈ N∗, 1 ≤ 𝑖 ≤ 𝑘} is the type of 𝑐
and the assignment of an actual value for 𝑐, 𝑐 = V
𝑖
∈ 𝐶 is the
result of a decision.
Given a discrete event system with a set k of alternative
structural configurations, it is possible to define a set𝐶, where
|𝐶| = 𝑘. A decision on 𝐶 implies that a value V
𝑠
∈ 𝐶 is chosen
to be assigned to the natural choice color 𝑐 = V
𝑠
. Hence, this
decision has a significant effect on the associated disjunctive
colored Petri net model of the DES, since it has been chosen
as a single alternative structural configuration and, for this
reason, the behavior of the model of the system is the one
of the discrete event system associated with the selected
configuration.The disjunctive colored Petri net model is then
ready for its use in, for example, a performance evaluation or
a simulation.
The next result will deal with the fact that a natural choice
color is a valid representation of a set of exclusive entities and,
as a consequence, it is an essential component of a Petri net
model able to describe a discrete event systemwith alternative
structural configurations.
Proposition 6 (a natural choice color is a set of exclusive
entities). Let 𝑆
𝑅
be a set of alternative Petri nets, feasible
models of a discrete event system𝐷.
Let the pair (𝑐, 𝐶), where 𝐶 ⊆ N∗ and 𝑐 ∈ 𝐶, be a natural
choice color.
If |𝐶| = |𝑆
𝑅
| ⇒ (𝑐, 𝐶) is a monotypic set of exclusive
entities.
Proof. Let us recall Definition 4, which is about a monotypic
set of exclusive entities.
By definition, the elements of the set𝐶 are exclusive, since
only one of them can be assigned to 𝑐 as a consequence of a
decision. Then, (i) of Definition 4 is verified.
The elements of𝐶 are natural numbers; hence they belong
to the same type. Thus, (ii) is verified.
Furthermore, as |𝐶| = |𝑆
𝑅
| is possible to define a bijection
𝑓 : 𝐶 → 𝑆
𝑅
, such that ∀𝑐
𝑖
∈ 𝐶 ∃!𝑓(𝑐
𝑖
) = 𝑅
𝑖
∈ 𝑆
𝑅
and such
that 𝑅
𝑖
is a feasible model for𝐷, ∀𝑅
𝑖
∈ 𝑆
𝑅
∃!𝑓
−1
(𝑅
𝑖
) = 𝑐
𝑖
∈ 𝐶
as a consequence (iii) is verified.
In the realistic decisionmaking process considered in this
paper, a decision cannot be changed. Once a decision has
been made, it has to be kept in all the operations focusing
on evaluating the quality of the choice made. In the same
way, when a decision is made and a natural choice color
takes a given value, this value should be kept constant during
the complete process of quality evaluation of the associated
alternative structural configuration.
Due to the previous considerations and considering that
a state of the Petri net model is given by its marking, the set of
markings reachable from an initial state of the net should be
characterized by the same value of the natural choice color.
That is to say, the tokens associated with a disjunctive colored
Petri net once a decision has been made should present
the same value for their attribute which is called natural
choice color. The marking with the same value of the natural
choice color in a given reachable state of a Petri net is called
monochrome choice marking, as it can be seen below.
Definition 7 (monochrome choice marking). Let R be a
marked colored Petri net. Let m be any feasible marking of
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𝑅, reached from the initial markingm
0
after the sequence of
transitions 𝜎 is fired. Let c be a natural choice color.
If every token ofm verifies that c has the same value, then
the markingm of the Petri net 𝑅 is said to be a monochrome
choice marking.
However, for describing the uniformity of the value of
the natural choice color associated with a disjunctive colored
Petri net, after making a decision on the alternative structural
configuration, it is necessary to extend the characterization
of the choice marking to all the states reachable from the
initial marking. The first step to deal with this description is
to define a choice subset of reachablemarkings as it is detailed
in the following.
Definition 8 (choice subset of reachable markings). Let R be
a marked colored Petri net.
𝑆
𝑟
(𝑅, 𝑐) is called choice subset of reachable markings
of 𝑅 if it contains all the reachable states of the model
under a single chosen alternative structural configuration.
The selected configuration is modeled by the natural choice
color (𝑐, 𝐶) and the elements of the subset by means of the
markings of the Petri net.
As a second step, it should be specified that the natural
choice color keeps the same value for every reachable state of
the model.
Definition 9 (monochrome set of reachable markings). Let 𝑅
be a marked colored Petri net.
A choice subset of reachable markings is called
monochrome set of reachable markings when any token of
every marking of the set shows the same choice color.
At this point, it is possible to define formally a disjunctive
colored Petri net.
Definition 10 (marked disjunctive colored Petri net). A
marked disjunctive colored Petri net is a nine-tuple 𝑅 =
⟨𝑃, 𝑇, 𝐹,m
0
, Σ, 𝑉, cs, 𝑔, 𝑒⟩, where
(1) 𝑃 and 𝑇 are finite sets of places and transitions,
respectively, that verify 𝑃 ∩ 𝑇 = Ø;
(2) 𝐹 ⊆ 𝑃 × 𝑇 ∪ 𝑇 × 𝑃 is a set of directed arcs;
(3) m
0
is an initial monochrome choice marking;
(4) Σ is a finite set of nonempty color sets and (𝑐, 𝐶), such
that 𝑐 ∈ 𝐶 is a natural choice color, where 𝐶 ∈ Σ;
(5) 𝑉 is a finite set of typed variables such that type [V] ∈
Σ for all variables V ∈ 𝑉;
(6) cs: 𝑃 → Σ is a color set function that assigns a color
set to each place;
(7) g: 𝑇 → EXPR
𝑉
is a guard function that assigns a
guard to each transition 𝑡 such that type [𝑔(𝑡)] =
boolean;
(8) e: 𝐹 → EXPR
𝑉
is an arc expression function that
assigns an arc expression to each arc 𝑎.
Moreover, every choice subset of reachable markings is a
monochrome set of reachable markings.
Not all the attributes associated with the tokens of a
disjunctive colored Petri net are natural choice colors. In fact,
there may be a lot of different colors, not related to decision
making processes and alternative structural configurations.
In this case, the property of monochrome choice marking
does not apply to the attributes not related to the natural
choice color. For this reason the nonchoice attributes may
have any value.
In this section, a brief introduction in the formalism
that will be used in this document for the development of
a decision making methodology has been presented. In the
following, an algorithm for constructing a model with a
disjunctive colored Petri net and some application examples
will be detailed.
2.2. The Construction of a Model. There are several possibil-
ities for constructing a model of a discrete event system by
using the formal language given by the disjunctive colored
Petri nets. One of the causes of the differences between the
mentioned methodologies lies on the source of the data used
for creating the model.
In the present document a methodology that allows
constructing a disjunctive colored Petri net from a set of
alternative Petri nets will be described and applied. The
reason for choosing a set of alternative Petri nets as initial
formalism in which a discrete event system with alternative
structural configurations is based is the fact that this set
constitutes a natural but inefficient way of modeling such
a DES. In fact, most of the case studies, present in the
literature, that use Petri net models of DES with alternative
structural alternatives, construct such models by means of
sets of alternative Petri nets. See, for example, Tsinarakis et
al. [28], Recalde et al. [26], Zimmermann et al. [27], or Zhou
and Venkatesh [25].
The original alternative Petri nets may be colored Petri
nets (high-level Petri nets) or low-level Petri nets.
In the present section an algorithmic procedure will be
introduced in order to describe in a formal and precise way
the construction of a compact disjunctive colored Petri net
model by successively folding or aggregating subnets from
different alternative Petri nets.
In the algorithm, presented in Figure 1, the original set
of alternative Petri nets is represented by 𝑆
𝑅
and its type of
data is represented by SPN. These original alternative Petri
nets are obtained as models of every alternative structural
configuration for the freedom degrees of the discrete event
system.
The first step of the algorithm consists of creating a choice
color appropriate for the cardinality of the original set of
alternative Petri nets 𝑆
𝑅
.
The second step is based on the application of the function
decomposition (𝑆
𝑅
). This function divides every alternative
Petri net of 𝑆
𝑅
into a set of subnets and link transitions.
The third step creates three variables: 𝑐, which is part of
the definition of natural choice color; 𝑅DCPN, or disjunctive
color Petri net model, which initially is an empty object but
it will be created by the folding of different subnets and
link transitions coming from the decomposed alternative
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Start
c ← 1
Yes
Is c < k?
No
Return
End
k ← |SR|
C ← {1, . . . , k}
SR dec ← Decompose(SR)
RDCPN ← ø
0 ← ø;
RDCPN
RDCPN
← AddPN(c, SR dec , RDCPN)
0(c) ← Add 0(c, SR)
c++
m
mm
Figure 1: Algorithm 𝑆
𝑅
to DCPN(SPN : 𝑆
𝑅
).
Petri nets; finally m
0
is the initial marking of the resulting
disjunctive colored Petri net model.
The fourth stage is composed of various steps inside
a loop. The loop will be executed so many times as the
cardinality of the set of alternative Petri nets.The steps inside
every execution of the loop are as follows.
(a) The first step in the loop consists of calling the func-
tion AddPN(𝑐, 𝑆
𝑅dec, 𝑅DCPN). This function allows
the folding of the 𝑐th alternative Petri net of 𝑆
𝑅
to the disjunctive colored Petri net in process of
being constructed 𝑅DCPN. This folding requires the
following tasks.
(i) Aggregation of the subnets of the𝑐th alternative
Petri net is not shared by the disjunctive colored
Petri net constructed so far. Moreover, the tran-
sitions not belonging to a subnet, also named
link transitions, are also included in the model.
(ii) The natural choice color that corresponds to the
the 𝑐th alternative Petri net is associatedwith the
places shared by the aggregated structure and
the alternative Petri net.
(iii) Introduction of a guard function for the link
transitions added to the model 𝑅DCPN. In fact,
the guard will be the choice color 𝑐.
R1 R2 R3
p1 p1 p1
p2 p2 p2
p3 p3
t1 t1
t2 t2
t3
t4
t1
t2
t3
t4
Figure 2: Alternative Petri nets.
(b) The second step in the loop consists of calling the
function Addm
0
(𝑐, 𝑆
𝑅
). This function completes with
the initial marking of the alternative Petri net, the
initial marking of the 𝑅DCPN. This newly associated
initial marking is related to the value of the natural
choice color.
2.3. Example of Application of the Algorithm. In this section,
the previously presented algorithm for constructing a dis-
junctive colored Petri net from a set of alternative Petri nets
is applied to a simple example with the purpose of illustrating
the different steps that compose the procedure.
This examplewill beginwith a set of three alternative Petri
nets presented in Figure 2.
In the set of alternative Petri nets represented in Figure 2
three very simple low-level Petri nets (without attributes
associated with the tokens) can be seen. The initial marking
of all of them consists of a simple token in a place, which in
the three alternative Petri nets is accidentally called with the
same label 𝑝
1
.
The first step of the algorithm consists of making
(a) 𝑘 ← |𝑆
𝑅
|; hence 𝑘 = 3;
(b) 𝐶 ← {1, . . . , 𝑘}; hence 𝐶 = {1, 2, 3}.
In the second step of the algorithm, it is necessary to
decompose the alternative Petri nets into subnets and link
transitions. This decomposition is performed with the objec-
tive of finding as many common subnets in the alternative
Petri nets as possible.
In this example, in the same way as it is usual in the
manufacturing or logistic sectors, it is possible to find a
common subnet. In fact, the whole alternative Petri net 𝑅
1
can be considered a shared subnet, since, as it can be seen in
Figures 3 and 4, it can be found, respectively, as subnet in 𝑅
2
and 𝑅
3
.
In fact, drawn with continuous line, the common subnet
between 𝑅
1
and 𝑅
2
can be seen in Figure 3. Later on, in a
subsequent paragraph, it will be seen how this subnet is also
shared by 𝑅
3
. In this same figure, drawn with dotted line, the
other subnet, p
3
, and the two link transitions, 𝑡
3
and 𝑡
4
, can
be seen.
Similarly as it has been explained in the previous para-
graph, Figure 4 shows the decomposition of the alternative
Petri net 𝑅
3
into subnets and link transitions between them.
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R2
p1
p2
p3
t1
t2
t3
t4
Subnet 1 of R2
Figure 3: Alternative Petri net 𝑅
3
decomposed in subnets and link
transitions.
R3
p1
p2 p3
t1
t2
t3
t4
Figure 4: Alternative Petri net 𝑅
3
decomposed in subnets and link
transitions.
In continuous line, the common subnet with 𝑅
2
and 𝑅
3
has
been represented. In dotted line, the subnet 𝑝
3
, as well as the
link transitions 𝑡
2
and 𝑡
3
, has been depicted.
Once a set of additional variables have been initialized,
according to the algorithm, it is possible to begin with the
loop.
The first step is 𝑅DCPN ← AddPN(𝑐, 𝑆𝑅dec, 𝑅DCPN), where
𝑐 = 1. It consists in creating the first seed of the disjunctive
colored Petri net model. In this step it will be equal to 𝑅
1
.
After creating the initial marking of the disjunctive
colored Petri net with the token provided by 𝑅
1
, associated
with the natural choice color 𝑐 = 1, the natural choice color
is increased (𝑐 + +) and the ending condition of the loop is
evaluated.
It is verified that 1 = 𝑐 < 𝑘 = 3. As a consequence the
loop is executed once more.
In the following iteration, 𝑅DCPN ← AddPN(𝑐, 𝑆𝑅dec,
𝑅DCPN) is performed, where 𝑐 = 2. The result can be seen
in Figure 5.
In this case, it is verified that 2 = 𝑐 < 𝑘 = 3. As a
consequence the loop is executed for the last time.
In the third iteration 𝑅DCPN ← AddPN(𝑐, 𝑆𝑅dec, 𝑅DCPN),
where 𝑐 = 3. The result has been represented in Figure 6.
It is possible to simplify the net bymerging the transitions
3 and 6 in the way shown in Figure 7.
p1
p2
p3
t1
t2
t3
t4
[c = 2]
[c = 2]
RDCPN
Figure 5: Disjunctive colored Petri net after the second iteration.
p1
p2
p3
t1
t2
t3
t4
t6
t5
[c = 2]
[c = 2]
[c = 3]
[c = 3]
RDCPN
Figure 6: Disjunctive colored Petri net after the third iteration.
The disjunctive colored Petri net represented in Figure 7
is the resulting model obtained from the application of the
algorithm. As it can be seen, its size is much more reduced
than the size of the original set of alternative Petri nets
depicted in Figure 2. Nevertheless, the information bearing
both models is exactly the same and, hence, the description
they perform of the original discrete event systems with
alternative structural configurations is the same.
The initial marking can be defined in the following way:
if (d=1) then M0 = (1󸀠1,0,0);
else if (d=2) then M0 = (1󸀠2,0,0);
else if (d=1) then M0 = (1󸀠3,0,0).
Meaning that, according to the value of the natural choice
color, which in its term depends on the choice of the decision
maker, the place 𝑝
1
will hold a single token with the attribute
equal to the value of the natural choice color. The places 𝑝
2
and 𝑝
3
will not contain any token in the initial state of the
disjunctive colored Petri net.
Once a simple example of application of the modeling
algorithm has been discussed, it will be possible, in the
following section, to apply this modeling methodology to a
manufacturing facility.
2.4. Modeling of a Manufacturing Facility. In this section, the
modelingmethodology presented in the previous paragraphs
for obtaining a disjunctive colored Petri net will be applied to
a benchmark, developed by other authors [25] for the same
purpose than the aim of this paper: showing a decision mak-
ing procedure for the choice of an appropriate production
strategy. A qualitative representation of the manufacturing
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p1
p2
p3
t1
t2
t3
t4 t5[c = 2]
[c = 2 orelse c = 3]
[c = 3]
RDCPN
Figure 7: Simplified disjunctive colored Petri net after the third
iteration.
Input 
conveyor
Assembly station
AGV route
Machining
center 4
Machining
center 2
Machining
center 1
Machining
center 3 Robot 3
Robot 1 Robot 2
Robot 4
AGV route
Figure 8: Qualitative layout of the manufacturing facility.
facility is presented in Figure 8, while in Figure 9 the raw
materials mix and the sequence of required machines for the
appropriate manufacturing of one of the final products PR
1
can be seen.
The first stage in the manufacturing facility is performed
in parallel by two machining centers (1 and 2). Every one of
these machining centers is able to process different types of
raw materials, from a set of four types called A, B, C, and D
(see Figure 9). In order to provide these two first machining
centers with raw materials, there is an initial conveyor and
a robot per machining center, to load the raw parts to the
centers.
The manufacturing facility counts with an undetermined
number of automatic guided vehicles (AGV) for conveying
the semifinished parts from this first stage to the second raw
of machining centers (3 and 4) and from these centers to a
final assembly station. In fact, the AGV can remove all the
semifinished parts, loadmachining centers 3 and 4, and carry
the parts to the last assembly stage going over different routes.
One of the objectives of the decisionmaking problem consists
of choosing an optimal number of AGV and the best route or
routes to be followed by the AGV.
The modified benchmark, presented in this section,
shows a number of freedom degrees, which define the
feasible configurations that would lead the facility to dif-
ferentbehaviors. The objectives of the decision makers, for
Assembly 
station
Machining 
center 2
Machining 
center 4
Machining 
center 1
Machining 
center 3
2 × A
1 × B
3 × C
2 × D
PR1
Figure 9: Sequence of production of PR
1
.
choosing one configuration or another, are diverse. In par-
ticular the following ones can be considered:
(a) maximal yield;
(b) minimal WIP (work in process);
(c) maximal utilization rate of the production equipment.
These objectives can be difficult to reach simultaneously,
since improving the behavior of the system according to one
of the objectives might make this behavior with respect to
another objective worse.
On the other hand, some of the freedom degrees present
in the manufacturing facility are the following.
(1) The production lot size.
(2) The lot size conveyed by the automatic guided vehi-
cles.
(3) The manufacturing strategy. From a basic pull and
push production policies proposed in the original
benchmark [25], 6 different combinations of both
approaches are performedwith the purpose of remov-
ing bottlenecks and improving the degree of achieve-
ment of the objectives.
(4) The layout and number of routes for the AGV. After
analyzing in depth the distribution of the machinery
and the sequence of manufacturing, three different
layouts for the routes of the automatic guided vehicles
are defined.
(5) The number of AGV in each route.
Some of the freedom degrees are modeled by means of
undefined marking parameters, while others are associated
with different alternative structural configurations.
Following a classic approach, also followed by [25],
the discrete event system associated with every alternative
structural configuration can be modeled by independent
models or alternative Petri nets. In fact, this is a very intuitive
and natural way to obtain a model of a DES with alternative
structural configurations, yet inefficient.
The freedom degrees of the discrete event system that
leads to alternative structural configurations are the different
layouts for the routes of the AGV (3 have been selected
in this case study), as well as the diverse manufacturing
and the feasible production policies (8 have been envisaged
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as potentially efficient in total). The combination of every
routing of the AGV and the manufacturing and production
strategies produces 24 alternative structural configurations.
The main differences between the 24 alternative Petri
nets that can be constructed from the manufacturing facility,
taking into account every one of the alternative structural
configurations, are the link transitions representing the dif-
ferent flow of information regarding each production policy.
There are many shared subnets, representing the common
models for themanufacturing centers or the assembly station.
In Figure 10 an example of alternative Petri net has been
depicted. The representation is called an abbreviated repre-
sentation, since it does not represent in detail the complete
structure of the Petri net [35]. In fact, some details, needed for
the precise definition of the Petri net model, are omitted.The
purpose of this representation is to underline the important
information for the decomposition of the alternative Petri net
into subnets and link transitions as seen in the algorithm 𝑆
𝑅
to DCPN(SPN: 𝑆
𝑅
). Other information than subnets and link
transitions is not indicated in an abbreviated representation
of a Petri net.
The information given by the abbreviated representation
of a Petri net will also be important for the iterative process
of construction of a disjunctive colored Petri net model,
since, as it will be remembered from the algorithm 𝑆
𝑅
to
DCPN(SPN: 𝑆
𝑅
), the nonshared subnets and link transitions
are aggregated to the model according to the successive
iterations.
The abbreviated representation depicted in Figure 10
represents explicitly
(a) link transitions, named 𝑡
𝑖
, where 𝑖 is a natural number;
(b) subnets represented by the picture of a cloud and
named according to the following ideas. 𝑅
𝑎
, 𝑅
𝑏
,
𝑅
𝑐
, and 𝑅
𝑑
are the subnets corresponding to the
machining centers. 𝑅
𝑒
is the model of the assembly
station. Finally, 𝑅
ℎ
and 𝑅
𝑔
are the subnets of two
different routes for the AGV;
(c) other structural undefined parameters, which play the
role of weights of some arcs and represent the size of
themanufacturing and conveying lot size of every raw
material or semifinished parts A, B, C, and D, in the
form of 𝑆
𝑎
, 𝑆
𝑏
, 𝑆
𝑐
, and 𝑆
𝑑
, respectively.
The main differences between the alternative Petri nets
are the link transitions and the subnets that correspond to
the different feasible routes for the AGV. This fact can be
seen in Figures 10 and 11, where the subnets of the machining
centers𝑅
𝑎
,𝑅
𝑏
,𝑅
𝑐
, and𝑅
𝑑
, aswell as the subnet of the assembly
station 𝑅
𝑒
, are shared by every alternative Petri net. As a
consequence, in the disjunctive colored Petri net 23 × 5,
subnets are removed from the model of the manufacturing
facility, when compared to the set of alternative Petri nets.
Once all the 24 alternative Petri nets have been decom-
posed into subnets and link transitions, trying to find asmany
shared subnets as possible, it is possible to apply the algorithm
𝑆
𝑅
to DCPN(SPN: 𝑆
𝑅
) for obtaining the resulting disjunctive
colored Petri net.The application of thementioned algorithm
implies an iterative process of adding the nonshared subnets
and the link transitions provided for every alternative Petri
net to the disjunctive colored Petri net.
The third iteration in the aggregation of alternative Petri
nets to the singlemodel has been depicted in Figure 11. In this
figure the guards of some transitions have been abbreviated in
the following form:
(a) 𝑐
1
means [𝑐 = 1];
(b) 𝑐
1
+ 𝑐
2
means [𝑐 = 1 orelse 𝑐 = 2];
(c) 𝑐
2
+ 𝑐
3
means [𝑐 = 2 orelse 𝑐 = 3];
(d) 𝑐
1
+ 𝑐
2
+ 𝑐
3
means [𝑐 = 1 orelse 𝑐 = 2 orelse 𝑐 = 3].
As a result of the iterative process, a final disjunctive
colored Petri net is constructed. Its size is larger than any of
the 24 alternative Petri nets that represent the assignment of
the different alternative structural configurations to the man-
ufacturing facility. For this reason performing a simulation
of the evolution of an alternative Petri net is faster than doing
the same with the disjunctive colored Petri net.
Nevertheless, the disjunctive colored Petri net is much
smaller than the complete set of alternative Petri nets. As
a consequence, performing a simulation of the evolution of
the disjunctive colored Petri net is faster than calculating 24
simulations for the evolutions of the 24 alternative Petri nets.
In order to give an idea of the relative sizes of the different
Petri net models, the size of the incidence matrices, which
represent the structure of a Petri net, can be considered.
In this case study, the size of the disjunctive colored Petri
net is 2.5 times larger than the size of a single alternative Petri
net. It has to be considered that the size of every alternative
Petri net is approximately the same.
Nevertheless, the disjunctive colored Petri net and the set
of alternative Petri nets contain exactly the same information.
The difference is that the shared subnets provide the set
of alternative Petri nets with blocks of repeated data and,
hence, redundantly inflating the size of themodel without any
advantage.
On the other hand, the disjunctive colored Petri net is
a completely functional model to be used with any tool
developed for the broadly used colored Petri nets, with
the purpose of performing structural analysis, performance
evaluation, simulation, or optimization.
The next section will be focused on the solution of the
optimization problem stated on the disjunctive colored Petri
net model of the manufacturing facility.
3. Results and Discussion
3.1. Solving the Decision Problem. The methodology pro-
posed in this section aims to solve a decisionmaking process,
concerning a manufacturing facility with alternative struc-
tural configurations. The decision problem is to be solved by
means of the simulation of a Petri net model of the system.
A classic approach consists of solving as many optimization
problems as alternative structural configurations can be
selected, whereas the proposed approach reduces the process
to a single optimization based on a single disjunctive colored
Petri net model.
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Figure 10: Example of alternative Petri net.
The decision making problem requires knowing the best
values for the controllable parameters of the original discrete
event system, also called freedom degrees. In other words,
the goal of the process is to select the best alternative
configuration of the manufacturing facility to achieve its
objectives.
As a consequence, the decision problem can be translated
into an optimization problem, where an automatic search
in the solution space measures the quality of the different
feasible solutions until the best one, or more modestly if the
exploration is reduced to a promising region of the pool of
solutions, a good enough one is found.
The quality of a feasible solution is given with regard to
how close to the achievement of the objectives arrives the
manufacturing facility, thanks to the associated alternative
configuration. This quality is calculated by the objective or
multiobjective function, whose evaluation requires knowing
the evolution of the production system, performed by simu-
lation.
More formally, it is possible to define an optimization
problem appropriated for a disjunctive colored Petri net
model in the following way.
Definition 11 (optimization problem based on a disjunctive
colored Petri net). Maximize 𝑓(𝑥), where 𝑓 : 𝐷 → R𝑛
is called multiobjective function and 𝐷 is the domain of 𝑓,
constructed by the following constraints.
(a) R is a disjunctive colored Petri net model.
(b) Sc is a set of additional constraints, verifying that 𝑆𝑐 =
{𝑔
1
(𝑥) = 0, . . . , 𝑔
𝑖
1
(𝑥) = 0, 𝑔
𝑖
2
(𝑥) < 0, . . . 𝑔
𝑖
3
(𝑥) < 0},
where ∀𝑔
𝑘
∈ 𝑆
𝑐
, 𝑔
𝑘
: 𝐷
𝑔
𝑘
→ R and𝐷 ⊆ ∩𝐷
𝑔
𝑘
.
(c) There is a type of variable for every component of
a solution. A solution variable of an optimization
problem has the following form: 𝑥 = (𝑥
1
, 𝑥
2
, . . . , 𝑥
𝑛
𝑠
),
𝑥
𝑖
∈ 𝐷
𝑥
𝑖
and ∀𝑖 ∈ N∗, such that 1 ≤ 𝑖 ≤ 𝑛
𝑠
, where
𝐷 ⊆ 𝐷
𝑥
1
× 𝐷
𝑥
2
× ⋅ ⋅ ⋅ × 𝐷
𝑥
𝑛𝑠
.
This optimization problem can be solved by means of
diverse methodologies. Due to the combinatorial explosion
associated with the size of the solution space, the exhaustive
search, also called brute force search, cannot be applied, since
the computational resources required for its implementations
lead to a nonpractical solving time.
A more realistic approach consists of a probabilistic
guided search in the pool of solutions, which is the solving
methodology adopted in this section.
For applying this methodology a metaheuristic, in par-
ticular a genetic algorithm, has been selected for guiding
the search of promising solutions. In order to assure a fast
convergence of the optimization process, some parameters of
the genetic algorithm should be adjusted, such as the type of
crossover, the length of the chromosome sections cut in the
application of this type of crossover, and the mutation and
mortality rates [13].
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Figure 11: Basic abbreviated representation of the third step in the folding of subnets to configure the disjunctive colored Petri net.
The structure of a single chromosome has been composed
by means of the concatenation of the values that a certain
alternative configuration assigns to every freedom degree of
the manufacturing facility.
In fact, this solving methodology has been applied to
solve the decision problem two times. The first one following
the classic approach of stating and solving 24 optimization
problems, so many as alternative Petri net models, and the
second one by stating and solving a single optimization prob-
lem based on the disjunctive colored Petri net model. The
comparative results of both solution processes are presented
in the following section.
3.2. Comparing the Classic and New Approaches. As it has
beenmentioned in the previous section, two decisionmaking
processes have been implemented for comparing their rela-
tive performance.
(a) The first is classic methodology, where the model
of the DES consists of a set of 24 alternative Petri
nets. In this case, the decision problem has been
tackled by means of the statement and solution of
24 optimization problems; one for every element
of the set of alternative Petri nets. In each one of
the optimization problems, the genetic algorithm has
been implemented by the calculation of a population
of 50 solutions during 15 generations. As a conse-
quence, 750 solutions of the solution space have been
evaluated and their quality has been calculated.
(b) The second is the proposed methodology where the
model of the DES consists of a single disjunctive
colored Petri net. In this case, the decision problem
has been addressed by the statement and solution
of a single optimization problem. For solving this
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problem, several combinations in the size of the pop-
ulation and the number of generations are considered.
The results of the application of both methodologies are
compared in the following paragraphs.
Two parameters have been calculated for a better compar-
ison between the performances of both methodologies.
(a)Quality of the Solution.This parameter has been calculated
in % of variation of the best value of the objective function
of the proposed methodology with respect to the classic one,
divided by this last one. More in detail, let us define the
following terms:
𝑓
1
= best value of the objective function from the
methodology based on 24 alternative Petri net mod-
els;
𝑓
2
= best value of the objective function from the
methodology based on a single disjunctive colored
Petri net model.
Hence, the relative quality in the solution found by both
methodologies, 𝑄, has been defined in the following way:
𝑄 = (
𝑓
2
− 𝑓
1
𝑓
1
) ⋅ 100. (2)
The values obtained in the implementation of both
methodologies can be seen in Table 1. In this table, the
first column represents the number of solutions that have
been explored by means of the methodology based on the
disjunctive colored Petri net. It has to be noted that the classic
methodology evaluates always 750 solutions per alternative
Petri net, meaning 750 × 24 = 18000 solutions in the whole
process.
As it can be seen in Table 1, when the methodology based
on the disjunctive colored Petri net explores (calculates the
quality of) a reduced number of solutions, the best value for
the objective function is slightly worse than using the classic
approach.However, as the number of explored solutions rises,
the trend changes significantly.
It has to be remembered that the objective function
measures the degree of achievement of the objectives of the
manufacturing facility.
As a conclusion, with a number of explored solutions
being significantly lower, the methodology based on the
disjunctive Petri netmodel provides a better solution than the
classic approach.
(b) Speed-Up. This parameter summarizes the computer
resources required to finish the optimization process by
dividing the time required by the different methodologies
to complete the process and obtain the best solution. Again,
some parameters will be defined:
𝑡
1
= time required by the methodology based on a set
of 24 alternative Petri nets to be completed;
𝑡
2
= time required by the methodology based on a
disjunctive colored Petri net to be completed.
Table 1: Relative quality in the solution.
Number of evaluated solutions 𝑄
750 −0.637%
1000 −0.297%
1500 0.224%
2000 0.699%
2250 2.039%
3000 3.679%
7500 7.471%
Table 2: Speed-up.
Number of evaluated solutions su
750 9.501
1000 6.520
1500 5.121
2000 4.613
2250 4.058
3000 2.976
7500 2.162
The speed-up defined in this comparative has been
calculated in the following way:
su = 𝑡2
𝑡
1
. (3)
The values obtained in the implementation of both
methodologies can be seen in Table 2. As it has been men-
tioned in the case of Table 1, in Table 2, the first column
represents the number of solutions that have been explored by
means of the methodology based on the disjunctive colored
Petri net.
The second parameter of this comparative process of both
tested methodologies, the speed-up, indicates that, in all the
tests, the methodology based on the disjunctive colored Petri
nets outperforms the classic approach.
Combining both Tables 1 and 2, it is possible to find cases
with a speed-up between 2 and 4 and improvements in the
quality of the solution between 0.7 and 7.4%.
As it has been seen, in this decision making process,
a compact single model based on the formalism of the
disjunctive colored Petri nets outperforms a classic approach
based on a set of alternative Petri nets.
4. Conclusions
This paper outlines the basis, details, and the practical
application of amethodology for the development of decision
making support tools based on the statement and solution of
optimization problems by means of the simulation of Petri
net models of the real system.
More specifically, the decisions are made on real systems
with alternative structural configurations, which traditionally
have been faced by constructing a set of alternative Petri nets
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in a semimanual process, which rely on the subjectivity of
expensive human experts.
In order to overcome the limitations of the classic
approach and to develop an automatic procedure, a special
kind of formalisms, based on the Petri nets, is proposed. All
of them are characterized by the so-called set of exclusive
entities. One of these formalisms, the disjunctive colored
Petri net, is defined and a construction algorithm, from a set
of alternative Petri nets, is presented.
A benchmark, based on the decision making related to
the management of a manufacturing facility, is described and
an optimization problem is presented for solving the decision
making process.
Both, a classic methodology based on a set of alternative
Petri nets and the proposed methodology based on a single
disjunctive colored Petri net are applied to the benchmark.
The results, compared by means of two parameters, the
quality of the best solution found, and the speed-up, show that
the proposed methodology outperforms the classic one.
The explanation for these good results of the method-
ology that implements a single optimization based on a
disjunctive colored Petri net can be summarized in the
following.
(a) The single optimization focuses all the computational
resources on the most promising area of the solution
space, while the classic process with n optimizations
decomposes the solution space in n different regions
that are explored investing computational resources
despite the fact that some of themmight not give good
solutions. For this reason, the single optimization
based on the disjunctive colored Petri net model
profits more efficiently of the resources; hence, it
requires less time to find better solutions.
(b) The success of the proposed methodology in this
benchmark does not imply its success in the decision
making of any discrete event system with alternative
structural configurations. In fact, the existence of
shared subnets between the alternative Petri nets
is critical. Otherwise, the disjunctive colored Petri
net model might be so large, compared with the
set of alternative Petri nets that the simulation time
required for evaluating the quality of the solutions
would be too large comparing to the simulation of a
single alternative Petri net. However, the experience
tells that the existence of shared subnets between
alternative Petri nets in practical modeling of indus-
trial and logistic systems is common.
As a consequence of the previous statements, themethod-
ology based on a single disjunctive colored Petri net arises as
a promisingmethodology for the decisionmaking process on
discrete event systems with alternative structural methodolo-
gies.
As a future research line it is proposed to continue in the
application of this methodology and variations of it to real
case studies.
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