This letter considers the problem of joint user association (UA), sub-channel assignment, antenna selection (AS), and power control in the uplink (UL) of a heterogeneous network such that the data rate of small cell users can be maximized while the macro-cell users are protected by imposing a threshold on the cross-tier interference. The considered problem is a non-convex mixed integer non-linear programming (MINLP). To tackle the problem, we decompose the original problem into two sub-problems: (i) joint UA, sub-channel assignment, and AS, and (ii) power control. Then, we iteratively solve the subproblems by applying the tools from majorization-minimization (MM) theory and augmented Lagrange method, respectively, and obtain locally optimal solutions for each sub-problem. Simulation results illustrate that our proposed scheme outperforms existing schemes. Complexity analysis of the proposed algorithm is also presented.
I. INTRODUCTION
Radio resource allocation design is indispensable in mitigating network interference, improving achievable data rates, and in turn avoiding the under-utilization of resources [1] , [2] . For instance, the problem of joint sub-channel assignment and power control was considered in [2] to maximize the network throughput. The original problem was converted into a standard form of difference of convex functions (DC) programming and a sub-optimal solution was developed based on successive convex approximation.
Furthermore, a plethora of research studies considered user association (UA), sub-channel and power allocation problems in downlink heterogeneous networks (HetNets) [3] - [6] . In [3] , joint resource allocation and UA was solved for downlink HetNets to maximize the weighted sumrate. The authors decomposed the original problem into a series of sub-problems. In the first sub-problem, the joint UA and sub-channel allocation for fixed power allocation was solved based on the bipartite matching problem and then for the chosen assignment the power control was solved through DC method. The problem of joint UA and resource allocation was investigated in [4] for the downlink HetNets to maximize the alpha fairness network utility. The solution was based on the Lagrangian dual analysis resulting in a sub-optimal solution. Besides, the problem of UA and power allocation in mmWave was investigated in [5] . This problem was iteratively solved by relaxing the integer variable and Lagrangian dual decomposition. The authors in [6] proposed a contract-based traffic offloading and resource allocation mechanism for the softwaredefined ultra-dense heterogeneous wireless networks.
Along another note, multiple-input multiple-output (MIMO) increases the reliability and capacity of wireless networks. Nevertheless, due to the high cost and complexity involved in the pre-processing and post-processing at the transmitter and receivers, appropriate antenna selection (AS) schemes are needed to reduce the hardware complexity and overheads [8] , [9] . AS schemes are incorporated in the uplink of long-term evolution advanced (LTE-A) to minimize implementation complexity and feedback information compared to other beamforming/precoding techniques [8] . A relevant study is [10] where the resource allocation and AS was considered to minimize the total power consumption.
To the best of our knowledge, the problem of joint UA, AS, sub-channel, and power allocation in the uplink of a two-tier HetNet has not been investigated in the literature. In uplink works including [2] , [7] , [11] , transceivers are equipped with single antenna. Furthermore, in [2] , only sub-channel assignment and power control was considered, Moreover, the study in [7] was focused on devising a heuristic joint uplink UA and resource allocation scheme to minimize users' transmit power subject to quality-of-service (QoS) constraints.
In this letter, we aim to bridge gap. In particular, we consider the UA, AS, sub-channel and power allocation in the uplink of a two-tier HetNet to maximize the network data rate. The considered problem is a non-convex mixed integer nonlinear programming (MINLP), therefore, we decouple the original problem into two sub-problems and solve them iteratively until the convergence to a suboptimal solution is achieved. Thus, the main contributions of this paper are summarized as follows:
• We propose a novel method to cope up with the multiplication of two binary variables based on majorization minimization approach by constructing a sequence of surrogate function and also applying the abstract Lagrangian duality which yields an efficient locally optimal solution.
• We propose an efficient power control policy based on the Augmented Lagrange method (ALM) to obtain a locally optimal and less complex solution. Note that ALM outperforms the traditional sub-gradient or dual-descent methods.
• Finally, we compare the performance of the proposed resource allocation algorithm with existing schemes and present a complexity analysis of the algorithm.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a heterogeneous orthogonal frequency division multiple access (OFDMA)-based network where a macro-cell (MC) shares its sub-channels with B open access small cells (SCs) 1 .
The set of BSs is represented by B = {0, 1, 2, ..., B}, where 0 ∈ B denotes the MC's index. I denotes the total number of users and the set of SC users which is connected to the BS b is denoted by I b . Users are randomly distributed among cells and each user is equipped with 
1 All BSs are equipped with multiple antennas. However, AS at BSs is out of scope of this work and is assumed to be predefined at the BSs, i.e., each antenna is reserved for a subset of users.
where σ 2 is the additive noise power and A\B denotes the set whose elements are in A and not in
is the co-channel interference. Our objective is to maximize the total UL throughput of SC users while optimizing sub-channel, UA, AS, and power allocation. The optimization problem can be written as follows
b∈B\{0} i∈I b a∈A
a∈A m∈M
a∈A , x ma i = 1,
The vector of power allocation, joint sub-channel-BS assignment, and antenna variables are defined as p ∈ R BIM A×1 , s ∈ Z BIM ×1 , and x ∈ Z M IA×1 , respectively. Constraint C 1 in (2) indicates that the total transmit power of each user is limited to p max . C 2 imposes a maximum limit of the cross-tier interference arising from small-cell users at the MC, where I th denotes the maximum tolerable interference level on a given sub-channel m to protect macro-cell users.C 3 is the QoS requirement for each user, i.e., a minimum data rate requirement R min is imposed for each small cell user. C 4 ensures that the allocated transmit power to each user is nonnegative. Constraint C 5 ensures that each sub-channel is assigned to at most one user. Moreover, C 6 represents that each user is assigned only to one BS. C 7 denotes that each user in each sub-channel makes use of one antenna 3 . Finally, C 8 and C 9 indicate that the joint sub-channel-BS indices and the antenna indicators are binary variables.
Joint optimization of the sub-channel, UA, AS, and power allocation is challenging due to nonconvexity and the coupling in the objective and constraint. In general, such problem is generally intractable. In order to design an efficient resource allocation, we decompose the original problem into two sub-problems and propose to solve (2) . Then for the chosen scheduling, we find the power allocation. We repeat the process in all subsequent iterations until no further improvement is made. The corresponding update rule is summarized as follows:
J-PCS algorithm reduces the number of variables by half in each iteration and changes the original problem (2) into a mathematically tractable form. Then, the proposed algorithm continues until no improvement is achieved in the data rate.
III. JOINT RESOURCE ALLOCATION
For a given power p t−1 from the t − 1 iteration, the optimization problem in (2) can be simplified to max s,x b∈B\{0} i∈I b m∈M a∈A
The optimization problem (4) is still non-convex due to the product of two binary variables. For tractability, we first rewrite the two binary constraints into their equivalent forms [11] :
Considering Q as the feasible set spanned by the constraints C 1 −C 7 , the optimization problem (4) can be equivalently represented as:
where, R(x, s, p t−1 ) represents the objective function of (4). The problem in (6) is a continuous optimization problem . To further facilitate the algorithm design, we adopt the abstract Lagrangian duality:
where L(x, s, p, µ 1 , µ 2 ) is the abstract Lagrangian duality associated to (6) , and is defined as
The coefficients µ i for i = 1, 2 are constant values which act as penalty factors. For large values of µ i , the optimization (7) is equivalent to (6) which means d 
where
Note that in (10) and (11), we use a short-hand notation i,m,a,b = b∈B\{0} i∈I b m∈M a∈A
. Although both terms in the objective function in (9) are convex, the optimization problem of (9) is still non-convex [11] , [12] . To tackle the problem, a majorization-minimization approach is applied by constructing a surrogate function [12] using first order Taylor approximation such that a locally optimal solution can be obtained as
In (12), t j denotes the iteration number, ∇ s and ∇ x denote the gradient with respect to s and x, respectively. Since the optimization problem in (12) is convex at each iteration, it can be effectively solved using optimization packages incorporating interior-point methods like CVX. 
IV. POWER CONTROL POLICY
In this section, we optimize the power allocation given the assigned sub-channels, BSs, and antennas. The index [t − 1] shows the variables whose values are taken from the previous iteration. The power allocation problem is stated as:
s.t. C 1 :
Note that the objective function and constraint C 3 are non-convex due to the incorporated interference in the rate function. As such, there exists a duality gap between the primal and dual problem and to decrease this duality gap, we propose to apply the ALM in which we add a penalty term to the Lagrange function. ALM is based on the quadratic penalty function method and it has been shown to outperform traditional sub-gradient or dual-descent methods. In contrast to the penalty method, the ALM largely preserves smoothness and no longer requires the existence of a sufficiently large penalty term to guarantee the convergence of the method [13] .
Writing the ALM of (13), we get (14) at the top of the next page (details of the ALM formulation are provided in Appendix A), where ψ is a positive coefficient adjustable penalty parameter and (λ, θ, φ) are the Lagrange multiplier vectors. The solution of (14) gives the solution to (13) . Solving (14) is a two-step procedure. The first step is to maximize the augmented 
Step 1. UA, Sub-channel assignment, and AS 3: Initialization for step 1: Initialize t j = 0 and maximum number of iteration T j max , penalty factor µ 1 ,µ 2 1
Solve the optimization problem (12) to obtain s, x.
6: Set t j = t j + 1 and s tj = s, x tj = x 7: Until convergence or t j = T j max
Step 2. Power allocation
Solve the optimization problem (14) with given s * (t), x * (t) to obtain p using (15), (16), and (17), respectively. Moreover, update ψ n+1 = 2ψ
Set n := n + 1.
12: end while 
where the superscript n depicts the iteration number. Also, the penalty parameter is updated as
The pseudo-code of our proposed solution is presented in Algorithm 1.
V. COMPLEXITY ANALYSIS OF THE J-PCS ALGORITHM
Our proposed algorithm is composed of two main sub-problems, i.e., deriving the sub-channel assignment, UA, and AS from (12) using CVX and solving the power allocation based on the ALM. For the sub-problem, when CVX is adopted, it employs DC with the interior point method and the number of required iterations is log(C/t j0 )/log ε where C = (B + M + I + BIM A + J-PCS without AS Fig. 1 . Average sum rate of small cell users versus the interference temperature limit (I th ) dBm.
is the total number of constraints, t j0 is the initial point for approximating the accuracy of interior point method, 0 < 1 is the stopping criterion, and ε is used to represent the accuracy of the method [14] . On the other hand, for the power allocation based on the augmented Lagrangian the order of complexity at each iteration is O(IBM A) 2 which is polynomial time [13] . Note the computational complexity of proposed method in [3] is O(IBM ) 3 .
VI. SIMULATION RESULTS
In this section, we investigate the performance of the proposed algorithm and compare it to the algorithm proposed in [2] . The large scale fading of the communication channel is computed according to the path loss formula based on the 3GPP propagation model [15] , i.e., Path-loss = P L 0 + 10θ log(d) (dB), where d denotes the distance between user and BS, P L 0 is the constant path-loss coefficient which depends on the antenna characteristics, and θ denotes the path-loss exponent. Small scale fading is modeled by the Rayleigh fading. We consider a cellular network in which a macro-cell is overlaid with four small-cells and 20 users and randomly distributed in the considered simulation region. Unless specified, we set σ 2 = −120 dBm, I m th = I th = −90 dBm, R min = 5 bps/Hz, A = 2, and M = 8. Also, the carrier frequency and sub-channel bandwidth are 2 GHz and 180 kHz, respectively. Fig. 1 illustrates the spectral efficiency of small-cell users versus the interference threshold I th . For low interference threshold, constraint C 2 puts a stringent limitation on the maximum allocated power to small-cell users which results in low sum rate of small-cell users. As the interference threshold increases, the allocated power for small-cell users increases which improves the average spectral efficiency per user. We observe the following important scenarios, namely:
(i) We investigate the performance of J-PCS algorithm (with per-subcarrier antenna selection) considering A = 2 and A = 3. This setting is to facilitate the observation of spatial diversity gains when the number of antennas increases, the number of independent paths between the users and BSs increases, thereby can be exploited to improve the system throughput; (ii) We investigate the performance of J-PCS algorithm (with bulk antenna selection [8] ) with A = 2. The J-PCS algorithm with per-subcarrier antenna selection outperforms due to its ability in exploiting the frequency selective nature of the fading channels as compared to the bulk selection 4 ; (iii) equal power allocation (EPA) is generally considered as an efficient sub-optimal solution which can achieve a close-to-optimal performance in high SNR for single-cell networks when there is no interference. However, in our problem, EPA does not achieve a good performance as it fails to harness the strong co-channel interference. Thus, we adopt it as a benchmark to illustrate the performance gain of our proposed ALM power control, and (iv) we compare J-PCS without AS (J-PCS with A = 1) algorithm with the subchannel and power allocation algorithm presented in [2] . For the sake of fair comparison, we assume a single antenna is available at the small-cell users. We note that J-PCS algorithm can achieve a superior performance compared to the one in [2] , even if AS is not performed. The reason is due to the effectiveness of the proposed joint resource allocation and user association for better utilization of limited system resources. In Fig. 3 we illustrate the overall convergence of our proposed iterative algorithm including the scheduling and power control. These curves are obtained for different initial power allocations in which depend on starting point while all curves converge to almost the same value. Moreover, this 4 Bulk antenna selection is considered by assuming that all sub-carriers can be assigned to one of the antennas, i.e., figure shows that the sum rate is monotonically increasing at each iteration as it discussed in (3). As can be observed, the algorithm quickly converges. The figures also show that less 20 iterations the performance of the proposed algorithm converges to a stationary point.
VII. CONCLUSION
In this letter, a joint BS-sub-channel assignment, AS and power control in the UL direction of a heterogeneous network are considered. The optimization problem is decomposed into two sub-problems and each of the subproblem was solved iteratively using tools from majorizationminimization and augmented Lagrangian method, respectively. Numerical results showed that proposed J-PCS algorithm outperforms the schemes addressed in the existing literature. The extension to imperfect CSI scenarios will be considered in our future work. APPENDIX A Let us consider the standard form an optimization problem:
subject to h i (x) = 0, ∀i ∈ {1, ..., m}, g j (x) < 0, ∀j ∈ {1, ..., r}, where x is the optimization variable vector, f (x) is the objective function, h i , and g j denote the equality and inequality constraints, respectively. To solve the optimization problem (18), we convert the inequality constraints g j (x) < 0 to equality constraints as follows: g j (x) < 0 → g j (x) + µ 2 j = 0, ∀j = {1, ..., r},
It is worth mentioning that x * is a local minimum if and only if (x * , µ * 1 , ..., µ * r ), where µ * j = −g j (x * ), j = 1, ..., r is a local (global) minimum of problem (18). Thus, the augmented Lagrangian function can be expressed as follows: 
To resolve (20), we first minimize L γ (x, µ, η, λ) with respect to µ as: 
