Water freezes in a wide variety of low-temperature environments, from meteors and atmospheric clouds to soil and biological cells. In nature, ice usually nucleates at or near interfaces, because homogenous nucleation in the bulk can only be observed at deep supercoolings. Although the effect of proximal surfaces on freezing has been extensively studied, major gaps in understanding remain regarding freezing near vapor-liquid interfaces, with earlier experimental studies being mostly inconclusive. The question of how a vapor-liquid interface affects freezing in its vicinity is therefore still a major open question in ice physics. Here, we address this question computationally by using the forward-flux sampling algorithm to compute the nucleation rate in a freestanding nanofilm of supercooled water. We use the TIP4P/ice force field, one of the best existing molecular models of water, and observe that the nucleation rate in the film increases by seven orders of magnitude with respect to bulk at the same temperature. By analyzing the nucleation pathway, we conclude that freezing in the film initiates not at the surface, but within an interior region where the formation of doublediamond cages (DDCs) is favored in comparison with the bulk. This, in turn, facilitates freezing by favoring the formation of nuclei rich in cubic ice, which, as demonstrated by us earlier, are more likely to grow and overcome the nucleation barrier. The films considered here are ultrathin because their interior regions are not truly bulk-like, due to their subtle structural differences with the bulk.
F
reezing of water into ice is ubiquitous in nature and can occur in a wide range of environments, from biological cells (1) and soil (2) to meteors (3) and atmospheric clouds (4) . Ice formation is particularly important in the atmospheric processes that exert a major influence on our weather and climate. Indeed, the radiative properties (4) and precipitation propensity (5) of a cloud are both determined by the amount of ice that it harbors. Not surprisingly, the liquid fraction of clouds is an extremely important input parameter in meteorological models (6) . Freezing is a first-order phase transition and proceeds through a mechanism known as nucleation and growth. In mixed-phase clouds, which are responsible for the bulk of land surface precipitation (7) , freezing is usually nucleationlimited, and individual freezing events are rare. Predicting the timing of such rare freezing events is important in modeling cloud microphysics. However, nucleation rates, which are volume-or area-normalized inverse nucleation times, can only be measured experimentally over a narrow range of temperatures and pressures (8) , and extrapolations to other temperatures are nontrivial (9) . In nature, homogeneous nucleation of ice is only likely at very low temperatures, and the majority of freezing events in mixed-phase clouds occur heterogeneously, at interfaces provided by external insoluble entities known as icenucleating agents. Understanding the nature of such interfaces, and how they impact the nucleation kinetics, is very important in atmospheric sciences, and yet remains a challenging problem. Because of these difficulties, predicting the liquid fraction of a cloud is a demanding component of climate modeling and is prone to considerable uncertainties (10) . Developing a comprehensive framework for predicting atmospheric ice nucleation is therefore one of the major open challenges of atmospheric sciences.
One major difficulty in constructing such predictive frameworks is the inability to determine the proper scaling of volumetric nucleation rates with the size of microdroplets and nanodroplets that constitute clouds. This is practically important because atmospheric clouds are composed of droplets of different sizes. This scaling is determined by whether freezing is enhanced or suppressed near vapor-liquid interfaces. If freezing is suppressed at a free interface, the effective volumetric nucleation rate will be independent of r , the droplet radius, and bulk freezing will be dominant at all sizes. In contrast, an enhancement of freezing at free surfaces will lead to an effective volumetric nucleation rate that decreases with r , and there will be a critical radius, rc, below which surface freezing will become dominant. Understanding the effect of free surfaces on freezing is also important from an engineering perspective, because it can provide novel avenues for controlling atmospheric ice nucleation by manipulating vapor-liquid interfaces (e.g., through the addition of surfactants).
The question of surface freezing in materials is of theoretical and practical importance. For instance, it is known that several materials, such as normal alkanes (11) , alcohols (12) , and certain alloys (13) , can undergo surface freezing. However, it is not yet known with predictive certainty what makes a material susceptible to surface-induced crystallization. The simplest possible criterion, which can also be obtained from classical nucleation theory, is discussed in detail by Tabazadeh and coworkers (14, 15) , who argue that a liquid that partially wets its crystal is prone to freeze at a free interface. The partial wettability condition follows from the Young equation and is given by σ ls < σsv − σ lv , with σ ls , σsv and σ lv , the solid-liquid, solid-vapor, and liquid-vapor surface tensions, respectively. Despite its simplicity, it is extremely Significance Ice nucleation at interfaces plays an important role in atmospheric processes. Because of the insufficient spatiotemporal resolution of the existing experimental techniques, however, it is very difficult to understand how interfaces affect freezing at the molecular level. In particular, whether a vapor-liquid interface enhances or suppresses freezing at its vicinity is still a major unresolved question in contemporary ice physics. We address this question computationally by directly calculating the ice nucleation rate in a freestanding nanofilm of supercooled water modeled using an accurate molecular model and observe seven orders of magnitude enhancement. We observe that freezing initiates away from the air-water interface, in regions of the film favorable to the formation of cubic ice.
difficult to determine whether this criterion is satisfied for a given material due to the challenges of measuring surface tensions in the supercooled regime (16) . Not surprisingly, this criterion is not quantitatively verified for water in ref. 14, and only a qualitative argument is given as to why this substance is expected to satisfy this criterion and undergo surface freezing.
Because of their insufficient spatiotemporal resolution, the existing experimental techniques have so far been incapable of directly confirming or disproving surface freezing in water. The most direct anecdotal evidence obtained so far is the observation that contact freezing (i.e., heterogeneous nucleation caused by the presence of a solid particle close to a vapor-liquid interface) occurs at rates considerably higher than immersion freezing (i.e., heterogeneous nucleation caused by the presence of a solid particle in the bulk) (17) . All efforts in this regard, including the analysis carried out in ref. 14, have therefore been indirect and have focused on examining the dependence of volumetric nucleation rates on the droplet size distribution (18, 19) , with the studied droplets usually between 1 and 100 µm in diameter. Such studies, however, have been inconclusive with respect to the core question of surface freezing in water due to the large uncertainties in droplet size distributions and nucleation rates and the fact that surface freezing becomes potentially dominant at droplet sizes of a few micrometers, which lies at the lower end of sizes considered in such studies (20) . Probing nucleation kinetics at the nanoscale (e.g., in nanofilms and nanodroplets) poses further complications. For instance, nanodroplets typically have large Laplace pressures, and their freezing occurs at lower temperatures and culminates in the formation of stacking disordered ice, a polymorph different from hexagonal ice that is the final product of freezing in microdroplets (21, 22) . This makes the proper comparison of rate measurements in nanodroplets and microdroplets nontrivial. The question of surface freezing in water is therefore still unresolved and is considered one of the 10 major open questions concerning ice and snow (23) .
The lack of convincing direct experimental evidence for (or against) surface freezing in water has made molecular simulation an attractive alternative. Depending on the force fields and system sizes considered, however, such computational studies have reached conflicting conclusions. For example, molecular dynamics (MD) simulations of freestanding nanofilms simulated using a six-site force field (24) reveal that freezing occurs predominantly at the surface (25, 26) , an observation attributed to the lack of electrostatic neutrality in the subsurface region. Because of the small system sizes (N = 384-576) considered in refs. 25 and 26, however, these findings were likely affected by considerable finite size effects. The model of choice for the overwhelming majority of computational studies of surface freezing has been the coarsegrained monoatomic water (mW) potential (27) . Li et al. (28) and Haji-Akbari et al. (29) use forward-flux sampling (FFS) (30) to compute nucleation rates in droplets (28) and freestanding thin films (29) of supercooled mW. By comparing the nucleation rates in the bulk (29, 31) and in confined (28, 29) geometries, they both conclude that surface freezing is suppressed in the mW system. These findings are interesting in the sense that the mW system satisfies (32) the partial wettability condition articulated in refs. 14 and 15, and yet fails to undergo surface freezing. Another feature that correlates with surface freezing propensity in silicon, another tetrahedral liquid, is the negative slope of dP /dT , the melting curve in the phase diagram (33) . Materials with negative dP /dT need to undergo expansion upon freezing, which is presumably facilitated at free interfaces. However, it has been demonstrated that the mW system (29) and some of its variants (34) fail to undergo surface freezing despite satisfying this criterion. The fact that surface freezing propensity fails to correlate with simple thermodynamic features, such as partial wettability of the crystal or the negative slope of the melting curve, underscores the complexity of the surface freezing process and the possibility that it can be affected by system-specific structural features.
Despite providing valuable insight into the underlying physics of surface freezing, the findings obtained with the mW model might not be representative of how real water behaves close to free surfaces, both due to this model's coarse-grained nature and its lack of electrostatic interactions, which can potentially play a pivotal role in interfacial phenomena. For the more realistic molecular models, however, a systematic investigation of surface freezing was not possible until recently because direct calculations of nucleation rates were out of reach. Recently, we used a coarse-grained variant of the FFS algorithm to perform the first direct calculation of the bulk homogeneous ice nucleation rate (35) in the TIP4P/ice system (36), which is one of the most accurate molecular models of water and the best model for studying ice polymorphs. This development enables us to consider the question of surface freezing in the TIP4P/ice system by computing volumetric nucleation rates in freestanding nanofilms and comparing those with the already-computed nucleation rates in the bulk. The rationale for preferring nanofilms over nanodroplets is the net zero curvature of free interfaces in nanofilms. This allows us to explore exclusively the effect of a free interface on the kinetics and mechanism of nucleation. For nanodroplets, however, changes in nucleation kinetics will be due to the combined effect of the free interface and the large Laplace pressures that it induces inside the droplet, and disentangling the two is nontrivial. Furthermore, the curvature at free interfaces in atmospheric microdroplets is orders of magnitude smaller than in the case of nanodroplets. Accordingly, the former are accurately represented by zero-curvature freestanding nanofilms.
Results and Discussion
Rate Calculations. We compute nucleation rates using the coarsegrained FFS algorithm that we introduced and discussed in detail in an earlier publication (35) . In every FFS calculation, it is necessary to first define an order parameter, λ(x N ), that quantifies the progress of the kinetic process of interest-nucleation in our case-with the liquid, L, and crystalline, X , basins characterized by λ(x N ) ≤ λL and λ(x N ) ≥ λX , respectively, and x N denoting the N -body system's configuration. The nucleation rate is then given by the cumulative flux of trajectories that leave λL and end up in λX , and is estimated as the cumulative product of Φ0, the flux of trajectories that leave λL and cross λ(x N ) = λ1 > λL and p k values, the transition probabilities of going from λ k to λ k +1 . Here, λL < λ1 < λ2 < · · · < λn = λX are milestones that lie between the two basins. We compute the nucleation rate in a 4-nm-thick freestanding film of supercooled water with 3,072 TIP4P/ice molecules. To be consistent with our earlier rate calculation in the bulk, performed at 230 K and 1 bar (35), we conducted this new calculation at 230 K. We also used the same order parameter (i.e., the size of the largest crystallite in the system). Fig. 1 depicts the cumulative growth probability P(λ k |λ1) = k −1 j =1 pj as a function of λ for both the bulk and confined geometries. It can be seen, in the first place, that the volumetric ice nucleation is almost seven orders of magnitude larger in the film geometry. This is contrary to what we had previously observed in the coarse-grained mW system, in which the nucleation rate decreases by seven orders of magnitude in going from the bulk to a 2.5-nm-thick freestanding nanofilm (29) . This marked qualitative difference between the two systems is remarkable and will be further discussed below.
Nucleation Mechanism. Another distinction between the bulk and confined cases is the lack of a pronounced inflection in the cumulative probability curve for the film (Fig. 1) . As discussed in ref. 35 , the pronounced inflection in the bulk is due to the competition between double-diamond cages (DDCs) ( Fig. 2A) and hexagonal cages (HCs) (Fig. 2B ) that are the topological building blocks of cubic and hexagonal polymorphs of ice, respectively. Unlike DDCs, which are symmetric, and therefore support uniform accretion of new cages, HCs are asymmetric, and tend to grow faster along their prismatic (side) faces in comparison with their basal (top/bottom) faces. This asymmetric growth leads to the formation of chains of prismatically connected HCs in HCrich crystallites and puts them at a disadvantage during early stages of nucleation. The inflection in Fig. 1 is therefore caused by the initial explosion of prismatically growing HC-rich nuclei, followed by their subsequent extinction due to their higher asphericity. This makes the surviving configurations (i.e., the configurations that have progeny beyond the inflection region) significantly more DDC-rich-and less HC-rich-as depicted in Fig. 2 C and D. The same is true in the film geometry because the surviving configurations are still more DDC-rich, and correspondingly less HC-rich, than the vanishing configurations that do not contribute to the nucleation pathway ( Fig. 2 E and F) . The absolute HC participation, however, is significantly lower in the film geometry. This suppresses the potential adverse effect of HCs on the growth of crystallites and leads to the virtual disappearance of the inflection region otherwise observed in the bulk.
To understand the origin of these marked differences between bulk and confined geometries, we inspect the spatial distribution of largest crystallites within the film at different values of λ. To make sense of such distributions, however, we first need to identify the regions of the film that are directly affected by free interfaces. It is well established that confinement breaks the translational isotropy of the stress tensor S (z ), making its normal, Szz (z ) and lateral, Sxx (z ) = Syy (z ), components nonidentical. Here, z is the distance from the center of the film. The anisotropy in S (z ) can thus be used, to a first approximation, as a criterion for identifying the subsurface region (37) . Toward that goal, we carry out regular MD simulations of 4-nm-thick TIP4P/ice films and compute density and stress using the approach outlined in ref. 38 . Using the stress tensor anisotropy as a criterion, the subsurface region is determined to be ∼1.5 nm thick (Fig. 3) . Like stress, density converges to its bulk value, albeit over slightly shorter length scales.
Upon identifying the subsurface region, we inspect the spatial spread of the largest crystallites obtained from FFS by constructing a histogram of the z coordinates of water molecules that belong to such crystallites. Considering the enhancement of freezing in the film (with respect to the bulk), it is intuitively expected that the histogram would be peaked in the subsurface region. Strikingly, the opposite behavior is observed and the largest crystallites emerge not in the shaded blue regions, but in the interior of the film that presumably exhibits bulk-like thermodynamic behavior (Fig. 4) . Despite the fact that for λ1 = 12, the largest crystallites are equally distributed across the film (Fig.  4B ), the surviving configurations (i.e., the ones with progeny at λ = 66) are always exclusively located in the interior region (Fig.  4A ). This suggests that the interior region is not truly bulk-like (otherwise, Fig. 4 would suggest that the overall rate should be similar to that calculated for the bulk, up to a trivial geometric factor to account for the fraction of the film geometry that is "active"), and there exists a structural observable that decays to its bulk value over a characteristic length scale, lc, which is significantly larger than ls , the thickness of the subsurface region.
Considering the importance of the interplay between HCs and DDCs in the nucleation process, and the stark difference between the HC and DDC content of the largest crystallites in bulk and film geometries, we compute ρ HC (z ) and ρ DDC (z ), the HC and DDC number densities, across the film and compare those with their respective bulk values. As for the bulk, we determine HC and DDC densities from NpT MD simulations at 230 K and 1 bar and obtain ρ HC,bulk = 0.0602(7) nm −3 and ρ DDC,bulk = 0.0319(8) nm −3 , respectively. For the film geometry, we compute ρ HC (z ) and ρ DDC (z ) profiles by analyzing the MD trajectories used for computing the profiles shown in Fig. 3 . We also compute the spatial profile of local q6, an orientational bond order parameter (39) that quantifies the local extent of ice-like order around each molecule. As demonstrated in Fig. 5B , in the shaded blue subsurface region, both ρ HC (z ) and ρ DDC (z ) are significantly lower than their respective bulk values. However, DDCs are more strongly depleted, with ψ(z ) := ρ HC (z )/ρ DDC (z ), the HC/DDC ratio, significantly exceeding its bulk value of A B Fig. 4 . Spatial distribution of molecules that belong to the largest crystallites for different values of λ for surviving configurations that have progeny at λ = 66 (A) and all configurations at a given λ (B). The shaded blue regions correspond to the subsurface regions determined from anisotropy of the stress tensor.
ψ bulk = 1.88(5) (Fig. 5C ). The paucity of both cage types and the stronger depletion of DDCs make the subsurface region an unfavorable environment for the formation of nascent small crystallites. This explains why nucleation does not start at the subsurface region.
Unlike the subsurface region, ψ(z ) is significantly lower than ψ bulk in the interior region, which thus provides a more favorable environment for the formation of DDCs. This, in turn, facilitates nucleation and leads to elevated rates by suppressing the HC-induced inflection observed in the bulk. Consistent with this hypothesis, the majority of water molecules belonging to the largest crystallites reside in this low-ψ region (Fig. 4) . Interestingly, such deviations persist even in films as thick as 9 nm (Fig.  S1 C and D) , pointing to lc values that are much larger than ls ∼ 1.5 nm. We observe a similar lack of convergence to the bulk in q6(z ) profiles that are always larger than and never converge to q6 bulk = 0.254 in the interior region ( Fig. 5A and Fig. S1B ).
Higher q6 values in the interior region are indeed consistent with higher cubicity because the value corresponding to cubic ice, q6 cubic = 0.800 is larger than the corresponding hexagonal value, q6 hex = 0.690 (31, 35) .
Surface Freezing in the mW System. Unlike in TIP4P/ice, surface freezing is suppressed in the coarse-grained mW system (28, 29) . To explore the origin of this different behavior, we perform the same type of cage statistics analysis in the mW system, at the same temperature (and pressure) as TIP4P/ice. Note that this corresponds to the same degree of supercooling because both models have realistic melting temperatures (27, 36) . In the bulk, at 230 K and 1 bar, the HC and DDC number densities and the HD-to-DDC ratio are given by ρ We also compute the spatial profiles of density, stress, ρ HC (z ), ρ DDC (z ), and ψ(z ) for a 20-nmthick mW film at 230 K (Fig. 6) . The subsurface regions, as determined from the anisotropy of the stress tensor, have similar thicknesses in the TIP4P/ice and mW films (Fig. 6A) . Furthermore, they both have fewer cages (Fig. 6B ) and larger ψ(z ) values (Fig. 6C) than the bulk. Beyond the subsurface region, however, ψ(z ) is almost never smaller than ψ mW bulk . This is in sharp contrast to TIP4P/ice films that have extended interior regions with lower-than-bulk ψ(z ) values. Similarly, q6(z ) behaves like the other thermodynamic properties in the mW system and is never higher than q6 mW bulk = 0.251 in the interior region (Fig. S2) . In other words, confinement does not lead to the formation of low-ψ regions in mW films, and all it does is to amplify ψ in the subsurface region. It is therefore no surprise that surface freezing is suppressed in the mW system. Similar to TIP4P/ice, the decay length scale for the deviations of cage density profiles and ψ(z ) from the bulk is significantly larger than the thickness of subsurface region in the mW system (Fig. S3) , even though the magnitude of such deviations are considerably smaller. It might therefore be interesting to explore the possible generality of the inequality, lc ls . The stark difference between decay characteristics of simple thermodynamic properties, such as stress, and complex structural features, such as cage density, underscores the difficulty of identifying regions with bulklike behavior in confined systems, especially when it comes to phenomena as complex as nucleation. Determining what constitutes "ultrathin" is therefore a subtle question and requires careful examination of all thermodynamic and structural properties that could be relevant to the phenomenon under consideration.
The development of the coarse-grained mW potential has been a major breakthrough in computational studies of water and has considerably expanded the range of accessible time and length scales (40) . The popularity of mW is not only a consequence of its efficiency, but also of its remarkable success in reproducing thermodynamic and structural features of water (27) . This work suggests that this very successful model might not be able to accurately capture subtle interfacial phenomena of the type reported in this work. The mW model has also been shown to differ qualitatively from atomistic models in other aspects, such as the presence of a liquid-liquid critical point (41) .
Comparison with Earlier Experimental Work. As outlined above, directly addressing the surface freezing problem in experiments is extremely challenging. Comparing our computed rate with rate measurements in ultraconfined geometries such as nanodroplets (21, 22) is not straightforward, because the latter are typically done at lower temperatures and higher (Laplace) pressures. Extrapolating those rates to 230 K and 1 bar not only involves predicting the thermodynamic and transport properties of supercooled water at experimentally inaccessible conditions (high pressures, low temperatures), but also requires making certain quantitative assumptions about the importance of surface freezing (9), the very question that we attempt to address in this work. On the simulation side, every computational study of nucleation is limited by the accuracy of the used force field. As discussed elsewhere (28, 31, 35, (42) (43) (44) , even modest differences between experimental and simulation values of the thermodynamic driving force, |∆µ| (i.e., the free energy difference between the supercooled liquid and the stable crystal), and the solid-liquid surface tension, γ ls , can result in considerable errors in the estimation of nucleation rates.
Considering these limitations, we use observables other than the actual rates in our comparison with experiments. One such observable is the extent by which the effective volumetric nucleation rate changes upon confinement. Recently, Laksmono et al. (9) used femtosecond X-ray imaging to estimate that the maximum bulk nucleation rate in water's deeply supercooled region is log 10 Jmax[m −3 · s −1 ] = 20.5 ± 1.5, which is 7-10 orders of magnitude smaller than effective volumetric nucleation rates in nanodroplets (21, 22) . Although this observation might be explained by invoking a fragile-to-strong transition in liquid water (3, 9) , it is also not inconsistent with the direction of the present predictions (i.e., the possibility of surfaceenhanced freezing). Interestingly, our predicted confinementinduced enhancement of the effective volumetric nucleation rate is also consistent with the 7-10 orders of magnitude gap predicted in ref. 9 . Similarly, it has been observed in a separate study that heterogeneous nucleation at a free interface is 10 orders of magnitude faster than in the bulk (17) , an enhancement also very close to our predicted 7-orders-of-magnitude surface-induced enhancement of the homogeneous nucleation rate.
Another important observable is rc, the critical droplet radius below which surface freezing becomes dominant. In principle, an atmospheric droplet could either undergo bulk nucleation, with a volumetric nucleation rate J , or surface nucleation, with an aereal nucleation rate Ja . Assuming that Ja does not depend on curvature, rc will be given by rc = 3Ja /J . Considering the technical difficulties outlined in the introduction, rc has not been determined experimentally, but is not expected to exceed a few micrometers (20) . In a freestanding film of thickness d with an effective volumetric nucleation rate Jv , Ja is given by Ja = Jv d /2. This gives us an estimate of log 10 Ja [m −2 · s −1 ] = 3.8829 ± 0.4961. Using the nucleation rate reported in ref. 35 , we obtain log 10 rc[m] = −1.5699 ± 0.7680, which is roughly four orders of magnitude larger than the expected rc ∼ O(10 −6 m). The thin films that we have studied (4 nm in Fig. 5 ; 9 nm in Fig. S1 ) lack a properly developed bulk region, in that q6(z ) and ψ(z ) never reach their bulk values (contrast with Fig. 6C and Fig. S2 for mW) . Hence, within the range of film thicknesses that we find to be computationally tractable, although the presence of free surfaces profoundly influences both rate and mechanism of ice nucleation, we do not see a clear separation between surface and bulk nucleation. Such a separation would be needed to properly compute rc.
Our calculations, in other words, suggest the existence of at least three regimes: ultrathin, thin, and thick films. In the first, which we study here, the subsurface regions are connected by a region that has some bulk characteristics (density and stress isotropy), but lacks others (q6 and cage distribution). Thin films would be thin enough for surface nucleation to be dominant, and yet thick enough to possess a well-developed bulk region. Finally, thick films would be dominated by bulk nucleation and would possess a well-developed bulk region.
Comparison with Other Molecular Models. As mentioned in the introduction, earlier computational studies of freestanding nanofilms using a six-site molecular water model also reveal the enhancement of freezing at free interfaces (25, 26) . Despite reaching the same conclusion as this work, the mechanism of enhancement in refs. 25 and 26 is different, with the authors observing that most freezing events initiate in the immediate vicinity of the interface. They attribute this to the lack of electrostatic neutrality at the free interface, where water molecules tend to favor orientations in which the hydrogen atoms face the vapor phase. Even though a similar lack of electrostatic neutrality in the subsurface is observed in TIP4P/ice films (Fig. S4) , freezing tends to start at the electrically neutral deeper regions of the film (Fig. 4A) . In other words, orientational ordering of water molecules at the interface does not tend to facilitate nucleation for the subtle structural reasons discussed in the text. This underscores the importance of caution in interpreting the effect of interfacial ordering on nucleation kinetics, because "bad" ordering can suppress-rather than facilitate-nucleation. This latter point has been recently demonstrated in other computational studies of ice nucleation as well (45) .
Conclusions
In this work, we investigate the longstanding question of surface freezing in water. We use the FFS technique to directly compute the rate of ice nucleation in freestanding water nanofilms, simulated using the TIP4P/ice force field, which is one of the best molecular models of water. We observe that nucleation is enhanced by seven orders of magnitude in the film geometry, and is yet "homogeneous" in nature, with the crystallites emerging not in the subsurface region, but within the interior of the film. We attribute this counterintuitive behavior to the more favorable environment that emerges for the formation of DDCs within the interior region. As demonstrated earlier, DDCs play a constructive role in the nucleation process due to their rather uniform growth, and their preferential emergence in the interior region makes the nucleation process easier to proceed. Our findings suggest that surface freezing might be driven by structural features that decay over much larger length scales than simple thermodynamic properties. The films considered in this work are ultrathin in the sense that they have interior regions that possess some but not all bulk characteristics. The computational survey of all regimes (ultrathin, thin, and thick) still remains a major open challenge.
Methods
All MD simulations are performed by using large-scale atomic/molecular massively parallel simulator (LAMMPS) (46) using the velocity Verlet algorithm with a time steps of 2 and 10 fs for the TIP4P/ice and mW systems, respectively (47) . In the TIP4P/ice system, rigidity constraints are maintained by using SHAKE (48) , and long-range electrostatic interactions are computed by using the particle-particle particle-mesh algorithm (49) with a short-range cutoff of 0.85 nm. Bulk and film simulations are carried out in the NpT and NVT ensembles, respectively, with temperature and pressure controlled by using the Nosé-Hoover thermostat (50, 51) and the ParrinelloRahman barostat (52) , respectively. Nucleation rates are computed using the coarse-grained variant of the FFS algorithm described in ref. 35 with a sampling time of τs = 1 ps. The order parameter is chosen as the number of water molecules in the largest crystallite, determined using the Steinhardt q 6 order parameter (39) and the chain exclusion algorithm of Reinhardt (53) . The FFS calculation amounts to a total of 376 µs of MD trajectories, which is equivalent to 7.5 million CPU-hours on the Stampede supercomputer. Further details of FFS are given in SI Text. HCs and DDCs are detected by using the topological criteria outlined in ref. 35 . For both q 6 calculations and ring identification, a distance cutoff of 0.32 nm between oxygen atoms is used.
Spatial profiles of thermodynamic quantities are determined from conventional isochoric, isothermal (NVT) MD simulations, using a simple binning approach (38) with a bin thickness of 0.05 nm. The q 6 spatial profile is defined as q 6 the number of water molecules, and the local q 6 of molecule i, respectively. For ρ HC (z) and ρ DDC (z) calculations, thicker 0.2-nm bins are used, and each cage's contribution is equally distributed among the bins that it intersects (see SI Text for details). For all film calculations, initial configurations are prepared by melting a slab of cubic ice at T = 350 K, saving independent configurations separated by a minimum of 0.4 ns, and gradually quenching each configuration to the final temperature of 230 K. Cage statistics in the bulk are computed in NpT MD simulations at 230 K and 1 bar, with the starting configurations prepared using the procedure described in refs. 29 and 35 . Further details of the conducted MD simulations are given in Table S2 .
