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Detection of objects in images is often needed in pattern recognition 
and machine vision. The Hough Transform is a standard tool in image 
analysis that detects lines in image. For many reasons like noise corruption, 
low resolution, and unsharp object boundaries, we have to face the problem 
of failure in the detection. 
The Hough Transform finds edges that are straight lines and does not 
require connected or nearby edge points. It groups isolated collinear or 
almost collinear points into lines. The Hough transform also has good 
performance in the detection of analytic curves such as circles, ellipses, etc. 
The main advantage of the Hough transform is that can be tolerant of gaps 
along the boundaries of the primitives and its performance is relatively 
unaffected by image noise. The main shortcoming of the Hough transform 
is that it works in a large parameter space, which expands exponentially 
with the number of the parameters. To overcome this problem, some of its 
ramifications such as the randomized Hough transform try to avoid the 
i 
enumeration in the parameter space. These methods improve the 
computation efficiency under some cases. 
In this thesis, we propose an object detection method that combines a 
genetic algorithm and the Hausdorff distance to directly search an image 
for interested objects of arbitrary shapes. Genetic algorithms are a class of 
probabilistic search algorithms that emulate natural evolutionary process. If 
well designed, they can often outperform traditional optimization methods. 
In our method the object detection is formulated as an optimization 
problem where the Hausdorff distance is used to measure the degree of 
similarity between two objects. For comparison, we implement the Hough 
transform, the generalized Hough transform, and the randomized Hough 
transform. We also extend the randomized Hough transform to the general 
case for arbitrary shape detection. 
In a series of tests, we compare the performances of the two matching 
techniques (Hough transform-based and genetic algorithms-based) with a 
number of images, where there are different gaps in object boundaries, 
noise, object number and object parameters. The experimental results show 
that the proposed method can efficiently detect objects in images regardless 
of their changes in translation, rotation and scale. In many cases, our 
ii 
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It is estimated that 75% of the information received by a human is 
visual [12]. One of the key issues in image processing is to extract 
interested objects from an image. An important problem in the field of 
model-based vision is the extraction of predefined geometric primitives 
from geometric data. A geometric primitive is a line or curve of the 
boundary of an object in an image, which can be described by an equation 
with a number of free parameters; geometric data are an unordered list of 
points in the two- or three-dimensional Cartesian space, such as an 2D 
image and the data obtained by a range finder. Extracting geometric 
primitives is a prerequisite to solve successive problems in model-based 
vision, such as pose determination, model building, and object recognition. 
1 
1.1 Hough Transform 
The Hough transform (HT) [20] is a popular method to extract line 
and curve segments from an image. However, the space requirements of the 
HT are exponential in the number of the parameters used to represent the 
primitives. Despite a huge amount of published papers for object detection 
in the literature [21], the HT is still most commonly used for line extraction, 
and adapting it to more complex primitives is an area of active research. 
A faster algorithm called Randomized Hough Transform (RHT) 
[39][40] detects various analytical geometric shapes by using a 
probabilistic method. Since random sampling is used, the algorithm works 
much faster with lower storage requirement than the original HT. 
Another improved algorithm is the Generalized Hough Transform 
(GHT) [2], which can detect the boundary of an arbitrary object in a 
I 
grayscale image. The boundary may not be analytical. With little 
modifications, the algorithm can detect objects of various scales and 
orientations at the expense of more computation time. 
2 
1.2 Template Matching 
Template matching technique [36], especially in two-dimensional 
(2-D) case, has many applications in image processing, pattern recognition, 
and video compression. For example, it is used for comparing different 
views of an object in pattern recognition, and for motion estimation in ‘ 
video compression algorithms [29]. One main difficulty with this method is ! 
the high computation time it requires. Many techniques have been 
developed to reduce the computation time [24]. One common technique for 
this purpose is the coarse-to-fine template matching where low-resolution 
versions of the template are compared against low-resolution versions of 
the image, to find the location of a good match [22][31]. Due to lower 
dimension of the low-resolution template and image, this search requires 
much less computation compared to the search on the original image. 
However, this reduction in computation comes at the expense of lower 
precision, i.e., the location of the best match at low-resolution is not 
necessarily exactly at the location of the best match at full-resolution, and 
in some cases they are not even close to each other. In the usual 
coarse-to-fine approach, at the next stage of matching at some low 
resolution, a search is conducted at a higher resolution, in the neighborhood 
3 
of the best match found at the lower resolution. This process is repeated at 
higher and higher resolutions until the search at the full resolution is 
finished. The low-resolution image and templates are usually generated by 
I 
decimation [30], i.e., lowpass filtering followed by subsampling. Usually, a | 
simple averaging of the neighboring pixels is done for filtering due to its 
simplicity and low computational cost. As mentioned earlier, the typical 
coarse-to-fme template matching does not always find the global best 
match. 
1.3 Genetic Algorithms 
A genetic algorithm (GA) [11][18] is an optimization approach based 
on the evolutionary metaphor. It has been shown to consistently outperform 
both gradient methods and random search in solving hard optimization I 
problems [5][9][10][27]. An optimization problem is "hard" if the cost 
function has many local optima that spread on a large multi-dimensional 
space. Once it is understood that primitive extraction can be formulated as 
an optimization problem, the use of a GA suggests itself [18]. 
One can think of evolution as an optimization procedure where the 
goal is to find an organism, which is optimal for a given environment. A 
4 
GA simulates this evolution by a procedural implementation of it, and finds 
many applications in various optimization problems. Individual population 
members in a GA represent particular solutions to a given problem. The 
parameters presenting an object are encoded in chromosome strings | 
associated with the individuals. The cost function provides the feedback 
from the environment. It takes a single chromosome string and returns a ； 
value, which is the fitness of that individual. A GA requires an initial 
population of solutions, along with the fitness of each population member 
given by the cost function. The GA operates by randomly choosing two 
population members, but with the probability of selection biased by their 
fitness. This means that, as in evolution, fitter individuals are chosen more 
often. Genetic operators act upon their chromosomes to create two new 
individuals with different chromosomes. These new individuals are in turn I 
evaluated by the cost function and returned to the population. The two least 
i 
fit individuals are then discarded to keep the population size fixed. This 
process is repeated a number of times until there is some indication of 
convergence. Upon termination the fittest individual gives the best solution 




mechanism has been shown to find good solutions to hard optimization 
problems with surprisingly few cost function evaluations [11][18]. 
1A Outline of the Thesis 
In Chapter 2, we introduce the original Hough transform and its 
variants, which are the commonly-used template matching techniques and 
will be compared with the proposed GAs. Chapter 3 focuse on two 
probabilistic models: the randomized Hough transform and the GAs. In 
Chapter 4，we extend the randomized Hough transform to the general case 
of detecting arbitrary shapes, and propose the GA with the Hausdroff 
distance for arbitrary shape detection. Chapter 5 presents the experimental 








Hough Transform and its 
Common Variants 
2.1 Hough Transform 
2.1.1 What is Hough Transform 
The Hough transform [19] is a standard tool in image analysis that 
allows recognition of global patterns in an image space by recognition of 
local patterns (ideally a point) in a transformed parameter space. In 
particular, it is used to detect straight lines and circles. r 
I I ！ 
The basic idea of this technique is to find straight lines or circles that 
can be parameterized in a suitable parameter space. 
i 
2.1.2 Parameter Space 
I 
We can analytically describe a line segment in a number of forms. 
1 
However, a convenient equation for describing a set of lines uses the i-
j 
1 





d = xcos6> + ;;sin^ (2.1) 
i 
I 
where d is the length of a normal from the origin to this line and 9 is | 
the angle with the normal. (See Figure 2-1) For any point on this line, d | 
F 
and G are constant. 
Y 
Figure 2-1. Parameters used in the Hough transform. 
The edge points after the preprocessing are the input of the Hough 
transform. The coordinates of the points are known. Therefore they serve as 
constants in the parametric line equation, while d and 6 are unknown 
variables. If we plot the possible {d,6) values defined by each point's ; 
i 
coordinates in xy image space map to curves (i.e., sinusoids) in the polar ！ 
• i 
Hough parameter space. This point-to-curve transformation is the Hough 
transformation. When viewed in Hough parameter space, points that are 
collinear in the xy space become readily apparent as they yield curves, 





Figure 2-2. Illistration of Hough transform. 
2.1.3 Accumulator Array 
In order to describe the parameter space, the Hough transform 
algorithm requires an accumulator array whose dimension corresponds to 
the number of unknown parameters (2 parameters for lines) in the equation 
of the family of curves being sought [13]. The transform is implemented by 
9 
quantizing the Hough parameter space into finite intervals or accumulator 
cells. 
The Hough transform runs like this: for each edge point (x，少）， 
calculate the distance d = xcos^ + ;;sin(9, for every possible value from 0 
to 360 of 6. Thus a curve of {d,6) is made by edge point (x,y). Peaks 
in the accumulator array represent strong evidence that a corresponding 
straight line exists in the image. 
In order to illustrate the Hough transform in detail, we begin with an 
example shown in [41]. Figure 2-2 is the original image, and (b) is the input 
of Hough transform, (c) shows the curves in parameter space, or 
j 
i 
accumulator array. The more curves overlapped, the more lighter the color 
is. By seeking for these peaks in the accumulator array, we can get the most 
possible lines' parameters {d,6). (d) in Figure 2-2 shows the result of i 
Hough transform. 
2.2 Gradient-based Hough 
Transform 
The main problem with the classic Hough transform comes from the 
huge computational workload. Because every point in the edge map, we 
10 
need to calculate 360 {d,G) pairs for them, if quantization interval is 1 
degree for angle 6. 
The basic idea of the gradient-based Hough transform [14] comes 
from the idea that, point is most likely belong to the line that has the same 
gradient as the point. If we can calculate the gradient of the point, then we 
assume that the line passing through that point must have the same gradient. 
Then the parameter 6 is unique. So there is only one parameter pair for 
that point. Although this algorithm is sometimes not so accurate due to the | 
！ 
gradient error, it is still used because the great amount of time it saved. | 
Because in classic Hough transform, the parameter 6 is changing from 0 
to 360 degrees. Although in this algorithm, there is only one value for 6. 
The gradient error can be overcome in the post processing steps. I 
2.2.1 Direction of Gradient 
The relationship between parameter 6 and the direction of gradient 
is illustrated in Figure 2-3. Where r represents the vertical gradient and c 
represents the horizontal gradient. Thus we have 
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Figure 2-3. Direction of gradient. 
\ 
The horizontal and vertical gradient is calculated using Sobel operator I 
as given in Figure 2-4. I 
0 0 0 -2 0 2 
1 2 1 - 1 0 1 
/�Vertical Horizontal 
^^ ^ Gtadient ^^ Gtadient 
Figure 2-4. Sobel operator for direction of gradient. | 
Let us see a simple example in Figure 2-5 (a) shows a straight line 
with 没=71.5°. The rectangular part is enlarged into (b). They are 
convolved with the Sobel operator respectively; r and c are their results. 
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Figure 2-5, An example of gradient calculation. | 
I 
We can see from Figure 2-5 (b) that the 4-neighborhoods of the edge | 
i 
points can represent the angle accurately (there gradients are 71.5°. Errors 丨 
will occur at the edge points and their 8-neighbors. But we do not need to I 
worry about it. These points cannot make up a peak in the accumulator at | 
all. They do not even belong to the line decided by their coordinates and 
the wrong gradient angle. 
13 
2.2.2 Accumulator Array 
In our application, parameter 6 denotes the angle between the 
normal and the x-axis. The edge points are all in the area with jc > 0，少 > 0. 
Thus 6>e[0,180]u(270,360) and d e (0, dmax), where dmax is the of 







V I Y • 
Figure 2-6. Ranges of the parameters in Hough transform. 
/ \ Y 
But when we calculate 9 = tg~^ - ， a negative value will be resulted 
when 6 is larger than 180. Therefore the real value of 6 should be 
/ \ / \ 
G = t g - � - +360° If e = t g - ' \ - < 0 (2.3) 
V^y J 
14 
For convenience, we define the line with 6 e (270,360) to (90,180). 
From the definition, G, d are shown in Figure 2-6. But we use 0，instead 
of 0 if <9 >180°，i.e., 
(9 = 6> — 180° i f (9>18( r (2.4) 
Therefore the range for 0' is [0,180). Similarly, if <9 >180°, we use cT 
defined as 
d' = -d if (9 >180° (2.5) 
as illustrated in Figure 2-6. Thus the range for d is (-dmax, dmax). 
I 
As the algorithm runs, each point (x, y) is transformed into a | 
i( 
I 
parameter (d,6) point. Quantize such parameters d and 9 into two arrays: � 
qd and qt. These two arrays have the same size with the image. They 
i 
record the quantized d and <9 for each point. The range of 6 is [0,180), | 
J 
totally 180 degrees. Suppose the quantization interval is 5\ Then there t 
will be 180/5=36 angles for one point to calculate the distance d. But if we 
use gradient information, we only need to calculate once. So it saved 
35/36=97.22% time. 
When the parameters (qt.qd) are calculated, the corresponding 
accumulator cell A(qt’ qd) is incremented by one. 
15 
2.2.3 Peaks in the accumulator array 
As we have discussed before, the straight lines will create a peak in 
the accumulator. By seeking for such peaks, we can get the parameters of 
the lines. 
However, because of the quantization error of the parameters, the lines 
are not accurate. So once the peak A{qt,qd) is found, we search back to j 
the points that belong to this line. Usually the neighborhoods are correctly | 
I 
represented by the parameters. So these points' neighborhoods are also | 
I 
considered as the line's points. Also the accumulator cell A{qt,qd) 's J 
I 
1/ 
neighborhoods are set to be zero. Thus it won't result in many closed nearly 
\ 
parallel lines, as shown in Figure 2-2. But what is the appropriate value of | 
I 
(qt.qd) we assigned to this line? | 
= ,qd (2.6) 
n n 
where (x, y) are the coordinates of the line's points and their 
neighborhoods, n is the number of these points. By such method, the 
errors can be reduced. And the parameters (qt, qd) are adjusted. 
We now summarize the procedure for the gradient-based Hough 
transform as follows: 
16 
A 
> Compute r and c using Sobel operator in Figure 2-4. 
> Compute parameter 0: 
• For points with c = 0& r 关 0=><9 = 90°， 
/ N 
• For points with = - . 
\c) 
• If ^<0:z>(9 = 6> + 36(r .If (9 = 180° =^ >(9 = 0° 
> Compute parameter d : 
i 
d = jccos^ + j/sin^ | 
> Adjust and (9: j 
\ 
I 
For points with 6>>180° =>6><-6'-180° and d<r--d. | 
t 
( 
> Quantize i/ and <9: into two arrays: qd and qt • These two « 
arrays have the same size with the image. They record the ‘ 
quantized d and 9 for each point. j 
i 
> Create an accumulator A. For each point with > 0, and i 
has the parameter {qd’ qO)，increase the accumulator cell by 1: 
A{qd, qO) A{qd, q0) + l 
> Search for the peaks in the accumulator A. The coordinates of 
these peaks represent the quantized parameters for the straight 
lines. 
17 
2.2.4 Performance of Gradient-based 
Hough Transform 
The results of the gradient-based Hough transform are shown in 
Figure 2-7 and Figure 2-8. Compare Figure 2-7 with Figure 2-2(d), we can 
see that the gradient based Hough transform can get as good performance 
as the classic Hough transform. In addition, due to the peak-seeking 
I 
method we use in 2.2.3，the straight lines are more accurate and unique. 
The most attractive property of gradient-based Hough transform is the great \ 
I 
. . I 





Figure 2-7. Result of the gradient based Hough transform. 
18 
Figure 2-8. Another result of the gradient based Hough transform. 
f 
I 
2.3 Generalized Hough 
Transform (GHT) 
2.3.1 What is GHT 
Generalized Hough Transform (GHT) [2] is an algorithm that can 
detect the boundary of arbitrary objects in a grayscale image. The GHT 
detects an arbitrary object, not limited to analytical geometric ones. It uses 
19 
A 
the gradient information to generate a lookup table, called R-table for shape 
detection. Original GHT is only suitable for objects without scale and 
rotation changes. 
2.3.2 R-table of GHT 
The generalized Hough transform is used when the shape of the 
feature that we wish to isolate does not have a simple analytic equation 
describing its boundary. In this case, instead of using a parametric equation i 
1 
of the curve, we use a look-up table to define the relationship between the | 
( 
boundary positions and orientations and the Hough parameters. ； 
For example, suppose that we know the shape and orientation of the 
desired feature (see Figure 2-9). We can specify an arbitrary reference point 
(•^ re/‘ yref) withiii thc feature, with respect to which the shape (i.e. the 丨 
I 
distance rand angle of normal lines drawn from the boundary to this 
Xref,Yref \ omega 
— ^ i-aiis 
/ t 
Figure 2-9. Description of R-table components. 
20 
reference point o)) of the feature is defined. Our look-up table (i.e. R-table) 
will consist of these distance and direction pairs, indexed by the orientation 
CO of the boundary. 
The Hough transform space is now defined in terms of the possible 
positions of the shape in the image, i.e. the possible ranges of (〜，〜）. 
In other words, the transformation is defined by: 
I 
(2 7 ) � = ” r s i n ( y 0 ) . 




orientations co • If the orientation of the desired feature is unknown, this ； 
procedure is complicated by the fact that we must extend the accumulator 
I I 
I 






2.3.3 GHT Procedure 
This method is an extension of the same voting scheme that we 
discussed for grouping together edge elements to extract lines or curves in 
an image. It generalized the Hough transform method for model matching 
if the voting space is comprised by the viewpoint parameters. In the 
two-dimensional case, for example, the Hough space can be three- or 
21 
four-dimensional: one dimension for the angle of rotation, two for the 
translation of the object along the u and v axes, and (if desired) another 
dimension for representing the scale at which an object appears on the 
scene. For 3-D object recognition the Hough space becomes six- or 
seven-dimensional (three dimensions for rotation, three for translation, and 
one for scaling). 
The generalized Hough transform implementation for the I 
. . i 
classification of 2-D rigid objects from 2-D images consists of the 
. ！ 
following five steps: | 
f 
i 
1. Build R-table ‘ 
t 
Define an object template in terms of a discrete set of points from the 
f 
I 
set of features in the object model. Choose a reference point as the template | 
center, and compute the angle a and distance r of the reference point \ 
relative to the points chosen on the template definition. Finally group these 
values into bins with the same gradient direction. This is, for each point in 
the template, compute the orientation of the boundary at that point and 
store the r and a values on a table indexed by gradient value. 
2. Prepare the accumulator array 
22 
Define the Hough space in terms of the position, orientation, and scale 
of the expected objects in the image relative to the template. If for example 
we know the scale of the objects in the image is fixed, we need not include 
the scale dimension in the Hough space. 
3. Edge Processing 
Run an edge operator, such as Sobel or Prewitt, over the image to 
I 
extract edge strength and direction at each pixel. ！ 
4. Increment the possible accumulator array I 
For every edge point v,.) with edge orientation 6. equal to the ； 
orientation of an edge in the template, look in the previously computed 
table for the possible relative locations (r，a) of the reference point. i 
I 
I 
Compute the predicted template reference point ‘ 
u, =u.+srcos{a + (l>) (2 9) | 
where s and 伞 are the discrete values of the scale and orientation being 
considered. 
5. Find the peak 
For each point from the scene features, we now have the coordinates 
(M ,^ V^),卢，and possibly s of a cell in the Hough space. Increment this 
cell by one count. The cell with the largest number of votes will provide the 
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correct position, orientation, and scale of the object recognized from the 
scene. 
2.3.4 Analysis 
The main advantage of the generalized Hough transform method is 
that it is somewhat insensitive to noise and occlusions. On the other hand, 
as in most model-based methods a good geometric description of the 
.1 
objects to be recognized is necessary. Another drawback of this method is j 
J 
！ 
that the number of matches to be considered grows exponentially with the j 
j 
number of points in the object template. To overcome this problem, \ 
I 
variants of the generalized Hough transform method have been purposed \ 
I 
/ 
such as geometric hashing. But the most important drawback of this 1 
J < 
approach is that in order to have reasonable accuracy for the computed pose | 
one must sample the Hough space quite finely, and that leads to the testing 
of enormous possibilities. The method is then equivalent to correlating the 
object model with the scene model over all possible poses and finding the 
best correlation. One can argue that this is the same drawback as the one 
seen for the appearance-based methods discussed earlier. 
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2.4 Edge Detection 
One important feature of the objects in an image is its boundaries. 
Thus this property becomes the clue of the detection process. Edge 
detection is a straight method to detect such boundaries. These boundaries 
are used as the input of the HT and GHT. 
Edges are significant local changes of gray level or color in an image. ‘ 
1 
Edge detection is an operation that determines if a pixel in an image is an j 
J » 
edge point, i.e. a member of an edge. There are many methods for edge | 
i 




2.4.1 Gradient-Based Method 
. . \ 
Basically, the idea underlying most edge-detection techniques is the • 
computation of a local derivative operator [23]. From Figure 2-10，we can 
see that the magnitude of the first derivative can be used to detect the 
presence of an edge, and the second derivative can be used to determine 
whether an edge pixel lies on the dark or light side of an edge. Note that the 
second derivative has a zero crossing at the midpoint of a transition in gray 
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A 
level，shown in Figure 2-10. Thus zero crossings provide a powerful 
approach for locating edges in an image. 
Image 
f ' - . : I 
'V � I I ' • • . { 
•4 • i ) . • V -I ?.,，.， I . . . . I 
V , � � I 
/ \ Pn)fik of a \ 
I \ horizontal line \ / 




j [ ^ ^ • 
I \ Second | ( ； 
I derivative | 丨 
⑷ (b) I 
J 
I 
Figure 2-10. First and Second derivative of the image. ； 
The first derivative is obtained by using the magnitude of the gradient 
at that point. The gradient of an image x{r,s) of continuous spatial 
coordinates r and s, is 
p希，•y) 
物 = 孟 （2.10) 
L ds _ 
Hence, the magnitude of G[x(r,5)] is 
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= (2.11) 
and the direction of G[；c(r,5)] is 
(G、 
G[xir,s)] = tm-' 二 (2.12) 
In discrete image coordinates, it can be achieved by convoluting the 
image's pixels with some kind of masks as shown in Figure 2-11. 
A A i l 
i i i l i l 
"z71 ZA I ZG 
(a) 
1 0 0 1 
0 - 1 - 1 0 
(b) Roberts 
-1 -1 -1 - 1 0 1 
0 0 0 -1 0 1 
1 1 1 -1 0 1 
(c) Prewitt 
-1 -2 -1 - 1 0 1 
0 0 0 -2 0 2 
1 2 1 - 1 0 1 
(c) Sobel 
Figure 2-11. Edge detection operators. 
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Figure 2-11 shows three convolution masks to compute the derivative 
at point labeled Z ^. Let us consider Sobel operator, which is the most 
frequently used operator, for example. It contains two operators. They are 
convolved with a digital image x(m,n) to produce S,Xm,n) and 
S^{m,n) whose magnitudes represent the amount of changes in horizontal 
and vertical directions respectively. The edge magnitude 
E j m , n ) = ylsf,+s;， (2.13) 
and the direction 
E,{m,n) = tm-' ^ . (2.14) 
A point (m,n) is said to be an edge point if £"„,(m，/2) is larger than a 
threshold. 
The algorithm is shared among all other operators in Figure 2-11. The 
performances of the masks vary [38]. The Roberts operator responds best 
on sharp transitions in low-noise images. The Prewitt and Sobel operators, 
being three by three, handle more gradual transitions and noisier images 
better. 
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2.4.2 Laplacian of Gaussian 
The edge detection operators in Figure 2-11 use only the first 
derivative. A more elaborate approach is to impose an additional 
requirement that an edge point should also be a local maximum in edge 
magnitude, i.e., the 2"�derivative of gray level should be zero [38]. 
For an image x{r,s) of continuous spatial coordinates r and s, the 2D 
equivalent of the derivative is the Laplacian operator, which is 
• 、 • ！ ^ (2.15) 
I 
For an image x{m,n) of discrete spatial coordinates m and n，the j 
i 
Laplacian operator may be approximated by a discrete space LSI system of ‘ 
， 
impulse response: j 
I H 
"0 1 0 ] � 1 1 r | � 1 4 n 1 
I, 
1 - 4 1 or 1 - 8 1 or 4 - 2 0 4 (2.16) 1 
0 1 0 1 1 1 1 4 1 
— —J -J L . _ 
In many cases, images contain noise, which may result in spurious 
edges. Applying a smoothing operation to the image before edge detection 
can reduce the noise level and so the spurious edges. A commonly used 
smoothing operator is Gaussian filter. Thus the Laplacian of Gaussian 
method is stated as following: 
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> Use a Gaussian filter to smooth out noises first and then 
> Use the Laplacian operator to detect the locations of the zero crossings 
of the 2nd derivative 
> Identify the detected locations as edge points if the magnitudes of the 
first derivative are larger than a threshold. 
2.4.3 Canny edge detection • 
I 
The Canny method finds edges by looking for local maxima of the | 
II 
:D 
gradient. The method uses two thresholds, to detect strong and weak edges, jj 
i 
and includes the weak edges in the output only if they are connected to J l) 
J 
strong edges. This method is therefore less likely than the others to be 
"fooled" by noise, and more likely to detect true weak edges. Thus it is the j-
I 
edge detection method we use in the system. 丨! 
\ 
s 
The Canny edge detector in discrete spatial coordinates is 
> Use a Gaussian filter to smooth out noises, 
> Compute the gradient of x(m，”) 
GJx(m, n)] = {x{m +1，n) -x{m, n)+x{m+1，�+l)-x(m，n+l)}/2 (2.17) 
G„ [x(m, n)] = {x(m, n+1)-x(m, n)+x(m+ln+l)-xim+l,n)}/2 (2.18) 
Compute the magnitude of G[jc(w,«)] by 
G[x{m,n)] = M { m , n ) = 权 + G l (2.19) 
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and compute the direction of G[x{m, n)] by 
(Q \ 
G[X{M,N)] = E{M,N) = \ M - ' (2 .20) 
> Apply nonmaxima suppression to M{m,n) to form N{m,n) 
• Find = 
• Compare M{m,n) with its two neighbors along the direction 
given by n). If M{m,n) is not greater than both neighbors, ‘ 
then N{m,n) is set to zero, otherwise M{m,n). j 
> Apply double thresholding to N{m,n) to form the edge map. 
I 




• Use T\(m’n) to link edges in T^im^n). \ 
\ 
\ 
Figure 2-12. Image before and after canny edge detect. ^ ^ 
I 
Figure 2-12 shows an example of Canny edge detection. We can see 
that the boundary of the signboard is detected. But for different images, the 
result will sometimes not be so satisfying. The leaves beside the signboard 
in Figure 2-13 cause a large amount of edges. Thus the system needs the 
comer detection process afterwards to remove them. 
• T R A F F I _ P — 
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3.1 Randomized Hough 
Transform (RHT) 
Rapid computation of the Hough transform is necessary in many 
computer vision applications [1]. One of the major approaches for the fast 
Hough transform computation is based on the use of random samples of the 
data set rather than the full set. There are a series of Probabilistic Hough 
Transforms model mentioned in [6]. 
3.1,1 Basics of the RHT 
The RHT method is based on the fact that a single parameter point can 
be determined uniquely with a pair，triple or generally n-tuple of points 
from the original picture, depending on the complexity of the curves to be 
detected. For example, in the case of line detection, each parameter space 
point can be expressed with two pints from the original binary edge picture. 
Such point pairs (J., d j ) are selected randomly, the parameter point (a, b) 
is solved from the curve equation, and the cell A(a, b) is accumulated in the 
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accumulator space. This random selecting is called random sampling. The 
RHT is run long enough to detect a global maximum in the accumulator 
space. The parameter space point (x, y) of the global maximum describes 
the parameters of the detected curve, which can then be removed from the 
image to start the algorithm again with the remaining pixels. 
. ：：：：：：：：：：：：：：：： ( a . b ) 
mrn^ 
POINT 二：：：：： 
Z T \ I N I I I I I I M N I H H ^ 
P o i n t d i 
Figure 3-1. Use points pair analysis line parameter 
3.1.2 RHT algorithm 
The main difference between the conventional HT and the RHT for 
line detection is that, while a single pixel in the original image is mapped to 
a curve in the parameter space in the HT, a pair of pixels is mapped to a 
single cell in the parameter space in the RHT. Thus, while in the HT curves 
are mapped into the parameter space using a function that generates all 
parameter combinations compatible with both the observed pixel and the 
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curve model; the RHT only generates a small subset of all parameter 
combinations. Thus, the RHT uses many-to-one mapping or converging 
mapping. The following algorithm summaries the ideas of the RHT: 
The kernel of the RHT to line detection 
1. Create the set D of all edge points in a binary edge picture. 
2. Select a point pair randomly from the set D. 
I 
3. If the points do not satisfy the predefined distance limits, go to 
I 
I 




4. Solve the parameter space point {a,b) using the curved I 
\ 
equation with the points {d^.dj). ‘ 
5. Accumulate the cell A(a, b) in the accumulator space. 丨 
6. If the A(a, b) is equal to the threshold t, the parameters a and ； 
b describe the parameters of the detected curve; otherwise : 
continue to Step 2. 
To define the distance limits in Step 3 means that the points d^  and 
d j must not be too near each other or too far from each other, i.e. 
tfc/min 么 dj) < di对職，where dist {d., d ) is the Euclidean distance 
between the points d; and d j . If the edge picture is complex the use of 
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distance limits is necessary. Otherwise, computation yields a lot of waste 
accumulations. 
The accumulation of the cell A(a, b) means incrementing its value by one. 
The accumulator space can have the form of a dynamic structure like a tree 
(Figure 3-2)[7], because now only one cell will be updated at a time. With 
the usage of the dynamic tree structure, arbitrarily high accuracy and small 
* 
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The algorithm contains a threshold, which an accumulator cell must 
reach to be detected as the global maximum. The noisier the original edge 
picture is, the higher the threshold should be. Instead of a constant 
threshold, a variable threshold can be also used like in motion detection 
using the RHT. The variable threshold can stop the random sampling 
automatically without a predefined maximum value t in the accumulator. 
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3.1.3 Advantage of RHT 
Randomized Hough transform has the advantage of fast computation 
and low memory used for random sampling mechanisms. It also works on 
high parameter resolution, infinite scope of the parameter space. An 
extension of it to the general case of detecting arbitrary shapes can be 
obtained by combining the ideas in the Generalized Hough Transform ‘ 
I 
(GHT) with the Randomized Hough Transform (RHT). We will give the i 
R 
extension in Chapter 4. 
丨丨 
3.2 Genetic Model 1 
/ 
N 
Extracting the best geometric primitive from a given set of geometric \ 
# , 
data is equivalent to finding the optimum value of a cost function. This ) 
4 
. . ！ 
optimization model can describe various methods of primitive extraction, -
including HT and robust statistics approaches, simply by using different 
cost functions. Thus the goal of any extraction algorithm is to find the 
global optimum from among many local optima. This represents the best 
primitive of the given type in the geometric data. Since the number of local 




3.2.1 Genetic algorithm mechanism 
One can think of evolution as an optimization procedure where the 
goal is to find an organism that is optimal for a given environment. A GA is 
simply a procedural implementation of this process, which can be applied 
to various optimization problems. Individual population members represent 
particular solutions to a given problem. The parameter being optimized is 
encoded in a chromosome string associated with a given individual. The 
cost function provides the feedback from the environment. It takes a single 
chromosome string and returns a scalar, which is the fitness of that 
individual. 
For primitive extraction, an individual geometric primitive is a 
population member. The cost function counts the number of points within a 
fixed-distance of the geometric primitive. This effectively matches a small 
template around this primitive to the geometric data. It is essentially the 
same cost function as the one adopted by the HT. The larger the value of 
this cost function, the more significant the primitive. The reasoning is that 
the more points in the template, the less likely that this alignment of points 
is accidental. 
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To us a GA, the parameter vector of the equation defining the 
geometric primitive must be encoded in chromosome form. A traditional 
GA often uses a bit-string chromosome encoding [17]. Some authors used a 
minimal subset of member points to represent a chromosome [18]. 
Randomly choosing minimal subsets from the geometric data and 
evaluating the geometric primitive defined by each subset is one way of 
performing primitive extraction [34]. For perfectly accurate geometric data 
this process is guaranteed to find the best primitive (global optimum of the 
cost function) if all possible minimal subsets are evaluated. However, the 
likelihood of this occurring decreases for less accurate geometric data, and 
as fewer random samples are taken. The number of random samples 
depends on the expected number of primitives in the geometric data. Thus, 
if there are many primitives in the geometric data, or the size of a minimal 
subset is large, then many samples are necessary for successful extraction. 
3.2.2 A Genetic Algorithm for Primitive 
Extraction 
Each of the N geometric data points in the input has an associated 
index, which is a number from 1 to N. Then a minimal subset is identified 
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by the indices of its member points. Fox example, assume there are ten 
points and that points one, six and nine are the minimal subset points 
defining a circle. If each subset point is thought of as a gene, then the 
minimal subset is in fact a chromosome. In this case the minimal subset 
chromosome string is the points in Figure 3-3. The number of genes is 
equal to the size of the minimal subset, and the token set for each gene is 
{l，...，yV}，instead of {0,1} for a binary chromosome. There can be no 
identical points in a minimal subset, so no two genes in a minimal subset 
can have the same value. 
• o 
Figure 3-3. Circle detection with genetic algorithm. 
The left are two subsets of points. They describe two circles. The 
right one means new chromosome through genetic operator. We get 
the new circle, which include more points. 
The other component necessary for a GA is a cost function. This takes 
the chromosome definition and outputs a scalar, which represents the 
fitness of that individual. The larger this scalar value the fitter the 
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individual. While many cost functions can be used fro extraction [34], the 
simplest matches a fixed-size template to the geometric data. The result of 
applying this template to the geometric data is the total number of points 
inside the template. This is a sensible way to score a geometric primitive, 
since the greater the number of points, the less likely that this alignment of 
points is random, and the better the chance that the primitive is valid. The 
template size is set to the noise variance of the geometric data. 
The GA for Primitive Extraction: 
1. Create the initial population. 
2. Compute the cost function for each chromosome, which more 
fitness gets the large similarity score. 
3. Randomly choose two population members, but with the 
probability of selection biased by their fitness. Genetic 
operators act upon them to create two new individuals. 
4. Update the population, discard the least fit individuals, and 
keep the population size fixed. 
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Chapter 4 
Proposed Arbitrary Shape 
Detection 
4.1 Randomized Generalized 
Hough Transform 
Generalizing Hough Transform uses directional information to define 
a mapping from the orientation of an edge point to a reference point of the 
shape. In this section, we borrow this ideas in the generalized Hough 
transform and the randomized Hough transform, and given an algorithm 
called randomized generalized Hough transform, which can be used to 
detect arbitrary shapes efficiently. 
4.1.1 R-table properties and the general 
notion of a shape 
When we considered shapes of fixed orientation and scale, the 
accumulator array was two-dimensional in the reference point co-ordinates. 
To search for shapes of arbitrary orientation 0 and scale s we add these 
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two parameters to the shape description. The accumulator array now 
consists of four dimensions corresponding to the parameters . The 
R-table can also be used to increment this larger dimensional space since 
different orientations and scales correspond to easily computed 
transformations of the table. Simple transformations to the R-table can also 
account for figure ground reversals and changes of reference point. 
I 
We denote a particular R-table for a shape S by R((/>). R can be 
viewed as a multiply-vector-valued function. It is easy to see that simple 
transformations to this table will allow it to detect scaled or rotated 
instances of the same shape. For example if the shape is scaled by s and this 
transformation is denoted by T\，then 
U R M = SR{(L>) (4 .1 ) 
i.e., all the vectors are scaled by s. Also, if the object is rotated by 6 and 
this transformation is denoted by T^，then 
TQ[R{(I))\ = ROT{R[{(L>-G)MODI27IIE] (4 .2 ) 
i.e., all the indices are incremented by modulo I n , the appropriate 
vectors r are found, and then they are rotated by 9. 
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4.1.2 Using pairs of edges 
Using the R-table and the properties of the general notion of a shape, 
each edge pixel defines a surface in the fore-dimensional accumulator 
space of a = (y, s, 0). Two edge pixels at different orientations describe 
the same surface rotated by the same amount with respect to <9. Points 
where these two surfaces intersect (if any) correspond to possible 
parameters a for the shape. It is theoretically possible to use the two points 
in image space to reduce the locus in parameter space to a single point. 
p. 
^ f T ^ 1 Gradient flj 
� \ 
A / I / Gradient ^ 
Gradient \ I \ y … X 
Gradient 6总 
Figure 4-1. Use pair edge points describe object transform. 
Here we analyze the pairs of edge points: for each pair (A, B) with 
{0^，没B)，we would like to find out the parameter a =(少，s, 9)，and two 
anchor points Pj) with gradient angle , ) • Since 
MOB « ^PJP^ (4.3) 
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Thus 
化 - 代 = 仏 - 《 = 仏 厂 、 (4.4) 
AB AB AB 
s = -—= _ . _ = (4.5) 
PA P,Y + YP, |ACxi，_y,)-A(X2，少2)1 
and than 
y = r,,�- , ,2 ，少1). (4.6) 
The following algorithm summaries the ideas of the RGHT: 
1. Create the set D of all edge points in an edge picture. 
2. Select a point pair {d. ,dj) randomly from the set D. 
3. If the points do not satisfy the predefined limits, go to Step 2; 
otherwise continue to Step 4. 
4. Solve the parameter space a= {y,s,0) using the edge 
information with the points (c?,.,dj). 
5. Accumulate the cell A (3;, s, 6) in the accumulator space. 
6. If the is equal to the threshold t,(少，《5,没）describe 
the parameters of the detected shape; otherwise continue to 
Step 2. 
The following procedure find the parameter a= (y,s,0): 
1. For A(9 = 0 to In ， (6>,,6>2) = + A6>,6>5 + A6') 
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2. For each entry of R-table (没"没2) , compute 
二 =fltan 少丨一少 2 
. AB 
3. If <9,2-^,2 <dO,s = ， 
’ ’ A ( W I ) - A ( W 2 ) 
y = d j + s - , Otherwise go to Step 1. 
4.1.3 Extend to Arbitrary shapes 
We have described a method for detecting instances of a shape S in an 
image. This transform is a mapping from edge space to accumulator space 
such that instances of S produce local maximal in accumulator space. This 1 
mapping is conveniently described as a table of edge-orientation 
reference-point correspondence termed an R-table. If a shape S is viewed as 
a composite of several subparts then the generalized Hough 
transform R-table for S can be simply constructed by combining the 
R-tables for S”…’ S„. A composite shape S may be efficiently detected in 
a sequential manner by adding the R-table for the subparts S. 
incrementally to the detection algorithm until a desired confidence level is 
reached. 
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4.2 A Genetic algorithm with 
the Hausdorff distance 
Roth and Levine [35] addressed the problem of primitive extraction 
with a genetic algorithm (GA). And in this thesis, we focus on arbitrary 
shapes detection. We use Hausdorff distance to measure the degree of 
similarity between two objects, and utilized a genetic algorithm to search 
interested objects. The experimental results show that the proposed method 
can efficiently detect the objects in images regardless of their changes in 
translation, rotation and scale. 
4.2.1 Hausdorff distance 
Hausdorff distance is one kind of max-min distance. It is used to 
measure the degree of similarity between two points set. For points set 
A = and B = , then Hausdorff distance between 
A and B is defined as: 
H(A’ B) = max(/z(^, 5)，h�B, A)) (4.7) 
here 
= maxmin a-b ， （4.8) 
flE/f beB 
h(B，A) 二 maxmin b-a (4.9) 
beB aeA 
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Hausdorff distance H(A，B) is the maximum value among h{A, B) 
and h{B, A). We can get the degree of similarity of two points set A and B 
by compute the maximum of h(A, B) and h�B, A). The complexity of 
function N(A, B) is 0{py.q) for two points set with p and q points 
respectively. 
The fitness function of the GA is defined as 
她 ( 4 . 1 。 ） 
where y) denotes the reference point, A is the mask points set, B is 
the points under the mask, H^^ (A, B) is the part Hausdorff distance 
between A and B，s and a denotes scale and rotate parameter 
respectively. 
4.2.2 Chromosome strings 
A GA is simply a procedural implementation of find an organism, 
which is optimal for a given environment. The parameters being optimized 
are encoded in a chromosome string associated with a given individual. 
Each parameter within some range is represented by a set of binary 
numbers as part of the string. 
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Chromosome C\ 
r T T o T o 1 1 1 i l i l o i o i i l i i o i i l i i o i i i i i o i o i i i i i o i i i i i o i 
Chromosome C^  
Q | 1 | 0 | 0 | 1 | 0 | 1 | 0 | Q | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 
Figure 4-2. Chromosome Strings. 
Decoding from a chromosome string, we can get a group of parameter: 
a={y,s,6). When we compute the Hausdorff distance H(A, B) where A 
means the set of points describe the object transform by a= 5,0), and B 
means the points in original image under A，s mask. f 
I 
o o 
(a) A: the points (JD) B:the points under 
describe a circle the mask of A 
Figure 4-3. The points under mask of object. 
We use a function of the Hausdorff distance as a feedback cost 
function, which is the fitness of that individual. A GA requires an initial 
population of solutions, along with the fitness of each population member 
as given by the cost function. The GA operates by randomly choosing two 
population members，but with the probability of selection biased by their 
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fitness. This means that, as in evolution, fitter individuals are chosen more 
often. Genetic operators act upon their chromosomes to create two new 
individuals with different chromosomes. 
The two main operators in GAs are crossover and mutation. Figure 4-4 
shows the operation of crossover. Mutation is done by randomized change 
the information of nucleotide in chromosome, where we randomized pick 
I 




Genetic Operator: Crossover \ 
I 
Chromosome Cj J 
1 1 1 0 1 0 1 1 1 1 1 1 1 0 1 0 n 1 1 1 0 1 i l l 1 0 1 1 n 1 0 1 0 m I I 0 1 1 n 101 '、 
/ ^ I 
Crossover [ 
Chromosome Cj V ^ V 
I 0 I 1 I 0 I 0 I 1 I 0 I 1 I 0 I 0 I 1 I 1 I 0 I 0 I 1 I 0 111 0 n m 0 I 11 1 I 0 I 11 
Get the result as: 
Chromosome C: 
rTRTTo I 1 I 1 I 11 0 I 0 I 1 I 11 0 I H 0 I II 0 I 11 0 I II II 0 I II II 0 II1 
Chromosome C^ 
r o | i | o | o | i | o | i | o | o | i l i l o l i | o | i l i l o i o | i l i l o i i l i r o 1 
Figure 4-4. Crossover o f CI and C2 to produce two new chromosomes CI* and C2*. 
These new individuals are in turn evaluated by the cost function and 
returned to the population. The little fit individuals are then discarded to 
keep the population size fixed. This process is repeated a number of times 
until there is some indication of convergence. Upon termination the fittest 
individual is the best solution to hard optimization problems with 
surprisingly few cost function evolutions. 
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4.2.3 Discussion 
The GA explores a number of possible alternatives in parallel and 
slowly evolves to what it considers to be the best solution. As the GA 
algorithm executes, the diversity of the population decreases, but this 
happens slowly. In this way it often avoids the problem of premature 
commitment, which plagues many computer vision algorithms. However, if ！ 
• . I 






The main disadvantage of the GA approach relative to the HT is that ！ 
the GA must be applied repeatedly to the geometric data for each extracted 
primitive, while classical HT and GHT extracts all the objects at once. 
However, GA can be applied to a much wider variety of primitives and that 
it can be easily paralleled [32]. 
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Chapter 5 
Experimental Results and 
Comparisons 
In the previous chapters, we have introduced our algorithm to detect 
arbitrary shapes in an image, and we have also introduce some traditional 
HT-like methods on object extraction. This chapter presents the 
experimental results, and discusses some problems in the algorithms. In the 
experiments, more than fifty images have been used to test the algorithms. 
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5.1 Primitive extraction 
In the previous chapters, we have introduced and proposed some 
traditional methods for primitive extraction. They are HT, RHT and GA. 
We would like to compare these methods on time complexity and space 
complexity. 
However, the classical HT is time consuming and occupies a large 
space due to it mechanism. The time complexity of the HT is 
0 ( 懇 f j p , ) (5.1) 
/=i 
where NE is the number of edge points and p. denotes the number of 
quantization steps for parameter i. The space complexity of the HT is 
O ( f l A ) (5.2) 
1=1 
R H T ' S time complexity and space complexity are both 
0{NT) (5.3) 
where NT is the number of groups of randomized sample points in the 
RHT. The GA's time complexity is 
0{NCxG) (5.4) 
where NC is the number of the population and G is the number of 
generations the GA runs. The space complexity of the GA is 
0{NC) (5.5) 
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We can easily find that RHT is the most simply one due to it 
mechanism of randomized sample selection, where the GA for primitive 
extraction also use the minimal subset to get the success over the classical 
HT both on time complexity and space complexity. 
5.2 Arbitrary Shape Detection 
The two algorithms that can detect arbitrary shapes are the RGHT 
and GA. The Same as the RHT mechanism, RGHT also uses randomized 
sample selection, but the different between regular curve and arbitrary 
shapes make RGHT more complex in each step of deciding the transform 
parameters. The GA selects parameters in the parameter space randomly 
and directly. The two algorithms takes different computation times for 
different images, under the condition that they obtain similar detection 
precision. Below we give a set of experimental results. 
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( a ) Target shape (b ) Input Image 
- - • ‘ _ . — 
( c ) Edge Image ( d ) Detected Result 
Figure 5-1. Shape detection on a simple image by the GA and the RGHT (example 1). 
In Figure 5-1 ...Figure 5-4, we show several successful examples 
where the original images, templates, edge images and the detected results 
by the GA and the RGHT are given. For each image only one detected 
result is given because the two algorithms can both obtain similar good 
result. 
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( a ) Target shape ( b ) Input Image 
MM ^m 
( c ) Edge Image ( d ) Detected Result 
Figure 5-2. Shape detection on another simple image by the GA and the RGHT (example 2). 
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(a ) Target shape ( b ) Input image 
B9HI 
( c ) Edge Image ( d ) Detected Result 
Figure 5-3. Shape detection on a complex image by the GA and the RGHT (example 3). 
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( a ) Target shape ( b ) Input Image 
(C ) Edge Image ( d ) Detected Result 




( a ) Target Shape (b) Original Image 
• _ 
( c ) Edge Image ( d ) Detected Result 
Figure 5-5. Failed shape detection on a complex image by the GA and the RGHT. 
There exist failures when the GA and the RGHT cope with very 
complex images. Given Figure 5-5, we want to detect the shape of the 
poster in the middle. Both the GA and the RGHT fail because there is much 
noise in the edge image (Figure 5-5). In Figure 5-5, the red boundary and 
the green boundary are the detected results by the GA and the RGHT 
respectively. 
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5.3 Summary of the 
Experimental Results 
Tables 1 and 2 summarize the experimental results for all the five 
algorithms in different cases. For primitive detection, RHT is the best in 
both space and time requirements. For arbitrary shape detection, GA 
performs better as a whole than RGHT. 
Table 1: General comparisons of the five algorithms. 
Algorithm Space Time Detecting Detecting 
requirement requirement Primitives arbitrary 
shapes 
HT ^ Y ^ No 
GHT Y ^ Yes 
RHT Low Short Yes No 
RGHT Low Medium Yes Yes 
GA Medium Medium Yes Yes 
Table 2: Comparisons of RGHT and GA when detecting arbitrary shapes. 
Algorithm Detecting shapes in Detecting shapes in 
simple images complex images 
RGHT Fastest Slowest 
GA Faster Fast 
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Figure 5-7. Comparison the random sampling with GA. 
In Figure 5-6, we compare the computation time of GA and RGHT with a 
serial of 200*300 pixel images under different complexity. GA's population 
is 200，and the perimeter of the detected object is 200. Figure 5-7 simply 




In this chapter, we summarize the work we have done, discuss the 
limitations of our current approaches, and give the conclusions finally. 
6.1 Summary 
In this thesis, we concentrate on the arbitrary shape extraction 
algorithms, which is a core problem in image analysis and computer vision. 
Although arbitrary shape detection has many applications, the design of a 
robust and efficient algorithm is challenging. 
In this work, we develop a genetic algorithm (GA) with Hausdorff 
distance to measure the similarity of two objects for extracting interested 
objects in images. For comparision, we extend the fast randomized Hough 
transform to the randomized generalized Hough transform (RGHT). 
Experiments show that the GA has better performance in handling complex 
images, compared with the RGHT. By the way, the GA can also be used to 
detect analytic shapes such as lines and circles. 
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6.2 Future work 
In the field of arbitrary shape detection, we find that randomized 
sampling is the main idea of developing efficient algorithms. From the 
analysis of a set of sample points, we obtain the RGHT, where we need to 
analyze all possible shapes from a pair of edge points. As there is already a 
randomized process in sampling, it would be possible to have a fast process 
in the analysis of possible locations of the shape. 
For the GA, many modifications are possible. For example, we may 
try other distances instead of the Hausdorff distance to measure the 
similarity between two objects. These remain as our future work. 
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