Introduction
The finite range of protons and carbon ions (Bragg peak) contributes to their dose deposition precision, unmatched among external beam radiotherapy modalities [1] , but also sets high requirements on patient setup reproducibility. Displacement of density interfaces (e.g. airbone, common in the cranial region) can introduce changes in particle penetration depth, with consequent adverse dosimetric effects [2, 3, 4] . These may have extent larger than the positioning errors that caused them and may not be fully counteracted by the use of safety margins, a situation unknown to the more conventional treatment with high energy photons.
A possible solution, which well complements accurate patient immobilization and imageguided position verification, is the application of robust treatment planning approaches, for instance the choice of irradiation directions that minimize the potential effects of patient mispositioning, by avoiding severe inhomogeneities across entrance channels [2, 3] .
In real patient geometries the choice of robust beam setups is typically not straightforward and its verification through extensive dose computation and evaluation, with simulated uncertainties, computationally prohibitive, in the time-constrained clinical routine. An alternative is the use of computationally light surrogates, like the Port Homogeneity Index (PHI) [3] , which can score the dosimetric stability of irradiation setups against mispositioning, by analyzing density patterns, prior to treatment plan optimization and computation.
Materials and methods
In the calculation of the PHI, running time is strongly dominated by the so-called pencil homogeneity scoring. During this phase, for each potential beam direction, non-divergent pencil beams from a high resolution raster are traced through the planning CT to the target volume and each is compared to the neighbouring ones using a distance metric that scores their relative density homogeneity [3] . To exploit the data-parallel nature of this and other radiotherapy computations, RobuR [5] , a radiation therapy software toolkit developed at the University of Marburg, was recently extended with OpenCL [6] support and used to accelerate the PHI analysis on graphic processing units (GPU) (figure 1).
For 10 skull base cases, the new GPU-accelerated PHI analysis was employed to select particle irradiation setups that are robust against mispositioning. Numerical results and speed were compared against a previously available highly-optimized single-threaded native CPU implementation [5] . The test CPU was a 4-core Intel Xeon W3530 2.8 GHz on a workstation (host) with 12 GB RAM, while the test GPU was an Nvidia Tesla C2050 with 3 GB RAM. The software, written in C++, was compiled with the GCC version 4.8.0 and run under Linux using up-to-date stable OpenCL drivers from the respective vendors. 
Results
Numerical results were in agreement between OpenCL implementation and native CPU implementation. As previously validated for the CPU implementation, treatment plans adopting the selected beam setups were dosimetrically robust and maintained high mean target coverage and dose homogeneity values, when fully recomputed with the TRiP98 treatment planning system [7] in presence of simulated positioning errors (figure 2). Performance-wise, acceleration on the GPU was on average more than 90-fold. Table 1 reports mean computation times and speedups, with respect to the native CPU implementation, for a single beam port (42 were tested for each patient) in the individual and pooled cases. Each port analysis was performed 10 times to reduce statistical errors. Since OpenCL enables parallelization on different devices (including multicore CPUs) the accelerated PHI analysis was also run without GPU support, with execution times and speedups included in table 1.
Results in table 1 refer to raster resolution and in-depth pencil step both of 0.5 mm (resulting in 4k-40k pencils of 120-350 samples each) and a PHI neighbourhood radius (i.e. max expected setup error) of 2 mm and indicate pure computational time with single-precision floating point operations [6] , neglecting overhead for data allocation and data transfer between host and GPU.
For comparison, previous dosimetric verification of each beam angle value by extensive recomputation with TRiP98 (22 selected combinations of 1-2 mm setup errors in 3D) required from several hours to one day, depending on tumour size, on a single CPU core. 
Conclusions
Selection of robust particle therapy beam setups through the Port Homogeneity Index can be effectively accelerated on a GPU and become an unintrusive part of the particle therapy treatment planning workflow, instead of a pre-processing offline step, as previously envisioned [3] . This opens new usage scenarios, like performing brute-force fine-grained robustness analysis of an entire treatment site (e.g. ≥ 300 beam angles for the whole head [3] ) or re-running the entire analysis many times, interactively manipulating the results [5] , e.g. including constraints.
From the implementation point of view, OpenCL enables portability to other kinds of accelerators [6] and brings benefit to (multicore) CPU-only use, too, making the new implementation the only one needed, independently of the hardware. The presented results do not include the overhead for data transfer between host and GPU, which can be non-negligible when compared to the pure computational time and affect the overall application performance, as observed for other radiotherapy GPU applications [8] . However, when processing a large number of irradiation setups, the impact of data transfer latency may be minimized by scheduling transfer operations concurrently with computations whose input data have already reached the GPU. This requires accurate transfer/execution synchronization implemented explicitly at application level, which is possible through OpenCL [6] and will be topic of further investigation. The project outlook includes the acceleration on GPU of additional high-level functionalities of RobuR (figure 1) that are complementary to the port robustness analysis, e.g. the assessment of OAR involvement [5] .
