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vRESUME
L'utilisation massive des applications multimedia et temps reel sur le reseau Internet est une
preoccupation tres importante car elles sont tres gourmandes en bande passante et imposent
des exigences de qualite de service tres severes. De plus, le besoin de mobilite des utilisateurs
associe aux faibles cou^ts de deploiement des technologies sans l sont quelques unes des rai-
sons pour lesquelles les reseaux mailles sans l vont pouvoir emerger comme une technologie
permettant de fournir l'Internet sans l a haut debit et capable de supporter les applica-
tions en temps reel telles que la voix sur IP (VoIP) et la video-conference. Cependant, la
nature variable du canal sans l et les interferences radio creent une entrave au deploiement
d'un backbone entierement sans l. En eet, ces phenomenes inherents aux reseaux sans l
degradent les performances et sont un veritable frein a l'exploitation du plein potentiel de
ces technologies. L'objectif de ce memoire est d'etudier un mecanisme d'auto-fonctionnement
permettant de garantir une qualite de service dierenciee dans les reseaux mailles sans l.
Nous avons mis l'accent sur la necessite d'utiliser une politique de service dynamique qui
s'adapte aux variations du canal sans l. Ainsi, il est important de modier la politique
d'ordonnancement des paquets dans un environnement sans l variable an de satisfaire en
tout temps aux exigences en qualite de service des tracs prioritaires. La methode propo-
see consiste a mettre en uvre, dans les reseaux sans l, le modele DiServ*, prealablement
concu pour les reseaux IP optiques. Cette variante est appeleeWireless-DiServ*. Elle repose
sur l'utilisation conjointe de l'architecture des services dierencies (DiServ) dans la couche
IP d'un reseau et de l'utilisation de canaux disjoints dans sa couche physique. Dans cette
etude, le media physique est un canal de Rayleigh, plat en frequence et a evanouissement
lent, modelise par des cha^nes de Markov discretes a etats nis. Un procede d'adaptation de
la modulation et du codage y a ensuite ete mis en place. La ponderation cyclique ouWeighted
Round Robin (WRR) est utilisee comme politique d'ordonnancement dans l'architecture des
services dierencies (DiServ). Par la suite, le modele Wireless-DiServ* a ete implemente
dans le simulateur de reseau \Network Simulator NS-2" et ses performances ont ete compa-
rees avec celles du standard DiServ puis celles de la politique Premier Arrive, Premier servi
(FIFO). Les resultats montrent que Wireless-DiServ* permet en moyenne de garantir une
meilleure protection que les deux autres politiques lorsque le reseau n'est pas sature. De plus,
Wireless-DiServ* diminue la gigue moyenne des paquets, quel que soit le volume de trac
ecoule. Lorsque le reseau est sature, Wireless-DiServ* enregistre environ 1% moins de perte
que DiServ et une augmentation du delai d'a peu pres 10 ms. La politique FIFO n'ore pas
de dierenciation de services mais reduit considerablement les pertes du trac VoIP. Finale-
vi
ment, le modele Wireless-DiServ* est utilise pour la mise en place d'un contro^le de qualite.
La qualite du canal sans l est caracterisee par son etat d'evanouissement et son rapport si-
gnal sur bruit (SNR) moyen. Trois niveaux de qualite correspondant a des ordonnancements
dierents sont utilises. Les resultats montrent que l'adaptation des poids du WRR en fonc-
tion du SNR moyen donne une autonomie de fonctionnement au reseau et permet de garantir
au moins 50% de la bande passante au trac VoIP. Ce procede degrade tout de me^me les
performances et surtout la gigue des autres tracs.
vii
ABSTRACT
Wireless mesh networks (WMNs) are emerging as a new network architecture able to provide
broadband Internet and to support higher amount of real-time trac such as Voice over IP
(VoIP) and videoconferencing. Real-time applications require a lot of bandwidth and impose
stringent quality of service (QoS) criteria. However, the time-varying fading channel and
interference phenomenons impair wireless network's performance and do not exploit the full
capacity of WMNs or to satisfy the QoS requirements of these applications.
The aim of this research project is to study a self-functioning mechanism to guarantee a
given level of dierentiated QoS in WMNs. We study the performance of a dynamic packet
scheduling algorithm in wireless environment. It is based on Weighted Round Robin (WRR)
and adjusts the weights of dierent classes of trac (VoIP, video, data) according to the
channel quality in order to always protect VoIP trac from channel failures. To achieve
this goal, we implement in \Network Simulator NS-2" a cross-layer design called Wireless-
DiServ* based on the interaction between the IP, MAC and Physical layers. This model uses
IP dierentiated services (DiServ) combined with disjoint multipaths in the Physical layer
to provide reliability in WMNs. In this project, the Rayleigh wireless channel, supposed at
and slow fading, is modeled by a nite state Markov chain joined with adaptive modulation
and coding (AMC).
Wireless-DiServ* performance is compared with a pure DiServ and First In First Out
(FIFO) schemes. Simulation results shows that Wireless-DiServ* reduces network jitter,
and when the network is not saturated, it is on average better than DiServ and FIFO.
Finally, we add a failure detection mechanism in Wireless-DiServ*. Failures in wireless
channel are characterized by channel fading and average signal to noise ratio (SNR). We
dened three levels of failure. Simulation results show that by varying WRR weights based on
the failure level, we allow the self-operation of the network and can guarantee the assignment
of at least 50% of the bandwidth to VoIP trac.
viii
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1INTRODUCTION
Depuis sa mise en fonction, le reseau Internet a connu une evolution tellement rapide
qu'il est aujourd'hui le reseau de communication le plus utilise dans le monde. Il ore une
multitude de service dont les plus courants sont entre autres la telephonie sur IP, la video sur
demande et le transfert de donnees. De plus, son utilisation s'est fortement accrue d'une part,
depuis l'avenement des reseaux sociaux, qui permettent a des groupes de personnes d'echanger
des informations d'ordre personnelle ou professionnelle et d'autre part depuis la venue des
dispositifs sans l intelligents comme le telephone, la tablette, le lecteur de livres numeriques,
etc, et qui procurent egalement des interfaces permettant d'acceder a Internet. En outre,
l'emergence du Cloud Computing ou \Informatique dans le Nuage" est une transformation
importante dans l'industrie de l'Internet. En eet, gra^ce a ce nouveau concept, les utilisateurs
d'Internet disposent d'espace de stockage sur des serveurs distants ou ils peuvent enregistrer
diverses informations : carnets d'adresses, documents, musique, etc. Gra^ce a cette nouvelle
utilisation de l'Internet, tous leurs documents leur seront accesibles en temps reel et de
n'importe quel endroit pour peu qu'ils disposent d'une connexion a Internet. Cette connexion
est d'autant plus simpliee par l'utilisation de reseaux sans l. Ainsi, l'utilisation massive des
systemes de communication sans l tels que les reseaux de telephonie cellulaire 3G ou les
reseaux locaux sans l (WLANs) facilite grandement la mobilite des utilisateurs tout en leur
orant l'acces a tous les services du Cloud.
Cette predominance des reseaux sans l est a la base du developpement de l'architec-
ture des reseaux mailles sans l (RMSF). Les reseaux mailles sans l constituent, a ce jour,
l'alternative la moins cou^teuse par rapport a l'installation de nouveaux reseaux laires ou
au redimensionnement des reseaux laires existants. En eet, avec l'apparition du Cloud
Computing et vu la forte utilisation des applications de voix et de video sur Internet, il est
necessaire d'augmenter la capacite de transmission des reseaux existants et de prevoir des
debits de transmission tres eleves pour les applications futures. Les reseaux mailles sans l
s'inscrivent alors dans cette optique car ils peuvent couvrir des zones tres etendues et sup-
porter des quantites d'informations considerables. Ce sont donc des reseaux a large bande
utilises pour le backhaul des donnees entre utilisateurs et Internet. A cette n, ils peuvent
e^tre deployes avec des technologies telles que le 802.11n qui peut orir un debit allant jusqu'a
300 Mbps sur une portee de 100 m ou 250 m, ou le 802.16, qui ore un debit de l'ordre de
75 Mbps sur une portee d'environ 10 km voir plus.
Cependant, le deploiement de cette architecture doit faire face aux problemes inherents
a tous les reseaux sans l : les interferences entre les liaisons radio et les evanouissements
2dus a l'instabilite des liens sans l. En eet, puisque la communication dans les reseaux sans
l repose sur la propagation des ondes electromagnetiques, des phenomenes d'interference se
produisent lorsque plusieurs equipements voisins communiquent simultanement en utilisant
la me^me frequence radio. Les interferences sont principalement dues a la nature multi-sauts
des reseaux mailles sans l. D'autre part, l'instabilite des liaisons sans l est due aux condi-
tions du milieu ambiant telles que les conditions meteorologiques, la mobilite et la distance
entre les antennes, la hauteur et le nombre d'obstacles. Ainsi, ces deux problemes ont pour
consequence de degrader les performances des reseaux sans l, c'est-a-dire augmenter le delai
et les erreurs de transmission, diminuer la capacite de transmission et augmenter le taux
de perte. Il appara^t alors important de trouver des methodes pour limiter les degradations
observees et garantir aux utilisateurs une bonne qualite de service quelle que soit la nature
du probleme qui aecte le fonctionnement du reseau.
Etant donne que les services oerts sur Internet ont des exigences de qualite de service
dierentes, il est necessaire que les reseaux mailles sans l puissent faire aussi cette distinction
et garantir dierents niveaux de qualite de service en tout temps. Les reseaux sans l de type
802.11 ne permettent pas de faire cette dierenciation de qualite de service a cause des
caracteristiques de leur couche MAC, qui fournit uniquement des services de meilleur eort.
En eet, cette derniere etant incapable d'identier le trac des couches superieures, toutes
les applications concourent pour l'acces au me^me canal. Par ailleurs, le fonctionnement de la
couche MAC dans ces reseaux est tel qu'il ajoute des temps d'attente supplementaires pour
chaque paquet en vue d'eviter les collisions. Ces temps d'attente peuvent egalement s'averer
tres nefastes pour les applications de voix et de video sur IP. Toutefois, la dierenciation
reste possible, soit en modiant le fonctionnement de la couche MAC, soit en utilisant des
mecanismes oerts par d'autres couches du modele TCP/IP. Les deux options sont egalement
possibles. Dans ce cas, il s'agit des modeles inter-couche ou cross-layer.
L'utilisation des mecanismes de la couche IP est au centre de nombreuses etudes realisees
au cours des dix dernieres annees. La couche IP propose deux mecanismes pour fournir de
la qualite de service dierenciee dans un reseau : IntServ et DiServ. IntServ s'appuie sur
le principe de reservation de ressource. Ainsi, pour chaque ot, IntServ reserve de bout en
bout la largeur de bande requise pour satisfaire les exigences de qualite de service de ce ot.
Son inconvenient principal est qu'il n'est pas adapte aux reseaux de grande taille. DiServ
regroupe tous les ots ayant les me^mes besoins en qualite de service dans une classe de service.
Chaque classe de service possede une priorite en fonction de laquelle elle recoit un traitement
dierent par nud. DiServ est donc le mecanisme le plus adequat dans les reseaux IP de
grande taille. Cependant, IntServ et DiServ ont pendant longtemps ete deployes uniquement
dans les reseaux laires.
3Jiang et al. [23] sont les premiers auteurs a avoir propose un modele inter-couche permet-
tant d'integrer le fonctionnement de DiServ dans le backbone des reseaux mailles sans l
802.11. Dans la couche IP, la metrique de routage est basee sur la qualite de service : tous
les ots appartenants a une classe de service sont achemines par le me^me chemin jusqu'a
ce que ce chemin n'ait plus susamment de ressources pour accepter un nouveau ot. Un
contro^le d'admission est donc mis en place par la passerelle de destination, an de determiner
la bande passante disponible et savoir si un nouveau ot de donnees peut e^tre accepte sur
ce chemin tout en respectant ses besoins de qualite de service. Enn, ces auteurs proposent
egalement que le mecanisme d'acces de la couche MAC base sur le DCF soit remplace par une
variante du mecanisme EDCA propose par la norme IEEE 802.11e. Propose pour les reseaux
locaux sans l 802.11, EDCA est une technique de dierenciation de service qui modie les
parametres d'attente de la couche MAC en fonction des dierentes classes de service. Cepen-
dant les mecanismes proposes par le standard IEEE 802.11e ne garantissent pas la qualite
de service des connexions en cours lorsque le reseau devient fortement charge ni celle des
applications en temps reel lorsque plusieurs equipements separent la source et la destination.
Bien que le modele propose n'ait pas ete implemente, il met en relief les principaux aspects
a considerer pour fournir de la qualite de service dans les reseaux mailles sans l bases sur le
standard IEEE 802.11.
Riggio et al. [38] ont, quant a eux, deployes une architecture qui ne necessite aucune
modication de la couche MAC mais s'appuie seulement sur l'utilisation de DiServ et d'un
algorithme d'agregation de paquets pour eviter les eets de l'overhead produit normalement
par la couche MAC sur les paquets de petite taille. Les resultats de leurs tests montrent que
l'agregation de paquets permet d'augmenter le nombre de connexions de voix admises sur
un chemin sans en degrader les performances lorsque le nombre de paquets de l'agregat est
adequatement choisi. La taille du paquet agrege est une fonction de l'ETX et de la probabilite
de collision. ETX est une metrique basee sur le nombre moyen de retransmissions necessaires
pour recevoir correctement un paquet. En eet, dans un environnement sensible au bruit
et riche en interference, le nombre moyen de retransmission par lien augmente. Prenant
ainsi en compte les problemes d'interference et d'instabilite de liens, leur etude montre que
l'agregation des paquets peut s'averer e^tre une bonne option pour maximiser la capacite de
la couche MAC. Par ailleurs, leurs resultats corroborent ceux de Niculescu et al. [30] qui
ont montre qu'en utilisant plusieurs interfaces par nud, en diversiant les routes entre une
origine et une destination et en agregeant plusieurs paquets de voix sur IP (VoIP), un reseau
maille sans l 802.11b peut supporter treize fois plus de sessions de VoIP.
Cheng et al. [10] presentent une revue de litterature des dierentes modications a ap-
porter a la couche MAC an de maximiser la bande passante disponible et rendre ainsi son
4fonctionnement plus ecient dans les reseaux mailles sans l. De plus, leur etude fait ressortir
l'importance d'utiliser un modele cross-layer pour que les prestations de qualite de service
suivent le dynamisme des reseaux etant donne que la qualite des liaisons sans l varient dans
le temps et en fonction de la charge du reseau. Un modele cross-layer autorise la collaboration
entre certaines couches du modele TCP/IP an de leur permettre d'echanger des informa-
tions telles que l'etat du media de transmission, le nombre de connexions actives, les nuds
qui peuvent transmettre des paquets simultanement. Cette collaboration permet aussi aux
mecanismes de gestion de la qualite de service de prendre des decisions plus ecaces et de
subvenir ainsi plus adequatement aux exigences des dierents tracs.
Dans cet ordre d'idees, Bononi et al. [6] ont propose une architecture nommee CAFMA-
SD, permettant a la couche IP d'attribuer dynamiquement la frequence de communication
sur chaque lien sans l, et a la couche MAC de faire une dierenciation de sevices en se
basant sur le fonctionnement de l'EDCA. C'est un modele concu pour les reseaux mailles
sans l multi-interfaces et multi-frequences (en anglais multi-radio multi-channel). Chaque
routeur du backbone maille est equipe d'au moins trois interfaces dont une est reservee a
l'acheminement des paquets de signalisation et les autres au transfert des donnees utilisateurs.
Au cours du processus de decouverte d'une route entre un routeur et une passerelle Internet,
les routeurs appartenant au me^me rayon d'interference se voient attribuer des frequences
dierentes. La dierenciation de services dans la couche MAC permet de varier les temps
d'attente dans cette couche en fonction des exigences de chaque classe de tracs, et d'octroyer
aux applications en temps reel un acces plus frequent au canal. Le modele a ete implemente
et les performances de l'architecture CAFMA-SD ont ete evaluees par simulation. Le reseau
etudie est compose de vingt nuds regroupes en quatre cha^nes lineaires de cinq nuds.
Chaque nud est equipe de trois interfaces et chaque cha^ne genere une classe de trac
dierente. Les extremites de chaque cha^ne sont la source et la destination de chaque trac.
Les resultats ont revele que le modele CAFMA-SD permet eectivement de dierencier le
delai bout a bout et le taux de paquets delivres. Cependant, l'eectivite de l'algorithme
d'attribution de frequence n'est pas presentee.
Il existe dans la litterature d'autres modeles de type cross-layer qui ne s'appuient ni sur
DiServ, ni sur la dierenciation de services dans la couche MAC pour donner de la qualite
de service. Wei et al. [48] ont propose un mecanisme conjoint de contro^le d'admission et
de gestion de bande passante qui repose sur l'interaction entre les couches IP et MAC. La
capacite de chaque routeur est calculee apres avoir construit le graphe de contention du reseau
et determine les routeurs pouvant communiquer simultanement.
Bien que tous ces travaux proposent des solutions pour pallier les phenomemes d'interfe-
rence et procurer de la qualite de service dans les reseaux mailles sans l, ils ne considerent
5pas la variabilite du canal sans l dans le temps, ni les eets causes par les evanouissements
du signal.
Objectif du memoire
L'objectif principal de ce projet est de concevoir et deployer un modele cross-layer entre
les couches IP, MAC et physique capable de garantir en tout temps la qualite de service
des classes de haute priorite dans un environnement sans l variable dans le temps. Ce
modele nomme Wireless-DiServ* est une adaptation du modele DiServ* [39, 3] propose
dans les reseaux de bre optique (IP/WDM) pour proteger les tracs prioritaires aussi bien
contre la congestion que les pannes de la couche physique. Ainsi, DiServ* traite en priorite
les tracs de voix et de video pour garantir leur qualite de service lorsqu'il detecte des
pannes au niveau du support de transmission optique ou bien en cas de congestion de la
couche logique. Wireless-DiServ* reprend en partie ce concept mais l'applique cette fois-ci
aux reseaux sans l. Pour cela, le mecanisme DiServ charge de faire la dierenciation de
services dans la couche IP, communique avec la couche MAC pour conna^tre l'etat du canal
et le debit de transmission sur ce dernier an de reajuster, si besoin y est, la politique de
service des classes. La couche MAC, quant a elle, communique avec la couche physique pour
conna^tre les techniques d'encodage et de modulation de l'information an de renseigner la
couche IP du debit de transmission utilise. Dans le contexte actuel, les pannes de la couche
physique designent les etats du canal. L'implementation de ce modele est suivi par l'etude
de performance de trois dierentes classes de trac : la voix sur IP, la video sur demande et
le transfert de donnees. L'analyse des donnees porte sur la mesure du taux de perte, le delai
moyen de bout en bout et la gigue. L'etude est realisee pour des reseaux mailles sans l IEEE
802.11g.
L'ecacite du modele DiServ* repose essentiellement sur l'utilisation de trois chemins
optiques disjoints et independants. Ainsi, en vue d'atteindre l'objectif general enonce ci-haut,
trois objectifs speciques ont ete formules :
{ acheminer le trac dans un reseau maille sans l par trois routes disjointes ;
{ assurer autant que possible l'independance des routes et
{ modeliser les variations temporelles du canal sans l et denir les etats du canal.
La methodologie proposee repose sur une approche par simulation. Nous utilisons pour cela
le simulateur de reseaux NS-2 an de mettre en place le modeleWireless-DiServ* et evaluer
ses performances. Dans un premier temps, nous devons repertorier les algorithmes de routage
multi-chemins qui existent dans les reseaux mailles sans l et ceux qui ont ete implementes
dans le simulateur NS-2 en vue de choisir celui qui est le plus adequat pour la suite des
6simulations. Ensuite, nous integrerons a cet algorithme le support de multiples interfaces
congurees sur des frequences statiques an d'augmenter la capacite du reseau. Les variations
temporelles du canal sans l sont modelisees par un canal de Rayleigh dans lequel on applique
un procede d'adaptation de modulation et de codage pour pallier les eets d'evanouissement
du medium. L'utilisation d'un procede d'adaptation de modulation et de codage permet
d'adapter le debit de transmission des informations en fonction de la qualite du medium
sans l a un instant donne. En adaptant le debit de transmission, on denit ainsi dierentes
valeurs pouvant caracteriser dierents etats du canal sans l. L'interaction entre la couche
MAC et la couche IP permet a cette derniere de conna^tre le debit de transmission qui est
utilise sur le lien adjacent et de decider s'il faut ou non modier la dynamique de service des
classes de trac an de garantir la qualite de service des classes prioritaires.
Contributions
Les principales contributions de ce memoire sont les suivantes :
{ nous avons d'abord fait une revue de litterature des reseaux mailles sans l base sur le
standard 802.11 et des algorithmes de routage ;
{ ensuite, nous avons cherche un modele de canal sans l qui met en evidence l'interaction
entre la couche physique et la couche MAC et qui a deja ete teste avec le simulateur de
reseaux NS-2 ;
{ puis, nous avons implemente l'architecture DiServ et la politique de service de la
ponderation cyclique (WRR) dans l'architecture des nuds sans l du simulateur NS-2
et nalement,
{ nous avons propose une nouvelle architecture des nuds sans l qui met en relief l'inter-
action entre les couches IP, MAC et physique. Par la suite, nous avons implemente cette
architecture dans le simulateur de reseau NS-2. Il s'agit d'une contribution majeure car
elle n'a jamais ete realisee auparavant dans l'outil de simulation NS-2.
Organisation du memoire
Le present memoire est divise comme suit. Le chapitre 1 fait une breve revue des reseaux
mailles sans l et du standard IEEE 802.11. L'objectif de ce chapitre est de presenter d'une
part l'architecture des reseaux mailles sans l, leurs caracteristiques et les des lies a leur
deploiement et d'autre part le fonctionnement general des reseaux sans l 802.11, les imper-
fections de leur couche MAC et les solutions permettant d'y orir de la qualite de service.
On y presente aussi quelques caracteristiques de la couche physique des reseaux 802.11g. Le
deuxieme chapitre decrit l'architecture DiServ, ses composantes et leur fonctionnement. La
7description detaillee du modele de protection Wireless-DiServ* y est egalement presentee,
de me^me que le procede d'adaptation de modulation et de codage. Le chapitre 3 porte sur la
verication de l'implementation du procede d'adaptation de modulation et de codage et de
l'implementation de l'architecture DiServ. Il presente aussi les dierentes classes de trac
(voix, video, et donnees) et leurs caracteristiques. Le chapitre 4, quant a lui, presente les re-
sultats obtenus apres l'implementation de notre modele cross-layer ; ils montrent l'ecacite
du modele Wireless-DiServ* compare au modele DiServ. Dans ces simulations, le contro^le
de la qualite du canal est desactive et le WRR utilise une ponderation constante quel que
soit l'etat du canal. Le chapitre 5 presente les resultats obtenus apres activation du contro^le
de qualite et adaptation de la politique de service en fonction de l'etat du canal.
8CHAPITRE 1
LES RESEAUX MAILLES ET LE STANDARD IEEE 802.11
Les technologies de communications sans l telles que le GSM, le WiFi, le WiMAX pour
ne citer que celles la, orent comme principal avantage la mobilite des utilisateurs. En eet,
l'utilisateur est joignable n'importe ou et a n'importe quel moment par telephone, et peut
egalement consulter ses courriers electroniques ou faire des recherches sur Internet en temps
reel, quelle que soit sa position geographique. Cependant, le probleme inherent a tous les
reseaux sans l est l'instabilite des liaisons de communication ayant pour consequence la
perte de certaines informations d'une part et le delai de reception d'autre part. Le maillage
introduit dans les reseaux sans l permet, un tant soit peu, de remedier a ce probleme en
procurant plusieurs routes entre une source et une destination. Cela suppose alors que toutes
les liaisons ne peuvent e^tre instables au me^me moment.
Dans ce chapitre, nous expliquons de maniere detaillee le concept de reseau maille sans l
(en anglais Wireless Mesh Network (WMN)). Nous y presentons entre autres les dierentes
topologies et les dicultes liees a leur deploiement.
1.1 Les reseaux mailles sans l
Un reseau maille est un reseau ayant une topologie en forme de grille, c'est-a-dire que
chaque equipement peut avoir un ou plusieurs voisins et etablir une connexion avec chacun
d'eux. Dans un Reseau Maille Sans Fil (RMSF), les equipements sans l se connectent de
proche en proche par le biais de liaisons radio. Il existe deux categories d'equipements :
les equipements utilisateurs comme les ordinateurs de bureau, ordinateurs portables, im-
primantes, etc, appeles clients mesh, et les equipements reseau, appeles routeurs mesh. Les
clients mesh peuvent e^tre xes ou mobiles tandis que les equipements reseau sont toujours
xes. Les routeurs mesh relaient l'information entre une source et sa destination. Les passe-
relles mesh sont des routeurs mesh qui interconnectent deux reseaux de type dierents. Dans
la suite du document, nous designons sous le terme \nud" tout equipement reseau ou client.
Dans la section suivante, nous abordons les dierentes topologies qui peuvent e^tre deployees
avec ces equipements.
91.1.1 Architectures des reseaux mailles sans l
Selon Akyildiz et Wang [2], on distingue trois architectures de RMSF : infrastructure,
clients et hybrides.
Mode infrastructure
C'est un reseau dont la dorsale ou backbone est constitue uniquement d'equipements
reseau installes a des emplacements xes et bien determines. C'est l'architecture illustree sur
la gure 1.1. Les lignes en trait plein et les lignes en pointille representent respectivement
les connexions laires et sans l. Les routeurs communiquent via une ou plusieurs interfaces
radio. De plus, l'acces a l'Internet ou l'integration des reseaux sans l existants sont possibles
gra^ce aux passerelles mesh. Dans le cadre de ce projet, nous allons nous concentrer sur le
backbone des RMSFs.
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Figure 1.1 Architecture d'un reseau maille sans l de type infrastructure
Mode client
Cette architecture ne necessite pas de routeur mesh. Elle est constituee uniquement de
clients mesh connectes en mode Ad hoc. Ces derniers, mobiles ou xes, assurent les fonctions
de conguration et de routage et garantissent aux utilisateurs l'acces aux applications desirees.





Figure 1.2 Architecture d'un reseau maille sans l de type client
Reseau Maille Sans Fil hybride
Cette architecture resulte de la combinaison des deux congurations precedentes, c'est-a-
dire que le backbone est maille et une passerelle mesh est reliee a un equipement du reseau
de clients mailles an de leur permettre d'acceder a Internet.
1.1.2 Caracteristiques et problematique des RMSF
Contrairement aux reseaux laires, dans lesquels le maillage est dispendieux et dicile a
deployer, le maillage dans les reseaux sans l est une solution moins cou^teuse, plus facile a
deployer et confere aux RMSF les principales caracteristiques suivantes :
{ reseau multi-saut : les donnees des clients sont acheminees a travers un ou plusieurs
nuds intermediaires [26] avant d'atteindre le nud destination qui, dans ce cas, est
toujours la passerelle vers Internet [17, 5].
{ reseau adaptatif : un RMSF est un reseau capable de s'auto-deployer, car les connexions
entre les equipements sont dynamiques, de s'auto-congurer, car il ne necessite pas
l'intervention humaine pour les operations de maintenance, et de s'auto-cicatriser, car
il est capable de se re-organiser pour rester fonctionnel lorsqu'une panne survient [32].
{ reseau etendu : l'ajout d'un equipement reseau permet d'etendre la portee du RMSF
[29]. En eet, le reseau etant adaptatif, une nouvelle connexion s'etablit entre deux
equipements pour peu qu'ils se situent dans le rayon de communication l'un de l'autre.
Les RMSF peuvent e^tre deployes avec n'importe quelle technologie sans l : WiFi (802.11s),
WiMAX (802.16d), Bluetooth et Zigbee (802.15) [14, 29]. Les groupes de travail IEEE
802.11s, IEEE 802.16 mesh et IEEE 802.15.5 s'occupent respectivement des questions rela-
tives a la standardisation de ces trois (3) types de reseaux [27, 21].
Bien que les avantages lies au maillage des reseaux sans l soient nombreux, leur mise en
place reste un veritable de [32, 2]. On releve dans la litterature plusieurs problemes relatifs
a leur deploiement notamment le probleme de positionnement des routeurs/passerelles mesh
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[45, 12], le routage et d'ordonnancement de liens [16, 17, 5, 43, 44, 11], l'attribution de
frequence [35, 36], sans oublier les problemes de abilite et de qualite de service [38, 23, 30]. De
plus, ces problemes sont tous etroitement lies [32] et les approches de solution experimentees
jusqu'a ce jour aectent les performances globales du reseau (delai, debit, taux de livraison,
etc). Jun et Sichitiu [24] ont montre que lorsque la taille du backbone du reseau sans l
augmente, la capacite eective du reseau diminue de O(1=n) ou n est le nombre de nuds
dans le reseau. Il appara^t alors un dilemme en ce sens que la portee du reseau augmente au
detriment de la qualite de service.
Dans ce projet, nous nous interessons a la qualite de service dans les reseaux mailles sans
l. Puisque ces reseaux peuvent e^tre deployes avec n'importe quelle technologie sans l, nous
avons choisi d'etudier uniquement les reseaux de type 802.11 car c'est la technologie la plus
utilisee. Ainsi dans la section suivante, nous abordons les aspects fondamentaux de la norme
IEEE 802.11.
1.2 Le standard IEEE 802.11
Les dierences principales entre les reseaux sans l et les reseaux laires se situent au
niveau des couches MAC et PHY. En eet, les supports de transmission etant dierents
(ca^bles de cuivre vs ondes electromagnetiques), cela se traduit par des protocole dierents.
Le standard IEEE 802.11 denit les specications des couches MAC (en anglais Medium
Access Control) et physique (PHY) des reseaux locaux sans l ou Wireless Local Area Net-
works (WLANs) en anglais.
1.2.1 Topologie
Le standard 802.11 denit deux congurations de base pour faciliter la communication
des equipements. Dans ce contexte, un equipement, utilisateur ou reseau, est appele station.
Un ensemble de stations forme un BSS (Basic Service Set en anglais). Les stations peuvent
e^tre connectees en mode ad hoc ou en mode infrastructure.
BSS independants
Encore appele reseaux ad hoc, les BSS independants sont composes de stations, mobiles
ou xes, communiquant directement entre elles sans l'intermediaire d'un point d'acces. Cette
architecture est identique a celle des reseaux mailles de type client (voir section 1.1.1). La
seule dierence reside dans le protocole utilise. Dans les reseaux ad hoc, tous les equipements
utilisent le protocole 802.11 pour acceder au canal.
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BSS avec infrastructure
Congurees en mode infrastructure, les stations communiquent entres elles uniquement
via un point d'acces sans l. Le point d'acces sert egalement d'interface entre le reseau sans
l et n'importe quel autre reseau sans l, laire ou Internet. C'est cette architecture que l'on
retrouve generalement chez les particuliers ou dans les entreprises. Lorsque deux ou plusieurs
BSS sont connectes, on parle de ESS (de l'anglais Extended Service Set).
1.2.2 Couche MAC
Comme son nom l'indique, la couche MAC ou Medium Access Control contro^le l'acces
au media. Elle determine quand une transmission peut e^tre initiee, quand un paquet est
corrompu et doit e^tre retransmis. Elle dispose, pour cela, de deux protocoles d'acces et de
trames de signalisation.
1.2.2.1 Protocoles d'acces au medium
Le standard IEEE 802.11 specie deux (2) protocoles d'acces au medium sans l : Point
Coordination Function (PCF) et Distributed Coordination Function (DCF).
Le PCF est un algorithme d'ordonnancement centralise qui permet au point d'acces sans
l de determiner quand chaque station qui desire transmettre un paquet peut acceder au
canal. Cette methode permet une meilleure gestion de la bande passante puisqu'elle evite les
collisions. Cependant, la plupart des equipements presents sur le marche n'orent pas cette
option mais uniquement le DCF [47].
Le DCF est le mecanisme base sur le protocole CSMA/CA (en anglais Carrier Sense Mul-
tiple Access with Collision Avoidance). Selon ce mecanisme, lorsqu'une station veut trans-
mettre un paquet, elle ecoute le canal et s'assure que ce dernier est disponible pendant un
temps DIFS (en anglais Distributed Inter-Frame Space). Elle choisit ensuite aleatoirement
un temps de backo dont la duree en nombre de slots varie entre 0 et CW   1. Le temps de
backo permet d'eviter que deux stations transmettent simultanement des paquets. La valeur
de CW (en anglais Contention Window) est egale a la taille de la fene^tre de contention. Ce
temps de backo diminue progressivement aussi longtemps que le canal est disponible apres
un temps DIFS, s'interrompt quand ce dernier est occupe a transmettre le paquet d'une autre
station, et est reactive lorsque le canal est de nouveau disponible pendant un temps DIFS.
Une station n'est autorisee a transmettre que lorsque son temps de backo atteint 0. Une fois
le paquet transmis, la destination doit envoyer, dans un intervalle de temps egal a SIFS (en
anglais Short Inter-Frame Space), un ACK a la source pour lui signier que le paquet a bien
ete recu. Si apres un intervalle EIFS (en anglais Extended Inter-Frame Space) la source ne
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recoit pas l'ACK, elle retransmet le paquet en supposant qu'il y a eu une collision et recalcule
le temps de backo. Au depart le temps de backo est uniformement distribue dans l'inter-
valle [0; CWmin]. En cas de collision ou de corruption de paquet, cet intervalle est double a
chaque retransmission du paquet jusqu'a atteindre la valeur maximale CWmax = 2
mCWmin
[38, 47]. L'augmentation exponentielle du temps de backo augmente non seulement le temps
de sejour des paquets dans les les d'attente mais, comme nous le verrons dans la sous-section
1.3.1, diminue aussi la capacite eective du reseau. La gure 1.3 schematise le fonctionnement
du mecanisme DCF tel que decrit ci-haut.







Temps de transmission total
canal occupé
Figure 1.3 Fonctionnement du mecanisme DCF
1.2.2.2 Trames MAC
Il existe deux types de trames dans la couche MAC des reseaux 802.11 : donnees et
contro^le.
Une trame de donnees comprend un en-te^te, les donnees a transmettre et un champ de
verication d'erreurs. L'en-te^te indique entre autres la nature et la duree de la trame ainsi
que les adresses source et destination. Le champ de verication d'erreurs, quant a lui, permet
de determiner si la trame recue est erronee ou non.
On distingue plusieurs trames de contro^le, mais toutes sont composees de deux parties :
un en-te^te et un champ de verication d'erreurs.
1. la trame RTS : cette trame (RTS ou Ready To Send) est envoyee par le nud source
lorsque ce dernier est pre^t a envoyer un paquet vers une destination connue ;
2. la trame CTS : lorsque le nud destination est pre^t a recevoir une trame, en reponse a
la trame RTS recue, il envoie a la source une trame CTS (Clear To Send). Le processus
RTS/CTS permet au couple emetteur-recepteur de reserver de la bande passante an de
reduire les risques de collisions avec les autres stations. Cependant, nous ne l'utilisons
pas dans notre etude car il genere du trac supplementaire.
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3. Trame ACK : C'est le paquet envoye par la destination lorsqu'elle recoit correctement
et sans erreur une trame de donnees.
1.2.3 Couche physique
La couche physique, telle que speciee par le standard IEEE 802.11 [22], est subdivisee en
deux sous couches : la sous-couche PLCP (en anglais Physical Layer Convergence Protocol),
et de la sous-couche PMD (en anglais Physical Medium Dependent). La sous-couche PLCP
sert d'interface entre la couche MAC et la couche PHY ; c'est elle qui indique a la couche
MAC que le medium sans l est libre et pre^t a transmettre un paquet. La sous-couche PMD
quant a elle, s'occupe des techniques de codage/decodage et de modulation/demodulation des
donnees. Soulignons que c'est l'ente^te PLCP qui contient la valeur du taux de transmission des
donnees, ce qui permet a la sous-couche PMD d'appliquer la technique d'encodage/decodage
et de modulation/demodulation qui convient.
Le standard IEEE 802.11 denit dierentes normes physiques qui se distinguent par la
technique de modulation et la frequence de fonctionnement. Le tableau 1.1 presente les ca-
racteristiques des normes de la famille 802.11.
Tableau 1.1 Principales normes physiques de la famille 802.11
Norme Caracteristiques
IEEE 802.11a Bande de frequence 5 GHz
Technique OFDM
Taux de transmission jusqu'a 54 Mbps
IEEE 802.11b Bande de frequence 2,4 GHz - 2,4835 GHz
Technique DSSS
Taux de transmission jusqu'a 11 Mbps
IEEE 802.11g Bande de frequence 2,4 GHz - 2,4835 GHz
Technique OFDM
Taux de transmission jusqu'a 54 Mbps
IEEE 802.11n Bande de frequence 2,4 GHz - 2,4835 GHz et 5 GHz
Technique OFDM et MIMO
Taux de transmission jusqu'a 300 Mbps
Bien que la norme 802.11n ore des debits tres eleves, faisant d'elle le meilleur candidat pour
le backbone des reseaux mailles, nous portons notre etude sur la norme 802.11g parce que
d'une part, elle est la plus deployee, et d'autre part, parce qu'elle est deja implementee dans
le simulateur que nous utiliserons par la suite.
La norme 802.11g utilise le multiplexage OFDM (en anglais Orthogonal Frequency Di-
vision Multiplexing) qui consiste a decomposer un systeme large bande en plusieurs sous-
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systemes orthogonaux a bande etroite. Generalement appele sous-porteuse, chaque sous-
systeme est utilise pour transmettre des donnees. L'orthogonalite des sous-porteuses annule
les interferences mutuelles et optimise l'utilisation de la bande passante. La norme 802.11g
utilise le codage convolutionnel an de minimiser la probabilite d'erreur par paquet face aux
bruits et aux attenuations du signal.
La combinaison de divers schemas de modulation avec dierents taux de codage permet
d'atteindre un debit de transmission compris entre 6 Mb/s et 54 Mb/s. Le tableau 1.2 presente
tous les schemas de modulation et codage species par la norme 802.11g [20]. Il est a noter
que n'importe laquelle de ces combinaisons peut e^tre utilisee pour transmettre les paquets de
donnees alors que les paquets de contro^le sont envoyes au taux de 6 Mb/s.
Le tableau 1.3 presente les principaux parametres des couches MAC (espacement inter-
trames, taille de la fene^tre de contention) et PHY (en-te^te PLCP) dans la norme 802.11g.
Tableau 1.2 Taux de transmission du Standard IEEE 802.11g













DIFS = SIFS + 2 tslot 28 s




1.3 Performances des reseaux 802.11
Dans cette section, nous allons etudier l'impact du mecanisme CSMA/CA et des para-
metres de la couche PHY sur la performance des reseaux 802.11g an de mettre en evidence
les problemes lies a la Qualite de Service (QdS) et l'impact des temps inter-trames sur la
capacite reelle du reseau.
1.3.1 Temps de transmission d'un paquet
Nous avons vu dans la section 1.2.2.1 que le protocole CSMA/CA ajoute des temps
d'attente assez variable entre l'envoi de 2 paquets consecutifs. La gure 1.4 montre la de-
composition du temps total requis pour transmettre un paquet avec succes. Comme on peut
le voir, il est compose de 2 parties : le temps de service de la trame de donnees (TL) et le
temps d'overhead (To) qui comprend les temps DIFS et SIFS, le temps de backo, le temps
de transmission des en-te^tes et le temps d'acquittement.
Lo o
Figure 1.4 Decomposition du temps de transmission d'un paquet
1.3.1.1 Temps de transmission d'un paquet sans erreurs
Soit TL le delai de transmission des donnees brutes de longueur L octets. Si R est le taux





Le debit R depend de la modulation et du codage utilises et peut varier entre 6 Mb/s et 54
Mb/s.
Le delai d'attente To engendre par l'overhead est deni par :
To = DIFS + TPHY + TUDP=IP=MAC + SIFS (1.2)
TUDP=IP=MAC est le temps necessaire pour transmettre les en-te^tes des protocoles UDP, IP et
MAC. Le protocole UDP est le plus souvent utilise pour les applications en temps reel. Ces
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en-te^tes sont envoyees au me^me taux que les donnees brutes soit a un debit R. TPHY est le
temps de transmission de l'en-te^te PLCP de la couche physique. Il est envoye au taux de 6
Mb/s.
Le delai TA necessaire pour acquitter un paquet bien recu est deni par :
TA = TPHY + TACK (1.3)
ou TACK est le delai de transmission d'un ACK. Les ACK ont une taille de 14 octets et sont
envoyes au taux de 6 Mb/s.
Ces valeurs sont presentees dans le tableau 1.4.
Tableau 1.4 Temps d'overhead par paquet en fonction du debit de transmission
Overhead Taille (octets) Temps (s)
En-te^te UDP/IP 20 20 8=R
En-te^te MAC 34 34 8=R
En-te^te PHY 15 20
ACK 14 18,67
Le temps de backo TB depend des erreurs de transmission et des collisions dans le reseau.
Le temps moyen de backo apres i retransmissions peut e^tre estime par l'equation (1.4)
proposee par [34] :
TB(i) =
2i (CWmin + 1)  1
2
tslot (1.4)
ou CWmin est la largeur minimale de la fene^tre de contention et tslot, la duree d'un slot.
Ainsi, le temps minimum necessaire pour transmettre correctement un paquet lorsqu'aucune
retransmission n'est requise est Tsucc deni par :
Tsucc = To + TL + TB(0) + TA (1.5)
Etude de cas
Considerons un lien entre un nud source et un nud destination. Les deux nuds
utilisent la norme 802.11g et on suppose qu'il n'y a aucun risque de collision entre paquets.
De plus, si la probabilite qu'un paquet soit corrompu est tres faible ( 10 4), nous pouvons
aussi supposer qu'aucun paquet n'est retransmis. Par consequent, en remplacant les termes
de l'equation (1.5) par les valeurs numeriques des tableaux 1.3 et 1.4, le temps moyen de
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transmission (en s) d'un paquet devient :






Calculons le temps de transmission des paquets de trois dierents tracs : voix, video et
donnees. Les tracs sont de type ON-OFF. Les durees moyennes des periodes ON et OFF
suivent des lois exponentielles de moyenne 500 ms. Les paquets des tracs voix et donnees
ont une longueur constante de 80 octets et 1440 octets respectivement Les paquets du trac
video ont une longueur uniformement distribuee dans l'intervalle [100; 1500] octets. La taille
moyenne des paquets video est 800 octets.
Connaissant le temps de transmission et le taux d'arrivee des paquets, nous pouvons
determiner, pour chaque trac, le nombre maximal de sources qui peuvent e^tre actives simul-





ou  est le taux d'arrivee en paquet/s par source. La charge maximale (sans en-te^te) que le




On suppose que le taux de transmisssion R du canal est constant : R = 54 Mb/s et
CWmin = 15 dans les reseaux 802.11g. Le tableau 1.5 presente les valeurs numeriques de
;D et Tsucc pour chaque type de trac.
Tableau 1.5 Nombre maximal de sources par classe
Trac Voix Video Donnees
L (octets) 80 800 1440
 (pqt/s) 50 5 3




Tsucc (s) 184,02 290,69 385,50
 (sources) 109 688 934
D (Mb=s) 3,48 22,02 29,88
L'analyse de ce tableau revele que les temps d'overhead de la couche MAC ont un eet
nefaste sur la capacite maximale de sources de voix admissibles. En eet, les resultats de cet
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exemple montrent que le reseau etudie ne peut pas accepter plus de 109 connexions de voix
sans degrader la qualite de service oerte a ce type de trac. Ceci est lie au fait que les temps
de backo (TB(0)) et d'overhead (To) sont plus important que le delai de transmission de
l'information brute (TL). Le reseau passe donc seulement 6% du temps total de transmission
d'un paquet de voix a envoyer les donnees utiles contre 73% de ce temps a envoyer des en-
te^tes ou a ne rien faire. C'est ce qui explique la limite observee pour le debit eectif du trac
voix. On constate, toutefois, que l'impact de la couche MAC s'amenuit en augmentant la
taille des paquets. En eet, la valeur de  pour les tracs de video et donnees indiquent que
la capacite maximale du reseau peut e^tre augmentee en augmentant la taille des paquets a
transmettre. Par ailleurs, soulignons que les valeurs de  et D vont decro^tre lorsque le taux
de transmission diminue ou en cas de retransmission, tandis que celle de Tsucc augmentera.
1.3.1.2 Temps de transmission avec erreurs
Si l'acquittement n'est recu qu'apres n retransmissions alors la duree totale T (n) d'une
transmission reussie est denie par :
T (n) = (n+ 1) (To + TL) +
nX
i=0
TB(i) + TA ; n  1: (1.9)
En remplacant les variables de l'equation (1.9) par les valeurs numeriques du tableau
(1.4), on obtient :
T (n) = (n+ 1)

58 +






TB(i) + 38; 67 (1.10)
ou T (n) est exprime en s.
Le temps de transmission d'un paquet depend donc de la longueur L du paquet, du taux
de transmission R et du temps de backo qui augmente de facon exponentielle lorsqu'une
retransmission du paquet s'avere necessaire. La connaissance du temps moyen de transmission




L'equation (1.11) indique que la capacite eective des reseaux 802.11 est fortement liee a
la taille des paquets a transmettre. De plus, comme nous l'avons vu dans la section 1.3.1.1,
cette capacite augmente lorsque la taille des paquets est grande.
Cette etude nous a permis de mettre en evidence l'impact du protocole CSMA/CA sur la
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capacite eective des reseaux 802.11 ou les paquets de petite taille, comme la voix, surchagent
le reseau d'en-te^tes. La transmission de petits paquets n'est donc pas ecace.
Le second inconvenient de la couche MAC 802.11 est lie au fait que tous les paquets
envoyes par les utilisateurs sont traites de la me^me facon, sans tenir compte de leurs exigences
en qualite de service. Etant donne que les applications de voix et de video ont des criteres de
qualite de service tres severes, et qu'elles doivent rivaliser avec les applications de transfert
de donnees pour acceder au canal, on a propose, dans le standard 802.11e, des mecansimes
permettant de satisfaire dans la mesure du possible la qualite de service des applications de
voix et de video dans les reseaux sans l 802.11.
1.3.2 Mecanismes de QdS dans les reseaux 802.11
Dans les reseaux 802.11, les paquets sont delivres avec le meilleur eort, puisque la norme
ne denit aucune methode pour donner de la QdS. Dans [49], les auteurs ont presente plu-
sieurs solutions, adaptees au mecanisme DCF, pour orir une qualite de service relativement
meilleure que le meilleur eort. Ces methodes peuvent e^tre classiees en trois categories.
1.3.2.1 Dierenciation de services
La dierenciation de service denie dans la norme IEEE 802.11e, fonctionne de deux
manieres dans les WLANs. L'une consiste a accorder une priorite de service a certains ots
de trac en reduisant la taille maximale de la fene^tre de contention (CW), le temps de backo
et les espacements inter-trames IFS qui leur sont associes dans la couche MAC.
La deuxieme approche consiste a partager la largeur de bande de facon equitable entre les
applications en leur accordant des poids. Les ots provenant d'applications sensibles au delai
recoivent les poids les plus eleves. La valeur des poids est ensuite prise en compte dans le
calcul des parametres de contention associes a chaque application. Ainsi, le temps de backo
qui precede l'envoi d'un paquet appartennant a un ot prioritaire, donc de poids eleve, est
plus petit que le temps calcule pour les ots non priotitaires, de poids plus faible. Il en est
de me^me pour les temps IFS et la taille de la fene^tre de contention.
Bien que les specications du standard 802.11e permettent d'ameliorer la qualite de service
des applications les plus sensibles, les eets de l'overhead ne sont pas pour autant resolus et
reduisent toujours la performance du reseau.
1.3.2.2 Contro^le d'admission et reservation de bande passante
Le contro^le d'admission et la reservation de bande passante sont deux methodes qui
permettent de garantir la qualite de service du trac qui sera admis dans le reseau. En eet,
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le contro^le d'admission permet de determiner s'il est possible de transmettre un nouveau ot
d'information sans degrader la qualite de service exigee par les ots en cours de transmission.
Il est donc necessaire de conna^tre la largeur de bande totale disponible et celle qui a deja ete
reservee par les applications. Cependant, la variabilite du canal sans l et sa nature partagee
ne permettent pas de conna^tre avec precision la bande passante disponible. Cette situation
rend particulierement dicile le contro^le d'admission et la reservation de bande passante
dans les reseaux sans l. Deux approches ont tout de me^me ete proposees pour faire du
contro^le d'admission dans le 802.11. La premiere consiste a estimer les conditions du canal en
mesurant le delai et le debit moyen tandis que la deuxieme calcule un coecient de saturation
a partir d'informations telles que le nombre de stations actives, leur debit de transmission,
la longueur des paquets a transmettre [4, 25]. La valeur de ce coecient ou les conditions du
canal indique si un nouveau ot peut e^tre accepte dans le reseau.
1.3.2.3 Adaptation de lien
Utilisee dans la couche PHY, l'adaptation de lien est une methode qui permet de varier
le taux de transmission des paquets en fonction des conditions du canal. Les dierents taux
de transmission sont obtenus en combinant dierentes techniques de modulation et de co-
dage. La plupart de ces algorithmes sont bases sur une ou des combinaisons des metriques
suivantes : le rapport signal sur bruit (SNR), le taux d'erreur par paquet, le nombre d'ACK
recus [49]. Notons par ailleurs que certains auteurs [33] ont montre que l'utilisation des pro-
cedes d'adaptation de modulation et de codage ameliore l'ecacite spectrale des reseaux sans
l et maximise le debit eectif. Nous reviendrons sur l'adaptation de lien dans le chapitre 2.
Dans ce chapitre, nous avons explique le concept des reseaux mailles sans l et passe
en revue les caracteristiques principales de la norme IEEE 802.11. Apres avoir evoque les
dierentes normes physiques, notre choix s'est porte sur le 802.11g. L'etude du fonctionnement
de la couche MAC nous a permis de mettre en evidence l'overhead produit par les paquets
de petite taille et la necessite de respecter les besoins de qualite de service lorsque plusieurs
applications convergent sur un me^me canal sans l. Si les methodes presentees dans ce chapitre
permettent d'orir de la qualite de service dans les reseaux 802.11, elles ne donnent cependant
aucune garantie de qualite de service. Elles permettent seulement a chaque station d'orir
dierents traitements aux applications. De plus, elles operent dans les couches MAC et PHY
independamment des mecanismes des couches superieures.
Puisque notre objectif est de garantir une bonne qualite de service dans les reseaux mailles
802.11, nous etudierons dans le chapitre 2 les mecanismes de qualite de service proposes par
la couche IP puis nous presenterons le modele utilise dans notre projet.
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CHAPITRE 2
DIFFERENCIATION DE SERVICES IP ET MODELE
WIRELESS-DIFFSERV*
Mis a part les solutions presentees dans la section 1.3.2, il existe d'autres mecanismes,
oerts par les couches Transport et IP, permettant de fournir de la qualite de service dans les
reseaux IP. Etant donne que nous nous interessons au transfert des applications multimedia en
temps reel via un reseau sans l et, comme le protocole Transmission Control Protocol (TCP)
comporte des problemes dans les environnements sans l [7, 41], nous utilisons dans cette
etude le protocole User Datagram Protocol (UDP) comme protocole de couche Transport.
Le protocole UDP ne procure pas de mecanisme de abilite et s'appuie uniquement sur les
solutions des couches IP et/ou MAC.
Nous presentons dans ce chapitre une breve revue des mecanismes de dierenciation de
services utilises dans la couche IP puis nous expliquons le fonctionnement du modele DiServ*
ainsi que les composantes necessaires a son integration dans les reseaux sans l. Originelle-
ment, DiServ* a ete propose pour les reseaux IP optiques. Etant donne que ce projet consiste
a l'implementer dans les reseaux sans l, nous nommons ce modele Wireless-DiServ* qui
resulte de l'utilisation conjointe de la dierenciation de service IP, du routage multi-trajets
et de l'adaptation de liens.
2.1 Architecture DiServ
On distingue deux mecanismes de couche IP permettant d'orir de la qualite de service :
les techniques de reservation de ressources (IntServ) et la dierenciation de services (DiServ).
Bien que les protocoles soient dierents, les techniques de reservation de ressources (IntServ)
sont semblables aux methodes de reservation de bande passante de la couche MAC (voir
section 1.3.2). En eet, IntServ permet de reserver dynamiquement de la bande passante et
de garantir une qualite de service pour les applications qui le demandent. Cependant, il fait
face aux me^mes problemes que les techniques de reservation de bande passante de la couche
MAC. De plus [28] a montre que IntServ est une architecture tres complexe et dicilement
utilisable dans les grands reseaux. Dans cette section, nous nous attardons uniquement sur
la dierenciation de services (DiServ).
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2.1.1 Fonctionnement de DiServ
DiServ est un mecanisme de dierenciation de la couche IP qui traite les paquets envoyes
a travers un reseau IP de facon dierente. L'architecture DiServ utilise la notion de classe
pour servir les ots de trac. Une classe de service est le regroupement des ots de trac
ayant les me^mes exigences de qualite de service. Les ots appartennant a une me^me classe
de service recoivent le me^me traitement. Les applications en temps reel, comme la voix
et la video, sont celles qui benecient toujours d'un traitement preferentiel, tandis que les
applications de transfert de donnees sont servies avec le meilleur eort. La dierenciation de
service est particulierement ecace lorsqu'une congestion survient dans le reseau. En eet,
en cas de congestion, DiServ s'assure que les classes beneciant du traitement preferentiel
sont toujours mieux servies que les paquets des autres classes. Les ots preferentiels ont donc
une meilleure qualite de service que les autres ots.
Les principales parties du module DiServ sont presentees sur la gure 2.1. On y retrouve
le classicateur de paquets, les les d'attente et l'ordonnanceur ou scheduler. Le classicateur
identie la classe de chaque paquet entrant et le met dans la le d'attente virtuelle qui lui
correspond. Il y a autant de les d'attente que de classes. L'ordonnanceur, quant a lui, utilise
un algorithme de selection, comme les priorites ou la ponderation cyclique, pour sortir les
paquets de leur le respective et s'assurer que chaque ot recoit le traitement qui lui convient.
Des que les paquets sont sortis de leur le d'attente, ils sont encapsules dans la couche MAC
et envoyes sur le media physique. En general, DiServ est implemente separement sur chaque
interface de sortie des routeurs, c'est-a-dire entre les couches IP et MAC, et le principe de
fonctionnement de DiServ est le me^me peu importe le media physique utilise : Ethernet,





classificateur files d'attente ordonnanceur
Paquets 
sortants
Figure 2.1 Fonctionnement standard de DiServ dans un reseau IP
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2.1.2 Politiques d'ordonnancement
Plusieurs politiques de service peuvent e^tre utilisees par l'ordonnanceur DiServ pour
accorder a chaque ot le traitement qui lui convient [42]. Les les d'attente peuvent e^tre
servies selon un ordonnancement prioritaire (PRI), Weighted Round Robin (WRR) ou Round
Robin (RR). Lorsque l'ordonnancement est de type PRI, toutes les les de haute priorite sont
servies, et doivent e^tre vides avant de servir les les de basse priorite. Les ordonnanceurs de
type WRR aectent des poids aux les. Les les qui possedent les poids les plus eleves
recoivent une portion de bande passante plus importante. Avec un ordonnanceur RR, toutes
les les ont la me^me priorite et sont servies a tour de ro^le ; c'est une variante du WRR ou
tous les poids sont egaux.
Dans cette etude, l'ordonnanceur DiServ utilise le mecanisme de ponderation cyclique
ou WRR pour selectionner les paquets a transmettre. Le WRR est un algorithme qui aecte
dierents poids aux les d'attente du module DiServ. Les les correspondant aux classes
qui doivent recevoir un traitement preferentiel se voient attribuer les poids les plus eleves et
les paquets de ces les ont acces au media physique beaucoup plus souvent que les paquets
des autres les. Ce qui permet de reduire leur temps d'attente.
Illustrons nos propos par un exemple. Considerons trois classes de trac : la voix, la video
et les donnees dont les les d'attente respectives ont pour poids : 8, 4 et 1. Supposons aussi
que tous les paquets sont de me^me longueur et que les les d'attente sont innies. A la n
d'un cycle de service, l'ordonnanceur WRR aura transmis 13 paquets dont 8 paquets de voix,
4 paquets video, et, 1 paquet de donnees. L'ordonnanceur passe donc 62% du temps a servir
la le de voix, 31% du temps a servir la le de video et 7% du temps a servir la le de donnees.
Dans cet exemple, ce sont donc les tracs de voix et de video qui recoivent un traitement
particulier. Soulignons que lorsque les paquets sont de dierentes tailles, ce parametre doit
e^tre pris en compte dans le calcul des proportions de temps allouees pour servir chaque le.
Des les d'attente desservies par une politique de service telle que le WRR peuvent e^tre
approximees par un syteme constitue de n les d'attente, ou n est le nombre de classes de





ou C est la capacite totale du lien, Li est la longueur moyenne avec en-te^tes des paquets
servis par la le i et i est le poids assigne a la le i [40]. Lorsque la taille moyenne des
paquets varie d'une classe a l'autre, la valeur de Ci indique alors la repartition reelle de la
largeur de bande entre les dierentes classes.
L'utilisation du WRR aecte aussi les conditions de stabilite des les d'attente lorsque le
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buer est inni. En eet, les les restent stables aussi longtemps que leur facteur d'utilisation
est inferieur a l'unite. Soient i et i, respectivement les taux d'arrivee et de service (en









La le d'attente de la classe i est stable si




Base sur l'architecture DiServ, DiServ* est un modele propose par [3] pour proteger les
tracs de haute priorite contre les congestions et les pannes de la couche optique et garantir
ainsi leur qualite de service dans les reseaux mailles optiques lorsqu'une rupture de ca^bles
survient. L'objectif de ce projet est d'implementer le modele DiServ* dans les reseaux
mailles sans l. Dans cette section, nous expliquons le modele DiServ* tel qu'il a ete pense
pour les reseaux optiques puis nous presentons l'adaptation proposee pour les reseaux sans
l.
2.2.1 DiServ* dans les reseaux IP/WDM
Dans les reseaux laires et optiques, la qualite du canal de transmission est une variable a
deux etats. Lorsque le canal est bon, tous les paquets sont envoyes a debit constant. Lorsque
le canal est mauvais, aucun paquet ne peut e^tre transmis car le debit est nul. Ainsi, s'il existe
un unique chemin entre une source de trac et sa destination, la dierenciation oerte par
DiServ prend n lorsqu'une defaillance appara^t sur un des supports de transmission. Cela
se traduit tout simplement par un arre^t complet du service. De plus, l'apparition d'une panne
aecte de la me^me facon toutes les classes de service, de sorte qu'elles subissent toutes une de-
gradation de performance. Cependant, en utilisant plusieurs chemins disjoints entre la source
et la destination, comme le fait DiServ*, l'apparition d'une panne sur l'une quelconque des
routes n'entra^ne pas la suspension totale du service mais simplement une diminution de la
largeur de bande disponible. Des lors, le mecanisme de contro^le de congestion de DiServ* se
declenche et ajuste le debit de transmission par classe de facon a proteger les tracs priori-
taires contre toute degradation de performance. DiServ* permet ainsi de garantir la qualite
de service des tracs prioritaires et ce, me^me en cas de panne dans la couche optique. Avec
DiServ*, la degradation de performance des tracs prioritaires peut seulement e^tre causee
par une interruption complete du service, interruption qui ne peut avoir lieu que si toutes
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les routes vers la destination tombent en panne au me^me moment, chose assez rare dans les
reseaux laires. La mise en uvre de DiServ* necessite donc une repartition de la charge
entre plusieurs canaux et un mecanisme de detection de panne.
Par ailleurs, il faut souligner que le fonctionnement de DiServ* repose entierement sur
le concept de lien logique. Un lien logique entre deux nuds est constitue d'un regroupement
de plusieurs liens physiques entre ces 2 nuds. En outre, un lien logique peut e^tre porte par
un chemin de plusieurs liens physiques.
2.2.2 DiServ* dans les reseaux 802.11
Dans les reseaux sans l, la qualite du canal n'est plus une variable binaire mais elle
depend de la valeur du rapport signal sur bruit (SNR). Dans cet environnement, lorsque le
canal est mauvais, le debit de transmission n'est pas nul mais diminue en fonction du SNR.
Plus le SNR diminue, plus le debit de transmission diminue aussi. De plus, la reduction de
bande passante n'est plus due a une rupture de ca^ble mais a des phenomemes multiples
tels l'interference, le bruit, la distance entre emetteur et destination, ou encore la vitesse de
deplacement des stations. L'adaptation de DiServ* dans les reseaux sans l requiert donc
une modelisation du canal sans l pour mettre en evidence la reduction de bande passante
engendree par les \pannes" et la determination de plusieurs chemins independants entre la
source et la destination. Dans un environnement sans l, les \pannes" representent la qualite
du canal.
Les modications requises pour implementer DiServ* dans les reseaux sans l nous ont
permis de proposer une nouvelle architecture pour chaque nud. En eet, cette variante
de DiServ*, que nous nommons Wireless-DiServ*, est un mecanisme multi-couche qui in-
teragit avec les couches IP, MAC et PHY an de garantir la qualite de service des tracs
hautement prioritaires dans un environnement sans l variable. Les mecanismes de dieren-
ciation de la couche IP doivent recevoir des couches MAC et PHY une information portant
sur l'etat du media sans l an de reajuster l'ordonnancement des paquets de maniere a
limiter les degradations de qualite de service des tracs prioritaires.
L'architecture proposee sur la gure 2.2 montre les composants principaux de chaque
couche. Ainsi, le classicateur de paquet, les les d'attente, de me^me que l'ordonnanceur
DiServ sont mises en place avant le bloc de routage. Le bloc de routage, quant a lui, choisit
l'interface de sortie vers laquelle le paquet doit e^tre envoye en fonction du routage sur les
dierents chemins vers la destination. Chaque nud est equipe d'au moins trois interfaces
radio. Il est a noter que Wireless-DiServ* utilise le me^me principe de fonctionnement que
DiServ c'est-a-dire la me^me classication de trac et les me^mes politiques d'ordonnancement

















Figure 2.2 Protection DiServ* dans un nud mesh
interface. Dans ce cas, il n'y aurait aucune dierence entre le modele DiServ standard et
le Wireless-DiServ*. Dans les sections qui suivent, nous expliquons le modele utilise pour
mettre en evidence la qualite du canal sans l puis nous presentons le fonctionnement du
module de routage.
2.3 Modelisation du canal sans l
La modelisation du canal sans l est la premiere etape du processus d'adaptation de
DiServ* dans les reseaux mailles sans l. Dans les reseaux sans l, il n'y a pas de \rupture
de ca^ble" a proprement parler puisque le support de transmission est l'air et ce dernier est
toujours disponible. Une liaison sans l peut cependant e^tre interrompue lorsqu'il y a trop de
bruit ou trop d'interferences entre l'origine et la destination. La modelisation du canal sans
l permet donc de trouver l'equivalence, dans les reseaux sans l, a ce qui correspond a une
\rupture de ca^ble" dans un reseau laire.
2.3.1 Description du canal sans l
L'onde electromagnetique emise par une antenne s'attenue en fonction de la distance et
est reechie ou refractee par plusieurs surfaces avant d'e^tre recue par l'antenne de reception.
On appelle aaiblissement de parcours (path loss fading en anglais), l'attenuation que subit
le signal radio en fonction de la distance parcourue. Il se caracterise par une diminution
de la puissance moyenne recue en fonction de la distance entre les antennes d'emission et
de reception. L'aaiblissement de parcours est egalement qualie d'evanouissement a grande
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echelle (large scale fading en anglais). Quelques modeles analytiques permettent d'evaluer
cette attenuation. Le modele le plus utilise en pratique est le modele de reexion sur le sol









ou Pt est la puissance de transmission, Gt et Gr sont les gains des antennes emettrice et
receptrice, ht et hr la hauteur des antennes, d est la distance qui separe les 2 antennes.
Lorsque l'onde est reechie ou refractee, cela cree plusieurs copies du me^me signal qui
arrivent toutes au recepteur. C'est le phenomene de multi-trajets (multipath en anglais). La
somme vectorielle de toutes ces copies entra^ne une variation temporelle de l'enveloppe du
signal puisque toutes les repliques ne sont pas recues au me^me instant. On l'appelle evanouis-
sement a petite echelle (small scale fading en anglais). Les evanouissements a petite echelle
sont generalement modelises par le modele de Rice ou celui de Rayleigh. Dans un canal de
Rice, on suppose que l'onde recue est la somme de toutes les composantes reechies et de la
composante de ligne directe. Le modele de Rayleigh quant a lui, considere qu'il n'y a pas de
composante de ligne directe entre les antennes. La composante de ligne directe appara^t gene-
ralement lorsque les antennes d'emission et de reception sont distantes de quelques dizaines
de metres. Ainsi, le modele de Rice convient mieux aux etudes menees dans des environne-
ments internes (appartements, immeubles, bureaux, ecole, etc). Le canal de Rayleigh est tres
utilise en pratique, notamment dans les environnements externes car les antennes d'emission
et de reception sont assez eloignees l'une de l'autre, des centaines de metres. Dans la suite,
nous travaillons avec le canal sans l de Rayleigh dont nous presentons les proprietes dans la
section 2.3.3.
2.3.2 Parametres physiques
Le canal sans l variant dans le temps se caracterise par quelques parametres :
La frequence Doppler FD
La mobilite des antennes d'emission et de reception d'une part, et d'autre part le pheno-
mene d'evanouissement multi-trajets, engendrent l'etalement frequenciel du signal recu dans
la bande [fc   FD; fc + FD] ou FD est la frequence Doppler maximale. La frequence Doppler





fc cos  (2.5)
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ou fc est la frequence porteuse du signal transmis, v est la vitesse du mobile, c est la vitesse de
la lumiere et  est l'angle que fait le signal recu avec la direction de deplacement du mobile.





Le temps de coherence Tc
Le temps de coherence Tc d'un canal sans l est l'intervalle de temps au cours duquel le




Par ailleurs, Tc permet de caracteriser les evanouissements a petite echelle du canal. Un canal
est dit a evanouissement lent si Ts  Tc tandis qu'un canal est dit a evanouissement rapide
si Ts  Tc, Ts etant la duree du signal emis. Pendant un intervalle de temps equivalent a
Tc, les evanouissements sont fortement correles entre eux. Dans la pratique, il est cependant
recommende de reestimer le canal apres un intervalle de temps equivalent a Tc=10 [46].
Bande de coherence Wc
La bande de coherence Wc est inversement proportionnelle a l'etalement temporel des
retards des multi-trajets. C'est l'intervalle de frequence dans lequel la reponse frequentielle
du canal change. Un canal est dit plat ou non selectif en frequence lorsque la largeur de
bande Ws du signal est tres petit par rapport a Wc. Dans le cas contraire, le canal est selectif
en frequence. Puisque nous nous interessons aux distorsions temporelles du signal recu, nous
considerons dans la suite du projet que le canal etudie est non selectif en frequence et a
evanouissement lent.
2.3.3 Caracteristiques du Canal de Rayleigh
Un avantage du canal de Rayleigh est que la densite de probabilite de l'enveloppe du signal
recu et la densite de probabilite de la puissance instantanee recue suivent des lois connues
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ou s est l'amplitude du signal recu et 2, la puissance moyenne du signal dius recu a travers
le canal.
La puissance instantanee P du signal recu, quant a elle, suit une distribution exponentielle
f (P ) de moyenne 2














ou N0 (en W/Hz) est la densite spectrale du bruit et B (en Hz) la bande passante du canal.
On deduit de l'equation (2.9) que la densite de probabilite du SNR suit une distribution









;   0 (2.11)
ou 0 = 
2=N0B est le SNR moyen recu.
2.3.4 Adaptation de lien
Comme nous l'avions dit dans la section 1.3.2.3, l'adaptation de lien est un procede de
la couche PHY qui permet de varier le taux de transmission des paquets en fonction des
conditions du canal. La variation du taux de transmission suppose aussi une variation de la
bande passante disponible.
2.3.4.1 Principe de l'AMC
L'AMC adapte dynamiquement le debit de transmission des paquets en fonction de la
qualite du canal. Cette derniere est evaluee par le SNR instantane recu. La gure 2.3 montre
que pour obtenir une probabilite d'erreur par bit (BER) inferieure a 10 4 le SNR recu doit
e^tre superieur a 8 dB avec la modulation BPSK, ou a 12 dB avec la 16-QAM ou encore a 16
dB avec la 64-QAM. Si le systeme n'utilise qu'une seule modulation, par exemple 64-QAM,
le BER sera trop eleve (> 10 4) en dessous du seuil de 16 dB. Cependant, en decoupant l'axe
des SNR en intervalles disjoints, il est possible de maintenir la probabilite d'erreur par bit
constante en utilisant dierentes modulations. C'est le principe de l'AMC.
Nous utilisons, dans ce projet, la norme 802.11g qui denie 8 taux de transmission obtenus
en combinant divers schemas de modulation et de codage (voir tableau 1.2). Le principe de
l'AMC peut aussi e^tre etendu a la probabilite d'erreur par paquet (PER) de facon a obtenir
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Figure 2.3 BER en fonction du SNR pour dierentes techniques de modulation
un PER constant en faisant varier la modulation et le codage en fonction du SNR recu et de
la taille du paquet a transmettre.
Nous expliquons dans la section suivante les combinaisons retenues pour l'AMC et nous
invitons le lecteur a se referer aux travaux de Gnassou [15] pour comprendre la procedure
utilisee pour creer les plages de SNR disjointes.
2.3.4.2 Partitionnement du SNR
Dans cette etude, le canal de Rayleigh est suppose non selectif en frequence et a evanouis-
sement lent. La variation du SNR instantane recu  est modelisee par une cha^ne de Markov
discrete [15]. Chaque etat de la cha^ne correspond a une plage de valeurs de SNR a l'interieur
de laquelle la probabilite d'erreur par paquet (PER) est constante et egale a un taux d'erreur
cible P0. Dans les travaux de Gnassou [15], le SNR est partitionne en 7 intervalles correspon-
dant aux etats de la cha^ne de Markov (Figure 2.4). Le tableau 2.1 montre la modulation et
le codage utilises dans chaque etat ainsi que le taux de transmission correspondant.
Nous pouvons observer que les etats 0 et 1 de la cha^ne de Markov utilisent les me^mes
modulation et codage. Cependant ces etats sont dierents puisque la probabilite d'erreur
dans l'etat 0 est elevee et n'est pas egale a P0. L'etat 0 correspond donc au cas ou le canal
est tres mauvais.
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Figure 2.4 Cha^ne de Markov a etats nis modelisant les conditions du canal
Tableau 2.1 Correspondance entre etats de la cha^ne de Markov et taux de transmission
Etat de la CM Modulation et codage Debit (Mbps)
0 BPSK 1/2 6
1 BPSK 1/2 6
2 QPSK 1/2 12
3 QPSK 3/4 18
4 16QAM 1/2 24
5 16QAM 3/4 36
6 64QAM 3/4 54
Comme nous le disions plus haut, la cha^ne de Markov est composee de 7 etats. L'etat k
est choisi si le SNR instantane  (t) 2 [k; k+1]. Ainsi, la probabilite d'e^tre dans l'etat k est




 (t) dt (2.12)












Le vecteur  est le vecteur de probabilite stationnaire de la cha^ne de Markov. Nous
utilisons ce vecteur pour generer l'etat du medium sans l a un instant quelconque au cours
des simulations.
Les plages de SNR pour chaque etat ont ete calculees a partir de la longueur des paquets,
du SNR moyen recu, de la frequence Doppler et du taux d'erreur moyen acceptable par
paquet. La procedure est detaillee dans [15].
2.4 Selection de l'interface de sortie
Dans l'architecture que nous proposons sur la gure 2.2, l'operation de routage doit non
seulement choisir la route logique entre deux nuds mais aussi, l'interface de sortie a utiliser.
Puisque l'utilisation de DiServ* est fondee sur l'utilisation de routes physiquement disjointes
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et independantes [39], l'algorithme de routage doit permettre de trouver plusieurs routes
logiques disjointes entre deux nuds. A cet eet, l'algorithme de routage multi-trajets Multi-
Path Optimized Link State Routing (MP-OLSR) est utilise. Lorsque l'ordonnanceur DiServ
retire un paquet d'une le d'attente et que la route vers la destination est calculee par le
protocole de routage, il faut ensuite determiner l'interface vers laquelle le paquet doit e^tre
envoye puisque chaque nud est equipe d'au moins trois interfaces. Plusieurs criteres peuvent
e^tre utilises pour choisir l'interface de sortie du paquet. Par exemple, nous pourrions envoyer
aleatoirement les paquets sur les interfaces, ou bien choisir l'interface qui a le moins de paquets
en attente, etc. Etant donne que les canaux vus par chaque interface sont variables, le critere
de selection doit donc, autant que possible, tenir compte de l'etat du canal.
Ainsi, lorsqu'au moins deux interfaces sont vides et pre^tes a transmettre des paquets, le
paquet choisi par l'ordonnanceur est envoye a l'interface disponible qui a le meilleur canal.
Ensuite, lorsqu'une interface nit de transmettre un paquet, elle demande directement un
paquet a l'ordonnanceur Wireless-DiServ*, sans tenir compte de l'etat de son canal ; cela
garantit que toutes les interfaces envoient des paquets pendant qu'il y en a en attente.
Dans ce chapitre, nous avons presente le modele DiServ* sur lequel se base ce projet. Nous
avons mis en relief les aspects a prendre en consideration en vue de l'adapter aux reseaux
mailles sans l. Il s'agissait notamment de modeliser les pannes dans un environnement sans
l, d'expliquer le principe du routage multi-trajets puis de decrire l'interaction entre la couche
logique et la couche physique. Dans le prochain chapitre, nous pesenterons la plate-forme de
simulation et les resultats permettant de valider les implementations du procede d'adaptation
de lien et du module DiServ.
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CHAPITRE 3
IMPLEMENTATIONS ET PERFORMANCES DE DIFFSERV ET DE L'AMC
La simulation du modele Wireless-DiServ* necessite l'implementation du module Di-
Serv et d'un \generateur de pannes". Rappelons que le module DiServ comprend un clas-
sicateur de paquets, des les d'attente et un ordonnanceur utilisant la politique de la pon-
deration cyclique ou WRR. Les pannes du canal sans l sont caracterisees par ses dierents
etats d'evanouissements. L'utilisation d'un procede d'adaptation de modulation et de codage
(AMC) permet donc de conna^tre la capacite d'un lien dans chaque etat d'evanouissement et
de savoir si ce dernier est en panne ou non.
Dans ce chapitre, nous utilisons le simulateur de reseau a evenements discrets NS-2 (Net-
work Simulator version 2.34) [13] pour verier, par simulation, l'implementation du module
DiServ puis celle de l'AMC. Apres avoir deni les classes de trac prises en charge par
DiServ, la validation portera sur l'etude de leurs performances sur un lien.
3.1 Modeles de trac et metriques de performance
Dans cette etude, nous avons deni trois classes de service dans le module DiServ :
{ la classe EF : Elle regroupe les tracs de voix sur IP (VoIP). C'est la classe qui a la
plus grande priorite ;
{ la classe AF : Moins prioritaire que la classe EF, elle regroupe les tracs de video sur
demande, et
{ la classe BE est la moins prioritaire de tous. Elle comprend le trac des applications de
transfert de donnees.
Tous les tracs sont de type ON-OFF. Les periodes moyennes d'activite et de silence d'une
source de trac sont exponentiellement distribuees de moyenne 500 msec. Les caracteristiques
d'une source de chaque trac sont presentees dans le tableau 3.1.
Tableau 3.1 Parametres des 3 classes de trac.
Parametres VoIP Video Donnees
Debit par source (Kbps) 64
Temps d'activite (ms) 500
Cycle d'activite (%) 50
Taille des paquets (octets) 80 variable 1440
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Les parametres du trac de VoIP correspondent a ceux du codec G.711 [31]. La taille des
paquets video est uniformement distribuee entre 100 octets et 1500 octets. Soulignons que
tous ces tracs sont modelises par des processus ON-OFF de me^mes caracteristiques an
de mesurer les performances du reseau en fonction du nombre de sources actives, donc en
fonction de la charge.
Au cours des simulations, nous evaluons les metriques de qualite de service suivantes :
{ le taux de paquets perdus : c'est le rapport du nombre de paquets rejetes et perdus,
apres un nombre maximal de retransmission, divise par le nombre total de paquets
envoyes par le nud source.
{ le delai moyen par paquet : c'est le temps moyen requis pour que la destination recoive
le paquet transmis par la source. Ceci inclut le temps de sejour dans les les d'attente
et les temps d'overhead.
{ la gigue moyenne : Selon la denition de l'IETF, la gigue est la variation du delai de
deux paquets consecutifs. Elle se calcule par l'equation (3.1) dans laquelle di est le delai
du iieme paquet et n le nombre total de paquets recus.Pn
i=2 kdi   di 1k
n  1 (3.1)
La duree d'une simulation est 300 sec. Les sources commencent a envoyer du trac a partir
de la 20emesec et s'arre^tent a la 120emesec. Ceci permet de s'assurer que les nuds ont bien
etabli leur relation de voisinage et que tous les paquets generes sont recus par la destination
avant la n de la simulation. Chaque simulation est repetee trente (30) fois an de calculer
un intervalle de conance a 95%.
3.2 Topologie etudiee
Nous utilisons le reseau de la gure 3.1 pour verier le fonctionnement du module DiServ
et l'implementation de l'AMC dans le canal sans l de Rayleigh. Sur cette gure, la source et
la destination communiquent directement par le biais d'une seule interface. Il existe entre les
deux nuds un lien logique constitue d'une seule route physique d'une longueur de un saut.
La structure interne de l'interface de sortie du nud source est presentee sur la gure 3.2 qui
represente aussi l'implementation standard de DiServ dans un nud. Implemente entre les
couches IP et MAC, l'ordonnanceur DiServ contro^le les trois (3) les d'attente virtuelles de
l'interface physique. Les les virtuelles sont mesurees en octets et ont, chacune, une capacite












Figure 3.2 Deploiement standard de DiServ dans un nud sans l
3.3 Verication de l'implementation de DiServ
Nous avons mentionne dans la section 2.1.2 que la taille des paquets doit e^tre prise en
compte lors de l'etude de l'ordonnanceur WRR. An de verier l'implementation de l'or-
donnanceur DiServ, nous allons determiner les rapports de proportionnalites qui doivent
exister entre les poids des dierentes classes an de respecter la priorite de service de cha-
cune d'elle ; ceci revient donc a determiner la maniere d'attribuer les poids de chaque classe
de facon a garantir un traitement prioritaire au trac VoIP, assigne a la classe EF. A cet
eet, nous procedons par simulation en analysant les performances observees lorsqu'on fait
varier les poids du WRR. Toutes les mesures, perte, delai et gigue, sont realisees dans un
canal suppose constant et transmettant les paquets au taux xe de 54 Mb/s. C'est donc un
canal ayant un seul etat car les variations du canal sans l ne sont pas encore modelisees
dans le simulateur donc l'AMC n'est pas encore utilisee.
3.3.1 Regle d'attribution des poids
L'attribution des poids du WRR depend de la taille moyenne des paquets par trac. Soit
Li et Li la taille moyenne avec et sans en-te^tes d'un paquet de la classe i. Dans le standard
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IEEE 802.11g, la somme de toutes les en-te^tes d'un paquet est 69 octets. Le tableau 3.2
rappelle les valeurs de Li et Li par classe de trac.
Tableau 3.2 Taille moyenne des paquets (avec et sans en-te^tes) par classe
Classe EF AF BE
Li 80 800 1440
Li 149 869 1509
Soit i le poids assigne au WRR pour servir la classe i. Soit i le pourcentage de bits utiles





ou Bi le nombre de bits utiles servis par classe pendant un cycle de WRR et B est le nombre
total de bits utiles servis pendant un cycle de WRR. En supposant qu'il y a n classes de





Considerant les classes EF, AF et BE, pour avoir la priorisation desiree, il faut que :
EF > AF > BE
Autrement dit, il faut que :
EFLEF > AFLAF > BELBE (3.4)






















AF > 1; 8BE
(3.6)
38
Puisque les poids i sont des entiers positifs non nuls, et vu qu'il n'y a aucune exigence de qua-
lite de service pour la classe BE, nous choisissons d'attribuer a cette classe un poids unitaire
en vue de simplier la resolution du systeme d'inequations (3.6). Ceci etant, l'equation (3.6)





Etant donne que la taille des paquets de la classe AF est variable, l'equation (3.7) ne fournit
pas les bornes exactes des poids du WRR mais les valeurs qui nous rapprochent le plus des
bornes recherchees. Nous ne pouvons que proceder par simualtion pour determiner les valeurs
minimales exactes des poids du WRR.
3.3.2 Etude des systemes 20-2-1 et 20-3-1
Le premier systeme de valeurs produit par l'equation (3.7) est le triplet (EF = 20;
AF = 2; BE = 1). En observant par simulation le fonctionnement de l'ordonnanceur Di-
Serv lorsqu'on utilise cette ponderation, les gures 3.3 et 3.4 revelent que c'est bien le trac de
voix qui est prioritaire. Cependant, il est suivi du trac de donnees puis de video. Rappelons
que le trac video genere des paquets de taille variable d'ou les valeurs minimales trouvees
par le systeme d'equations (3.7) peuvent ne pas correspondre a la priorisation desiree. Par
contre, la gure 3.5, qui presente l'evolution de la gigue en fonction du nombre de sources
actives, montre une dierenciation telle que souhaitee entre les trois classes. La ponderation
EF = 20; AF = 2 et BE = 1 n'est donc pas le systeme de valeurs minimales assurant la
priorite de service du trac video par rapport au trac de donnees.
Puisque le systeme 20-2-1 ore une meilleure qualite de service au trac de donnees
pluto^t qu'au trac video, en augmentant d'une unite le poids du trac video, nous etudions a
present le triplet (EF ; AF ; BE) = (20; 3; 1). Les gures 3.6 a 3.8 sont les resultats issus de
l'utilisation de cette ponderation. La gure 3.6 montre une dierenciation assez prononcee
entre les pertes enregistrees par les trois classes de services (en particulier a partir de 80
sources par classe) tandis que la gure 3.7 montre une dierenciation tres faible entre les
delais de ces trois classes. Bien que la dierenciation soit minimale, elle montre tout de me^me
que c'est le trac de VoIP qui est prioritaire, suivi du trac video et enn les donnees. Comme
sur la gure 3.5, la gure 3.8 montre, encore une fois, une dierenciation favorable a la voix,
puis la video et les donnees.
Il ressort de ces observations que le choix des poids du WRR est tres determinant dans
l'evaluation des performances du lien. Par consequent, nous pouvons dire que les valeurs
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Figure 3.3 Taux de perte dans avec la ponderation EF = 20; AF = 2 et BE = 1
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Figure 3.4 Delai moyen avec la ponderation EF = 20; AF = 2 et BE = 1
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Figure 3.5 Gigue moyenne avec la ponderation EF = 20; AF = 2 et BE = 1
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Figure 3.6 Taux de perte avec la ponderation EF = 20; AF = 3 et BE = 1
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Figure 3.7 Delai moyen avec la ponderation EF = 20; AF = 3 et BE = 1
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Figure 3.8 Gigue moyenne avec la ponderation EF = 20; AF = 3 et BE = 1
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minimales permettant de prioriser d'abord le trac VoIP, puis le trac video et enn, les










3.3.3 Etude du systeme 8-4-1
Dans cette section, nous voulons verier que le systeme reagit comme prevu a un chan-
gement de poids. Pour cela, nous changeons la ponderation des les d'attente de facon a ne
pas respecter au moins une des conditions imposees par le systeme d'inequations (3.8) et
nous observons de nouveau la qualite de service oerte par DiServ. Les poids du WRR sont














= 4 > 3
(3.9)
Suite aux observations de la section 3.3.2, nous pouvons dire que, dans le cas actuel, la mesure
du taux de perte et du delai moyen par classe sont susantes pour evaluer la qualite de la
dierenciation obtenue entre les trois classes.
Les gures 3.9 et 3.10 montrent la qualite de service des trois classes de trac dans un
canal sans l constant d'une capacite de 54 Mb/s. Comme attendu, le trac de voix est le
moins favorise des trois tracs tandis que le trac video a un taux de perte et un delai bien
inferieurs aux performances du trac de donnees. Avec cette ponderation, le reseau est donc
a dominance video (AF), puis donnees (BE) et enn voix (EF). En eet, apres un cycle du
WRR, l'ordonnanceur aura transmis 8 paquets de voix, 4 paquets de video et 1 paquet de
donnees soit :
{ Pour EF : 8 80 = 640 octets
{ Pour AF : 4 800 = 3200 octets
{ Pour BE : 1 1440 = 1440 octets
En d'autres termes, le pourcentage de la bande passante utile allouee a chaque trac est :
{ Pour EF :
640 100
640 + 3200 + 1440
= 12; 12%
43


















Nombre de sources par classe




Figure 3.9 Perte moyenne avec la ponderation EF = 8; AF = 4 et BE = 1
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Figure 3.10 Delai moyen avec la ponderation EF = 8; AF = 4 et BE = 1
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{ Pour AF :
3200 100
640 + 3200 + 1440
= 60; 61%
{ Pour BE :
1440 100
640 + 3200 + 1440
= 27; 27%
Cette repartition du debit utile explique alors le fort taux de perte et l'augmentation du delai
observes pour le trac de voix puisque la le d'attente de ce dernier est tres peu servie par
l'ordonnanceur.
Ces tests nous ont permis de mieux comprendre la maniere dont l'ordonnanceur WRR
gere les paquets de dierentes tailles et d'observer la qualite de service de chaque classe
de trac. Aussi, l'analyse des resultats issus de ces simulations permettent de valider notre
implementation de l'ordonnanceur. Dans la suite de ce chapitre, nous utilisons la ponderation
EF = 20; AF = 3; BE = 1.
3.4 Implementation du module d'AMC dans un canal de Rayleigh
La section precedente a permis de valider l'implementation de l'ordonnanceur DiServ
dans le simulateur NS-2 avec un debit de transmission constant. Dans cette section, nous
allons verier l'implementation du module d'AMC puis analyser la protection oerte par
DiServ en presence d'un canal variable. A cet eet, nous supposons dans un premier temps
que le canal sans l de Rayleigh est modelise par une cha^ne de Markov discrete a deux etats.
Nous faisons ensuite varier les probabilites d'etat an d'observer si le changement d'etat
correspond eectivement a un changement de debit de transmission : c'est le principe de
fonctionnement de l'AMC. Dans un second temps, nous examinons le fonctionnement du
module d'AMC dans un canal variable ayant les 7 etats decrits a la section 2.1.
3.4.1 Validation d'un canal a 2 etats
Pour valider l'implementation du procede d'adaptation de lien dans un canal sans l de
Rayleigh, nous allons considerer un canal a 2 etats correspondant aux taux de transmission
de 6 Mb/s et 54 Mb/s. Le taux d'erreur maximal par paquet est 10 4. Nous supposons que
dans l'etat 0, le taux de transmission dans le canal est 6 Mb/s parce que le SNR instantane
recu est inferieur ou egal a 0 tandis que dans l'etat 1, le SNR instantane recu est superieur
a 0 et le taux de transmission est 54 Mb/s. Le debit moyen R du canal peut e^tre calcule par
l'equation (3.10) dans laquelle Ri est le taux de transmission lorsque le canal se trouve dans
l'etat i et  la probabilite stationnaire d'e^tre dans l'etat 1 et de transmettre les paquets a 54
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Mb/s.
R = (1  )R0 + R1 (3.10)
 = P [ > 0] (3.11)
Le tableau 3.3 montre l'evolution du debit moyen du canal en fonction des probabilites







d'etat. Comme on le constate, le debit moyen du canal augmente | donc la qualite du canal
s'ameliore | lorsque  augmente. Cette situation doit egalement se repercuter sur toutes
les performances du reseau et doit s'observer par une diminution des pertes, du delai et de
la gigue. Pour cela, nous mesurons les performances du reseau en fonction de la probabilite
stationnaire . Un tirage aleatoire est realise avant la transmission de chaque paquet an de
conna^tre l'etat du canal et le taux auquel le paquet doit e^tre envoye. Le trac total oert
est egal a 3 Mb/s soit 32 sources par classe.
La gure 3.11 montre qu'il n'y a aucune perte dans le reseau car le volume de trac
que l'on desire ecouler est tres faible, 3 Mb/s. Cette valeur est choisie a dessein parce que
si le lien envoie les paquets au taux de 6 Mb/s et qu'il est sature, on noterait des pertes
en majorite dues au remplissage des les d'attente puisque le taux d'erreur souhaite est
tres faible. An d'observer uniquement l'eet du canal sur les performances du reseau, nous
avons donc choisi d'activer peu de sources. Les gures 3.12 et 3.13 conrment nos attentes et
montrent la decroissance du delai et de la gigue lorsque la qualite du canal devient meilleure.
De plus, quel que soit l'etat du canal, le trac de la classe EF est le mieux protege de tous,
suivi du trac de la classe AF.
3.4.2 Eet d'un canal a plusieurs etats
Puisque la sous-section precedente nous a permis de valider l'implementation de l'AMC
dans le canal sans l, nous etudions ici le fonctionnement de DiServ dans un canal a 7 etats.
Les dierents etats du canal sont presentes dans le tableau 2.1. Le debit moyen du canal est































































Figure 3.13 Variation de la gigue avec DiServ dans un canal a 2 etats





Les probabilites stationnaires utilisees ici correspondent a celles d'un canal de Rayleigh ayant
un SNR moyen egal a 15 dB, un PER egal a 10 4 et une frequence Doppler de 5 Hz. Les
paquets peuvent e^tre envoyes a des taux dierents puisqu'un tirage aleatoire est fait avant
chaque nouvelle transmission pour conna^tre l'etat du canal. Pour un SNR moyen egal a 15
dB et un PER egal a 10 4, le debit moyen du canal s'estime a environ 27,8 Mb/s.
Les gures 3.14, 3.15 et 3.16 montrent respectivement le taux de perte, le delai moyen et
la gigue mesures dans un canal variable de 7 etats. L'observation de ces 3 gures revele une
diminution du nombre de sources actives par classe, diminution due a la reduction du debit
moyen. En eet, on remarque que le reseau est sature au dela de 64 sources par classe soit
un debit total de 6 Mb/s alors que comparativement aux resultats obtenus dans un canal
constant de 54 Mb/s (gures 3.6 et 3.7) le reseau n'est pas encore sature avec 88 sources par
classe soit un debit total de 8,45 Mb/s. Toutefois, quel que soit le debit oert et quel que soit
l'etat du canal, le trac de la classe EF est le mieux protege face aux 2 autres classes.
48

















Nombre de sources par classe




Figure 3.14 Taux de paquets perdus avec DiServ dans un canal a 7 etats
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Figure 3.15 Delai moyen avec DiServ dans un canal a 7 etats
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Figure 3.16 Gigue moyenne avec DiServ dans un canal a 7 etats
3.4.3 Impact des parametres physiques
Dans cette section, nous etudions l'inuence des parametres tels que la frequence Doppler,
le SNR moyen et le taux d'erreur par paquet sur les performances du reseau. La topologie
etudiee est toujours celle de la gure 3.1. Le canal sans l est variable. Son etat est estime
avant l'envoi de chaque paquet.
3.4.3.1 Incidence du SNR moyen
Dans le modele etudie, la probabilite que le canal soit dans un etat d'evanouissement est
donnee par la probabilite stationnaire k d'e^tre dans l'etat k (equation 2.13). La probabilite
d'etat k depend uniquement du SNR moyen 0 et des bornes de SNR k. Les bornes k quant
a elles, sont fonctions de la taille des paquets a transmettre, du taux d'erreur par trame et
du SNR moyen [15].
An d'etudier l'impact du SNR moyen sur les performances du reseau, nous evaluons le
debit moyen du lien lorsqu'on fait varier le SNR moyen de 5 dB a 20 dB. Ceci permet de
changer egalement les bornes k et les probabilites d'etat k. Le taux d'erreur souhaite par
paquet est xe a 10 4. La gure 3.17 montre que l'augmentation du SNR moyen se traduit
par une augmentation du debit moyen. Cela conduit donc a un canal de meilleur qualite,
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Figure 3.17 Debit moyen par canal en fonction du SNR moyen.
orant la possibilite de transmettre les paquets a des taux eleves, reduisant ainsi le delai de
transmission et le taux de perte.
Pour corroborer nos propos, nous mesurons alors les performances du reseau lorsqu'on fait
varier le SNR moyen de 5 dB a 20 dB. Les probabilites d'etat changent en fonction du SNR
et le debit moyen peut augmenter ou diminuer. Le taux d'erreur desire par paquet est 10 4.
Le nombre de sources actives par classe est xe a 62 sources soit une charge de 1,98 Mb/s par
classe. C'est donc un reseau moyennement charge mais non sature (voir Figures 3.14 et 3.15).
Les poids des classes EF, AF et BE sont respectivement EF = 20; AF = 3 et BE = 1. Les
gures 3.18 a 3.20 montrent respectivement l'evolution du taux de perte, du delai et de la
gigue en fonction du SNR moyen. Comme on peut s'y attendre, les performances du reseau
decroissent presque lineairement quand le SNR moyen augmente. Ces resultats, appuyes par
ceux de Gnassou [15], conrment que l'augmentation du SNR moyen reete un canal de
meilleur qualite, donnant la possibilite de transmettre les paquets a des taux eleves.
3.4.3.2 Incidence du taux d'erreur par trame
Nous faisons varier le taux d'erreur souhaite par paquet de 10 4 a 10 1. Le SNR moyen
est 15 dB. La charge moyenne du reseau est xee a 1,98 Mb/s par classe soit 62 sources
actives par classe (reseau non sature d'apres la gure 3.15). La ponderation du WRR est
EF = 20; AF = 3 et BE = 1. Les gures 3.21 a 3.23 montrent l'evolution du taux de perte,
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Figure 3.18 Perte moyenne en fonction du SNR moyen
















Figure 3.19 Delai moyen en fonction du SNR moyen
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Figure 3.20 Gigue moyenne en fonction du SNR moyen.
du delai et de la gigue en fonction du PER. Il est interessant de remarquer sur ces gures
que les metriques decroissent lentement de 10 4 a 10 2 avant d'augmenter brusquement
lorsque le PER est xe a 10 1. Ceci peut s'expliquer par le fait qu'en imposant un PER
tres faible (10 4 par exemple), la detection des paquets corrompus devient beaucoup plus
selective. Dans ce cas, l'AMC privilegie l'utilisation des schemas de modulation les plus
robustes (BPSK et QPSK), ce qui entra^ne l'utilisation de faibles taux de transmission, et
par consequent une augmentation du delai moyen. A faible PER, l'augmentation du taux de
perte est principalement due aux pertes liees au remplissage des les d'attente, etant donne
que les paquets sont envoyes a des taux de transmission plus faibles. Lorsque le PER =
10 1, le risque de corruption des paquets est plus eleve. Ceci entra^ne comme consequence
immediate l'augmentation des retransmissions et du delai moyen (voir section 1.3.1.2). Les
paquets sont denitivement perdus lorsqu'ils ne sont pas correctement recus au bout de n
retransmissions.
Cette etude revele d'une part qu'un compromis doit e^tre fait entre la probabilite d'erreur
desiree par trame (PER) et les performances du reseau et d'autre part que l'utilisation d'un
PER = 10 2 serait un bon compromis dans ce cas. Soulignons que ces resultats concordent
avec ceux de [15].
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Figure 3.21 Perte moyenne en fonction du PER















Figure 3.22 Delai moyen en fonction du PER
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Figure 3.23 Gigue moyenne en fonction du PER
3.4.3.3 Impact de la frequence Doppler
Nous avons vu dans la section 3.4.3.1 que la probabilite d'etat k depend uniquement du
SNR moyen et du taux d'erreur par trame donc l'impact de la frequence Doppler n'est pas
aussi evident a observer que celui des autres parametres.
La frequence Doppler est fortement liee a la vitesse de variation du canal. Une frequence
Doppler faible signie que le canal peut passer beaucoup de temps dans un etat, par exemple
un etat d'evanouissement profond, tandis qu'une frequence Doppler elevee signie que le ca-
nal varie tres rapidement et passe tres peu de temps dans un etat d'evanouissement profond.
Rappelons que ces etats se caracterisent par un faible taux de transmission, donc une aug-
mentation du delai de transmission, et dans le pire des cas, une augmentation du taux de
perte, lorsque le nombre maximal de retransmissions est atteint. Une frequence Doppler trop
faible diminue donc la qualite du lien et degrade les performances du reseau alors qu'une
frequence Doppler elevee les ameliore [9, 15, 18].
Puisque l'augmentation de la frequence Doppler diminue la duree des evanouissements, il
est donc tres probable que les paquets soient transmis avec des taux de transmission die-
rents, qui peuvent e^tre eleves ou faibles. Cette situation est tres semblable a notre utilisation
du modele des cha^nes de Markov a etats discrets. En eet, dans les resultats des sections
precedentes, une estimation du canal est requise pour chaque paquet a transmettre. Cette
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utilisation se rapproche alors de la modelisation d'un canal ayant une frequence Doppler ele-
vee. Il en decoule que la variation de la frequence Doppler n'a aucun impact sur ce modele
de canal.
Dans ce chapitre, nous avons implemente l'ordonnanceur DiServ entre les couches IP
et MAC et nous avons observe la qualite de service oerte par ce dernier dans un canal
sans l variable. Les simulations realisees ont permis de verier les implementations des
modules DiServ et AMC dans le simulateur NS-2. Il s'agissait principalement d'observer le
fonctionnement de l'ordonnanceur DiServ sur un lien physique dont le taux de transmission
peut e^tre constant ou variable. Les variations de ce taux sont introduites par la mise en place
du procede d'adaptation de modulation et de codage.
Que le canal soit variable ou non, la priorite de service est toujours accordee au trac
de voix, suivi du trac video lorsque les poids de l'ordonnanceur WRR verient la regle
d'attribution proposee dans ce chapitre car ces derniers (les poids) dependent uniquement
du nombre de bits transmis. Les resultats obtenus dans un canal variable ont montre d'une
part que l'augmentation du SNR diminue les metriques de performance et ameliore ainsi les
performances du reseau et d'autre part qu'il y a un compromis a faire entre le taux d'erreur
souhaite par paquet et les performances du reseau notamment en termes de perte et delai
moyen. Il est important de remarquer que ces conclusions concordent parfaitement avec les
resultats de [15]. Cependant, l'utilisation des probabilites stationnaires pour conna^tre l'etat
du canal est comparable a l'utilisation d'une frequence Doppler tres elevee. Il ne nous a donc
pas ete possible de verier l'impact d'une frequence Doppler faible sur les performances du
reseau. Le lecteur est invite a lire [15, 18] pour obtenir de plus amples informations. Dans
les chapitres suivants, nous utiliserons un minuteur (ou \timer") pour simuler la vitesse de
variation du canal sans l etant donne que le modele etudie est independant de la frequence
Doppler.
Le prochain chapitre presente l'implementation de Wireless-DiServ* dans le simulateur
NS-2. Cette fois-ci, l'ordonnanceur DiServ est implemente dans la couche IP et le concept




L'implementation du modeleWireless-DiServ* requiert la mise en place du module Di-
Serv dans la couche IP, en plus de l'utilisation conjointe de l'AMC et des routes disjointes.
Ce modele utilise aussi le concept de lien logique. Un lien logique est constitue de 3 liens
physiques entre deux nuds adjacents. An de rendre la disjonction de routes possible en
tout temps (quel que soit le nombre de sauts entre l'origine et la destination), et d'assurer
l'independance des canaux utilises, nous equipons chaque nud de trois (3) interfaces con-
gurees sur des frequences non-chevauchantes. Chaque interface voit un canal sans l variable.
Les variations sont independantes d'un canal a l'autre. L'objectif principal de ce chapitre est
de verier l'implementation du modele Wireless-DiServ* 1 sans l'adaptation des poids et
de comparer ses performances a celles de quelques autres politiques de service. La premiere
partie du chapitre porte sur l'etude de performance d'un reseau de deux (2) nuds desservi
par trois politiques d'ordonnancenment : Wireless-DiServ*, DiServ et FIFO tandis que la
deuxieme partie porte sur l'etude des performances d'un reseau de trois (3) nuds et d'un
reseau maille sans l de cinq (5) nuds. Les poids de l'ordonnanceur de paquets du Wireless-
DiServ* sont xes a EF = 20; AF = 3 et BE = 1 et restent constants pendant toute la
duree des simulations.
4.1 Temps d'echantillonnage
Nous avons montre dans le chapitre precedent que la variation de la frequence Doppler
n'a aucune incidence sur le modele du canal etant donne qu'un tirage aleatoire sur les proba-
bilites stationnaires est eectue avant la transmission ou la retransmission d'un paquet. En
consequence, un tel procede est equivalent a l'utilisation d'une frequence Doppler tres elevee.
Comme les routeurs mesh sont xes, la plage de variation de la frequence Doppler demeure
faible. On peut supposer que dans les reseaux mailles sans l, la frequence Doppler varie entre
5 Hz et 20 Hz [19].
Pour ralentir la vitesse de variation du canal dans notre etude, nous utiliserons une horloge,
ou timer, dont la periode determinera l'intervalle de temps pendant lequel le canal sera
suppose constant. Les proprietes temporelles du canal sans l sont utilisees pour determiner
la periode du timer. Rappelons d'abord ce qu'est le temps de coherence d'un canal sans l.
1. A partir de ce chapitre, le terme DiServ* est mis pour Wireless-DiServ*
57
Le temps de coherence, note Tc, est l'intervalle de temps au cours duquel l'amplitude du
canal change considerablement [46]. Le temps de coherence Tc est inversement proportionnel




Les realisations du canal a intervalle de Tc sont independantes. Cependant, apres un intervalle
de temps equivalent a Tc=10, l'amplitude du canal peut avoir susamment change et doit e^tre
re-evaluee [46]. C'est donc la frequence a laquelle nous ferons l'echantillonnage du canal et
plus tard la detection de pannes. Le canal est suppose constant pour tous les paquets transmis
pendant une periode de temps egale a Tc=10. De plus, on s'assure que pour des frequences
inferieures a 20 Hz, la periode du timer (Tc=10) est inferieure au temps de transmission d'un
paquet.
Dans le modele Wireless-DiServ*, les nuds sont equipes de trois (3) cartes reseau
sans l. Chaque carte voit un canal de Rayleigh plat a evanouissements lents. Toutefois, les
proprietes statistiques du canal sont les me^mes pour toutes les interfaces c'est-a-dire que tous
les canaux ont la me^me frequence d'echantillonnage, le me^me SNR moyen et le me^me taux
d'erreur cible. Nous utilisons dans la suite une frequence de variation de 5 Hz, un SNR moyen
de 15 dB et un PER moyen egal a 10 4. Une frequence de variation de 5 Hz signie que l'etat
des canaux change toutes les 3.581 ms.
4.2 Performance sur un lien
La topologie presentee sur la gure 4.1 est constituee de deux routeurs mesh, une source
(S) et une destination (D), equipes chacun de trois interfaces. Trois (3) congurations internes
ressortent d'une telle architecture.
Dans un premier temps, nous voulons verier l'implementation de Wireless-DiServ*. Le
fonctionnement interne du nud source est donc identique a ce qui est presente dans la section
2.2.2 du chapitre 2. Tous les paquets sont mis en attente dans des les virtuelles situees dans
la couche IP. Il y a une le d'attente virtuelle par type de trac. L'ordonnanceur DiServ*
decide la classe du paquet a servir mais c'est le module de routage qui decide l'interface de
sortie vers laquelle ce paquet doit e^tre envoye en tenant compte de l'interface qui a le meilleur
canal. Cette conguration est nommee DiServ* ou DS*. La capacite maximale de chaque
le virtuelle est 150 paquets de 1520 octets.
La deuxieme conguration possible est presentee sur la gure 4.2. Comme on peut le voir,
la couche IP s'occupe uniquement de l'operation de routage puis choisit l'interface de sortie.




























Figure 4.2 Protection DiServ Standard dans un nud mesh
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vers les interfaces. Chaque interface a une chance sur trois (1=3) de recevoir un nouveau
paquet. Dans cette conguration, le module DiServ est implemente sur chaque interface. Il
y a alors autant d'ordonnanceurs DiServ que d'interfaces. Il n'est donc pas necessaire de faire
une estimation du canal puisque tous les canaux seront utilises avec la me^me probabilite. Cette
conguration est celle du DiServ classique ou DS. Chaque le virtuelle du module DiServ
compte au maximum 50 paquets de 1520 octets. Chaque interface peut donc recevoir au
maximum 150 paquets de 1520 octets. Comme pour l'ordonnanceur DiServ*, la ponderation
utilisee par chaque ordonnanceur DiServ est EF = 20; AF = 3 et BE = 1.
La troisieme conguration consiste a ne pas faire de dierenciation de service. Il n'y a
donc pas d'ordonnanceur DiServ mais uniquement des les d'attente de type Premier Arrive
Premier Servi (FIFO). Les paquets sont servis par ordre d'arrivee a l'interface. Les interfaces
sont choisies de maniere equiprobable. De facon schematique, sa representation est presentee
sur la gure 4.3. Mesuree en octets, la capacite maximale d'une le FIFO est 150 paquets de
1520 octets. Ce cas est traite uniquement a titre comparatif.
L'objectif de cette section est de faire varier la charge de trac envoyee dans le reseau et
de comparer les performances oertes par ces trois congurations. Les caracteristiques des













Figure 4.3 Files d'attente FIFO dans un nud mesh
4.2.1 Classe EF { Trac VoIP
Nous comparons, dans cette section, l'eet des trois politiques de service sur les perfor-
mances du trac VoIP.
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4.2.1.1 Mesure des pertes
La gure 4.4 montre l'augmentation des pertes en fonction du volume de trac envoye et
de la politique de service. Les dierences entre le taux de perte des mecanismes DiServ et
DiServ* ne sont pas tres signicatives etant donne que ces deux methodes utilisent la me^me
ponderation pour faire la dierenciation de service et que la capacite totale de tous les buers
est la me^me en passant d'une conguration a l'autre. D'ou les pertes engendrees par ces deux
methodes sont representees par une me^me courbe. Cette gure montre egalement que la
politique FIFO semble orir, dans ce cas, une meilleure qualite de service au trac VoIP. En
eet, jusqu'a environ 200 sources, il n'y a quasiment aucune perte dans le reseau. Cependant,
au dela de 200 sources, les pertes DiServ et DiServ* augmentent beaucoup plus vite que
les pertes FIFO. Et pour preuve, avec 212 sources de voix soit une charge approximative de
6.8 Mb/s, le trac VoIP enregistre a peine 1% de perte avec FIFO contre 5% avec DiServ ou
DiServ*. Toutefois, il n'est pas encore possible d'armer que FIFO garantit une meilleure
qualite de service au trac VoIP sans avoir observe les autres metriques de qualite de service.
4.2.1.2 Mesure du delai moyen
La gure 4.5 montre la variation du delai moyen du trac VoIP en fonction du volume de
trac envoye et de la politique de service. Cette gure montre un renversement de tendance
par rapport aux observations de la gure 4.4. On constate d'abord que, quelle que soit la
charge de trac, DiServ et DiServ* engendrent moins de delai que FIFO. Par ailleurs, le
gain en perte (4%) obtenu gra^ce a FIFO se traduit par une augmentation de delai d'environ
70 ms. Bien que cette augmentation du delai semble e^tre acceptable, elle pourrait ne pas
e^tre toleree par certaines applications de VoIP. Dans ce cas, les besoins speciques de chaque
application doivent e^tre pris en compte an d'etudier la possibilite d'un eventuel compromis.
D'autre part, a faible charge, la diminution de delai avec DiServ* s'explique par le fait
queWireless-DiServ* envoie preferentiellement les paquets vers l'interface qui a un canal de
meilleure qualite c'est-a-dire le canal qui envoie les paquets a un taux plus eleve reduisant de
ce fait le delai de transmission. Lorsque le reseau est sature, les paquets arrivent tres vite et
il faut donc les servir le plus vite possible en utilisant toutes les ressources disponibles. Dans
de telles circonstances, toutes les interfaces doivent e^tres utilisees independamment de l'etat
de leur canal. C'est ce qui explique qu'a forte charge les performances de DiServ* tendent
vers celles de DiServ.
A ce stade de l'analyse, il est encore dicile de se prononcer par rapport a la meilleure
politique de service, puisque nous n'avons pas encore observe l'impact de la politique de
service sur la gigue, ni mesure les performances des autres classes de trac.
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Figure 4.4 Reseau de 2 nuds : Pertes du trac VoIP en fonction de la politique de service.
















Figure 4.5 Reseau de 2 nuds : Delai moyen du trac VoIP en fonction de la politique de
service.
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4.2.1.3 Mesure de la gigue
La gure 4.6 montre la variation de la gigue du trac VoIP en fonction du volume de trac
envoye et de la politique de service. La politique de service des les d'attente aecte conside-
rablement la gigue des paquets. Contrairement aux observations precedentes, on observe une
forte dierenciation de la gigue en fonction de la politique de service. Tandis que DiServ
et FIFO presente une gigue croissant en fonction du volume de trac, la gigue mesuree avec
DiServ* ne uctue presque pas.
La forte diminution de la gigue peut e^tre due au fait que, lorsque les paquets d'une me^me
rafale sont servis par l'ordonnanceur DiServ* situe dans la couche IP, ils sont presqu'aussito^t
transmis des qu'ils sont envoyes vers l'interface de sortie parce que DiServ* envoie les
paquets vers une interface \disponible" c'est-a-dire pre^te a debuter une transmission. Le
temps d'attente est donc le temps mis par l'ordonnanceur pour nir le cycle entame avant
l'arrivee de ces paquets plus le temps mis pour servir les paquets situes en te^te de le.
Lorsqu'il y a trois ordonnanceurs DiServ, les paquets d'une me^me rafale sont distribues
sur les trois interfaces. Le temps d'attente sur chaque interface est variable et depend du
nombre de paquets deja en attente dans la le virtuelle a laquelle appartient le paquet et de
la position des ordonnanceurs dans les cycles de WRR en cours. En consequence, on voit une
augmentation de la gigue avec la conguration DiServ. De me^me, avec une conguration
FIFO, lorsque les paquets d'une me^me rafale sont distribues sur les trois interfaces, le temps
d'attente sur les interfaces est variable et depend uniquement du nombre de paquets deja en
attente dans la le FIFO. C'est ce qui a pour consequence d'augmenter la gigue moyenne
lorsqu'on passe d'une conguration DiServ* a une conguration \non-DiServ* ".
Eu egard a tout ce qui precede, la politique FIFO reduit les pertes du trac VoIP tandis
que DiServ et DiServ* en diminue le delai moyen. De plus, seul DiServ* en reduit la gigue
moyenne.
4.2.2 Classe AF { Trac Video
Nous comparons, dans cette section, l'eet des trois politiques de service sur les perfor-
mances du trac Video.
4.2.2.1 Mesure des pertes
La gure 4.7 montre l'augmentation des pertes du trac video en fonction du volume de
trac envoye et de la politique de service. Les pertes des mecanismes DiServ et DiServ* sont
combinees sur une me^me courbe etant donne que leurs dierences sont presque negligeables.
L'impact de la politique de service sur les pertes du trac video est contraire a ce qui a ete
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Figure 4.6 Reseau de 2 nuds : Gigue du trac VoIP en fonction de la politique de service.
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Figure 4.7 Reseau de 2 nuds : Pertes du trac video en fonction de la politique de service.
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observe sur la gure 4.4 montrant les pertes du trac VoIP. En eet, avec moins de 200 sources
actives, la politique FIFO engendre moins de perte que DiServ ou DiServ*. Toutefois cette
dierence n'est que peu signicative. Au dela de 200 sources, les pertes DiServ et DiServ*
sont nettement inferieures aux pertes avec FIFO. Avec 212 sources de video, le trac video
enregistre 8% avec DiServ ou DiServ* contre 11% de perte avec FIFO. Il en resulte que
la dierenciation de service (DiServ ou DiServ*) semble, a priori, orir au trac video
une meilleure qualite de service que la politique FIFO. Il convient alors d'observer les autres
metriques an de verier cette hypothese.
4.2.2.2 Mesure du delai moyen
La gure 4.8 montre la variation du delai moyen du trac video en fonction du volume de
trac envoye et de la politique de service. L'analyse de cette gure revele un comportement
identique a celui de la gure 4.7. En eet, quel que soit le volume de trac, DiServ* engendre
moins de delai que FIFO. De plus, a faible charge, DiServ* engendre egalement moins de
delai que DiServ compte tenu du fait que DiServ* envoie les paquets vers l'interface qui
est immediatement pre^te a debuter la transmission et qui a le canal de meilleure qualite.
A ce niveau de l'analyse des performances, il est clair que la dierenciation des services,
DiServ et DiServ*, protege mieux le trac video que la politique de service FIFO. Obser-
vons enn, l'eet de ces trois politiques sur la gigue du trac video.
4.2.2.3 Mesure de la gigue
La gure 4.9 montre la variation de la gigue du trac video en fonction du volume de trac
envoye et de la politique de service. Comme sur la gure 4.6 qui presentait la gigue du trac
VoIP, on observe aussi sur la gure 4.9 que la gigue mesuree avec DiServ* ne uctue presque
pas tandis que celle de DiServ et FIFO varie considerablement en fonction du volume de
trac. La forte diminution de la gigue s'explique, ici encore, par les arguments avances dans
la sous-section 4.2.1.3. Avec DiServ*, le temps d'attente des paquets depend de la position
de l'ordonnanceur dans le cycle de WRR en cours et du nombre de paquets deja en attente
avant l'arrivee de ces paquets. Avec DiServ ou FIFO, le temps d'attente des paquets depend
de l'interface qui recoit le paquet et ce temps peut varier d'une interface a l'autre. Sur chaque
interface, le temps d'attente depend du nombre de paquets deja en attente et eventuellement
de la position de l'ordonnanceur dans le cycle de WRR en cours (cas de DiServ).
En consequence, il ressort de tout ce qui precede que la politique DiServ* protege mieux
le trac video du point de vue des trois metriques de qualite de service (perte, delai et gigue)
que les politiques DiServ et FIFO.
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Figure 4.8 Reseau de 2 nuds : Delai moyen du trac video en fonction de la politique de
service.

















Figure 4.9 Reseau de 2 nuds : Gigue du trac video en fonction de la politique de service.
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4.2.3 Classe BE { Trac Donnees
Nous comparons, dans cette section, l'eet des trois politiques de service sur les perfor-
mances du trac donnees.
4.2.3.1 Mesure des pertes
La gure 4.10 montre l'augmentation des pertes du trac donnees en fonction du volume
de trac envoye et de la politique de service. Encore une fois, les pertes des mecanismes
DiServ et DiServ* sont combinees sur une me^me courbe etant donne que leurs dierences
sont presque negligeables. L'impact de la politique de service sur les pertes du trac donnees
est identique a ce qui a ete observe sur la gure 4.7 qui revelait les pertes du trac video.
En eet, avec moins de 200 sources actives, la politique FIFO engendre moins de perte que
DiServ ou DiServ*. Toutefois, cette dierence est tres peu signicative. Au dela de 200
sources, les pertes DiServ et DiServ* sont nettement inferieures aux pertes avec FIFO.
Avec 212 sources de donnees, on enregistre 17% avec DiServ ou DiServ* contre 33% de
perte avec FIFO, soit environ le double de pertes DiServ*. La dierenciation de service
semble donc, a priori, orir au trac donnees une meilleure qualite de service que la politique
FIFO. Observons alors l'eet de la politique de service sur le delai moyen et la gigue an de
verier cette hypothese.
4.2.3.2 Mesure du delai moyen
La gure 4.11 montre la variation du delai moyen du trac donnees en fonction du volume
de trac et de la politique de service. Contrairement a la gure 4.10, la gure 4.11 montre que
c'est avec la politique FIFO que l'on note le moins de delai. Ce comportement est tout a fait
normal etant donne qu'en tolerant plus de perte dans un reseau, on s'attend a obtenir moins
de delai. C'est un compromis couramment observe entre le taux de perte et le delai moyen
d'un trac. Cependant, dans le cas present, ce compromis ne semble pas tres avantageux pour
le trac donnees.
En eet, si avec moins de 200 sources actives, FIFO procure moins de perte et moins de
delai au trac donnees, au dela de 200 sources, les pertes FIFO augmentent beaucoup plus
vite que celles des deux autres politiques tandis que le delai moyen sature approximativement
a 276 ms pour FIFO contre 304 ms pour DiServ et DiServ* soit une dierence d'environ
30 ms. En consequence, en tolerant le double des pertes mesurees avec DS/DS*, on gagnerait
seulement 30 ms de delai. Sachant que la classe BE n'a aucune exigence de qualite de service,
surtout pas en ce qui concerne le delai de ses paquets, il est preferable, dans la situation
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Figure 4.10 Reseau de 2 nuds : Pertes du trac donnees en fonction de la politique de
service.
















Figure 4.11 Reseau de 2 nuds : Delai moyen du trac donnees en fonction de la politique
de service.
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actuelle, d'avoir un delai supplementaire de 30 ms par paquet que de perdre 16% des paquets
juste pour gagner ces 30 ms.
L'analyse des gures 4.10 et 4.11 montre que la dierenciation des services, DiServ et
DiServ*, protege mieux le trac donnees que la politique de service FIFO. L'eet de ces trois
politiques sur la gigue du trac donnees nous permettra de departager DiServ et DiServ*.
4.2.3.3 Mesure de la gigue
La gure 4.12 montre la variation de la gigue du trac donnees en fonction du volume
de trac envoye et de la politique de service. Comme sur les gures 4.6 et 4.9, la gure 4.12
montre que la gigue mesuree avec DiServ* ne varie presque pas tandis que celle de DiServ
et FIFO evolue considerablement en fonction du volume de trac. En eet, les courbes de
DiServ et FIFO sont en forme de cloche tandis que celle de DiServ* est presque constante.
La forte diminution de la gigue s'explique, ici encore, par les arguments avances dans les
sous-sections 4.2.1.3 et 4.2.2.3.
En consequence, il ressort de tout ce qui precede que la politique DiServ* protege mieux
le trac donnees que les politiques DiServ et FIFO.
Nous venons d'etudier, separement, l'impact de la politique de service sur la qualite de
service de chaque classe de trac. Les resultats montrent clairement que DiServ* diminue
la gigue pour toutes les classes, mais protege egalement les tracs video et donnees des pertes
importantes engendrees par FIFO. En ce qui concerne le trac VoIP, la conclusion n'est pas
aussi evidente puisque nous avons montre que FIFO reduit de 4% les pertes de trac VoIP
mais augmente son delai d'environ 70 ms. L'analyse des pertes de paquet par classe nous
amene a penser que la politique FIFO fait appara^tre une certaine dierenciation de service
en faveur du trac VoIP. Cette hypothese merite d'e^tre veriee par une etude synchrone
des performances de toutes les classes. Cette etude permettra egalement de verier ou non
l'ecacite de DiServ* dans un reseau de deux nuds.
4.2.4 Etude du compromis entre DiServ* et FIFO
Dans cette section, nous comparons les performances du module DiServ* avec celles des
modules FIFO par interface.
La gure 4.13 montre l'evolution du taux de perte des deux mecanismes lorsque la charge
de trac augmente dans le reseau. On constate, bel et bien, sur cette gure que les courbes
illustrant le fonctionnement des les FIFO font appara^tre une certaine dierenciation entre
les trois classes de trac. En eet, a partir de 192 sources par classe, les pertes des les FIFO
se demarquent des pertes DiServ*. Comparees aux pertes DiServ*, les pertes des tracs
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Figure 4.12 Reseau de 2 nuds : Gigue du trac donnees en fonction de la politique de
service.
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Figure 4.13 DiServ* vs FIFO : Perte moyenne par classe dans un reseau de 2 nuds
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video et donnees augmentent rapidement tandis que les pertes du trac de voix diminuent
par rapport aux pertes DiServ*. Pour un volume de trac equivalent a 212 sources/classe
soit environ 6.8 Mb/s par classe, le trac de voix n'enregistre presqu'aucune perte alors que
les pertes des tracs de video et de donnees atteignent respectivement 17% et 33%. Le fort
taux de perte observe pour ces deux tracs (video et donnees) est lie a la capacite des les
d'attente. Les buers etant mesures en octets, lorsque ceux-ci commencent a se remplir, ils
n'acceptent de gros paquets que lorsque l'espace disponible le permet. Expliquons nos propos
par un exemple.
En incluant l'en-te^te IP, la taille moyenne des paquets de voix est 100 octets, celle des
paquets video est 820 octets et celle des donnees 1460 octets. Supposons que le buer peut
recevoir un dernier paquet de 1520 octets pour se remplir. Cela equivaut a :
{ 1520/100 = 15 paquets de voix ou,
{ 1520/820 = 1 paquet video et 7 paquets de voix ou,
{ 1520/1460 = 1 paquet de donnees.
Dans ces conditions, si le premier paquet qui arrive est un paquet de voix, il est evident que
tous les paquets de donnees qui viendront apres seront rejetes. De me^me si les 8 premiers
paquets arrives sont des paquets de voix, les paquets video qui suivront seront aussi rejetes.
Ainsi la mesure des les d'attente en octets est davantage favorable aux paquets de petite
taille qu'aux paquets plus gros. Dans ce projet, les paquets de petite taille appartiennent a
la classe EF et les gros paquets appartiennent aux classes AF et BE. C'est ce qui justie
que la dierenciation de service apparue sur la gure 4.13 soit favorable aux paquets de voix.
Cependant, la situation serait certainement tres dierente si les gros paquets appartenaient
a la classe EF.
L'analyse de la gure 4.13 a elle seule, montre que l'utilisation des les FIFO mesurees
en octets donne davantage de priorite a la VoIP, reduisant ainsi de 4% le taux de perte de ce
trac par rapport aux pertes mesurees pour ce me^me trac en utilisant DiServ*. Ce gain
engendre, cependant, une augmentation des pertes du trac video d'a peu pres 4% et une
augmentation des pertes du trac donnees d'a peu pres 17%. Il s'agit alors d'un compromis
entre le taux de perte tolere pour le trac voix et les pertes des deux autres classes de trac.
Dans le cas actuel, c'est le trac donnees qui subit presque tout l'impact d'un tel compromis
etant donne qu'il perd deux fois plus de paquets que DiServ*, soit environ le quadruple du
gain realise pour le trac VoIP. Vu comme cela, il est plus interessant d'admettre une perte
supplementaire de 4% du trac VoIP en utilisant DiServ* an de recuperer en contrepartie
environ 4% du trac video mais surtout pres de 17% du trac donnees.
Sur les gures 4.14 et 4.15, les courbes illustrant les performances des les FIFO montrent
que le delai moyen et la gigue par classe ne sont pas dierencies. C'est ce qui caracterise
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normalement l'utilisation de les FIFO dans un reseau. Ainsi, la gure 4.14 montre que le
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Figure 4.14 DiServ* vs FIFO : Delai moyen par classe dans un reseau de 2 nuds
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Figure 4.15 DiServ* vs FIFO : Gigue moyenne par classe dans un reseau de 2 nuds
compromis autorise pour les pertes n'a aucune incidence sur le delai mesure avec la politique
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FIFO tandis que DiServ* permet de reduire, notamment a faible charge, le delai moyen des
classes EF et AF par rapport aux valeurs mesurees lorsque nous utilisons des les FIFO.
La gure 4.15, quant a elle, indique encore une fois que, compare au mecanisme FIFO,
DiServ* reduit la gigue moyenne par paquet. La justication est la me^me que celle des
sous-sections precedentes. Lorsque les paquets d'une me^me rafale sont distribues sur les trois
interfaces, le temps d'attente sur chaque interface est variable et depend uniquement du
nombre de paquets deja en attente dans la le FIFO. C'est ce qui a pour consequence d'aug-
menter la gigue moyenne lorsqu'on passe d'une conguration DiServ* a une conguration
\non-DiServ* ".
Au regard de tout ce qui precede, l'utilisation de DiServ* s'avere e^tre l'option la plus
equitable dans ce reseau d'une part parce qu'elle garantit une dierenciation de service au
niveau des trois metriques de performance (perte, delai, gigue) et d'autre part, parce qu'elle
regule egalement les pertes des tracs de video et de donnees comparativement aux pertes
observees lors de l'utilisation des les FIFO.
Les observations des sous-sections precedentes, 4.2.1, 4.2.2, 4.2.3 et 4.2.4, montrent l'e-
cacite du mecanisme DiServ* dans un reseau sans l multi-radios compose de 2 nuds. Il
en ressort essentiellement que DiServ* permet de reduire la gigue des paquets et qu'a faible
charge, il reduit egalement le delai moyen par paquet.
Dans la section suivante, nous comparerons a nouveau les trois (3) congurations etudiees
dans cette section (DiServ*, DiServ et FIFO) dans un reseau de cinq (5) nuds. Le but
de cette etude etant de valider ou d'inrmer la conclusion selon laquelle DiServ* ore une
meilleure qualite de service que les deux autres politiques etudiees (DiServ et FIFO).
4.3 Performance dans un reseau
Nous reprenons l'etude realisee a la section 4.2 en considerant cette fois-ci un reseau maille
de 5 nuds dont la topologie est presentee sur la gure 4.16.
Il existe trois (3) routes logiques entre la source S et la destinationD (S A D, S B D
et S C D) et un lien logique entre chaque paire de nuds appartenant a une route logique.
Lorsque la source S genere un paquet, le protocole de routage MPOLSR lui assigne la
route a suivre en utilisant l'algorithme de \round robin". Ainsi, si le paquet 1 est envoye par
la route S   A   D, le paquet 2 sera envoye par la route S   B   D, le paquet 3 par la
route S   C  D, le paquet 4 par la route S   A D et ainsi de suite. Apres avoir choisi la
route logique par laquelle le paquet sera achemine, il faut choisir l'interface par laquelle il doit
e^tre envoye. L'assignation de l'interface de sortie depend de la conguration interne etudiee.








Figure 4.16 Reseau sans l a 5 nuds
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protocole MPOLSR qui s'execute aussi au nud intermediaire verie que le prochain nud
auquel le paquet sera envoye est bien un voisin du nud actuel. A partir de ce point, chaque
paire de nuds successifs est comparable a un reseau de 2 nuds relies par un lien logique.
La description de cette architecture a ete faite dans la section 4.2. Si le modele DiServ* est
utilise, soit, le paquet est directement envoye vers l'interface disponible qui a le meilleur canal,
soit, il est place dans un buer en attendant qu'une interface se libere. Si les modeles DiServ
ou FIFO sont utilises, MPOLSR choisit aleatoirement l'interface par laquelle le paquet doit
e^tre envoye au prochain nud. Ensuite le paquet est soit mis en attente dans une le virtuelle
de l'interface, soit envoye directement.
Les autres parametres de simulation restent inchanges c'est-a-dire les poids du WRR, la
capacite maximale des les d'attente, les proprietes statistiques du canal et les caracteristiques
du trac.
4.3.1 Classe EF { Trac VoIP
Nous comparons, dans cette section, l'eet des trois politiques de service sur les perfor-
mances du trac VoIP.
4.3.1.1 Mesure des pertes
La gure 4.17 montre l'augmentation des pertes en fonction du volume de trac envoye
et de la politique de service. Les pertes occasionnees par les deux methodes de dierenciation
sont du me^me ordre de grandeur mais cette fois-ci, les dierences sont plus signicatives et on
constate que par rapport a DiServ, DiServ* reduit de 1% les pertes du trac VoIP. C'est
l'un des avantages de l'utilisation de plusieurs routes disjointes entre deux nuds. En eet,
la trifurcation du trac permet de repartir la charge totale du trac sur plusieurs routes et
de reduire les pertes dues aux evanouissements du canal sans l ou a la congestion des liens.
En comparant les politiques DiServ et DiServ* a la politique FIFO, les resultats sont
semblables a ceux d'un reseau de 2 nuds. En eet, a faible charge c'est-a-dire jusqu'a 96
sources, les trois politiques produisent presqu'un me^me taux de perte avec un leger avantage
pour DiServ*. Cependant, au dela de 96 sources ou a forte charge, la politique FIFO genere
moins de perte que les mecanismes DiServ et DiServ*. Avec 106 sources actives, les les
FIFO reduisent approximativement de 5.5% les pertes mesurees avec DS*. Comme nous
l'avons montre dans la section 4.2, ce gain en perte est lie au fait que la capacite des les
d'attente FIFO est mesuree en octets et que les paquets les plus petits appartiennent a la
classe EF.
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Figure 4.17 Reseau de 5 nuds : Pertes du trac VoIP en fonction de la politique de service.
4.3.1.2 Mesure du delai moyen
La gure 4.18 montre la variation du delai moyen du trac VoIP en fonction du volume
de trac envoye et de la politique de service. Les conclusions sont les me^mes que celles de
la sous-section 4.2.1.2. Quel que soit le volume de trac, et en particulier a faible charge,
DiServ et DiServ* engendrent nettement moins de delai que FIFO. Par ailleurs, le gain en
perte (5.5%) obtenu gra^ce a FIFO se traduit par une augmentation de delai d'environ 160
ms. Ainsi, en augmentant la complexite du reseau, le gain en perte issu de l'utilisation des
les FIFO passe de 4% a 5.5% tandis que l'augmentation de delai passe de 70 ms a 160 ms.
Un delai supplementaire de 160 ms pourrait s'averer intolerable pour certaines applications.
Dans une telle situation, les besoins speciques de chaque application doivent e^tre pris en
compte an d'etudier la possibilite d'un eventuel compromis entre le taux de perte et le delai
moyen. Dans le cas ou un tel compromis ne serait pas envisageable, il conviendra d'utiliser
DiServ ou DiServ* pour que le reseau fonctionne de facon optimale. Rappelons, neanmoins,
que si les gros paquets appartenaient a la classe EF, les les FIFO ne feraient pas appara^tre
cette dierenciation en faveur du trac VoIP, et aucun compromis ne serait necessaire.
Par ailleurs, DiServ* ameliore considerablement le delai moyen lorsque le reseau fonc-
tionne en dessous de la zone de saturation etant donne que DiServ* n'envoie pas les pa-
quets au hasard mais les envoie preferentiellement vers l'interface de sortie qui a le canal de
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Figure 4.18 Reseau de 5 nuds : Delai moyen du trac VoIP en fonction de la politique de
service.
meilleure qualite c'est-a-dire que ce canal envoie les paquets au taux de transmission le plus
eleve reduisant ainsi le delai de transmission. A forte charge, il est necessaire d'utiliser toutes
les interfaces an de ne pas augmenter le temps de sejour des paquets dans les buers. En
regime sature, on mesure une augmentation d'environ 10 ms par rapport a DiServ. Cette
legere augmentation du delai est due a la diminution du taux de perte, gain de 1% par rapport
a DiServ.
4.3.1.3 Mesure de la gigue
La gure 4.19 montre la variation de la gigue du trac VoIP en fonction du volume
de trac envoye et de la politique de service. Cette gure conrme que DiServ* reduit
eectivement la gigue moyenne des paquets pour les me^mes raisons que celles evoquees dans
la section 4.2. La gigue est la variation du delai entre deux paquets consecutifs. Dans l'analyse
qui suit, nous faisons l'hypothese que deux paquets consecutifs appartiennent a une me^me
rafale. Avec le mecanisme DiServ*, le temps de sejour, dans les buers, des paquets d'une
me^me rafale depend uniquement du nombre de paquets deja en attente et de la position de
l'ordonnanceur dans le cycle de WRR en cours. En utilisant des les d'attente par interface
(DiServ ou FIFO), les paquets de la me^me rafale sont distribues aleatoirement sur toutes
les interfaces. Le temps d'attente sur chaque interface depend des deux faits sus-cites dans
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Figure 4.19 Reseau de 5 nuds : Gigue du trac VoIP en fonction de la politique de service.
le cas de DiServ, et uniquement du nombre de paquets deja en attente dans le cas FIFO.
Cependant, ce temps varie d'une interface a l'autre et lorsque deux paquets consecutifs d'une
me^me rafale se retrouvent sur des interfaces dierentes, ils subissent des delais d'attente
dierents et cela se traduit par une augmentation de la gigue.
Eu egard a tout ce qui precede, la politique FIFO reduit les pertes du trac VoIP tandis
que DiServ et DiServ* en diminue le delai moyen. De plus, seul DiServ* en reduit la gigue
moyenne.
4.3.2 Classe AF { Trac Video
Nous comparons, dans cette section, l'eet des trois politiques de service sur les perfor-
mances du trac Video.
4.3.2.1 Mesure des pertes
La gure 4.20 montre l'augmentation des pertes du trac video en fonction du volume
de trac envoye et de la politique de service. DiServ* occasionne moins de perte que les
deux autres politiques. En eet, on note une diminution de 1% en faveur de DiServ* entre
DS et DS*, et avec 106 sources actives, une diminution d'environ 6% entre DS* et FIFO.
L'augmentation de 6% est a peu pres egale a la diminution des pertes du trac VoIP de 5.5%.
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Figure 4.20 Reseau de 5 nuds : Pertes du trac video en fonction de la politique de service.
Il en ressort que c'est donc le prix a payer pour obtenir de la dierenciation avec l'usage des
les FIFO, bien qu'elles n'aient pas ete concues a cet eet. Ainsi, du point de vue des pertes,
c'est la dierenciation de service (DiServ ou DiServ*) qui ore au trac video une meilleure
qualite de service que la politique FIFO.
4.3.2.2 Mesure du delai moyen
La gure 4.21 montre la variation du delai moyen du trac video en fonction du volume de
trac envoye et de la politique de service. L'analyse de cette gure revele un comportement
identique a celui de la gure 4.20. En eet, quelle que soit la charge de trac, DiServ* en-
gendre moins de delai que FIFO. De plus, a faible charge, DiServ* engendre egalement moins
de delai que DiServ compte tenu du fait que DiServ* envoie les paquets vers l'interface
qui est immediatement pre^te a debuter la transmission et qui a le canal de meilleure qualite.
Cependant, en regime sature, on mesure une augmentation d'environ 10 ms par rapport a
DiServ. Cette legere augmentation du delai est due a la reduction de 1% des pertes causees
par DS*.
En consequence, du point de vue des pertes et du delai, DiServ* ore au trac video
une meilleure qualite de service que les politiques DiServ et FIFO.
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Figure 4.21 Reseau de 5 nuds : Delai moyen du trac video en fonction de la politique de
service.
4.3.2.3 Mesure de la gigue
La gure 4.22 montre la variation de la gigue du trac video en fonction du volume de
trac envoye et de la politique de service. Comme attendu, DiServ* maintient la gigue
constante tandis que les gigues mesurees avec DiServ et FIFO sont variables en fonction du
volume de trac. DiServ* a donc un eet regulateur sur le trac du reseau. La diminution
de la gigue s'explique par les me^mes raisons que celles avancees dans la section 4.2.
En consequence, il ressort de tout ce qui precede que la politique DiServ* protege mieux
le trac video que les politiques DiServ et FIFO puisqu'elle produit notamment moins de
perte, moins de delai et moins de gigue.
4.3.3 Classe BE { Trac Donnees
Nous comparons, dans cette section, l'eet des trois politiques de service sur les perfor-
mances du trac donnees.
4.3.3.1 Mesure des pertes
La gure 4.23 montre l'augmentation des pertes du trac donnees en fonction du volume
de trac envoye et de la politique de service. Comme pour le trac video, DiServ* occasionne
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Figure 4.22 Reseau de 5 nuds : Gigue du trac video en fonction de la politique de service.
























Figure 4.23 Reseau de 5 nuds : Pertes du trac donnees en fonction de la politique de
service.
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moins de perte que les deux autres politiques. En eet, on note, ici aussi, une diminution des
pertes de 1% en faveur de DiServ*, entre DiServ et DiServ*. Jusqu'a 96 sources actives, la
politique FIFO engendre moins de perte que DiServ mais plus de perte DiServ*. Toutefois
ces dierences sont tres peu signicatives. Au dela de 96 sources, les pertes DiServ et
DiServ* sont nettement inferieures aux pertes avec FIFO. Avec 106 sources de donnees,
on enregistre approximativement 20% de perte avec DiServ*, avec 21% DiServ et 44% de
perte avec FIFO, soit environ le double de pertes DiServ/DiServ*.
4.3.3.2 Mesure du delai moyen
La gure 4.24 montre la variation du delai moyen du trac donnees en fonction du volume
de trac et de la politique de service. Les avantages de la trifurcation du trac se font ressentir
egalement sur cette gure. En eet, contrairement a la gure 4.2.3.2 les politiques DiServ*
et FIFO produisent pratiquement le me^me delai moyen tant que le reseau n'est pas sature. La
politique DiServ, quant a elle, produit legerement plus de delai que DiServ* et FIFO lorsque
le reseau est exploite en dessous de la saturation. Lorsque le reseau est sature, nous mesurons
approximativement 637 ms avec DiServ*, 628 ms avec DiServ et 602 ms avec FIFO. Cela
equivaut a une augmentation d'environ 10 ms de DiServ a DiServ* due a la diminution des
pertes de 1% et une augmentation d'environ 35 ms de FIFO a DiServ* due a la diminution
des pertes de 24%. Le compromis entre DiServ et DiServ* est tout a fait concevable dans
la mesure ou on gagne 1% de perte tandis que le delai moyen de tous les paquets augmente
de 10 ms avec DiServ*. Cependant le compromis entre DiServ/DiServ* et FIFO semble
moins payant car on gagne seulement 30 ms ou 35 ms de delai avec les les FIFO si on
accepte de perdre 24% des paquets, soit environ le double des pertes DiServ/DiServ*.
Sachant que la classe BE n'a aucune exigence de qualite de service, surtout pas en ce qui
concerne le delai de ses paquets, il est plus satisfaisant, dans la situation actuelle, d'avoir
un delai supplementaire de 30 ms ou 35 ms par paquet que de perdre la moitie des paquets
envoyes. L'utilisation de DiServ ou DiServ* est donc preferable. La mesure de la gigue
nous permettra certainement d'armer que DiServ* est la politique qui garantit, au trac
donnees, des performances optimales.
4.3.3.3 Mesure de la gigue
La gure 4.25 montre la variation de la gigue du trac donnees en fonction du volume de
trac envoye et de la politique de service. Cette gure conrme nos attentes en prouvant que
la qualite de la protection oerte par DiServ* se mesure sur la gigue des paquets. Les raisons
de cet etat de chose sont expliquees dans la section 4.2 et les sous-sections precedentes.
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Figure 4.24 Reseau de 5 nuds : Delai moyen du trac donnees en fonction de la politique
de service.
















Figure 4.25 Reseau de 5 nuds : Gigue du trac donnees en fonction de la politique de
service.
83
4.3.4 Etude du compromis entre DiServ* et FIFO
L'avantage de l'utilisation de DiServ* par rapport aux les FIFO appara^t encore sur
les gures 4.26 a 4.28.
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Figure 4.26 DiServ* vs FIFO : Perte moyenne dans un reseau de 5 nuds
L'eet de l'utilisation de plusieurs chemins n'est pas evident puisqu'on compare, ici, des
politiques de gestion de le d'attente totalement dierentes. Les conclusions issues de l'analyse
de ces gures sont donc semblables a celles des sections precedentes.
Dans le present cas, l'utilisation des les FIFO mesurees en octets semble orir une
meilleure protection au trac de voix car les paquets de cette classe sont de tres petite taille
et peuvent e^tre facilement stockees dans les buers. Les paquets de video et de donnees
(classes AF et BE respectivement), plus gros, sont par contre plus diciles a inserer dans les
buers lorsque le trac augmente. Cela donne lieu aux forts taux de perte observes pour les
tracs de video et de donnees sur la gure 4.26. Par ailleurs, ces forts taux de perte pour
la video et les donnees sont le prix a payer pour orir de la dierenciation de service en
utilisant des les FIFO. Ainsi pour reduire de 6% les pertes du trac VoIP, celles du trac
video ont augmente de presque 6% et celles du trac donnees d'a peu pres 24% soit environ
le quadruple du gain realise. Ce compromis cou^te donc tres cher au trac donnees.
D'autre part, la dierenciation apparente que l'on observe sur la gure 4.26 dispara^t sur
les gures 4.27 et 4.28 etant donne que la politique FIFO n'est pas concue pour faire de la
dierenciation mais simplement pour servir les paquets selon leur ordre d'arrivee. Puisque le
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Figure 4.27 DiServ* vs FIFO : Delai moyen dans un reseau de 5 nuds
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Figure 4.28 DiServ* vs FIFO : Gigue moyenne dans un reseau de 5 nuds
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compromis realise entre les pertes occasionnees par le mecanisme FIFO cou^te beaucoup trop
cher au trac donnees et que ce compromis n'a aucune incidence sur les autres metriques,
l'utilisation de DiServ* para^t l'option la plus juste dans le reseau. Bien que les pertes du
trac VoIP augmente de 6%, DiServ*, reduit de 6% les pertes du trac video, de 24% les
pertes du trac donnees et garantit une dierenciation du delai moyen et de la gigue des trois
classes de service.
Comme dans la sous-section 4.2.4, nous pouvons conclure que la dierenciation de services
permet une repartition equitable des ressources du reseau et de toujours assurer au trac EF
de meilleures performances (perte, delai et gigue) par rapport aux deux autres tracs.
4.4 Sommaire
Dans ce chapitre, nous avons explique le fonctionnement et l'implementation de DiServ*
puis procede a des tests par simulation. Nous avons montre qu'en deployant l'ordonnanceur
DiServ* dans la couche IP de facon a interagir avec le module de routage et en choisissant
l'interface de sortie des paquets en tenant compte de l'etat du canal, DiServ* ameliore les
performances d'un reseau en diminuant notamment la gigue moyenne par paquet mais aussi
le taux de perte des paquets. De plus, lorsque le reseau n'est pas sature, DiServ* reduit
aussi le delai moyen par paquet, comparativement au modele DiServ standard. Par ailleurs,
l'utilisation combinee de DiServ* et du routage par plusieurs chemins physiques reduit
d'environ 1% les pertes causees par le modele DiServ standard.
D'un autre co^te, en comparant les performances de DiServ* avec les performances des
les d'attente FIFO, nous avons vu que la dierenciation permet aussi de diminuer le delai
moyen du trac des classes EF et AF, d'assurer a toutes les classes de trac l'acces aux
ressources et de reguler les pertes par classe tout en priorisant le trac EF.
Dans ce chapitre, les poids de l'ordonnanceur DiServ* ont ete maintenus constants
pendant toute la duree des simulations, et ce, malgre les variations du canal. Dans le prochain
chapitre, nous introduisons la notion de detection de pannes dans un environnement sans l
et la solution que nous proposons pour reduire l'impact des pannes du canal sans l.
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CHAPITRE 5
WIRELESS-DIFFSERV* ET ADAPTATION DE POIDS
Au cours des tests realises dans les chapitres precedents, les poids de l'ordonnanceur WRR
ont ete choisis de facon a fournir une dierenciation minimale entre les trois classes de service.
En eet, pendant un cycle du WRR, l'ordonnanceur transmet 20 paquets de voix, 3 paquets
video et 1 paquet de donnees, ce qui represente une occupation de bande passante d'environ
42% pour la voix, 37% pour la video et 21% pour les donnees. De plus, ces poids ont ete
maintenus constants malgre les variations du canal sans l. Ainsi, les degradations du canal
aectent toutes les classes de trac sans aucune distinction. Cependant, l'avantage principal
du modele Wireless-DiServ* est le contro^le de canal qui permet d'assurer en permanence
l'acheminement du trac de haute priorite et d'en garantir la qualite de service. Dans ce
chapitre, nous proposons un mecanisme de contro^le de la qualite du canal integre aux modeles
Wireless-DiServ* et DiServ. A cet eet, le regroupement des etats de l'AMC permet de
denir trois niveaux de qualite et, pour chaque niveau, la bande passante occupee par chaque
classe de trac est xe. La repartition de la bande passante est telle qu'une dierenciation
quasi-minimale est assuree uniquement lorsque la qualite du canal est excellente. Lorsque la
qualite du canal est mauvaise, le trac prioritaire recoit au moins 80% de la bande passante
tandis que le trac le moins prioritaire en recoit juste 5%. Ainsi, la bande passante allouee
au trac prioritaire diminue progressivement lorsque la qualite du canal s'ameliore.
L'objectif principal de ce chapitre est de montrer que le contro^le de qualite des liens
permet non seulement d'ameliorer la qualite de service du trac VoIP mais aussi que le de-
ploiement de ce mecanisme avec DiServ* ajoute un supplement de protection par rapport au
deploiement avec DiServ. La section 5.1 decrit le fonctionnement du mecanisme de contro^le
de qualite et les caracteristiques des trois niveaux de qualite. La section 5.2, quant a elle, pre-
sente une expression analytique qui permet de calculer les poids du WRR associes a chaque
niveau de qualite puis les resultats experimentaux issus de l'implementation de cette expres-
sion. Ces resultats permettent de verier que les proportions de bande passante mesurees
experimentalement sont conformes aux valeurs attendues. Par la suite, dans les sections 5.3
et 5.4 nous evaluons les performances des trois classes de trac avec un ou des ordonnanceurs
a poids variables. La section 5.3 montre les resultats de l'etude d'un lien logique tandis que la
section 5.4 montre ceux d'un reseau maille. Dans la premiere partie de ces deux sections, une
etude comparative est faite entre la technique DiServ* combinee avec la variation des poids
et le mecanisme DiServ lui aussi combine avec la methode de variation des poids. Par la
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suite, nous comparons les performances de DiServ* obtenues avec une ponderation statique
et les performances obtenues avec une ponderation dynamique. Dans la derniere partie des
sections 5.3 et 5.4, nous presentons une etude qui montre l'avantage des poids dynamiques
dans un environnement ou le SNR moyen est variable.
5.1 Contro^le de qualite du canal
L'utilisation du procede d'AMC dans la couche PHY ameliore non seulement l'ecacite
spectrale des reseaux sans l mais nous permet egalement de denir des niveaux de qualite
dans le canal. Il est possible de denir autant de niveaux qu'il y a d'intervalles de SNR ou
d'etats dans la cha^ne de Markov. Cependant, an de limiter la complexite du probleme, nous
regroupons certains etats du canal de maniere a denir seulement trois niveaux de qualite.
Chaque niveau est caracterise par deux seuils de taux de transmission : un seuil minimal
et un seuil maximal. Etant donne qu'il nous revient de choisir les valeurs des seuils et les
pourcentages de bande passante par classe, nous avons choisi des valeurs qui priorisent le
plus possible le trac VoIP a mesure que le canal se degrade.
La qualite du canal est determinee par le taux de transmission oert sur chaque lien
physique. Avec l'adaptation de modulation et de codage, ce taux varie dans le temps puisque
le signal porte par une onde radioelectrique se degrade au cours du temps. Rappelons qu'avec
le standard 802.11g, le taux de transmission le plus faible est egal a 6 Mb/s et est obtenu avec
la modulation BPSK. Ainsi, le canal est considere\mauvais" lorsque son taux de transmission
est superieur ou egal a 6 Mb/s mais ne depasse pas 18 Mb/s. Cela correspond aux etats 0,
1, 2 et 3 du canal. Lorque le taux de transmission du lien est superieur a 18 Mb/s mais au
maximum egal a 36 Mb/s, nous supposerons que le canal est \bon". Cela correspond aux
etats 4 et 5 du canal. Le canal est considere \tres bon" lorsque le taux de transmission du
lien est superieur a 36 Mb/s. Cela veut dire que le canal se trouve dans l'etat 6 du canal.
Quelle que soit la qualite du lien, nous allons montrer qu'il est possible de toujours garantir
au trac VoIP au moins 50% de la capacite totale disponible en choisissant convenablement
les poids du WRR. Ainsi, nous proposons une repartition arbitraire de la bande passante
entre les trois classes de trac en fonction de la qualite mesuree. Lorsque le canal est \tres
bon", nous garantissons environ 50% de la bande passante totale a la VoIP, la video en recoit
environ 35% et les donnees 15%. Lorsque le canal est \bon", nous proposons de garantir
environ 60% de la bande passante totale a la VoIP, 30% a la video et 10% aux donnees.
Enn, lorsque le canal est \mauvais", nous devons garantir environ 80% de la bande passante
a la VoIP, 15% a la video et 5% aux donnees. L'importance de modier la repartition de
la bande passante en fonction de la qualite du lien est principalement liee a la qualite de
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service souhaitee pour chaque classe et au desir de maintenir les pertes du trac VoIP le plus
faible possible. En eet, et comme nous le verrons plus tard, le WRR est un algorithme qui
permet de garantir la fraction de la bande passante allouee a chaque classe de trac. Ainsi,
nous pourrions assigner les poids du WRR de facon a toujours garantir 80% de la bande
passante a la VoIP, 15% a la video et 5% aux donnees. Cependant, avec une telle repartition
les tracs de video et de donnees seront toujours negliges me^me lorsque la qualite du canal
est susamment bonne pour acheminer tous les types de trac. De la me^me facon, si le trac
VoIP recevait en permanence 50% de la bande passante, sa qualite de service se degraderait
beaucoup (plus de perte et de delai) lorsque le canal est mauvais. La variation de la bande
passante est donc un compromis pour assurer en permanence une bonne qualite de service
pour la VoIP tout en ameliorant les performances des autres tracs lorsque la qualite du canal
le permet. Le tableau 5.1 presente le resume des niveaux de qualite du canal, des etats de la
cha^ne de Markov et des taux de transmission qui leurs sont associes, ainsi que la repartition
de la bande passante entre les trois classes de trac.
Tableau 5.1 Niveaux de qualite et repartition de la bande passante
Qualite Etats du canal Seuils (Mb/s) EF AF BE
Mauvais f0, 1, 2, 3g [6, 18] 80% 15% 5%
Bon f4, 5g (18, 36] 60% 30% 10%
Tres bon f6g (36, 54] 50% 35% 15%
Par ailleurs, nous avons explique dans le chapitre 4 la relation entre la frequence Doppler
Fd du canal, son temps de coherence Tc et l'intervalle de variation du canal. Tous les paquets
transmis pendant une periode de temps egale a Tc=10 sont envoyes avec un me^me taux de
transmission car l'etat du media physique ne change qu'a intervalle de Tc=10. Aussito^t le
canal reevalue, les poids du WRR devront e^tre mis a jour en fonction de la qualite observee.
Ainsi, les poids du WRR ne sont pas xes mais peuvent varier au cours du temps en fonction
de la bande passante disponible a cet instant.
Dans la suite, nous utiliserons une frequence de variation de 5 Hz pour le canal, ce qui
veut dire que l'etat des canaux est mesure toutes les 3,581 ms et immediatement apres, les








= 279; 253Hz (5.1)
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5.2 Repartition de la bande passante
Dans le chapitre 3, nous avons explique comment choisir les poids du WRR de facon a
obtenir une dierenciation de services ou le trac VoIP est mieux protege que le trac video,
lui me^me mieux protege que le trac donnees. Nous expliquons dans cette section comment
choisir les poids du WRR de facon a garantir de la bande passante pour chaque classe. Soit
i et Ci respectivement le pourcentage de bande passante et la capacite alloues a la classe i









ou i est le poids assigne a la classe i et Li la longueur moyenne (ente^tes comprises) des






















Cette expression depend uniquement de la longueur des paquets, de la portion de bande
passante par classe et du poids de la classe BE. Ainsi, l'equation (5.4) permet de determiner les
poids a assigner aux trois classes de service en fonction de la qualite du lien, qu'il soit logique
ou physique. Etant donne que les quantites i doivent e^tre entieres, nous allons d'abord
implementer cette equation dans le simulateur puis verier la qualite des valeurs obtenues. A
cet eet, nous mesurons experimentalement la fraction de bande passante occupee par chaque
classe an de la comparer au pourcentage reel desire. Soit Ni le nombre total de paquets de
la classe i recus par la destination et soit Tsim la duree d'une simulation. Les capacites Ci et
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Pour valider la selection de poids donnee par l'equation (5.4) dans le simulateur NS-2,
nous evaluons d'abord experimentalement cette equation puis nous utilisons les poids obtenus
pour servir les les d'attentes des trois classes. A la n de la simulation, nous mesurons la
bande passante par classe. Trois scenarios sont etudies :
1. Le canal est de tres bonne qualite,
2. Le canal est de bonne qualite,
3. Le canal est de mauvaise qualite.
Toutes les simulations sont repetees 30 fois an de calculer les intervalles de conance a 95%.
La charge totale par classe varie entre 8,19 Mb/s (256 sources/classe) et 12,22 Mb/s (382
sources/classe). Les simulations sont realisees sur un lien logique (voir Figure 5.1) et nous










Figure 5.1 Lien logique entre deux nuds
La qualite du lien physique est dite \tres bonne" lorsque son taux de transmission moyen
est egal a 54 Mb/s. Dans ce cas, nous garantissons, par hypothese, environ 50% de la bande











La gure 5.2 montre la bande passante occupee par chaque trac lorsque tous les liens
physiques transmettent a 54 Mb/s. La repartition mesuree est presentee dans le tableau 5.2.
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Figure 5.2 Repartition de la bande passante sur un lien \tres bon"
Tableau 5.2 Sommaire de la repartition de la bande passante sur un lien \tres bon"
Classe Proportion mesuree (%)
EF 53,68  0,12
AF 29,20  0,98
BE 17,13  0,21
Bien que le trac video ne recoive pas le pourcentage (35%) qui devrait lui e^tre dedie, les resul-
tats obtenus sont tres satisfaisants car la ponderation trouvee (EF = 34; AF = 5; BE = 1)
est celle qui permet d'obtenir un ecart tres faible entre les proportions desirees pour les classes
EF et BE et les proportions obtenues par simulation.
Lorsque le taux de transmission moyen du lien physique est superieur a 18 Mb/s et au plus












La gure 5.3 montre la bande passante occupee par chaque trac lorsque tous les liens
transmettent a 24 Mb/s. La repartition mesuree est resumee dans le tableau 5.3.

























Figure 5.3 Repartition de la bande passante sur un lien \bon"
Bien que la repartition trouvee experimentalement soit encore un peu defavorable pour la
video, elle garantit, toutefois, au trac VoIP de conserver sa priorite de service face aux deux
autres classes.
Tableau 5.3 Sommaire de la repartition de la bande passante sur un \bon" lien
Classe Proportion mesuree (%)
EF 67  0,28
AF 21,78  1,31
BE 11,22  0,05
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Lorsque le taux de transmission moyen du lien est inferieur ou egal a 18 Mb/s, le lien est










La gure 5.4 montre l'occupation de bande passante pour chaque trac lorsque tous les liens
transmettent a 6 Mb/s. Les proportions mesurees par classe sont resumees dans le tableau 5.4.
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Figure 5.4 Repartition de la bande passante sur un \mauvais" lien
Tableau 5.4 Mesure de la repartition de la bande passante sur un \mauvais" lien
Classe Proportion mesuree (%)
EF 85,1  1,34
AF 9,46  2,40
BE 5,44  0,08
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Une fois de plus, le trac video ne recoit pas la part qui lui est due au detriment du trac
VoIP. Cette situation est due aux approximations faites lors de l'implementation de l'equation
(5.4) dans le simulateur. En eet, puisque les poids du WRR doivent e^tre des valeurs entieres,
il est necessaire d'arrondir les valeurs decimales a l'entier superieur ou inferieur. Ce sont donc
ces approximations qui aectent les proportions trouvees experimentalement. Neanmoins ces
valeurs experimentales sont celles qui rapprochent le plus des proportions desirees pour chaque
niveau de qualite.
5.3 Performance sur un lien
Dans la section precedente, nous avons deni trois niveaux de qualite et propose une
repartition de la bande passante entre les classes de trac puis, nous avons verie par simu-
lation que l'equation (5.4) permet de trouver la ponderation qui donne approximativement
les repartitions desirees. Pour cela, pour chaque niveau de qualite, tous les canaux ont ete
maintenus constants (c'est-a-dire pas d'AMC) an de mesurer les proportions de bande pas-
sante recues par chaque classe. A present, l'AMC est de nouveau activee. La frequence de
variation des canaux est 5 Hz, le SNR moyen egal a 15 dB et le PER egal a 10 4.
Le chapitre 4 de ce document a presente les resultats de performance pour les poids
statiques EF = 20, AF = 3 et BE = 1 et nous avions vu que les performances des modeles
DiServ et DiServ* sont similaires pour les pertes et le delai alors que la gigue est nettement
amelioree avec DiServ*. Dans la premiere partie de cette section, nous comparerons les
performances du modele DiServ* avec poids variables et celles de DiServ egalement avec
poids variables puis dans la deuxieme partie nous comparerons la qualite de service oerte
par les poids variables et les poids statiques en utilisant uniquement DiServ*.
5.3.1 Comparaison DiServ vs DiServ*
Nous comparons les performances de DiServ et DiServ* lorsque les deux modeles uti-
lisent des poids variables. Dans le modele DiServ classique, il y a un ordonnanceur par
interface donc trois ordonnanceurs par nud, et chaque ordonnanceur utilise des poids va-
riables en fonction de l'etat de leur canal. Les poids de chaque ordonnanceur sont determines
en fonction de la qualite du canal que l'interface voit. Dans le modele Wireless-DiServ*,
il y a un seul ordonnanceur par nud tandis que trois liens physiques constituent un lien
logique. Il nous faut donc determiner la qualite du lien logique avant de pouvoir calculer les
poids du WRR. Quelques possibilites se presentent pour trouver la qualite du lien logique.
La plus simple de toutes est de prendre la moyenne des taux de transmission de tous les
liens physiques et de la comparer aux seuils du tableau 5.1. Cependant, notre objectif etant
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de proposer un mecanisme DiServ* toujours plus ecace que DiServ, apres analyse de
plusieurs tests, nous avons vu que la qualite du lien logique doit e^tre determinee par celle du
lien physique ayant le plus mauvais canal. Ainsi, la qualite du lien logique est celle du lien
physique ayant le plus faible taux de transmission.
5.3.1.1 Classe EF { Trac VoIP
Nous comparons les performances du trac VoIP avec les modeles DiServ et DiServ*. La
gure 5.5 montre que le trac VoIP est tres bien protege par les deux methodes et n'enregistre
presqu'aucune perte. Les poids de l'ordonnanceur DiServ* sont alors equivalents aux poids
des trois ordonnanceurs DiServ.
Me^me si les pertes ne sont pas dierenciees, la gure 5.6 montre que les delais le sont
tant que le lien n'est pas sature. En eet, comme nous l'avons explique dans le chapitre
4, DiServ* reduit le delai des tracs lorsque le lien n'est pas sature car, lorsque toutes
les interfaces peuvent recevoir un paquet a transmettre, l'ordonnanceur DiServ* envoie le
paquet vers le canal de meilleure qualite.
Par ailleurs, nous avons aussi montre dans le chapitre 4 que le principal avantage du
DiServ* appara^t sur la mesure de la gigue des paquets. Ainsi, la gure 5.7 conrme nos
attentes et prouve que me^me avec une ponderation variable, DiServ* permet de maintenir
la gigue faible.
5.3.1.2 Classe AF { Trac Video
Nous comparons les performances du trac video avec les modeles DiServ et DiServ*.
Les deux mecanismes utilisent des poids variables. La gure 5.8 montre que les deux modeles
produisent encore le me^me taux de perte. Ce qui n'est pas etonnant etant donne les resultats
obtenus dans le chapitre 4. Cependant, les pertes sont plus importantes que celles du trac
VoIP et atteignent pres de 80% lorsque 270 sources sont actives.
A faible charge, avec moins de 200 sources video par exemple, la gure 5.9 presente une
faible dierence de delai en faveur de DiServ* due a l'utilisation preferentielle du meilleur
canal. Cependant, en augmentant le nombre de sources de sorte que le lien commence a
saturer, les deux methodes occasionnent le me^me delai. Ce comportement a egalement ete
observe dans le chapitre 4 et est lie au fait que lorsque la charge devient trop importante,
toutes les ressources disponibles sont utilisees quel que soit l'etat du canal.
Comme espere, la gure 5.10 montre que la gigue occasionnee par DiServ* est bien moins
importante que celle de DiServ.
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DiffServ* vs DiffServ: Poids variables













Figure 5.5 Perte du trac VoIP sur un lien logique avec poids variables : DiServ vs DiServ*






DiffServ* vs DiffServ: Poids variables









Figure 5.6 Delai moyen du trac VoIP sur un lien logique avec poids variables : DiServ vs
DiServ*
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DiffServ* vs DiffServ: Poids variables









Figure 5.7 Gigue du trac VoIP sur un lien logique avec poids variables : DiServ vs DiServ*
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Figure 5.8 Perte du trac video sur un lien logique avec poids variables : DiServ vs DiServ*
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DiffServ* vs DiffServ: Poids variables









Figure 5.9 Delai moyen du trac video sur un lien logique avec poids variables : DiServ vs
DiServ*
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Figure 5.10 Gigue du trac video sur un lien logique avec poids variables : DiServ vs Di-
Serv*
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5.3.1.3 Classe BE { Trac Donnees
Nous comparons enn les performances du trac donnees avec les modeles DiServ et
DiServ*. Les conclusions sont les me^mes que celles des deux autres classes. La gure 5.11
montre d'une part, que les deux modeles produisent le me^me taux de perte et d'autre part,
que ce trac enregistre pres de 90% de perte au moment ou l'on mesurait (avec 270 sources)
a peine 1% pour la VoIP et 80% pour la video. Il est donc clair que les tracs de video et
de donnees sont fortement defavorises par rapport a la VoIP. C'est donc le prix a payer pour
ameliorer les performances du trac VoIP.







DiffServ* vs DiffServ: Poids variables













Figure 5.11 Perte du trac donnees sur un lien logique avec poids variables : DiServ vs
DiServ*
L'evolution du delai du trac donnees en fonction du nombre de sources est semblable
a l'evolution du delai du trac video. Une tres faible dierence de delai appara^t sur la
gure 5.12 en faveur de DiServ* lorsque moins de 200 sources sont actives. Cependant, les
deux modeles produisent un me^me delai lorsque le lien est sature.
En ce qui concerne la gigue, DiServ* reste sans equivoque un bon regulateur de trac.
En eet, la gure 5.13 montre que la gigue occasionnee par DiServ* est comme toujours
moins importante que celle de DiServ.
La comparaison des modeles DiServ et DiServ* utilisant des poids variables sur un lien
logique montre des resultats tres semblables aux resultats du chapitre 4. En eet, les deux
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Figure 5.12 Delai moyen du trac donnees sur un lien logique avec poids variables : DiServ
vs DiServ*
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Figure 5.13 Gigue du trac donnees sur un lien logique avec poids variables : DiServ vs
DiServ*
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modeles ont des performances similaires en ce qui concerne les pertes et le delai moyen sur
un lien fortement charge, tandis que DiServ* a un eet beneque sur le delai moyen a faible
charge. De plus, quelle que soit la charge de trac, l'utilisation d'un ordonnanceur vaut mieux
que trois, car DiServ* minimise la gigue.
5.3.2 Comparaison poids statiques et poids variables
Nous evaluons, ici, les performances des trois classes de trac dans un contexte ou les
poids sont variables et nous les comparons aux performances en regime statique en utilisant
le modele DiServ*. La ponderation statique utilisee est EF = 20, AF = 3 et BE = 1.
5.3.2.1 Classe EF { Trac VoIP
Nous comparons l'eet des poids sur les performances du trac VoIP. La gure 5.14
montre l'evolution des pertes en fonction du volume de trac ecoule. Jusqu'a 212 sources, il
n'y a aucune perte avec les poids variables tandis qu'avec la ponderation statique, on mesure
approximativement 5% de perte pour une charge de 212 sources. Cela s'explique par le fait
que les poids utilises dans la ponderation variable donnent au trac VoIP un acces plus
frequent au canal.
Sur la gure 5.15, avec les poids variables, le lien n'est pas encore sature avec 212 sources
tandis qu'il l'est avec la ponderation statique. Cela suppose que si le lien est capable d'ecouler
plus de trac VoIP, il devrait en ecouler moins pour les autres classes.
Quant a la gure 5.16, elle montre l'evolution de la gigue en fonction du volume de trac.
Par rapport a cette metrique, les poids variables procurent, encore une fois, une meilleure
protection pour ce trac que les poids xes.
L'amelioration des performances du trac VoIP par rapport au cas statique s'explique
tout simplement par le fait que les poids variables donnent plus de priorite au trac VoIP,
lui garantissant ainsi un acces plus frequent au canal. En eet, le triplet le plus petit de la
ponderation variable est EF = 34, AF = 5 et BE = 1 et puisque 34 > 20, il va de soi que
la voix accede plus souvent au canal avec les poids variables.
5.3.2.2 Classe AF { Trac Video
La gure 5.17 montre l'evolution des pertes en fonction du volume de trac video. La video
est egalement mieux protegee avec une ponderation variable et on observe une diminution de
pres de 4% des pertes par rapport aux poids statiques.
De me^me que les pertes, la gure 5.18 montre que le delai de ce trac diminue lorsqu'on
utilise les poids variables. De plus, comme pour le trac VoIP, le lien n'est pas encore sature
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Figure 5.14 Perte du trac VoIP sur un lien logique : Poids xes 20-3-1 vs Poids variables











Poids statiques vs Poids variables










Figure 5.15 Delai moyen du trac VoIP sur un lien logique : Poids xes 20-3-1 vs Poids
variables
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Figure 5.16 Gigue du trac VoIP sur un lien logique : Poids xes 20-3-1 vs Poids variables
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Figure 5.17 Perte du trac video sur un lien logique : Poids xes 20-3-1 vs Poids variables
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Figure 5.18 Delai moyen du trac video sur un lien logique : Poids xes 20-3-1 vs Poids
variables
avec 212 sources tandis qu'il l'est avec la ponderation xe EF = 20, AF = 3 et BE = 1.
La diminution des pertes et du delai du trac video sur cette plage de mesure est liee a la
non saturation du lien logique. En eet, puisque la le du trac video est servie 5 a 6 fois au
cours d'un cycle de WRR soit deux fois plus qu'avec la ponderation xe EF = 20, AF = 3
et BE = 1, il est normal que tant que le lien n'est pas sature, on mesure moins de perte
et moins de delai avec la ponderation variable. Cependant, le comportement serait dierent
une fois le reseau sature car avec la ponderation variable, la video peut recevoir au maximum
35% de la capacite totale alors qu'avec la ponderation xe EF = 20, AF = 3 et BE = 1,
elle peut recevoir jusqu'a 37%. Par ailleurs, si le lien est capable d'ecouler plus de trac VoIP
et plus de trac video, cela suppose qu'il devrait ecouler moins de trac donnees. L'etude des
performances de la classe BE permettra de verier cette hypothese.
Contrairement au delai et aux pertes, la gure 5.19 montre que la gigue du trac video
augmente faiblement par rapport a la ponderation xe. Cela est lie au fait que le trac VoIP
soit servi beaucoup plus longtemps avec les poids variables. En eet, en supposant qu'il n'y a
pas de retransmission, les paquets du trac video sont servis apres un intervalle de temps T1
lorsqu'on utilise la ponderation statique et apres un intervalle de temps T2 lorsqu'on utilise
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Figure 5.19 Gigue du trac video sur un lien logique : Poids xes 20-3-1 vs Poids variables
le plus petit triplet de la ponderation variable. Les intervalles T1 et T2 sont donnes par
T1 = TBE + 20TEF
T2 = TBE + 34TEF
(5.12)
ou TBE et TEF sont les temps de transmission respectifs d'un paquet des classes BE et EF.
Comme T1 < T2, il en resulte une augmentation de la gigue puisque par denition, c'est la
variation du delai de transmission de deux paquets consecutifs. L'intervalle T2 est plus petit
avec le triplet EF = 34, AF = 5 et BE = 1.
Par rapport a la gigue, les poids variables procurent une moins bonne protection a ce
trac. Cependant, de maniere generale, il ressort de toutes les observations que les poids
variables protegent egalement mieux le trac video.
5.3.2.3 Classe BE { Trac Donnees
Nous comparons l'eet des poids sur les performances du trac donnees. La gure 5.20
montre l'augmentation des pertes en fonction du volume de trac. Comme on pouvait s'y
attendre, les pertes pour ce trac sont beaucoup plus importantes avec les poids variables.
En eet, le prix a payer pour ameliorer les performances des classes EF et AF consiste a
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Figure 5.20 Perte du trac donnees sur un lien logique : Poids xes 20-3-1 vs Poids variables
penaliser la classe BE en reduisant son acces au canal. C'est donc ce que nous faisons avec
la ponderation variable.
De me^me que les pertes, le delai du trac donnees augmente lorsqu'on utilise les poids
variables a cause de la penalisation de la classe BE. En eet, les ressources etant limitees,
l'amelioration des performances des classes EF et AF ne peut qu'entra^ner la degradation de
celles de la classe BE. Ainsi, la gure 5.21 montre que le delai de saturation est de l'ordre de
500 ms pour la ponderation variable contre 300 ms pour les poids xes.
La gure 5.22, quant a elle, montre l'evolution de la gigue de ce trac en fonction de
la charge ecoulee. Evidemment, cette metrique aussi augmente par rapport aux mesures a
poids xes etant donne que le trac donnees accede moins frequemment au canal. Si T3 et
T4 designent les intervalles de temps apres lesquels on sert un paquet de donnees en utilisant
respectivement la ponderation EF = 20, AF = 3 et BE = 1 puis EF = 34, AF = 5 et
BE = 1, on a
T3 = 20TEF + 3TAF
T4 = 34TEF + 5TEF
(5.13)
ou TEF et TAF sont les temps de transmission respectifs d'un paquet des classes EF et AF.
Puisque T3 < T4, il en resulte une augmentation de la gigue.
En general, les performances de la classe BE se degradent au prot des deux autres
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Figure 5.21 Delai moyen du trac donnees sur un lien logique : Poids xes 20-3-1 vs Poids
variables
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Figure 5.22 Gigue du trac donnees sur un lien logique : Poids xes 20-3-1 vs Poids variables
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classes. Il ressort de tout ce qui precede que les poids variables permettent une tres bonne
dierenciation de service par rapport aux poids xes EF = 20, AF = 3 et BE = 1. En
eet, puisque la VoIP et la video accedent plus souvent au canal, leurs performances sont
ameliorees tandis que celles des donnees se degradent.
5.3.3 Utilisation dynamique de la bande passante
Dans la section 5.2, nous avions desactive le processus d'AMC qui permet de mettre auto-
matiquement a jour le taux de transmission par interface en fonction de la qualite instantanee
du lien et nous avions assigne le me^me etat a toutes les interfaces. L'etat assigne aux inter-
faces correspondait au niveau de qualite desiree an de pouvoir mesurer la bande passante
par classe. Cependant, dans la realite les liens peuvent ne pas e^tre simultanement dans le
me^me etat d'evanouissement, bien qu'ils aient le me^me SNR moyen. Pour cela, nous avons
reactive le procede d'AMC pour que l'etat instantane des canaux varie independamment l'un
de l'autre mais leur etat moyen demeure le me^me.
L'objectif de cette section est de montrer que les poids variables permettent de garantir
de la bande passante non seulement en fonction de l'etat instantane des canaux mais aussi
en fonction de leur etat moyen, c'est-a-dire lorsque le SNR moyen varie. Le SNR moyen est
une quantite qui permet d'evaluer la qualite moyenne d'un lien c'est-a-dire qu'elle permet
de conna^tre les etats d'evanouissement qui sont predominants. En eet, nous avons montre
dans le chapitre 3 que les probabilites d'etat k dependent uniquement du SNR moyen et du
PER desire. De plus, c'est la valeur du SNR moyen qui determine le debit moyen de chaque
lien physique et par consequent sa qualite. Ainsi, pour verier la methode d'attribution
dynamique de la bande passante en fonction de la qualite du canal, on xe le nombre de
sources et on fait varier le SNR moyen de tous les liens de 5 dB a 25 dB puis on mesure la
capacite moyenne allouee a chaque classe de trac. Pour un SNR moyen donne, les canaux
sont variables et reestimes a la frequence Fw soit toutes les 3,581 ms. Le PER moyen est
xe a 10 4. Le lien logique est fortement sature par 350 sources de trac par classe soit
une charge moyenne de 11,2 Mb/s par classe. Pour chaque valeur de SNR, les simulations
sont repetees 30 fois an de calculer les intervalles de conance a 95%. Les resultats de cette
experience, realisee avec DiServ*, sont presentes sur la gure 5.23. On constate que la bande
passante allouee a la voix decro^t progressivement lorsque le SNR augmente et inversement
pour la video et les donnees. En eet, a faible SNR par exemple 5 dB, tous les canaux sont
en moyenne \mauvais" car il est tres dicile d'avoir des taux de transmission de 54 Mb/s
avec ce SNR moyen. Ainsi, l'ordonnanceur utilise la plupart du temps les poids EF = 163,
AF = 6, BE = 1 qui permettent a la voix de recevoir pres de 85% de la capacite disponible,
10% pour la video et 5% pour les donnees. De me^me, lorsque la qualite du canal augmente,
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Figure 5.23 Ponderation variable vs statique 20-3-1 : capacite relative sur un lien logique
par exemple 25 dB, il est beaucoup plus probable d'avoir des taux de transmission superieurs
a 18 Mb/s donc la qualite du canal varie au cours du temps ce qui permet a l'ordonnanceur
d'utiliser dierents poids. En particulier a 25 dB, on remarque que la voix recoit environ 73%
de la bande passante, la video 17% et les donnees 10%. Cette repartition tend vers celle d'un
canal de \bonne qualite".
La gure 5.23 montre egalement que l'utilisation de la ponderation minimale EF = 20,
AF = 3, BE = 1 ne permet pas de garantir une allocation de bande passante entre les
donnees et la video lorsque le reseau est fortement sature. En eet, la repartition de la bande
passante reste constante, quelle que soit la qualite du canal, et on mesure que le trac VoIP
occupe environ 52%, la video 22% et les donnees 26% de la capacite disponible. Pourtant,






Bien que la voix reste prioritaire, cette ponderation n'assure plus une bonne dierenciation
entre les autres classes de trac. Cela est du^ au fait que les paquets video sont de taille
variable et que cette ponderation est la plus faible permettant d'avoir une dierenciation
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dans le sens desire, notamment lorsque le lien est faiblement sature. Les performances du
reseau sont donc tres sensibles au choix des poids.
5.4 Performance dans un reseau
Nous reprenons l'etude d'un reseau maille de 5 nuds (voir Figure 5.24) avec cette fois-
ci des poids variables. Tous les liens physiques ont les me^mes proprietes : la frequence de
variation des canaux est 5 Hz, le SNR moyen egal a 15 dB et le PER egal a 10 4. L'objectif
de cette section est de montrer les performances de DiServ et DiServ* suite au deploiement
generalise du contro^le de qualite sur tous les liens d'un reseau. Dans la premiere partie de
cette section, nous comparons les performances du modele DiServ* avec poids variables et
celles de DiServ egalement avec poids variables puis dans la deuxieme partie nous comparons
la qualite de service oerte par les poids variables et les poids statiques en utilisant DiServ*.
5.4.1 Comparaison DiServ vs DiServ*
Nous comparons les performances de DiServ et DiServ* lorsque les deux modeles uti-
lisent des poids variables dans un reseau maille de 5 nuds (Figure 5.24). Rappelons qu'en
partant du nud source S, trois (3) routes logiques disjoinctes peuvent e^tre utilisees pour
acheminer les paquets. Il s'agit des routes (S; A; D), (S; B; D) et (S; C; D). Il y a donc trois
liens logiques qui emanent du nud S vers les nuds intermediaires A, B et C respective-
ment. Chaque lien logique est compose de 3 liens physiques. Dans le modele DiServ*, nous
avons deni la qualite d'un lien logique comme etant celle de son \plus mauvais" lien phy-
sique. Ainsi, pour trouver les poids de l'ordonnanceur DiServ* nous evaluons la moyenne
de la qualite de tous les liens logiques qui emanent d'un nud et nous la comparons aux
seuils denissant les niveaux de qualite du canal (voir tableau 5.1). Dans le modele DiServ
classique, chaque ordonnanceur appartient a une interface. Les poids sont donc denis se-
lon l'etat de l'interface. Pour conna^tre l'etat d'une interface, on fait la moyenne des taux
de transmission de ses canaux physiques. Cette moyenne est ensuite comparee aux seuils
denissant les niveaux de qualite du canal.
Illustrons nos propos par un exemple. Supposons qu'a l'instant t0, les etats des 9 liaisons
physiques qui proviennent du nud S sont presentes dans le tableau 5.5. En examinant le lien
logique qui mene vers le nud A, on remarque que les canaux des interfaces 1 et 2 sont dans
l'etat 2 donc leur taux de transmission est 12 Mb/s ; le canal de l'interface 3 est dans l'etat 3,
donc son taux de transmission est 18 Mb/s. De me^me, on note que les liens qui constituent le
lien logique qui mene vers le nud B sont tous dans l'etat 6 et orent un taux de transmission








Figure 5.24 Reseau maille de 5 nuds
Tableau 5.5 Etats des canaux du nud S par destination et par interface
Destinations
A B C
1 2 6 4
No d'nterface 2 2 6 5
3 3 6 4
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4, 5 et 4. Soit Ij(k) le taux de transmission de l'interface j qui communique avec le nud k.
On a d'apres le tableau 5.5 :
I1(A) = 12 Mb/s ; I1(B) = 54 Mb/s ; I1(C) = 24 Mb/s ;
I2(A) = 12 Mb/s ; I2(B) = 54 Mb/s ; I2(C) = 36 Mb/s ;
I3(A) = 18 Mb/s ; I3(B) = 54 Mb/s ; I3(C) = 24 Mb/s ;
Avec le modele DiServ*, nous devons determiner l'etat de chaque lien logique an de
determiner l'etat du nud ainsi que les poids a assigner a l'unique ordonnanceur WRR. Soit
LL(k) l'etat du lien logique qui mene vers le nud k.
LL(k) = min fI1(k); I2(k); I3(k)g (5.15)






Dans cet exemple, on trouve que
LL(A) = minf12; 12; 18g = 12 Mb/s
LL(B) = minf54; 54; 54g = 54 Mb/s
LL(C) = minf24; 36; 24g = 24 Mb/s
et
LL =
12 + 54 + 24
3
= 30 Mb/s (5.17)
En se referant au tableau 5.1, un taux de transmission moyen egal a 30 Mb/s correspond
a un canal de bonne qualite donc les poids de l'ordonnanceur du modele DiServ* sont
EF = 61; AF = 6; BE = 1 ce qui permet au trac VoIP de recevoir approximativement
60% de la capacite, le trac video 30% et le trac de donnees 10%. Cette ponderation est
utilisee pendant l'intervalle de temps t0 = t0 + Tc=10. Au bout du temps t0, l'etat de tous les
canaux est reevalue et le processus de determination des poids recommence.
Avec le modele DiServ, nous devons calculer le taux de transmission moyen de chaque
interface an de determiner son etat ainsi que les poids a assigner a son ordonnanceur WRR.
Soit Ij l'etat de l'interface j. Cet etat est donne par
Ij =
Ij(A) + Ij(B) + Ij(C)
3
; j = 1; 2; 3 (5.18)
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Dans cet exemple, on trouve que
I1 =








18 + 54 + 24
3
= 32 Mb/s
Un taux de transmission moyen inferieur ou egal a 36 Mb/s correspond a un canal de bonne
qualite donc les poids utilises par chaque ordonnanceur permettront d'attribuer 60% de la
capacite a la VoIP, approximativement 30% a la video et 10% aux donnees. En d'autres
termes, pendant l'intervalle de temps t0 = t0 + Tc=10, les trois ordonnanceurs utilisent la
ponderation EF = 61; AF = 6; BE = 1.
La synthese des resultats de cet exemple est presente dans le tableau 5.6. Il en ressort que
pendant l'intervalle t0, l'ordonnanceur DiServ* et les trois ordonnanceurs DiServ utilisent
tous la me^me ponderation EF = 61; AF = 6; BE = 1.
Tableau 5.6 Implementation des poids variables dans DiServ et DiServ*
Destinations Taux moyen par
A B C interface Ij
1 12 54 24 30 Mb/s
No Interfaces 2 12 54 36 34 Mb/s
3 18 54 24 32 Mb/s
Qualite par 12 54 24
lien logique LL (:) Mb/s Mb/s Mb/s
5.4.1.1 Classe EF { Trac VoIP
Nous comparons ici les performances du trac VoIP avec les modeles DiServ et Di-
Serv*, tous deux utilisant des poids variables. La gure 5.25 montre que le trac VoIP est
beaucoup mieux protege par DiServ* et enregistre pres de la moitie des pertes occasionnees
par DiServ, soit environ une diminution de 7%. Contrairement a l'etude d'un lien, l'avantage
de DiServ* est lie a la procedure de determination des poids au nud source, en particulier
lorsqu'il y a plusieurs liens logiques incidents.
De me^me que les pertes, la gure 5.26 montre une tres bonne dierenciation entre les
delais tant que le reseau n'est pas sature. Cette dierenciation va en faveur de DiServ* car
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Figure 5.25 Perte du trac VoIP dans un reseau avec poids variables : DiServ vs DiServ*
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Figure 5.26 Delai moyen du trac VoIP dans un reseau avec poids variables : DiServ vs
DiServ*
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ce modele choisit l'interface de meilleure qualite pour transferer les paquets, ce qui reduit le
delai des tracs lorsque le reseau est non sature.
La mesure de la gigue sur la gure 5.27 montre comme toujours que DiServ* engendre
moins de gigue que DiServ du fait de l'utilisation d'un seul ordonnanceur au lieu de trois.
5.4.1.2 Classe AF { Trac Video
Nous comparons a present les performances du trac video avec les modeles DiServ et
DiServ*, tous deux utilisant des poids variables. La gure 5.28 montre les pertes occasionnees
par les deux modeles. Comme pour le cas d'un lien, les pertes evoluent presque de la me^me
maniere tant que le reseau n'est pas sature et on note une diminution des pertes de 1%
gra^ce a DiServ*. Cependant, la methode de determination des poids variables modie le
comportement du reseau lorsque ce dernier est sature. En eet, le gain en perte observe pour
le trac VoIP gra^ce a DiServ* se traduit ici par une degradation plus importante des pertes
du trac video. Avec DiServ*, la video enregistre alors 20% plus de perte que DiServ.
Cette dierence de comportement est liee a l'implementation des poids variables dans les
deux modeles.
A faible charge, par exemple moins de 100 sources, la gure 5.29 presente une faible
dierence de delai en faveur de DiServ*. Cela est du^ au fait que DiServ* envoie toujours
de preference les paquets vers le meilleur canal. En augmentant le trac, les deux methodes
occasionnent le me^me delai lorsque le reseau commence a saturer. Ce comportement a deja
ete observe quand on comparait les performances de ce trac sur un lien. Cependant, une fois
sature, le comportement des deux mecanismes dierent et comme on peut le voir, DiServ*
protege moins bien la video puisqu'il privilegie la voix.
Quelle que soit l'evolution des pertes et du delai, l'utilisation d'un seul ordonnanceur,
DiServ*, diminue toujours la gigue par rapport a trois ordonnanceurs, DiServ. C'est ce qui
ressort encore de la gure 5.30.
5.4.1.3 Classe BE { Trac Donnees
Nous comparons enn les performances du trac donnees avec les modeles DiServ et
DiServ*. Les deux mecanismes utilisent des poids variables. La gure 5.31 montre l'evolution
des pertes du trac donnees en fonction du volume de trac. On note d'une part une rapide
augmentation des pertes et d'autre part un comportement semblable au trac voix. En eet,
DiServ* produit 1% moins de perte que DiServ tant que le reseau n'est pas sature par
ce trac. Toutefois lorsque le reseau est sature, DiServ produit environ 6% moins de perte
que DiServ*. Cette degradation des performances de DiServ* est aussi due au gain de 7%
116





DiffServ* vs DiffServ: Poids variables









Figure 5.27 Gigue du trac VoIP dans un reseau avec poids variables : DiServ vs DiServ*
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Figure 5.28 Perte du trac video dans un reseau avec poids variables : DiServ vs DiServ*
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Figure 5.29 Delai moyen du trac video dans un reseau avec poids variables : DiServ vs
DiServ*
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Figure 5.30 Gigue du trac video dans un reseau avec poids variables : DiServ vs DiServ*
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Figure 5.31 Perte du trac donnees dans un reseau avec poids variables : DiServ vs DiServ*
observe pour le trac VoIP. Ainsi, le prix a payer pour une amelioration des performances de
la VoIP se resume a une degradation plus importante des pertes des tracs video et donnees.
L'evolution du delai du trac donnees en fonction du nombre de sources est semblable
a l'evolution du delai du trac video. Une faible dierence de delai appara^t aussi sur la
gure 5.32 en faveur de DiServ* lorsque moins de 100 sources sont actives. Cette dierence,
comme nous l'avons explique, est liee au choix qu'opere DiServ* pour selectionner l'interface
de sortie. Cependant, les deux modeles produisent un me^me delai lorsque le reseau commence
a saturer. Une fois sature, le comportement des deux mecanismes dierent et comme on peut
le voir, DiServ* protege d'autant moins les donnees qu'il privilegie la voix. Il s'agit donc
d'un compromis a faire entre les performances desirees pour la voix et les performances des
autres classes.
Par rapport a la gigue, la gure 5.33 montre que DiServ* reste sans equivoque un meilleur
regulateur de trac que DiServ.
L'etude de performance des ordonnanceurs DiServ et DiServ* tous deux utilisant des
poids variables dans un reseau maille a revele les compromis qu'il y a lieu de faire an
de garantir la qualite de service du trac VoIP dans un reseau bout a bout. En eet, les
performances des tracs video et donnees doivent e^tre degradees an de rendre cela possible.
De plus, ces deux tracs ont des performances quasi-similaires en ce qui a trait aux pertes
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Figure 5.32 Delai moyen du trac donnees dans un reseau avec poids variables : DiServ vs
DiServ*
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Figure 5.33 Gigue du trac donnees dans un reseau avec poids variables : DiServ vs DiServ*
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et au delai tant que le reseau n'est pas trop sature. Le comportement en saturation diere
suivant l'utilisation de DiServ ou DiServ* compte tenu de la methode d'implementation
du procede de selection des poids variables. Pour ce qui est de la gigue, DiServ* reste et
demeure la solution qui minimise le mieux cette metrique, quel que soit le type ou le volume
de trac. Par ailleurs, les resultats montrent aussi que les dierences d'implementation font
du modele DiServ* un meilleur protecteur du trac VoIP que le modele DiServ.
5.4.2 Comparaison poids statiques et poids variables
Nous evaluons, ici, les performances des trois classes dans un contexte ou les poids sont va-
riables et nous les comparons aux performances a poids xes en utilisant le modele DiServ*.
En mode statique, les poids utilises sont encore EF = 20, AF = 3, BE = 1.
5.4.2.1 Classe EF { Trac VoIP
Nous comparons l'eet des poids sur les performances du trac VoIP. La gure 5.34
montre l'augmentation des pertes en fonction du volume de trac envoye. Les resultats sont
semblables aux performances sur un lien puisque tous les liens ont les me^mes proprietes. Les
poids variables presentent une diminution des pertes du trac VoIP de 9% par rapport a la
ponderation statique.
Comme pour le cas d'un lien, les poids statiques permettent de mesurer le delai de sa-
turation du trac VoIP tandis qu'avec les poids variables le reseau n'est pas encore sature
avec 106 sources de trac. C'est ce que montre la gure 5.35. Ainsi, la variation des poids
deplace le point de saturation du reseau mais permet de desservir davantage de trac VoIP
au detriment des autres tracs.
Par rapport a la gigue, la gure 5.36 montre que les poids variables procurent, encore
une fois, une meilleure protection que les poids xes. La diminution de la gigue est liee a
l'augmentation du poids assigne au trac VoIP, lui permettant ainsi d'acceder au canal de
facon plus frequente. Comme on pouvait s'y attendre suite aux resultats sur un lien, les poids
variables orent bien une meilleure protection au trac VoIP que les poids xes.
5.4.2.2 Classe AF { Trac Video
La gure 5.37 montre que le trac video est egalement mieux protege avec la ponderation
variable, pour autant que le reseau n'est pas sature. Dans un reseau moyennement charge,
moins de 105 sources par exemple, les poids variables permettent une diminution des pertes
allant jusqu'a 4% par rapport aux poids statiques. Cependant, les pertes causees par les poids
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Figure 5.34 Perte du trac VoIP dans un reseau : Poids xes 20-3-1 vs Poids variables
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Figure 5.35 Delai moyen du trac VoIP dans un reseau : Poids xes 20-3-1 vs Poids variables
122






Poids statiques vs Poids variables










Figure 5.36 Gigue du trac VoIP dans un reseau : Poids xes 20-3-1 vs Poids variables
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Figure 5.37 Perte du trac video dans un reseau : Poids xes 20-3-1 vs Poids variables
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variables deviennent plus importantes des que le reseau commence a saturer. C'est donc une
question de compromis entre les pertes du trac VoIP et celles de la video.
De me^me que les pertes, le delai de ce trac reste inferieur au delai mesure avec les poids
xes tant que le reseau n'est pas sature (Figure 5.38). Par ailleurs, puisque le delai de satura-
tion n'est pas encore atteint avec les poids variables, il est logique de penser que l'amelioration
observee sur les performances de la VoIP et de la video engendre une degradation de celles
des donnees. Cette hypothese sera veriee dans la section 5.4.2.3.
Contrairement au delai et aux pertes, la gure 5.39 montre que la gigue du trac video
augmente faiblement par rapport a la ponderation xe. Comme nous l'avons explique pour
un lien, cela est lie a l'augmentation des delais de transfert de ce trac, augmentation due
au fait que le trac VoIP est servi beaucoup plus longtemps avec les poids variables. Par
rapport a cette metrique, les poids variables procurent une moins bonne protection a la
video. Cependant, de facon globale, il ressort de toutes ces observations que les poids variables
protegent egalement mieux le trac video tant que le reseau n'est pas sature.
5.4.2.3 Classe BE { Trac Donnees
Nous comparons l'eet des poids sur les performances du trac donnees. La gure 5.40
montre l'augmentation des pertes en fonction du volume de trac donnees. Comme on pouvait
s'y attendre, les pertes pour ce trac sont importantes avec les poids variables. En eet, le
prix a payer pour ameliorer les performances des classes EF et AF consiste a penaliser la
classe BE en reduisant son acces au canal. C'est eectivement ce que nous faisons avec la
ponderation variable.
De me^me que les pertes, le delai du trac donnees augmente quand on utilise les poids
variables et la gure 5.41 montre que le delai de saturation est de l'ordre de 1400 ms contre
650 ms pour les poids xes. Ce qui n'est pas etonnant etant donne que les performances des
tracs VoIP et video ont ete ameliorees.
La gure 5.42 montre l'evolution de la gigue en fonction du volume de trac donnees.
Evidemment, cette metrique aussi augmente par rapport aux mesures a poids xes etant
donne que le trac donnees accede beaucoup moins souvent au canal. En general, les per-
formances de la classe BE se degradent au prot des deux autres classes. En consequence,
les poids variables permettent une meilleure dierenciation de service par rapport aux poids
xes EF = 20, AF = 3 et BE = 1. Cependant la qualite de service du trac donnees se
degrade considerablement.
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Figure 5.38 Delai moyen du trac video dans un reseau : Poids xes 20-3-1 vs Poids variables
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Figure 5.39 Gigue du trac video dans un reseau : Poids xes 20-3-1 vs Poids variables
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Figure 5.40 Perte du trac donnees dans un reseau : Poids xes 20-3-1 vs Poids variables
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Figure 5.41 Delai moyen du trac donnees dans un reseau : Poids xes 20-3-1 vs Poids
variables
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Figure 5.42 Gigue du trac donnees dans un reseau : Poids xes 20-3-1 vs Poids variables
5.4.3 Utilisation dynamique de la bande passante
An de s'assurer que la repartition de bande passante a egalement lieu lien-par-lien dans
un reseau bout-a-bout, nous mesurons la bande passante utilisee par chaque classe lorsque le
SNR moyen de chaque lien physique varie de 5 dB a 25 dB. C'est l'ordonnanceur DiServ*
qui est utilise dans cette etude. Tous les liens ont les me^mes proprietes. Pour un SNR moyen
donne, les canaux sont variables et reestimes a la frequence Fw soit toutes les 3,581 ms. Le
PER moyen est xe a 10 4 et le reseau est sature par 200 sources de trac par classe soit une
charge moyenne de 6,4 Mb/s par classe. Avec une telle charge, le reseau est fortement sature
pour de faibles SNR car cela permet de s'assurer qu'il reste sature me^me lorsque la qualite du
canal s'ameliore. La gure 5.43 montre l'evolution de la bande passante en fonction du SNR
moyen. Les resultats sont similaires a ceux d'un lien logique (voir Figure 5.23). On constate
que la bande passante allouee a la voix decro^t progressivement lorsque le SNR augmente et
inversement pour la video et les donnees. En eet, a faible SNR, par exemple 5 dB, tous les
canaux sont en moyenne \mauvais" car il est tres dicile d'avoir des taux de transmission
de 54 Mb/s avec ce SNR moyen. Ainsi, l'ordonnanceur utilise la plupart du temps les poids
EF = 163, AF = 6, BE = 1, qui permettent a la voix de recevoir pres de 85% de la
capacite disponible, 10% a la video et 5% pour les donnees. De me^me, lorsque la qualite
du canal augmente, par exemple 25 dB, il est beaucoup plus probable d'avoir des taux de
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Figure 5.43 Ponderation variable vs statique 20-3-1 : capacite relative dans un reseau
transmission superieurs a 18 Mb/s donc la qualite du canal varie au cours du temps ce qui
permet a l'ordonnanceur d'utiliser dierents poids. En particulier a 25 dB, on remarque que
la voix recoit environ 73% de la bande passante, la video 17% et les donnees 10%. Cette
repartition tend vers celle d'un canal de \bonne qualite". Cependant, avec la ponderation xe
EF = 20, AF = 3, BE = 1, la repartition de la bande passante reste constante quelle
que soit la qualite du canal et on mesure que le trac VoIP occupe environ 52% de bande
passante, la video 22% et les donnees 26%. Quoique la voix reste mieux protegee, la video
est par contre defavorisee et au lieu de gagner 37% de la bande passante, elle n'en recoit que
22% soit 4% de moins que les donnees. Cela est du^ au fait que, dans ce contexte ou le reseau
est fortement sature, la ponderation minimale protege moins bien la video notamment parce
que les paquets de ce trac sont de taille variable. Il est donc preferable de choisir des poids
superieurs a la ponderation minimale pour e^tre a l'abri d'une telle situation. Pour cela, nous
recommandons d'integrer au modele DiServ* une methode de garantie de bande passante
lorsqu'on utilise l'ordonnancement WRR. Cela permet d'assurer une meilleure dierenciation
de service me^me quand le reseau est fortement sature.
5.5 Sommaire
Dans ce chapitre, nous avons etudie l'impact de la variation des poids sur les performances
des reseaux sans l. Pour cela, un regroupement des etats de l'AMC a permis de denir
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dierents niveaux de qualite dans un canal et une repartion de la bande passante pour chaque
niveau. Cette repartition est ensuite utilisee pour determiner les poids du WRR. Etant donne
que la qualite du canal evolue dans le temps, les poids du WRR varient egalement en fonction
de la qualite du canal. Les resultats obtenus en comparant les performances avec des poids
variables et les performances avec des poids constants ont montre qu'en augmentant les poids
assignes aux tracs VoIP et video, leurs performances sont ameliorees au detriment du trac
donnees. Par ailleurs, l'utilisation d'un ordonnancement WRR necessite une allocation de
bande passante pour chaque classe de trac an de maintenir une bonne dierenciation entre
les classes lorsque le reseau est fortement sature. Bien que cette etude soit basee sur des
paquets de longueurs dierentes, l'expression (5.4) qui permet de determiner les poids de
l'ordonnanceur WRR en fonction des proportions de bande passante reste valide me^me si les
paquets sont tous de me^me taille. Ainsi les conclusions de cette etude restent aussi valides.
D'autre part, l'implementation des poids variables dans les modeles DiServ et DiServ*
et l'etude de performances des deux modeles a abouti aux me^mes conclusions que celles du
chapitre 4 notamment en ce qui concerne les performances sur un lien logique et la forte
diminution de la gigue liee a l'utilisation d'un seul ordonnanceur au lieu de trois. Toutefois,
les performances dans un reseau ont revele que le modele DiServ* protege mieux le trac
VoIP que le modele DiServ. Enn, les avantages de la variation des poids s'observent quand
le SNR moyen est variable. Ceci est le cas des reseaux mailles sans l etant donne que les
eets des evanouissements combines aux interferences radio varient le SNR moyen d'un lien a
l'autre. Une telle situation necessite alors qu'a chaque nud, la politique d'ordonnancement
des paquets soit dynamique pour assurer en toute situation la qualite de service du trac
VoIP. Lorsque la qualite du canal est bonne ou tres bonne, il y a assez de marge pour ecouler
tous les tracs. Cependant lorsque la qualite se degrade, la variation dynamique des poids
penalise l'acces des classes AF et BE au canal an de garantir l'ecoulement du trac EF.
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CONCLUSION
Ce memoire a ete consacre a l'analyse des performances de Wireless-DiServ*, modele
de protection dierenciee dans les reseaux mailles 802.11. Ces reseaux gagnent en popularite
a cause de leur facilite d'installation, de leurs faibles cou^ts et leur utilisation principale qui
vise a fournir l'Internet sans l a haut debit sur des etendues geographiques tres vastes. Ces
reseaux sont donc destines a acheminer dierents services IP, notamment la voix, la video et
les donnees, ayant des besoins en qualite de service dierents. De plus, les exigences de ces
dierentes applications doivent e^tre satisfaites en depit de la nature variable du canal sans
l. Ainsi, le modele Wireless-DiServ* ore la possibilite d'adapter l'ordonnancement des
paquets des dierentes classes de service en fonction de la qualite du medium sans l. Cette
caracteristique permet de proteger les classes de trac de haute priorite contre les eets des
evanouissements du canal sans l et de satisfaire en tout temps leurs exigences en qualite de
service.
Dans un premier temps, une description des reseaux mailles et du standard IEEE 802.11
a ete presentee an de faire ressortir les problemes majeurs lies au deploiement de cette ar-
chitecture dans les reseaux de type 802.11. En eet, d'une part les interferences et la nature
variable du canal sans l degradent les performances des reseaux sans l mais d'autre part, le
mecanisme d'acces au medium de la couche MAC ne garantit aucune priorite d'acces pour les
applications en temps reel et engendre de surcro^t des delais d'attente supplementaires par
paquet. Ces delais nuisent gravement aux performances du reseau car ils diminuent conside-
rablement la capacite du reseau en ce qui concerne le nombre de sessions de voix admissibles.
Bien que les causes soient multiples, le probleme crucial dans les reseaux mailles 802.11 est
donc celui de la garantie de la qualite de service.
Base sur l'utilisation conjointe de DiServ* et d'un procede d'adaptation de modulation
et de codage, un modele cross-layer, nomme Wireless-DiServ*, a ete concu dans ce projet
pour analyser les eets de l'interaction entre les couches physique, MAC et logique sur la
qualite de service des applications de voix, video et donnees. DiServ* est un mecanisme de
protection dierenciee capable d'orir de la qualite de service en cas de congestion ou de
panne physique dans les reseaux IP de bres optiques. Dans ce projet, Wireless-DiServ*
est utilise pour donner de la qualite de service en cas d'evanouissement du canal sans l. A
cet eet, un procede d'adaptation de la modulation et du codage est mis en place dans un
canal sans l de Rayleigh modelise par une cha^ne de Markov discrete a etats nis. Chaque
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etat de la cha^ne represente un etat d'evanouissement et correspond a un intervalle de va-
leurs du rapport signal sur bruit (SNR) caracterise par un taux de transmission particulier.
Dans chaque intervalle de SNR, la probabilite d'erreur par paquet est constante et egale a
une valeur cible. Les bornes des intervalles de SNR permettent de calculer la distribution de
probabilite stationnaire utilisee pour conna^tre l'etat du canal a un instant donne au cours
des simulations. La simulation du modele Wireless-DiServ* et du modele DiServ stan-
dard, montre que l'interaction entre trois couches (IP, MAC et PHY) conduit a un reseau
de meilleures performances qu'une interaction entre seulement les couches MAC et PHY. En
eet, les resultats de simulation montrent que le modele Wireless-DiServ* diminue consi-
derablement la gigue moyenne du reseau d'une part et a faible et moyenne charge, diminue
aussi le delai moyen des paquets. Il est donc necessaire de limiter la charge maximale du
reseau an d'assurer a Wireless-DiServ* un fonctionnement optimal.
Par la suite, un regroupement des etats d'evanouissement a permis de denir trois niveaux
de qualite : mauvais, bon et tres bon. Pour chaque niveau de qualite, la largeur de bande
disponible est repartie dieremment entre les classes de service de facon a toujours garantir
au moins 50% de la capacite au trac voix. En cas d'evanouissement profond, le trac de voix
occupe a lui seul au moins 80% de la bande passante disponible. Les resultats de simulation
montrent que la variation des poids en fonction des conditions du canal permet eectivement
de proteger le trac VoIP des evanouissements du canal sans l mais cette protection se fait
au cou^t d'une degradation des performances des autres classes de trac. Les avantages de la
variation des poids se mesurent en particulier dans un environnement ou le SNR moyen est
variable. Ceci est le cas des reseaux mailles sans l etant donne que les eets des evanouisse-
ments combines aux interferences radio varient le SNR moyen d'un lien a l'autre. Une telle
situation necessite alors que la politique d'ordonnancement des paquets soit dynamique pour
assurer en toute situation la qualite de service du trac VoIP.
Par ailleurs, l'etude de l'impact du SNR moyen et du taux d'erreur cible montre que la
performance des reseaux (taux de perte, delai de transmission, gigue) est meilleure pour des
valeurs de SNR elevees et qu'une probabilite d'erreur par paquet de l'ordre de 10 2 semble
e^tre un compromis ideal entre les performances du reseau et le taux d'erreur desire.
Dans ce projet, Wireless-DiServ* ne fait pas de contro^le de congestion mais uniquement
un contro^le de la qualite du canal etant donne que dans les reseaux sans l les pertes d'in-
formation sont principalement dues a des problemes de transmission du signal. De plus, le
modele etudie ne prend pas en compte les phenomenes d'interference radio mais uniquement
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les evanouissements du canal sans l. Par ailleurs, l'utilisation des probabilites stationnaires
pour determiner l'etat du medium a un instant donne ne permet pas d'etudier, par simula-
tion, l'impact de la frequence Doppler sur les performances du reseau. Bien qu'un mecanisme
de mise a jour periodique des etats ait ete introduit pour simuler la vitesse de variation du
canal, la frequence de ce mecanisme est independante des parametres physiques du canal
(SNR et PER) donc une etude d'impact de la frequence de variation des canaux ne reecte
pas l'incidence reelle de la frequence Doppler sur les performances du reseau. D'autre part,
en utilisant l'ordonnanceur WRR, cette etude s'appuie sur le fait que la taille moyenne des
paquets est prealablement connue. Cependant, dans les reseaux IP la taille moyenne des pa-
quets est une quantite qui pourrait ne pas e^tre connue d'avance. En outre, le modele utilise
pour les tracs video et donnees n'est pas tres realiste car la video produit generalement une
charge plus importante que celle des deux autres tracs et les donnees produisent moins de
charge.
Ameliorations futures
Les possibilites de developpement du modele Wireless-DiServ* sont nombreuses. La
premiere amelioration possible serait de denir autant de niveaux de qualite qu'il y a d'etats
dans la cha^ne de Markov an qu'il y ait plus de niveaux intermediaires entre un mauvais
canal et un tres bon canal pour que le passage d'un niveau a l'autre soit moins brusque. Une
autre amelioration consisterait a utiliser les probabilites de transition an d'etudier l'impact
de la frequence Doppler sur l'adaptation des poids.
D'autre part, les performances du reseau pourraient e^tre reevaluees avec d'autres carac-
teristiques de trac pour la video et les donnees. Les codecs MPEG-4 ou H-264 pourraient
e^tre utilises pour la video tandis que les donnees pourraient e^tre generees a debit constant
pendant toute la duree de la simulation (Constant Bit Rate). Par ailleurs, en ce qui concerne
les metriques de qualite de service, le taux de perte pourrait prendre egalement en compte les
paquets de voix ayant un delai de transmission superieur a 70 msec et les paquets de video
ayant un delai superieur a 100 msec. Ces limitations permettraient d'etudier de facon plus
precise l'impact du modele Wireless-DiServ* sur la gigue des paquets.
Une ouverture possible de ce projet serait de remplacer l'ordonnanceur WRR par le Decit
WRR (DWRR) qui ne necessite pas de conna^tre la taille moyenne des paquets mais opere
sur la base du nombre de bits servis.
132
Une autre perspective d'ouverture serait de rendre l'implementation actuelle du modele plus
exible en considerant l'utilisation de dierents modeles de canal d'une interface a l'autre.
Ainsi, le canal de Rayleigh pourrait e^tre remplace par le modele de Rice qui prend en consi-
deration l'existence de la composante de ligne directe.
Une autre possibilite serait d'integrer un algorithme d'attribution dynamique de frequence
an de limiter les interferences radio et maximiser la capacite du reseau. En outre, l'adapta-
tion de la modulation et du codage pourrait e^tre basee sur le rapport signal sur interference
et bruit (SINR) et non pas seulement sur le SNR.
Enn, une etude analytique du modele permettrait de voir s'il y a une facon plus optimale
d'implementer les poids variables en fonction des conditions du canal sans l et comment
choisir la repartition de la bande passante par niveau.
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NS (Network Simulator) est un logiciel de simulation des reseaux de telecommunications.
Il est disponible gratuitement sur Internet [1] et tres utilise par la communaute scientique
a cause de sa modularite. En eet, ns a une architecture hierarchique ce qui facilite son
extension ou l'ajout de nouveaux modules. Son noyau est ecrit en C++ mais il dispose d'une
interface de programmation en OTcl (Object-oriented Tcl). Le langage C++, oriente objet, est
utilise pour implementer les algorithmes et decrire le fonctionnement des dierents protocoles
car il permet de manipuler rapidement et ecacement les composants crees au cours d'une
simulation. Le langage OTcl permet de modier facilement les parametres de conguration
de certains elements implementes en C++ sans avoir besoin de recompiler l'executable ns.
Ce langage permet donc de lier des objets OTcl a leurs homologues C++.
Il existe plusieurs versions du simulateur. Nous avons utilise dans ce projet la version 2.34
qui etait la plus recente au debut de nos travaux.
Pour simuler un reseau avec ns, l'utilisateur doit ecrire un script OTcl qui decrit la
topologie du reseau, precise la duree de la simulation, initialise l'horloge et les premiers
evenements de la simulation. A la n de la simulation, les statistiques desirees, taux de perte,
delai et gigue, peuvent e^tre extraites de la trace produite a l'aide de dierents outils.
A.1 Modele de nud dans NS
Le simulateur ns permet de simuler tous types de reseaux IP, ca^bles, optiques et sans
l, necessitant des modules dierents. En eet, les parametres d'initialisation dierent selon
qu'on simule un reseau Ethernet ou un reseau sans l. En particulier pour simuler un reseau
sans l 802.11, l'utilisateur doit necessairement denir dans son script OTcl des parametres
tels que le modele de propagation, le protocole de routage, le mecanisme d'acces de la couche
MAC, le nombre d'interfaces, etc. Par defaut, un nud sans l n'a qu'une seule interface dans
ns. Etant donne que l'utilisation de DiServ* necessite qu'un nud ait trois interfaces, nous
avons d'abord modie l'architecture des nuds sans l gra^ce au tutoriel de [8] an d'ajouter
plusieurs interfaces a un nud. Par ailleurs, comme nous l'avons montre sur la gure 2.2 du
chapitre 2, le fonctionnement de DiServ* est etroitement lie au protocole de routage. Le
routage est l'operation qui permet de determiner la route vers une destination et le prochain
nud auquel le paquet doit e^tre envoye. Bien que dans notre etude le routage soit statique,
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nous avons integre le module DiServ* au protocole de routage MPOLSR qui est un protocole
permettant de determiner puis d'utiliser des routes disjointes entre deux nuds.
A.2 Modications apportees au simulateur
Pour integrer le modele DiServ* au simulateur, il a ete necessaire de modier le module
de routage implemente dans la classe mpolsr tandis que pour integrer le modele d'eva-
nouissement de Rayleigh, nous avons modie le module 802.11 implemente dans la classe
mac-802 11 et cree la classe CanalSansFil qui permet de simuler l'evolution de l'etat des
canaux a partir des parametres d'entree tels que le SNR moyen et le PER. Cette classe in-
teragit d'une part avec la classe mpolsr pour communiquer a DiServ* l'etat des canaux et
d'autre part avec la classe mac-802 11.cc car c'est dans cette classe que se fait la speci-
cation du taux de transmission des paquets ainsi que le marquage des paquets corrompus.
Enn, pour simuler le modele DiServ dans les reseaux 802.11 nous avons cree la classe
DiServQueue qui decrit le fonctionnement du DiServ standard. Aucune modication n'a
ete necessaire pour decrire le fonctionnement des les d'attente FIFO puisque le simulateur
disposait deja d'un module capable de le faire. Cette fonctionnalite est implementee dans la
classe PriQueue.
Pour obtenir plus de details sur l'implementation, le lecteur est invite a lire les codes
sources de ces dierents modules.
A.3 Cheminement des paquets
Nous expliquons dans cette section le cheminement d'un paquet selon qu'on simule le
modele DiServ*, DiServ ou FIFO.
A.3.1 Simulation DiServ*
Le fonctionnement d'un nud deploye avec DiServ* est represente sur la gure A.1.
Lorsque les paquets entrent dans la couche IP d'un nud, ils sont immediatement repartis
dans leurs les d'attente respectives a l'aide du classicateur. L'ordonnanceur WRR retire
ensuite un paquet a la fois et le passe au bloc de routage. A ce stade, il ne s'agit pas de
determiner les routes vers une destination mais on suppose que toutes les routes ont deja ete
calculees et qu'on utilise un round robin pour distribuer les paquets sur les routes trouvees ou
choisir le prochain nud a visiter. Apres la determination du prochain nud, l'interface de
sortie du paquet doit e^tre selectionnee. Pour cela, le bloc de selection demande aux couches
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Figure A.1 Cheminement d'un paquet avec DiServ*
le plus eleve. Apres cela, le paquet est transmis a la couche MAC selectionnee puis est envoye
vers le media physique.
Dans le cas ou les poids variables desirent e^tre utilises, l'ordonnanceur WRR recevra a une
frequence reguliere un feedback des couches MAC, indiquant l'etat de leurs interfaces. Ainsi
l'ordonnanceur modiera ou non les poids des trois les d'attente et poursuivra son service.
En resume, voici les actions executees par chaque classe.
 classe mpolsr :
{ classicateur,
{ ordonnanceur WRR,
{ choix d'une route,
{ choix d'une interface.
 classe mac-802 11 : mise a jour du taux de transmission.
 classe CanalSansFil : feedback.
A.3.2 Simulation DiServ et FIFO
Le fonctionnement d'un nud deploye avec DiServ est represente sur la gure A.2.
Lorsque les paquets arrivent dans la couche IP d'un nud, ils sont distribues successivement
ou avec un round robin sur les routes deja predeterminees. Le routage peut e^tre eectue par
n'importe quel protocole de routage multi-chemins. A ce stade, le prochain nud qui sera
visite par un paquet est connu mais on ne conna^t pas encore par quelle interface il doit e^tre
envoye. Pour cela, on fait un tirage aleatoire et chaque interface a une probabilite egale a 1=3
d'e^tre choisie. Le paquet est ensuite envoye vers l'interface choisie puis mis en attente dans la
le qui lui correspond. L'ordonnanceur WRR de l'interface choisie retire ensuite un paquet
a la fois et le transmet a la couche MAC de cette interface qui se charge de l'envoyer vers
















Figure A.2 Cheminement d'un paquet avec DiServ
du canal, l'ordonnanceur demande periodiquement a la couche MAC de l'interface concernee
l'etat du canal an d'actualiser les poids des les.
En resume, voici les actions executees par chaque classe.
 classe mpolsr :
{ choix d'une route,
{ choix d'une interface.
 classe DiServQueue :
{ classicateur,
{ ordonnanceur WRR.
 classe mac-802 11 : mise a jour du taux de transmission.
 classe CanalSansFil : feedback.
Le cheminement d'un paquet dans un nud deploye avec des les FIFO est tres similaire
au cheminement observe avec DiServ. Le fonctionnement d'un nud deploye avec FIFO est
represente sur la gure A.3. Le choix de la route et de l'interface s'operent exactement de
la me^me maniere que si on simulait DiServ. Contrairement au parcours avec DiServ*, on
constate qu'en simulant DiServ ou FIFO, chaque interface possede son propre module de
le d'attente.
En resume, voici les actions executees par chaque classe.
 classe mpolsr :
{ choix d'une route,














Figure A.3 Cheminement d'un paquet avec FIFO
 classe PriQueue : une seule le pour mettre en attente les paquets
 classe mac-802 11 : mise a jour du taux de transmission.
