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CONVERGENCE AND PERTURBATION THEORY FOR AN
INFINITE-DIMENSIONAL METROPOLIS-HASTINGS ALGORITHM
WITH SELF-DECOMPOSABLE PRIORS
BAMDAD HOSSEINI ∗ AND JAMES E. JOHNDROW †
Abstract. We study a Metropolis-Hastings algorithm for target measures that are absolutely
continuous with respect to a large class of prior measures on Banach spaces. The algorithm is shown
to have a spectral gap in a Wasserstein-like semimetric weighted by a Lyapunov function. A number
of error bounds are given for computationally tractable approximations of the algorithm including
bounds on the closeness of Cesa´ro averages and other pathwise quantities. Several applications
illustrate the breadth of problems to which the results apply such as discretization by Galerkin-type
projections and approximate simulation of the proposal via perturbation theory.
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problem, weak Harris’ theorem.
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1. Introduction. The goal of this article is to analyze convergence and pertur-
bation properties of a certain class of Metropolis-Hastings (MH) algorithms called
the ARSD algorithm (auto-regressive proposals for self-decomposable priors) for sam-
pling target measures that are absolutely continuous with respect to an underlying
self-decomposable (SD) measure. We show that under very general conditions ARSD
has a spectral gap with respect to a transport semimetric on the space of probability
measures. Furthermore, we present a general approximation result for ARSD stating
that the invariant measure of the algorithm depends continuously on perturbations
of the proposal kernel and acceptance ratio. We also give bounds on the closeness
of Cesa´ro averages and other pathwise quantities from the approximating transition
kernel.
Let H be a separable Banach space with norm ∥ ⋅ ∥ and let µ, ν ∈ P (H), the space
of probability measures on H, where
(1.1)
dν
dµ
(u) = 1
Z
exp(−Ψ(u)), u ∈ H.
Here Ψ ∶ H ↦ R is a measurable function and Z is a normalizing constant that ensures
ν is a probability measure
Z = ∫H exp(−Ψ(u))dµ(u).
In many applications such as Bayesian inverse problems and Uncertainty Quantifica-
tion our goal is to estimate integrals of the form
∫H f(u)dν(u),
for a quantity of interest f . Since this integral is often intractable we approximate it
using
1
K
K
∑
k=1
f(uk),
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where the {uk} are samples that are distributed according to ν as k → ∞. We are
primarily interested in the setting where we cannot simulate ν directly but we can
simulate µ. Then an algorithm is needed that can approximately sample ν. A common
approach constructs a Markov transition operator P with invariant measure ν, then
collects paths {uk} ∼ Pk−1δu0 . Because it is not possible to simulate paths numerically
on an infinite-dimensional state space, in practice finite-dimensional approximations
to the exact algorithm are used.
1.1. The ARSD algorithm and self-decomposable priors. In this article
we focus on MH algorithms that are tailor made for the class SD(H) ⊂ P (H) of SD
probability measures on H.
Definition 1.1. A probability measure µ ∈ P (H) is SD if for every β ∈ (0,1),
there exists a probability measure µβ ∈ P (H) so that
µ = L{βu + v ∣ u ∼ µ, v ∼ µβ}.
Equivalently, µ is SD if
µ̂(f) = µ̂(βf)µ̂β(f), ∀f ∈ H∗,
where µ̂ and µ̂β are the characteristic functions of µ and µβ and H∗ is the dual of H.
Consider the measure ν as in (1.1) with µ ∈ SD(H) with innovation µβ and
acceptance ratio α given by (1.5). Then the ARSD algorithm of [16] consists of
generating a Markov chain {u(j)}∞j=0 by the following steps:
1. Set j = 0 and choose u(0) ∈H and β ∈ (0,1).
2. At iteration j propose v(j+1) = βu(j) +w, w ∼ µβ .
3. Set u(j+1) = v(j+1) with probability α(u(j), v(j+1)).
4. Otherwise set u(j+1) = u(j).
5. set j ← j + 1 and return to step 2.
By [16, Thm. 2.1] if the function Ψ (see (1.1)) is continuous and locally bounded
then the transition kernel P defined by the ARSD update rule is reversible with respect
to ν. In [16] multiple numerical experiments are presented demonstrating the ability
of ARSD to sample the target densities in the context of Bayesian inverse problems.
Below we present a motivating example akin to the experiments in [16] that is
used as a running example throughout this article.
Example 1 (Deconvolution on the circle). Let H = L2(T) where T is the unit
circle in 1D and u0 ∈ L
2(T) be the initial ground truth function. Consider the data
y ∈ Rm, yj = (g ∗ u0)(xj) + ζj
where {xj}mj=1 are fixed points on T, the ζj iid∼ N(0, σ2) for σ > 0 and the convolution
kernel g is the usual hat function
g(x) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
ε
(1 − ∣x∣
ε
) , ∣x∣ ≤ ε,
0 otherwise,
where ε > 0 is a fixed small parameter.
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Suppose we wish to infer the function u0 from an instance of the data y using
Bayes’ rule [35]:
dµy
dµ0
(u) = 1
Z(y) exp(−Ψ(u;y)), Z(y) = ∫L2(T) exp(−Ψ(u;y))dµ0,
where Ψ is the likelihood potential, µ0 is the prior probability measure and µ
y is
the posterior measure. Since the ζj are Gaussian we ascertain that the likelihood
potential Ψ(u;y) is given by
Ψ(u;y) = 1
2σ2
m
∑
j=1
∣(g ∗ u)(xj) − yj ∣2.
As for the prior measure µ0 we take
(1.2) µ0 = L
⎧⎪⎪⎨⎪⎪⎩
∞
∑
j=1
√
λjφjξj
⎫⎪⎪⎬⎪⎪⎭ ,
where
√
λj = (1 + j2)−1 ∈ ℓ1, {φj} are the Haar wavelet basis on L2(T) [6, Sec 9.4]
and ξj are Gamma(p,1) random variables with shape parameter p ∈ (0,1), i.e.,
ξj
iid
∼
1
Γ(p)xp−1 exp(−x)1(0,∞)(x)dx.
Since gamma random variables are SD [34] it follows that µ0 is also SD. In fact for
β ∈ (0,1) the innovation µβ of µ0 is given by [16, Thm. 3.3]
(1.3) µβ = L
⎧⎪⎪⎨⎪⎪⎩
∞
∑
j=1
√
λjφjζj,β
⎫⎪⎪⎬⎪⎪⎭
where the random variables ζj,β are i.i.d. and given by
ζj,β =
N
∑
k=1
βυk̟k, N ∼ Pois(p log(1/β)), υk iid∼ U(0,1), ̟k iid∼ Exp(1).
With the potential Ψ and the innovation µβ identified we can now employ the ARSD
algorithm to simulate samples from the posterior measure µy (see [16, Sec. 5] for
numerical examples).
As yet no detailed convergence analysis of ARSD has been performed. We also
note that ARSD is widely applicable since many commonly used probability distribu-
tions such as Gaussians, Laplace, Gamma and Cauchy are SD [34, Sec. V.6]. In fact,
the limit distributions of all convergent autoregressive processes of order one are SD
by definition and so ARSD is applicable with such priors.
1.2. Overview of main results. As stated above, our goal here is to analyze
convergence properties of the ARSD algorithm and show stability under perturba-
tions of P that can be simulated numerically, e.g. by approximating α using finite-
dimensional projections, or approximately sampling from µβ . Let P(u,dv) be the
transition kernel of ARSD, more precisely
(1.4) P(u,dv) ∶= Q(u,dv)α(u, v) + δu(dv)∫H(1 − α(u,w))Q(u,dw),
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where the acceptance ratio α(u, v) is given by
(1.5) α(u, v) = 1 ∧ exp(Ψ(u)−Ψ(v)),
and the proposal kernel Q(u,dv) is defined as
(1.6) Q(u,dv) ∶= L{βu + v ∣ v ∼ µβ} ,
for β ∈ (0,1) and the innovation measure µβ ∈ P (H).
Our first key result concerns the existence of a spectral gap for P in certain
topologies implying exponential convergence to the target distribution ν. Throughout
we will use the term spectral gap in reference to topologies other than ℓ2, consistent
with the usage in [12, 13].
Theorem 1.2 (Informal). Let µ ∈ SD(H) with innovation µβ. Suppose µβ has
bounded moments of degree p ≥ 1. Then under regularity conditions on Ψ we have:
(a) The kernel P has a unique invariant measure ν.
(b) For an appropriate semimetric d on P (H), P has a d-spectral gap, that is,
there exists a constant γ ∈ (0,1) and n ∈ N so that
d(Pnν1,Pnν2) ≤ γd(ν1, ν2), ∀ν1, ν2 ∈ P (H). (1.7)
It was shown in [16] that the ARSD algorithm satisfies detailed balance and has
a unique invariant measure. In Appendix A we present an alternative proof of the
existence of the unique invariant measure using [12, Corollary 4.11] and by showing
that P is Feller. Existence of the unique invariant measure together with Theorem 1.2
implies that instances of the ARSD algorithm converge to the target density ν at an
exponential rate.
In many cases, such as when H is a function space, the ARSD algorithm cannot
be applied directly since it is not possible to simulate µβ exactly. Then one resorts
to approximation of ARSD. Such approximations can be obtained by discretization
or direct approximations of µβ with another measure µβ,ǫ. We outline a general
framework for analyzing approximations of ARSD that can be applied to a wide
range of approximation methods that go far beyond discretizations. We give two key
results in this direction
Theorem 1.3 (Informal). Let µ ∈ SD(H) with bounded moments of degree p ∈ N
and let Pǫ be an approximation to P that satisfies for any n > 0
d(Pnǫ δu,Pnδu) ≤ ϑ(n)ψ(ǫ)(1 + ∥u∥p),
for an appropriate semimetric d, a function ψ ∶ R+ ↦ R+ satisfying ψ(0) = 0, and a
function ϑ ∶ N ↦ R+. Then under conditions on Ψ, ϑ,ψ,µβ ,P and Pǫ, there exists a
constant C > 0 so that
d(ν, νǫ) ≤ Cψ(ǫ),
where ν and νǫ are any invariant measure(s) of P and Pǫ.
We also show error and variation bounds for Cesa´ro averages under the same
conditions, showing that the accuracy of the computationally available approximation
can be controlled.
Theorem 1.4 (Informal). Let ϕ be a function with bounded Lipschitz-d norm∣∣∣ ⋅ ∣∣∣ for an appropriate semimetric d. Then under the same conditions on Pǫ as in
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Theorem 1.3 and P as in Theorem 1.2, there exist constants C1,C2,C3 that do not
depend on n, ǫ such that for every n > 0
E( 1
n
n−1
∑
k=0
ϕ(U ǫk) − ν(ϕ))
2
≤
∣∣∣ϕ∣∣∣2
(1 − γ)2 (C1ψ2(ǫ) +C2
ψ2(ǫ)
n
+C3 1
n
+O( 1
n2
)) ,
and constants C4,C5,C6 not depending on n, ǫ such that for every n > 0
E
1
n
n−1
∑
k=0
ϕ(U ǫk) − ν(ϕ) ≤ ∣∣∣ϕ∣∣∣1 − γ (
C4
n
+ ψ(ǫ)C5 +ψ(ǫ)C6
n
) ,
where U ǫk ∼ Pk−1ǫ δu0 and U ǫ0 = u0 is the initial state of the Markov chain.
We also supplement these results by L2 spectral gaps and error bounds in Ap-
pendix B. However, the L2 results rely on much stronger assumptions on the potential
Ψ and the kernel P and are not as widely applicable as Theorems 1.3 and 1.4.
1.3. Relevant literature. The convergence rate results we give here rely on the
existence of Lyapunov functions of P and Pǫ to control stochastic stability. The use of
Lyapunov functions has been important at least since [20], and their application to the
study of convergence of Markov chains is developed in great detail in the influential
text of [27]. In the MCMC literature, convergence is often studied by showing a form
of Harris’ classic theorem [14], which states that a Markov chain is uniquely ergodic if
there exists a set satisfying an analogue of Doeblin’s condition that is visited infinitely
often. One typically proves Harris’ result by showing a minorization condition on
sublevel sets of the Lyapunov function [32]; an elementary proof can be found in
[11]. Examples of the application of such “drift and minorization” arguments to MH
algorithms can be found in [26, 30, 17].
Proofs of Harris’ theorem utilizing a Lyapunov condition typically guarantee ex-
ponential convergence toward the unique invariant measure of P in a total variation
metric weighted by the Lyapunov function [11]. When the state space is high or in-
finite dimensional, total variation metrics are often too strong, and Wasserstein-like
metrics are a better choice. In particular, because probability measures on infinite-
dimensional spaces have a tendency to become mutually singular after small pertur-
bations [2], it is typically not possible to couple two copies of a Markov chain such
that they move to exactly the same point with positive probability, even over multiple
steps. However, for measures on Banach spaces one can typically show a topologi-
cal irreducibility condition – i.e. that the two copies draw together over time in an
appropriate metric, at least inside of sublevel sets of a Lyapunov function.
Here we study convergence of the exact ARSD algorithm on infinite-dimensional
Banach spaces using the “weak Harris” theorem of [12]. This can be viewed as an
extension of the ordinary Harris theorem to non-metric notions of convergence defined
as the infimum over couplings of an expected semimetric cost function. This cost
function is designed to induce a topology on bounded sets such that the topological
irreducibility condition holds. An application of the weak Harris’ theorem to the
pre-conditioned Crank Nicholson (pCN) algorithm can be found in [13], wherein it is
proved that pCN has a dimension-independent spectral gap. As the pCN algorithm is
a special case of ARSD with a Gaussian innovation, our results for infinite-dimensional
ARSD can be viewed as a generalization of [13].
However, rather than showing analogous results for the finite-dimensional algo-
rithm separately, as in [13], and then showing that the invariant measures are close
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as in [5, 24], we instead utilize perturbation bounds as in [18] to obtain a dimension-
independent rate of convergence and error estimates for the finite-dimensional ARSD.
These results have the advantage of controlling all of the quantities of interest in terms
of the spectral gap of the kernel P on the infinite-dimensional space and a pointwise
bound on the approximation error of the approximating kernel Pǫ. In this sense, our
approach is fundamentally different from that of [13], and a variety of accommodations
and modifications of the results of [18] were necessary to prove the desired bounds
in the infinite-dimensional setting where P may not contract over a single step. We
further extend this to cases where the innovations cannot be exactly sampled using
arguments similar in spirit to those used to prove convergence rates for discretization
of MH proposal kernels in [18], but technically much more involved. Rather than
relying on the central limit theorem, we proceed in the tradition of [10, 21, 22, 25]
and give variation bounds using the Poisson equation. This technique is intimately
related to classical Martingale and potential methods [29].
We highlight that our purpose here is to show error bounds that are independent
of dimension, not to produce quantitative estimates of the number of steps necessary
to achieve a particular accuracy. All of the bounds we give for finite-dimensional
versions of the algorithm depend only on the spectral gap of the infinite-dimensional
kernel, the pointwise accuracy of the finite-dimensional kernel, and the constants in
the Foster-Lyapunov condition of the finite-dimensional kernel. While the former is
independent of dimension, the latter two quantities typically improve as dimension
increases and the approximating kernel draws closer to the infinite-dimensional kernel.
This behavior contrasts with the typical performance of “drift and minorization”
bounds in weighted total variation norms forfinite dimensional problems where the
spectral gap tends to vanish as dimension increases (see e.g. [28]). In some sense, the
dimension-independence of our results can be attributed to choosing a metric that is
better adapted to high or infinite-dimensional spaces than weighted total variation.
It is worth noting that – at least for finite-dimensional, and especially for dis-
crete, state spaces – one can typically obtain sharper numerical estimates of mixing
or relaxation times using geometric inequalities, such as log-Sobolev, Cheeger, and
Poincare´ inequalities. A thorough review of these techniques and their application to
MH algorithms is given in [9]. More recent work applying geometric inequalities to
obtain sharp bounds for mixing times of MH on bounded subsets of Rd can be found
in [7] and [8]. Geometric inequalities are combined with Lyapunov arguments to ob-
tain sharper estimates of relaxation times for MH on R in [19]. At the time of this
writing, we are not aware of any extensions of this literature into infinite-dimensional
state spaces.
2. Preliminaries and notation. We gather here some preliminary results on
ergodic theorems and the weak Harris’ theorem as well as some notation and termi-
nology that is used throughout the article.
2.1. Results on ergodicity. We study convergence in the context of the “weak
Harris” theorem of [12], which is an extension of the classical Harris’ theorem to
Wasserstein-like notions of convergence defined in terms of lower semi-continuous
semimetrics referred to as “distance-like” in the parlance of [12].
Definition 2.1. A function d ∶ H ×H ↦ R is distance-like if it is positive, sym-
metric, lower semi-continuous and d(u, v) = 0 iff u = v.
Non-negative functions that satisfy all of the metric axioms save the triangle inequality
are often referred to as semimetrics, and we also adopt this terminology. Thus, a
6
distance-like function is a lower semi-continuous semimetric. Given a distance-like
function d, we can extend it to a Wasserstein/transport-like positive function on
P (H) via
(2.1) d(µ1, µ2) ∶= inf
π∈Υ(µ1,µ2)∫H×H d(u, v)π(du,dv),
where Υ(µ1, µ2) is the space of all couplings between measures µ1 and µ2.
Given a distance-like function d we also introduce the space Lip(d) consisting of
functions that are Lipschitz continuous with respect to d. More precisely
(2.2) Lip(d) ∶= {f ∶H ↦ R ∶ ∣∣∣f ∣∣∣ < +∞},
where
(2.3) ∣∣∣f ∣∣∣ ∶= sup
u≠v
∣f(u)− f(v)∣
d(u, v) .
In the above notation we suppress the dependence of the Lipschitz seminorm on d for
brevity. Throughout the article we explicitly state with respect to which semimetric
d the seminorm is computed.
We now define some properties of P that together give the weak Harris theorem.
Definition 2.2. A function V ∶ H ↦ R is a Lyapunov function for a Markov
transition kernel P if there exists K > 0 and κ ∈ [0,1) so that
(PV )(u) ≤ κV (u) +K, ∀u ∈H.
Lyapunov functions are a standard way to control tail behavior of P . We further
require that when initiated from two d-nearby points, we can couple two copies of the
Markov chain evolving according to P such that they draw together in one step.
Definition 2.3. A distance-like function d ∶ H ×H → [0,1] is contracting for a
Markov operator P if there exists γ1 ∈ (0,1) so that
d(Pδu,Pδv) ≤ γ1d(u, v), whenever d(u, v) < 1.
The assumption that d is capped at 1 is entirely innocuous; for details see [12, Remark
4.7]. Finally, we will need a type of topological irreducibility on sublevel sets of V
reminiscent of Doeblin’s condition [27, Sec. 16.2.1] in the classical total variation
theory of convergence.
Definition 2.4. For every R > 0 the sublevel sets S(R) ∶= {u ∣ V (u) < R} of V
are d-small for a distance-like function d ∶H ×H → [0,1] if there exists γ2(R) ∈ (0,1)
and n ∈ N so that,
sup
u,v∈S(R)
d(Pnδu,Pnδv) ≤ γ2.
In some cases it is possible to show Definition 2.4 with n = 1; in this case, the proof
that P satisfies this property is somewhat different. We present our main results for
general n, with the understanding that when Definition 2.4 holds for n = 1, all of our
other results hold with n = 1.
Given a distance-like function d, define a weighted distance-like function
(2.4) d˜θ(u, v) ∶= [d(u, v)(2 + θV (u) + θV (v)] 12 .
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for a parameter θ > 0. Once again we use the same notation to denote the induced
semimetric d˜θ on P (H). The following is a discrete-time version of [12, Theorem 4.7]
that is more natural for our setting. Although [18] show this condition in the case
where n = 1 in Definition 2.4, the extension to general n is a minor modification of
their argument – or, indeed, of the continuous-time result in [12] – and we simply
state the more general result here.
Proposition 2.5 ([18, Thm. 3.9], [12, Thm. 4.8]). Suppose d is contracting forP, and P has continuous Lyapunov function V with d-small level sets. Then there
exist constants γ ∈ (0,1), θ > 0, and n ∈ N such that
d˜θ(Pnδu,Pnδv) ≤ γd˜θ(u, v), ∀u, v ∈H.
We refer to the constant 1 − γ as the d˜θ-spectral gap of P.
If P is also Feller and the distance-like function d satisfies some mild conditions,
then Proposition 2.5 also implies the existence of a unique invariant measure to whichP converges at an exponential rate in d˜θ. We show the Feller condition for ARSD in
Appendix A. This is done mainly for completeness. By [16], the ARSD algorithm sat-
isfies detailed balance and therefore has unique invariant measure ν. In fact, without
the detailed balance condition, the Feller property would only guarantee the unique-
ness of an invariant measure, but not ensure that it is in fact the posterior measure
ν.
2.2. Notation. Before proceeding we gather some notation for future reference.
Throughout Sections 3 and 4 H is a separable Banach space with norm ∥ ⋅ ∥. In
Section 5 we take H to be a separable Hilbert space. In both cases H∗ denotes the
dual of H. The set P (H) is the space of Radon and complete probability measures
on H that assign measure 1 to the whole space H, and SD(H) ⊂ P (H) the set of SD
probability measures on H. BR(v) is closed ball in the topology of ∥ ⋅∥ of radius R > 0
centered at v. We say that a measure µ ∈ P (H) has bounded moments of degree p
whenever ∥ ⋅ ∥p ∈ L1(µ). Finally, given measures µ1, µ2 ∈ P (H) we use Υ(µ1, µ2) to
denote the space of all couplings between µ1 and µ2.
3. Spectral gaps for ARSD. In this section we prove our first main result and
give a detailed version of Theorem 1.2. Our approach is inspired by [13, Sec. 3]. We
begin with a set of assumptions on the potential Ψ.
Assumption 1. The function Ψ ∶ H ↦ R satisfies one or more of the following
conditions:
(a) (locally bounded from above) For every R > 0 there exists a constantM1(R) ≥
0 so that
Ψ(u) ≤M1, ∀u ∈ BR(0).
(b) (locally bounded from below) There exist constants q,M2,M3 ≥ 0 so that
Ψ(u) ≥M3 −M2 log(∥u∥q), ∀u ∈H.
(c) (increasing in the tail) For every β ∈ (0,1) there exist strictly positive con-
stants R0(β),M4(β) > 0 so that ∀u ∈ BR0(0)c
inf
v∈B(1−β)R0(βu)
exp(Ψ(u) −Ψ(v)) ≥M4.
(d) (globally Lipschitz) There exists a constant L > 0 so that∣Ψ(u) −Ψ(v)∣ ≤ L∥u − v∥, ∀u, v ∈H.
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(e) (locally Lipschitz) There exist constants L > 0 and q ≥ 0 so that
∣Ψ(u)−Ψ(v)∣ ≤ L(1 ∨ ∥u∥q ∨ ∥v∥q)∥u − v∥, ∀u, v ∈H.
We note that the assumption that Ψ is locally bounded from above and below is mild
in most applications. Assumption 1(c) may seem unnatural but essentially implies
that Ψ(u) increases monotonically for large ∥u∥. In the context of Bayesian inverse
problems where Ψ is a negative log-likelihood function these assumptions are often
automatically satisfied. For example, in the case of additive noise models [15, Sec. 3.1]
the constants M3 and M2 are always zero and Assumptions 1(a)–(c)are satisfied im-
mediately.
Example 1 (Continued). Since the convolution operator (g ∗ ⋅) ∶ L2(T) ↦ C(T)
is bounded and linear we immediately infer that Ψ(u;y) satisfies Assumption 1(a).
Furthermore, since Ψ(u;y) is strictly positive condition (b) holds with M2 =M3 = 0.
We can also directly verify that condition (e) is satisfied with q = 1 since f(x) = x2 is
locally Lipschitz. It remains to check condition (c).
Define the bounded linear mapping G ∶ L2(T) ↦ Rm given by (G(u))j = (g ∗
u)(xj). Let R0 > 0 and choose v ∈ B(1−β)R0(βu). Denote the usual Euclidean norm
on Rm by ∥ ⋅ ∥2 and note that we can write v = βu + ξ where ξ ∈ B(1−β)R0(0). Then
2σ2(Ψ(u;y)−Ψ(v;y)) = ∥G(u) − y∥22 − ∥G(v) − y∥22
= ∥G(u) − y∥22 − ∥βG(u) + G(ξ) − y∥22
≥ ∥G(u) − y∥22 − (β∥G(u) − y∥2 + ∥G(ξ) − (1 − β)y∥2)2
= (1 − β2)∥G(u) − y∥22 − 2β∥G(u)− y∥2∥G(ξ) − (1 − βy)∥2
− ∥G(ξ) − (1 − β)y∥22
≥ (1 − β2)∥G(u) − y∥22 − 2β (∥G∥R0 + (1 − β)∥y∥2) ∥G(u) − y∥2
− (∥G∥R0 + (1 − β)∥y∥2)2.
The above lower bound is a second degree polynomial of ∥G(u)−y∥2 which is uniformly
bounded from below. We can then conclude that Ψ satisfies condition (c).
Assumption 1(a) and (b) are crucial in ensuring the measure ν is well defined.
The proof of the following theorem is identical to [15, Thm. 3.2] and is hence omitted.
Proposition 3.1. Let µ have bounded moments of degree p and let Ψ satisfy
Assumption 1(a) and (b) with constant q ≤ p then the constant Z in (1.1) is strictly
positive and finite. Thus, ν is a well-defined probability measure on H.
3.1. The Lyapunov functions. We prove that functions of the form ∥ ⋅ ∥p for
p ≥ 0 are Lyapunov functions for the Markov transition kernel P of a large class of MH
algorithms that includes ARSD, so long as the innovation measure µβ has sufficiently
light tails and Ψ satisfies Assumption 1(a).
Proposition 3.2. Let β ∈ (0,1) and Ψ be a function satisfying Assumption 1(c),
and consider a Markov transition kernel P defined by
1. Propose v ∼Q(u, dv)
2. Accept v with probability α(u, v) = 1 ∧ exp(Ψ(u)−Ψ(v)).
and where we can write v = βu+ ξ for ξ ∼ µβ for some probability measure µβ ∈ P (H)
(that may depend on β) with bounded moments of degree p ≥ 1. Then V (u) = ∥u∥p is
a Lyapunov function of P.
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Remark 3.3. The above proposition includes the ARSD algorithm, in the case
where µβ is the innovation measure of some µ ∈ SD(H). It also includes other
algorithms where µβ is another measure, in which case P may not be reversible, and
in general P may not have a unique invariant measure.
We need two technical results before we prove the proposition.
Lemma 3.4. For every ̺ ∈ P (H), there exists sufficiently large R > 0 so that
̺(BR(0)) > 0.
Proof. Is given as the final step in the proof of [15, Thm 4.2].
Lemma 3.5. Given R > 0, p ≥ 1, β ∈ (0,1) and r ≤ (1−β)R, there exists κ1 ∈ (0,1)
so that
sup
v∈Br(βu)
∥v∥p ≤ κ1∥u∥p, ∀u ∈ BR(0)c.
Proof. This follows from the following calculation, where the last inequality is
due to the assumption that u ∈ BR(0)c.
sup
v∈Br(βu)
∥v∥p = sup
ξ∈Br(0)
∥βu + ξ∥p
≤ sup
ξ∈Br(0)
(β∥u∥ + ∥ξ∥)p
≤ (β∥u∥ + (1 − β)R)p ≤ κ1∥u∥p.
Proof of Proposition 3.2. Fix β ∈ (0,1). By definition
PV (u) = ∫H V (v)α(u, v)Q(u,dv) + V (u)∫H(1 − α(u,w))Q(u,dw).
Fix R ≥ R0 > 0 large enough that µβ(B(1−β)R(0)) > 0. First, suppose u ∈ BR(0). We
have
sup
u∈BR(0)
PV (u) = sup
u∈BR(0)
∫H V (v)α(u, v)Q(u,dv) + V (u)(1 − ∫H α(u,w)Q(u,dw)) ,
≤ sup
u∈BR(0)
V (u) + ∫H V (w)Q(u,dw),
≤ sup
u∈BR(0)
V (u) + ∫H ∥βu + ξ∥pdµβ(ξ) =K1 <∞.
The last inequality follows since µβ has bounded moments of degree p by assumption.
Now suppose instead that u ∈ BR(0)c, and put r = (1−β)R. By Lemma 3.5, there
exists κ1 ∈ (0,1) so that
(3.1) sup
v∈Br(βu)
V (v) ≤ κ1V (u), ∀u ∈ BR(0)c.
Let A be the event that ∥ξ∥ < (1−β)∥u∥ where ξ ∼ µβ . By Lemma 3.4 and construction
of R,
inf
u∈BR(0)c
P(A) ≥ µβ(Br(0)) = α0 > 0.
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Now
PV (u) ≤ P(A)[P(accept ∣ A)κ1V (u) + P(reject ∣ A)V (u)] + ∫
Ac
V (βu + ξ) ∨ V (u)dµβ(ξ)
= P(A)[(1 − (1 − κ1)P(accept ∣ A))]V (u) + ∫
Ac
V (βu + ξ) ∨ V (u)dµβ(ξ)
≤ κ2P(A)V (u)+ ∫
Ac
V (βu + ξ) ∨ V (u)dµβ(ξ),
where κ2 = (1− (1− κ1)P(accept ∣ A)). Since Ψ satisfies Assumption 1(c) and R > R0
it follows that P(accept ∣ A) > 0 uniformly for all u ∈ BR(0)c and so it follows that
κ2 < 1 uniformly in u. It remains to bound the last integral:
∫
Ac
V (βu + ξ) ∨ V (u)dµβ(ξ) = ∫{∥ξ∥≥(1−β)∥u∥} ∥βu + ξ∥p ∨ ∥u∥pdµβ(ξ),
≤ ∫{∥ξ∥≥(1−β)∥u∥} ∥u∥p +C∥ξ∥pdµβ(ξ),
≤ P(Ac)V (u) +K2 <∞.
The last inequality follows from the fact that µβ has bounded moments of order p.
Substitute back into the previous bound we get
PV (u) ≤ (κ2P(A) + P(Ac))V (u) +K2 ≤ (1 + (κ2 − 1)α0)V (u) +K2
≡ κV (u)+K2,
for some κ ∈ (0,1), which does not depend on u. Setting K =K1 ∨K2 we obtain
PV (u) ≤ κV (u) +K.
for all u ∈ H.
Remark 3.6. One can easily check that Proposition 3.2 implies that any polyno-
mial of degree at most p is a Lyapunov function of P .
Example 1 (Continued). The measure µβ defined in (1.3) has bounded moments
of all degrees [16, Thm. 3.1] and so V (u) = ∥u∥p
L2(T) for any p ≥ 2 is a Lyapunov
function for the corresponding kernel P with this innovation.
3.2. Globally Lipschitz case. We first consider the case where Ψ is globally
Lipschitz and prove that P has a d˜0,θ-spectral gap in this case (see below for definition
of the semimetrics). The proof is more straightforward as compared to the locally
Lipschitz case and uses a simpler distance-like function d0; in this case, d0 is actually
a proper metric.
Given ω > 0 define
(3.2) d0(u, v) = 1 ∧ ∥u − v∥
ω
,
and for θ > 0 define the weighted distance-like function (as in (2.4))
d˜0,θ(u, v) = [d0(u, v)(2 + θV (u)+ θV (v)] 12 .
We then have the following result on existence of a d˜θ-spectral gap for P .
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Theorem 3.7. Let β ∈ (0,1) and µ ∈ SD(H) so that the innovation µβ has
bounded moments of degree p ≥ 1. Also suppose Ψ satisfies Assumption 1(a)–(d) with
q ≤ p and let P be the Markov transition kernel of ARSD. Then there exist constants
n ∈ N, γ ∈ (0,1) and θ,ω > 0 such that
(3.3) d˜0,θ(Pnδu,Pnδv) ≤ γd˜0,θ(u, v).
The proof of this theorem follows from Propositions 2.5, 3.2, 3.8 and 3.9, which
together establish that the n-step kernel P is d0-contracting and the level sets of the
Lyapunov functions V (u) = ∥u∥p are d0-small.
Proposition 3.8 (d0-contraction). Suppose µβ have bounded moments of degree
p ≥ 1 and let Ψ satisfy Assumptions 1(a)–(d) with constants q ≤ p and L > 0. Then P
is d0-contracting for sufficiently small ω > 0.
Proof. Suppose u, v ∈ H so that d0(u, v) < 1, which implies ∥u − v∥ ≤ ω. We
will present the proof in two cases where either u, v ∈ BR(0) or u, v ∈ BR∗(0)c where
R∗ = R − 1 and R is sufficiently large so that R∗ ≥ R0 as in Assumption 1(c). Note
that if d0(u, v) < 1 then ∥u− v∥ < ω and so by taking ω to be sufficiently small we can
ensure that the above two cases include all points u, v ∈H for which d0(u, v) ≤ 1.
We bound d0(Pδu,Pδv) using a specific coupling π0 ∈ Υ(Pδu,Pδv). Construct
π0 by choosing the same innovation ξ drawn from µβ and consider the proposals
u∗ = βu + ξ, v∗ = βv + ξ.
We then draw ζ ∼ U([0,1]) and accept u∗ if ζ ≤ α(u,u∗) and accept v∗ if ζ ≤ α(v, v∗).
Thus the two chains use the same draw from the innovation and the same uniform
random variable for acceptance of the proposals.
First let u, v ∈ BR(0) and A be the event that ∥ξ∥ ≤ R for some R > 0 sufficiently
large so that µβ(BR(0)) > 0 following Lemma 3.4. We then have
(3.4)
d0(Pδu,Pδv) ≤ P(A) [P(both accept ∣ A)βd0(u, v) + P(both reject ∣ A)d0(u, v)]
+ P(Ac) [P(both accept ∣ Ac)βd0(u, v) + P(both reject ∣ Ac)d0(u, v)]
+ P(only one is accepted)
≤ P(A) [P(both accept ∣ A)βd0(u, v) + P(both reject ∣ A)d0(u, v)]
+ P(Ac)d0(u, v) + P(only one is accepted)
In the last line we used the fact that d0 is capped at 1 and β ∈ (0,1). Clearly,
P(both reject ∣ A) ≤ 1 − P(both accept ∣ A). Furthermore, it follows from Assump-
tion 1(a) and (b) that P(both accept ∣ A) > 0 uniformly and so there exists a constant
γ˜ ∈ (0,1) such that
d0(Pδu,Pδv) ≤ γ˜d0(u, v) + P(only one is accepted).
It remains to bound the last term. Using the fact that 1∧ exp has Lipschitz constant
1 and Assumption 1(d) we can write
P(only one is accepted) ≤ ∫H ∣α(u,u∗) − α(v, v∗)∣dµβ(ξ)
≤ ∫H ∣Ψ(u∗) −Ψ(v∗)∣ + ∣Ψ(u) −Ψ(v)∣dµβ(ξ)
≤ 2ωLd0(u, v).12
Now the result follows by taking ω to be sufficiently small.
Now consider the case where u, v ∈ BR∗(0)c. Recall that R∗ = R − 1 and take
R > 0 is sufficiently large so that R∗ ≥ R0 and µβ(BR∗(0)) > 0. We can repeat the
same calculation as in (3.4) by replacing the event A with the event A˜ where ∥ξ∥ ≤ R∗
but this time P(both accept∣A˜) > 0 uniformly following Assumption 1(c). The rest of
the proof follows in a similar manner to the previous case. We then take ω to be the
minimum between two cases.
The following result gives a spectral gap for Pn. The proof in the former case is
similar to that in [13]. The basic idea is to couple Pnδu to Pnδv in such a way that
consecutive acceptances drive them close together in ∥ ⋅ ∥.
Proposition 3.9 (d0-small V level-sets with n-step kernel). Let S(R) = {u∣V (u) ≤
R} and suppose Ψ satisfies Assumption 1(a) and (b). Then there exists an n ∈ N and
γ˜2 ∈ (0,1) so that
d0(Pnδu,Pnδv) ≤ γ˜2 ∀u, v ∈ S(R).
Proof. Fix R > 0. Let π0 be the coupling used in the proof of Theorem 3.8. We
use (uk, vk) to denote the chain after step k with initial points u0 = u, v0 = v ∈ S. Let
A be the event that both proposals are accepted n times in a row. Conditional on A
we have
(3.5) d0(un, vn) ≤ 1
ω
∥un − vn∥ ≤ βn
ω
∥u − v∥ ≤ βn
ω
diamS.
Thus, choosing n = ⌈ ω
2diamS
1
logβ
⌉, conditional on A we have d(un, vn) < 1/2 for all
initial points u, v ∈ S(R).
Now choose r large enough that µβ(Br/n(0)) = ǫ > 0 by Lemma 3.4, and let
B = {∥ξk∥ < r/n, k = 1, . . . , n} be the event that all n innovations have norm smaller
than r/n. Clearly
P(A) ≥ P(B)P(A ∣ B).
Observe that conditional on B, supk≤n(∥uk∥, ∥vk∥) < R1/p+r, since both u, v lie inside
the sublevel set of V (u) = ∥u∥p. By Assumption 1(a) and (b), Ψ is bounded above
and below on ∥ ⋅ ∥-balls centered at the origin, so
inf
u,v∈S(R)
P(A ∣ B,u0 = u, v0 = v) > 0.
It follows that P(A) ≥ ǫnP(A ∣ B,u0 = u, v0 = v) > 0. Thus,
sup
u,v∈S(R)
d0(Pnδu,Pnδv) ≤ P(A)1
2
+ (1 − P(A)) < 1.
3.3. Locally Lipschitz case. We now consider the case where Ψ has a local
Lipschitz constant that grows like a polynomial, i.e., Assumption 1(e) is satisfied
instead of (d). The result of Proposition 3.2 does not change in this case and so we
need only prove analogues of Propositions 3.8 and 3.9. In the locally Lipschitz case
we use a different distance-like function d. For ω, η > 0 define
(3.6) d(u, v) ∶= 1 ∧ d∗(u, v) where d∗(u, v) ∶= (1 + η∥u∥ + η∥v∥)∥u − v∥
ω
.
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Observe that d behaves similarly to the distance-like function d0 as in (3.2), except
that it contracts further away from the origin. The following lemma collects some of
the properties of d and d∗.
Lemma 3.10. The functions d and d∗ satisfy the following properties:
(a) If d(u, v) < 1 then
η(1 + ∥u∥+ ∥v∥)∥u − v∥ < ω and η
ω
∥u − v∥ ≤ d(u, v).
(b) If d(u, v) < 1 and η ≤ 1 then
d∗(u∗, v∗)
d∗(u, v) ≤ β (1 + 2η∥ξ∥) .
Proof. Statement (a) is trivial and so we only prove (b). Using triangle inequality
we can write
d∗(u∗, v∗) ≤ 1 + ηβ∥u∥ + ηβ∥v∥ + 2η∥ξ∥
ω
β∥u − v∥
≤ β(1 + 2η∥ξ∥)d∗(u, v).
Define a V -weighted version of d just as in the global Lipschitz case by
(3.7) d˜θ(u, v) ∶= [d(u, v)(2 + θV (u) + θV (v))] 12 .
Example 1 (Continued). Using V (u) = ∥u∥p
L2(T) for p ≥ 2 we have that d˜θ is
explicitly given by
d˜θ(u, v) = ⎡⎢⎢⎢⎢⎣
⎛⎝1 ∧ (1 + η∥u∥L2(T) + η∥v∥L2(T)) ∥u − v∥L2(T)ω ⎞⎠
×(2 + θ∥u∥p
L2(T) + θ∥v∥pL2(T))⎤⎥⎥⎥⎥⎦
1
2
,
for appropriate choice of the parameters θ, η and ω.
We have the analog of Theorem 3.7 for locally Lipschitz Ψ.
Theorem 3.11. Let β ∈ (0,1) and µ ∈ SD(H) so that µβ has bounded moments
of degree p ≥ 1. Also suppose Ψ satisfies Assumptions 1(a)–(c) and (e) with q ≤ p
and let P be the Markov transition kernel of the ARSD algorithm. Then for every
β ∈ (0,1) there exists n ∈ N, γ ∈ (0,1) and θ,ω, η > 0 such that
d˜θ(Pnδu,Pnδv) ≤ γd˜θ(u, v).
Once again the proof follows from Proposition 2.5 after showing that the kernelPn is d-contracting and the level sets of V are d-small.
Proposition 3.12 (d-contraction). Fix β ∈ (0,1) and suppose Ψ satisfies As-
sumption 1(a)–(c) and (e) with q ≥ 0, and that µβ ∈ P (H) such that µβ has bounded
moments of degree p ≥ 1. If q ≤ p then P is d-contracting for ω, η > 0 sufficiently
small.
14
Before presenting the proof we recall a useful identity.
Lemma 3.13. Let w,v ∈H. Then for q ≥ 0
∥w + v∥q ≤ 2q (∥w∥q + ∥v∥q) .
Proof. When q ∈ (0,1) the inequality follows from the identity (a + b)q ≤ aq + bq
for positive real numbers a and b. The case with q > 1 follows from [36, Cor. 3.1]. In
fact, the constant 2q is not optimal and can be replaced by 1 ∨ 2q−1, but it makes for
more convenient notation.
Proof of Proposition 3.12. The method of proof is somewhat similar to that of
Proposition 3.8. Let π0 be the coupling used previously in proof of Proposition 3.8.
Fix R > 0 so that µβ(B(1−β)R(0)) > 0. We bound d(Pδu,Pδv) in two cases:
1. u, v ∈ BR(0).
2. u, v ∈ BR∗(0)c where R∗ = R − 1.
Since d(u, v) ≤ 1 implies ∥u − v∥ ≤ ω/η we can choose ω ≪ η and R sufficiently large
to ensure that the sets BR(0) and BR∗(0) cover all of H and that R∗ ≥ R0.
We proceed with case 1. Let u, v ∈ BR(0) so that d(u, v) < 1. Let A be the event
that ∥ξ∥ ≤ 2R. Recall that by Lemma 3.4 event A has non-zero probability granted
that R is sufficiently large. We claim
(3.8)
d(Pδu,Pδv) ≤ P(A)[P(both accept∣A)β˜d(u, v) + P(both reject∣A)d(u, v)]
+E(d(u∗, v∗) ∨ d(u, v)∣Ac)
+ P(only one accepts) =∶ T1 + T2 + T3.
for a constant β˜ that does not depend on u, v. Specifically, if both proposals are
accepted we have (using Lemma 3.10)
d(u∗, v∗)
d(u, v) ≤ β(1 + 2ηR) ≤ β˜η,
and by taking η sufficiently small we have β˜η < 1. Now, observe that P(both accept∣A) >
0 uniformly for u, v ∈ BR(0) following our assumptions on Ψ, and since Ψ is locally
bounded we have
P(both reject∣A) < 1 − P(both accept∣A) ≡ 1 − δ
P(both accept∣A)β˜ηd(u, v) + P(both reject∣A)d(u, v) < (δβ˜η + (1 − δ))d(u, v)
Thus we conclude that
T1 ≤ d(u, v)P(A)(1 − δ(1 − β˜)).
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Now consider the second line in (3.8). We have using Lemma 3.10(b),
T2 = E(d(u∗, v∗) ∨ d(u, v)∣Ac) ≤ d(u, v)E⎛⎝1 ∨ d(u∗, v∗)d(u, v) RRRRRRRRRRRAc⎞⎠
≤ d(u, v)∫{∥ξ∥≥2R} 1 ∨ [β (1 + 2η∥ξ∥)]dµβ(ξ)
≤ d(u, v)∫{∥ξ∥≥2R} 1 + 2η∥ξ∥dµβ(ξ)
= d(u, v)(P(Ac) + 2η∫{∥ξ∥≥2R} ∥ξ∥dµβ(ξ))
≡ d(u, v) (P(Ac) + 2ηCR) .
Since µβ has bounded moments of order p ≥ 1, the constant CR is finite.
Finally, we consider the last term in (3.8). Using Lemma 3.13 and similar argu-
ment to the globally Lipschitz case we have
T3 = P(only one accepts) = ∫H ∣α(u∗, v∗) − α(u, v)∣dµβ(ξ)
≤ ∫H ∣Ψ(u∗) −Ψ(v∗)∣ + ∣Ψ(u) −Ψ(v)∣dµβ(ξ)
≤ L∥u − v∥∫H(1 ∨ ∥u∗∥q ∨ ∥v∗∥q) + (1 ∨ ∥u∥q ∨ ∥v∥q)dµβ(ξ)
≤
Lωd(u, v)
η
∫H (1 ∨ 2q(βq∥u∥q + ∥ξ∥q) ∨ 2q(βq∥v∥q + ∥ξ∥q)) + (1 ∨ ∥u∥q ∨ ∥v∥q)dµβ(ξ)
≤
Lωd(u, v)
η
2q ∫H(βqRq + ∥ξ∥q) +Rqdµβ(ξ)
≡ Lωd(u, v)C∗R
η
where again the constant C∗R is bounded since µβ has bounded moments of order
p ≥ q. Putting together the bounds for T1, T2, and T3 we have
d(Pδu,Pδv) ≤ d(u, v) + P(A)(δβ˜η + (1 − δ) − 1 + 2ηCR +LωC∗R
η
)d(u, v)
= d(u, v) + P(A)(δ(β˜η − 1) + 2ηCR +LωC∗R
η
)d(u, v).
Now, choosing η,ω sufficiently small, we can make the second term strictly negative.
For example, we can choose η small enough that β˜η < (β+1)/2 and 2ηCR < (δ−δβ)/8,
then choose ω so that LωC∗R/η < (δ − δβ)/8. It follows that d(Pδu,Pδv) ≤ γ1d(u, v)
for γ1 < 1 − P(A)((δ − δβ)/4) < 1.
We now turn to case 2 where u, v ∈ BR∗(0)c. Recall that R∗ = R − 1 and R is
chosen to be large enough so that R∗ > R0 (see Assumption 1(c)). Let A˜ be the event
that ∥ξ∥ ≤ (1 − β)R∗. This time our coupling argument gives
(3.9)
d(Pδu,Pδv) ≤ P(A˜)[P(both accept∣A˜)βd(u, v) + P(both reject∣A˜)d(u, v)]
+E(d(u∗, v∗) ∨ d(u, v)∣A˜c)
+ P(only one accepts).16
Observe that P(both accept∣A˜) is uniformly bounded away from zero following As-
sumption 1(c). Also, Lemma 3.5, the contraction factor associated to the event A˜ is
indeed β which is smaller than 1. More precisely, assume u, v ∈ BcR∗(0). Then in the
event of A˜
d∗(u∗, v∗) = d∗(βu + ξ, βv + ξ)
≤ (1 + ηκ1∥u∥ + ηκ1∥v∥
ω
)β∥u − v∥
≤ (1 + η∥u∥ + η∥v∥
ω
)β∥u − v∥
= βd∗(u, v),
and here d∗(u, v) = d(u, v) since d(u, v) < 1 by assumption. We now consider the
second term. Using Lemma 3.10 and by recalling that R∗ > 0 is chosen to be large,
we have
E(d(u∗, v∗) ∨ d(u, v)∣A˜c) ≤ d(u, v)E⎛⎝1 ∨ d(u∗, v∗)d(u, v) RRRRRRRRRRRA˜c⎞⎠
≤ d(u, v)∫
A˜c
1 ∨ [β(1 + 2η∥ξ∥)]dµβ(ξ).
Once again since µβ has bounded moments of order p ≥ 1 we can choose η small
enough so that the right hand side is arbitrarily close to P(A˜c)d(u, v). Finally, we
consider the last term:
P(only one accepts) = ∫H ∣α(u∗, v∗) − α(u, v)∣dµβ(ξ)
≤ ∫H ∣Ψ(u∗) −Ψ(v∗)∣ + ∣Ψ(u) −Ψ(v)∣dµβ(ξ)
≤ L∥u − v∥∫H(1 ∨ ∥u∗∥q ∨ ∥v∗∥q) + (1 ∨ ∥u∥q ∨ ∥v∥q)dµβ(ξ)
≤ L∥u − v∥2q ∫H(1 ∨ βq∥u∥q ∨ βq∥v∥q) + β∥ξ∥q + (1 ∨ ∥u∥q ∨ ∥v∥q)dµβ(ξ)
≤ L∥u − v∥2q(1 ∨ ∥u∥q ∨ ∥v∥q)∫H (1 ∨ βq∥u∥q ∨ βq∥v∥q)(1 ∨ ∥u∥q ∨ ∥v∥q) + β∥ξ∥q(1 ∨ ∥u∥q ∨ ∥v∥q) + 1 dµβ(ξ)
≤ L
ω
η
d(u, v)2q ∫H 2 + βq∥ξ∥qdµβ(ξ).
Clearly, we can again choose η,ω small enough that d(Pδu,Pδv) < γ2d(u, v) in this
case as well. The explicit choice of constants is similar to the first case and is omit-
ted. Now, choosing η,ω as their minimum values across the two cases, we obtain
d(Pδu,Pδv) < (γ1 ∨ γ2)d(u, v), completing the proof.
Proposition 3.14 (d-small V level-sets). Let S(R) = {u ∣ V (u) ≤ R} and Ψ
satisfy Assumption 1(a) and (b). Then there exists an n ∈ N and γ˜2 ∈ (0,1) so that
d(Pnδu,Pnδv) ≤ γ˜2 ∀u, v ∈ S(R).
Proof. The result here follows by observing that d and ∥ ⋅ ∥ are equivalent on
bounded sets in H following Lemma 3.10(a) and using the same method of proof as
Proposition 3.9. We can modify (3.5) to get
d(un, vn) ≤ βn(1 + 2ηC)
ω
diamS,
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where C = supu∈S(R) ∥u∥q and the rest of the argument will follow.
4. Approximation results for ARSD. We now give a number of results on
approximations of the Markov transition kernel P corresponding to ARSD. We will
denote the approximating kernel by Pǫ. As the notation suggests, typically the ap-
proximation parameter ǫ can be tuned by choice of a parameter such as the number
of eigenfunctions used in computing the acceptance ratios in finite-dimensional ver-
sions of ARSD. These results are of practical interest since (1) simulation can only be
done in finite dimensions and therefore always requires minimal approximation of the
acceptance ratios and (2) in some cases, it is not possible to sample exactly from the
innovation measure µβ , though simulation from an approximation of µβ is possible.
Our approach utilizes perturbation theory, rather than proving separate weak
Harris results for the approximating kernel and then proving closeness of the invariant
measures. As such, our approach is more flexible, and allows the use of approximating
Markov kernels for computer simulation that may not have a unique invariant measure,
while still providing similar finite-time error bounds as the alternative approach with
less effort.
4.1. d˜θ-approximation. The difficulty in obtaining approximation results using
d˜θ,q is the fact that it is only a semimetric on H and does not necessarily satisfy the
triangle inequality. However, we can show that d˜θ,q still satisfies a “weak” triangle
inequality (see also [12] for additional examples). The weak triangle inequality allows
us to bound the approximation error of Pǫ in almost the same fashion as if d˜θ,q were
a proper metric.
Lemma 4.1. There exists a constant G(θ, q) > 0 so that
(4.1) d˜θ(u, v) ≤ G (d˜θ(u,w) + d˜θ(w,v)) , ∀u, v,w ∈H.
Proof. By [12, Lem. 4.14] it suffices to show that d satisfies a weak triangle in-
equality and that there exist constants c,C such that d(u, v) ≤ c implies V (u) ≤
CV (v).
The latter condition is easily satisfied. Without loss of generality, assume ∥u∥ ≥∥v∥. For any c < 1 we have that
d(u, v) = 1
ω
(1 + η∥u∥ + η∥v∥)∥u − v∥ ≤ c,
implies ∥u − v∥ ≤ ωc, which in turn gives ∥v∥p ≤ ∥u∥p, for p ≥ 0 as required.
We now show that d satisfies the weak triangle inequality. Take u, v,w ∈H. If at
least one of d(u,w) or d(w,v) are equal to one then we readily have that d(u, v) ≤
d(u,w)+d(w,v). Now suppose both d(w,u) and d(w,v) are less than one, then using
the triangle inequality for ∥u − v∥ we can write
d(u, v) ≤ 1
ω
(1 + η∥u∥ + η∥v∥)∥u − v∥
≤
1
ω
[(1 + η∥u∥ + η∥w∥)∥u −w∥+
(1 + η∥v∥ + η∥w∥)∥w − v∥+
η∥v∥∥u −w∥ + η∥u∥∥w − v∥].
(4.2)
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Using the triangle inequality we can bound the last two terms in the brackets as,
η∥v∥∥u −w∥ ≤ η∥v −w∥∥u −w∥ + η∥w∥∥u −w∥,
η∥u∥∥w − v∥ ≤ η∥u −w∥∥w − v∥ + η∥w∥∥w − v∥.
Now observe that the assumption that d(w,u) and d(w,v) are less than one implies
that ∥w − v∥ ≤ (ω/η) and ∥u −w∥ ≤ (ω/η). Substituting these bounds back into (4.2)
yields
d(u, v) ≤ 1
ω
[(1 + ω + η∥u∥ + 2η∥w∥) ∥u −w∥+(1 + ω + η∥v∥ + 2η∥w∥) ∥w − v∥] .
Thus if ω ≤ 1 then
d(u, v) ≤ 2 (d(u,w) + d(w,v)) .
Remark 4.2. It follows from the proof of [12, Lem. 4.14] that we can take the
constant G = 4 assuming that ω ≤ 1. Moreover, in the proofs of Theorems 3.7 and
3.11, we require a small value of ω and so this condition can be satisfied easily.
The fact that d˜θ,q satisfies a weak triangle inequality enables us to obtain a more
general approximation result for the kernel P . Following [18], we consider a class of
approximations Pǫ that satisfy the following assumptions:
Assumption 2. Let V be the Lyapunov function of P and ǫ0 > 0 be a constant.
(a) There exist constants κǫ ∈ (0,1) and Kǫ > 0 so that for all u ∈ H and ǫ ∈ (0, ǫ0)
PǫV (u) ≤ κǫV (u) +Kǫ.
(b) There exists a bounded function ψ(ǫ) ∶ R+ ↦ R+ so that
d˜θ(Pδu,Pǫδu) ≤ ψ(ǫ)(1 +√V (u)). (4.3)
The following is a slight generalization of a result from [18] that allows us to
bound the distance between the the invariant measure(s) of P and Pǫ.
Proposition 4.3 ([18, Thm. 3.12]). Suppose Pǫ satisfies Assumption 2 and P
satisfies Theorem 3.11. Then there exists a function ϑ(n) ∶ N ↦ [0,∞) so that for
each k > 0 for which γ⌊k/n⌋ < G−1 and any u, v ∈H we have
d˜θ(νǫ, ν) ≤ Gψ(ǫ)ϑ(k)(1 + νǫ√V )
1 −Gγ⌊k/n⌋ .
Here, G > 0 is the constant in (4.1), γ is the d˜θ-spectral gap of Pn, and ν and νǫ are
the invariant measure of P and any invariant measure of Pǫ, respectively.
Proof. Suppose initially that there exists a positive function ϑ(k) such that for
every k > 0
d˜θ(Pkǫ δu,Pkδu) ≤ ϑ(k)ψ(ǫ)(1 +√V (u)).
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We will later show that this is implied by the one-step error control. For any k > n
we have by the weak triangle inequality
d˜θ(Pkǫ δu,Pkδv) ≤ Gγ⌊k/n⌋d˜θ(u, v) +Gψ(ǫ)ϑ(n)(1 +√V (u)).
Choose k large enough that γ⌊k/n⌋ < G−1 and put γ∗ = γ⌊k/n⌋G < 1. Then for any two
probability measures µ1, µ2 (see [12, pg 246, 251-252])
d˜θ(Pkǫ µ1,Pkµ2) ≤ γ∗d˜θ(µ1, µ2) +Gψ(ǫ)ϑ(n)(1 + µ1√V ).
for some γ∗ < 1. Putting µ1 = νǫ and µ2 = ν where νǫ is any invariant measure of Pǫ
we have
d˜θ(νǫ, ν) ≤ γ∗d˜θ(νǫ, ν) +Gψ(ǫ)ϑ(n)(1 + νǫ√V )
d˜θ(νǫ, ν) ≤ Gψ(ǫ)ϑ(n)(1 + νǫ√V )
1 − γ∗ .
Now we show the existence of ϑ(n) from (4.3). We have
d˜θ(Pkδu,Pkǫ δu) ≤ G{Cγ⌊k/n⌋d˜θ(Pk−1δu,Pk−1ǫ δu) +ψ(ǫ)(1 + (Pk−1ǫ δu)√V )}
≤ ψ(ǫ) k∑
j=1
Gj(Cγ)⌊j/n⌋(1 + (Pk−jǫ δu)√V )
≤ ψ(ǫ) k∑
j=1
Gj(Cγ)⌊j/n⌋ (1 + κ(k−j)/2ǫ √V (u)+ √Kǫ1 −√κǫ )
≡ ψ(ǫ)ϑ(k)(1 + V (u))
where ϑ(k) < √Kǫ+1
1−√κǫ ∑kj=1Gj(Cγ)⌊j/n⌋. For a proof that the kernel P is Lipschitz in
the initial condition for k < n, which was used in introducing the constant Cγ⌊k/n⌋ in
the first line, see the proof of Theorem 4.7.
As a corollary to this proposition we now obtain one of our key results regarding
approximations of ARSD which is the detailed version of Theorem 1.3 in the Section 1.
Theorem 4.4. Let β ∈ (0,1) and µ ∈ SD(H) with innovation µβ and suppose
µβ has bounded moments of order p ≥ 1. Let P be the Markov transition kernel of
ARSD with invariant measure ν as in (1.1) with a negative log-density Ψ that satisfies
Assumption 1(a), (b) and (d) with q ≤ p.
Furthermore, let Pǫ be an approximation to P that satisfies Assumption 2 with
uniform constants K0 and κ0 for ǫ ∈ (0, ǫ0) and suppose that νǫ is any invariant
measure for Pǫ. Then for an appropriate choice of η,ω, θ > 0 the kernel P has a d˜θ-
spectral gap γ ∈ (0,1) and for every m > 0 such that γ⌊m/n⌋ < 1
4
there exists a constant
C > 1, independent of ǫ and m, so that
(4.4) d˜θ(ν, νǫ) ≤ Cϑ(m)
1 − 4γ⌊m/n⌋ϕ(ǫ).
Note that the invariant measure νǫ need not be unique, though the Lyapunov
condition for Pǫ in Assumption 2(a) guarantees that it has at least one. While this
result is an asymptotic one, in the next section we give results on the closeness of time
averages for paths of finite length as a function of the approximation error controlling
function ψ(ǫ) and the spectral gap 1 − γ of P .
The next corollary gives a bound on the difference in expectation of Lip(d˜θ)
functions with respect to the invariant measure(s).
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Corollary 4.5. Under the conditions of Theorem 4.4 we have for f ∈ Lip(d˜θ)
with ∣∣∣f ∣∣∣ = 1 that,
∣ν(f) − νǫ(f)∣ ≤ Cϑ(m)
1 − 4γmϕ(ǫ).
Proof. Follows from the fact that for any f ∈ Lip(d˜θ) with ∣∣∣f ∣∣∣ = 1 then ∣f(u) −
f(v)∣ ≤ d˜θ(u, v) for all u, v ∈ H. Now let π be an optimal coupling between ν and νǫ
which exists following [37, Thm. 4.1]. Then
∫H×H d˜θ(u, v)dπ(u, v) ≥ ∫H×H ∣f(u) − f(v)∣dπ(u, v),
≥ ∣∫H f(u)dν − ∫H f(v)dνǫ(v)∣ .
The last step follows from Fubini’s theorem.
Remark 4.6. We note that the assumption that f are Lip(d˜θ) functions is not
very restrictive given that elements of Lip(d˜θ) are more or less locally Lipschitz-d
functions that can grow as fast as the Lyapunov function V (u) = ∥u∥q. For example,
if µ has bounded moments of all order then the error bound (4.4) holds for all locally
Lipschitz-d functions f that are polynomially bounded.
4.2. Variation bounds by Poisson equation. Throughout this section ∣∣∣f ∣∣∣
denotes the Lipschitz seminorm of a function f with respect to d˜θ for fixed θ. We
note that The d˜θ-Lipschitz seminorm obeys the triangle inequality,
(4.5)
∣∣∣f + g∣∣∣ = sup
u≠v
∣f(u) + g(u)− f(v) − g(v)∣
d˜θ(u, v) ≤ supu≠v ∣f(u) − f(v)∣ + ∣g(u) − g(v)∣d˜θ(u, v)
= ∣∣∣f ∣∣∣ + ∣∣∣g∣∣∣.
Theorem 4.7. Let P be the transition kernel of the ARSD algorithm with unique
invariant measure ν satisfying Theorem 3.11, and Pǫ be an approximation that satis-
fies Assumption 2. Then for U ǫk ∼ Pk−1ǫ δu0 and for any function ϕ with ∣∣∣ϕ∣∣∣ < +∞ we
have,
E( 1
n
n−1
∑
k=0
ϕ(U ǫk) − ν(ϕ))2 ≤ ∣∣∣ϕ∣∣∣2(1 − γ)2 (C1ψ2(ǫ) +C2ψ2(ǫ)n +C3 1n +O ( 1n2 )) ,
where C1(q, θ, κǫ,Kǫ),C2(q, θ, γ, V (u0), κǫ),C3(q, θ, κǫ,Kǫ) are positive constants in-
dependent of ǫ and n.
Proof. For any ϕ with ∣∣∣ϕ∣∣∣ < +∞ define ϕ̃ = ϕ − ν(ϕ) and the function
Θ∗ =
∞
∑
k=0
Pkϕ̃.(4.6)
This is well defined as ν is the unique invariant measure of P and
(4.7) sup
∣∣∣ϕ∣∣∣<1
∫ ϕ(x)(Pδu −Pδv)(dx) ≤ inf
π∈Υ(Pδu,Pδv)∫ d˜θ(x, y)π(dx, dy),
since d˜θ is lower-semicontinuous. We now show that the potential Θ
∗ satisfies ∣∣∣Θ∗∣∣∣ <
+∞. Let n˜ be the smallest integer such that for all u, v ∈ H, d˜θ(δuP n˜, δvP n˜) <
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γd˜θ(u, v) for some γ < 1, which is finite because P satisfies Theorem 3.11. Write
∞
∑
k=0
Pkϕ˜ = n˜−1∑
k=0
Pkϕ˜ + n˜−1∑
j=0
∞
∑
k=1
Pkn˜+jϕ˜
∣∣∣ ∞∑
k=0
Pkϕ˜∣∣∣ ≤ n˜−1∑
k=0
∣∣∣Pkϕ˜∣∣∣ + n˜−1∑
j=0
∞
∑
k=1
∣∣∣Pkn˜+jϕ˜∣∣∣
≤
n˜−1
∑
k=0
∣∣∣Pkϕ˜∣∣∣ + n˜∣∣∣ϕ∣∣∣
1 − γ ,
where the last line followed because P n˜ is a contraction in d˜θ and ∣∣∣ϕ˜∣∣∣ = ∣∣∣ϕ∣∣∣. So it
only remains to show that ∣∣∣Pkϕ˜∣∣∣ is finite for k < n˜. We consider two cases.
Case 1: d(u, v) = 1. Then, letting Γu,v be any coupling of Pkδu and Pkδv, we
have, using the Lyapunov condition
d˜θ(Pkδu,Pkδv)2 ≤ ∫ d˜2θ(x, y)Γu,v(dx, dy)
= ∫ (2 + θV (x) + θV (y))Γu,v(dx, dy)
≤ 2 + θκk(V (u) + V (v)) + θK
1 − κ
d˜θ(Pkδu,Pkδv) ≤√d(u, v)√2 + θV (u) + θV (v) +√d(u, v)√ θK
1 − κ
≤ C∗d˜θ(u, v)
where C∗ is a universal constant that does not depend on u, v.
Case 2: Alternatively, if d(u, v) < 1, then because P is d-contracting, it followsPk is also d-contracting, and so
d˜θ(Pkδu,Pkδv)2 ≤ inf
Γu,v
∫ d(x, y)Γu,v(dx, dy)∫ (2 + θV (x) + θV (y))Γu,v(dx, dy)
≤ γ1d(u, v) [2 + θκk(V (x) + V (y))+ θK
1 − κ]
d˜θ(Pkδu,Pkδv) ≤√d(u, v) ⎡⎢⎢⎢⎢⎣
√
2 + θV (u) + θV (v) +√ θK
1 − κ
⎤⎥⎥⎥⎥⎦
≤ C∗d˜θ(u, v).
It follows that
sup
u≠v
∣(Pkϕ)(u) − (Pkϕ)(v)∣
d˜θ(u, v) ≤ ∣∣∣ϕ∣∣∣C∗
for any k < n˜, establishing that
∣∣∣Θ∗∣∣∣ < C∗∣∣∣ϕ∣∣∣ + n˜∣∣∣ϕ∣∣∣
1 − γ ≡
C0∣∣∣ϕ∣∣∣
1 − γ
for some constant C0 < +∞. Now define Θ = Θ∗ −Θ∗(0), and observe
(4.8)
∣Θ∗(u)−Θ∗(v)∣ ≤ C√2 + θV (u) + θV (v),∣Θ∗(u) −Θ∗(0)∣ = ∣Θ(u)∣ ≤ C√2 + θV (u),
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and furthermore ∣∣∣Θ∣∣∣ = ∣∣∣Θ∗∣∣∣. Note that
(4.9) (P − I)Θ∗(u) = (P − I)Θ(u) = −ϕ˜(u),
thus,
Θ∗(U ǫn) −Θ∗(U ǫ0) = n−1∑
k=0
Θ∗(U ǫk+1) −Θ∗(U ǫk),
=
n−1
∑
k=0
Θ(U ǫk+1) −Θ(U ǫk),
=
n−1
∑
k=0
[Θ(U ǫk+1) −PǫΘ(U ǫk)] + n−1∑
k=0
(Pǫ − I)Θ(U ǫk),
=
n−1
∑
k=0
[Θ(U ǫk+1) −PǫΘ(U ǫk)] + n−1∑
k=0
(P − I)Θ(U ǫk) + n−1∑
k=0
(Pǫ −P)Θ(U ǫk).
Using (4.9) and that Θ∗(U ǫn)−Θ∗(U ǫ0) = Θ(U ǫn)−Θ(U ǫ0) and defining the Martingale
increments mǫk+1 = Θ(U ǫk+1) −PǫΘ(U ǫk) and the Martingale M ǫn = ∑nk=1mǫk, we have
(4.10)
1
n
n−1∑
k=0
ϕ(U ǫk) − ν(ϕ) = Θ(U ǫ0) −Θ(U ǫn)n + 1nM ǫn + 1n n−1∑k=0(Pǫ −P)Θ(U ǫk)
=∶ T1 + T2 + T3.
First, we bound T2. Let Fk be the filtration indexed by time k, and observe that
E [(mǫk+1)2∣Fk] = var [mǫk+1∣Fk] +E[mǫk+1 ∣ Fk]2
= var [Θ(U ǫk+1) −PǫΘ(U ǫk)∣Fk] = var [Θ(U ǫk+1)∣Fk]
= E[Θ2(U ǫk+1)∣Fk] −E[Θ(U ǫk+1)∣Fk]2 = (PǫΘ2)(U ǫk) − [(PǫΘ)(U ǫk)]2
So we have by the strong Markov property combined with the above calculation
E [(mǫk+1)2∣Fk] ≤ Pǫ(Θ2)(U ǫk) − [PǫΘ(U ǫk)]2, E [( 1
n
M ǫn)2] ≤ 1
n2
n∑
k=1
E[(mǫk)2],
and it follows from (4.8) that Θ2(u) ≤ C2(2 + θV (u)). So then with U ǫ0 = u0
E [Pǫ(Θ2)(U ǫk)] ≤ C2Pk+1ǫ (2 + θV (u0)) ≤ 2C2 +C2θPk+1ǫ V (u0).
We proceed by bounding the square of each term on the right side of (4.10). We have
Pk+1ǫ V (u0) ≤ κk+1ǫ V (u0) + Kǫ1 − κǫ ,
and so
E(T 22 ) = 1
n2
n−1∑
k=0
E[(mǫk+1)2] ≤ C2θ ( 1
n
Kǫ
1 − κǫ +
1
n2
1 − κnǫ
1 − κǫ V (u0) + 2nθ) .
Now for the term T3. We have from Assumption 2(b)
sup
∣∣∣ϕ∣∣∣≤1
∫ ϕ(x)(Pδu −Pǫδu)(dx) ≤ d˜θ,q(Pδu,Pǫδu) ≤ ψ(ǫ)(1 +√V (u)).
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Since ∣∣∣Θ∣∣∣ = C then
∣(Pǫ −P)Θ(u)∣ ≤ Cψ(ǫ)(1 +√V (u)),
and also
(Pǫ −P)Θ(U ǫk)(Pǫ −P)Θ(U ǫj ) ≤ C2ψ2(ǫ)(1 +√V (U ǫk))(1 +√V (U ǫj )) .
Using these inequalities, and taking k ≥ j, we get
(4.11) E [(Pǫ −P)Θ(U ǫk)(Pǫ −P)Θ(U ǫj )] ≤ C2ψ2(ǫ) [c0 + σc1κj/2ǫ V (u0)] ,
where c0, c1 and σ are positive constants. This follows from the following calculation
E[(Pǫ −P)Θ(U ǫk)(Pǫ −P)Θ(U ǫj )]
≤ C2ψ2(ǫ)E [E [(1 + V 12 (U ǫk)) ∣ Fj] (1 + V 12 (U ǫj ))]
≤ C2ψ2(ǫ)E [(1 + (Pk−jǫ V 12 )(U ǫj ))(1 + V 12 (U ǫj ))]
≤ C2ψ2(ǫ)E[(1 + (κ(k−j)/2ǫ V 12 (U ǫj ) + √Kǫ1 −√κǫ ))(1 + V 12 (U ǫj ))]
≤ C2ψ2(ǫ)E[(1 + V 12 (U ǫj ) + √Kǫ1 −√κǫ )(1 + V 12 (U ǫj ))]
≤ C2ψ2(ǫ)E[(2 + 2V (U ǫj )) + √Kǫ1 −√κǫ (1 + V 12 (U ǫj ))]
≤ C2ψ2(ǫ) [2 + 2(κjǫV (u0) + Kǫ1 − κǫ ) +
√
Kǫ
1 −√κǫ (1 + κj/2ǫ V 12 (u0) +
√
Kǫ
1 −√κǫ )]
≤ C2ψ2(ǫ) [(2 + 2 Kǫ
1 − κǫ +
√
Kǫ
1 −√κǫ + Kǫ(1 −√κǫ)2) + 2κjǫV (u0) +
√
Kǫ
1 −√κǫκj/2ǫ V 12 (u0)]
≤ C2ψ2(ǫ) [(2 + 2 Kǫ
1 − κǫ + 2
√
Kǫ
1 −√κǫ + Kǫ(1 −√κǫ)2) + (2 +
√
Kǫ
1 −√κǫ )κj/2ǫ V (u0)]
≡ C2ψ2(ǫ) [c0 + σc1κj/2ǫ V (u0)] ,
where in various places we used
(PǫV 12 )(x) ≤√(PǫV )(x) ≤√κǫV (x) +Kǫ ≤√κǫV 12 (x) +√Kǫ,
that V
1
2 ≤ 1 + V , and that (1 + σ 12 V 12 (x))2 ≤ 2 + 2σV (x). Note that we can bound c0
as
c0 ≤ 2 + 5(σ ∨√σ)(Kǫ ∨√Kǫ)(1 −√κǫ)2 .
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Observe that for j ≥ k, we obtain the bound in (4.11) with j replaced by k. So we get
n2E[T 23 ] = n−1∑
k=0
n−1
∑
j=0
E [(Pǫ −P)Θ(U ǫk)(Pǫ −P)Θ(U ǫj )]
≤ C2ψ2(ǫ)n−1∑
k=0
n−1
∑
j=0
[c0 + σc1κ(j∧k)/2ǫ V (u0)]
= C2ψ2(ǫ)(n2c0 + σc1 ( 2n
1 −√κǫ + 1 +
√
κǫ
1 −√κǫ 1 −
√
κǫ
n
1 −√κǫ )V (u0))
≤ C2ψ2(ǫ)(n2c0 + σc1 ( 2n
1 −√κǫ + 1 +
√
κǫ(1 −√κǫ)2)V (u0))
E[T 23 ] = 1
n2
n−1
∑
k=0
n−1
∑
j=0
E [(Pǫ −P)Θ(U ǫk)(Pǫ −P)Θ(U ǫj )]
≤ C2ψ2(ǫ)(c0 + σc1 ( 2
n(1 −√κǫ) + 1 +
√
κǫ
n2(1 −√κǫ)2)V (u0)) .
Finally we have (Θ(U ǫ0) −Θ(U ǫn))2
n2
≤
2Θ2(U ǫ0) + 2Θ2(U ǫn)
n2
,
from which we obtain
E(T 21 ) = E(Θ(U ǫ0) −Θ(U ǫn))2
n2
≤
2C2
n2
(θE[V (U ǫ0)] + θE[V (U ǫn)] + 4) ,
≤
2C2θ
n2
(V (u0) + κnǫ V (u0) + 1 − κnǫ1 − κǫ Kǫ + 4θ) ,
≤
2C2θ
n2
((1 + κnǫ )V (u0) + Kǫ1 − κǫ + 4θ) .
Putting together the bounds for T1, T2, T3 we arrive at
E( 1
n
n−1
∑
k=0
ϕ(U ǫk) − ν(ϕ))2 ≤ 3C2θ ( 1
n
Kǫ
1 − κǫ +
1
n2
1 − κnǫ
1 − κǫ V (u0) + 2nθ)
+ 3C2ψ2(ǫ)(c0 + σc1 ( 2
n(1 −√κǫ) + 1 +
√
κǫ
n2(1 −√κǫ)2)V (u0))
+ 6C
2θ
n2
((1 + κnǫ )V (u0) + Kǫ1 − κǫ + 4θ)
≤ 3C2ψ2(ǫ)c0 + 3C2
n
( θKǫ
1 − κǫ +
2ψ2(ǫ)V (u0)
1 −√κǫ + 2)
+O ( 1
n2
) .
Corollary 4.8. Under the same conditions as Theorem 4.7, there exists a con-
stant C4(γ,κǫ,Kǫ, u0) > 0 that does not depend on ǫ or n such that
E
1
n
n−1
∑
k=0
ϕ(U ǫk) − ν(ϕ) ≤ ∣∣∣ϕ∣∣∣1 − γ (C4n + ψ(ǫ)C5 +ψ(ǫ)C6n ) .
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Proof. We have from (4.10)
E
1
n
n−1
∑
k=0
ϕ(U ǫk) − ν(ϕ) = E(Θ(U ǫ0) −Θ(U ǫn)
n
) + 1
n
EM ǫn + 1
n
n−1
∑
k=0
E(Pǫ −P)Θ(U ǫk)
=
1
n
E(Θ(U ǫ0) −Θ(U ǫn)) + 1
n
n−1
∑
k=0
E(Pǫ −P)Θ(U ǫk).
Now
E(Θ(U ǫ0) −Θ(U ǫn)) ≤ C√2 + θV (u0) +C√2 +C√θPnǫ V (u0)
≤ C
√
2 + θV (u0) +C√2 +C√θ (κn/2ǫ + √Kǫ1 −√κǫ )
≡
∣∣∣ϕ∣∣∣
1 − γC4,
where we recall C = C0
1−γ ∣∣∣ϕ∣∣∣ and
1
n
n−1
∑
k=0
E(Pǫ −P)Θ(U ǫk) ≤ Cψ(ǫ)n n−1∑k=0(1 +E
√
V (U ǫk))
≤ Cψ(ǫ) + Cψ(ǫ)
n
n−1
∑
k=0
γk/2V (u0) + √Kǫ
1 −√κǫ
= Cψ(ǫ)(1 + V (u0)
n(1 −√κǫ) +
√
Kǫ
1 −√κǫ )
≡
∣∣∣ϕ∣∣∣
1 − γψ(ǫ)(C5 + C6n )
5. Applications. In this section we present various applications of the theo-
retical results of Sections 3 and 4 in the context of multiple concrete examples. We
particularly focus on approximations of the ARSD algorithm by discretization of the
potential Ψ or perturbations of the innovation µβ . Throughout this section we takeH to be a separable Hilbert space with inner product ⟨⋅, ⋅⟩. The following Lemma is
useful throughout this section.
Lemma 5.1. Let d be a distance-like function and define
d˜θ(x, y) =√d(x, y)(2 + θV (x) + θV (y)).
Suppose V is a Lyapunov function of both P and Pǫ and put K∗ = K ∨Kǫ. Suppose
there exists a function ψ(ǫ) such that supx d(δxP , δxPǫ) < (2K∗ + 2)−1ψ2(ǫ). Then
there exists σ < 1 such that
d˜θ(Pδu,Pǫδu) ≤ ψ(ǫ)(1 + σ√V (u)).
Proof. Let πu ∈ Υ(Pδu,Pǫδu) be any coupling that achieves d(Pδu,Pǫδu). Then
d˜θ(Pδu,Pǫδu)2 ≤ ∫ d(x, y)πu(dx, dy)∫ (2 + θV (x) + θV (y))πu(dx, dy)
≤ d(Pδu,Pǫδu)(2 + θ(κǫ + κ)V (u) +K +Kǫ)
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≤
ψ2(ǫ)
2K∗ + 2(2K∗ + 2)( 22K∗ + 2 + 2K∗2K∗ + 2 + 2θ2K∗ + 2V (u))
≤ ψ2(ǫ)(1 + σ∗V (u)).
5.1. Approximating pCN with projections. We study approximations of
the pCN algorithm of [4] by discretization of the potential Ψ using spectral projections.
We consider (1.1) defining the target measure ν with µ = N (0,C), a Gaussian measure
on the Hilbert space H. Here, C is the covariance operator which is positive and trace-
class.
Let {λj}∞j=1 and {φj}∞j=1 be the eigenvalues and eigenfunctions of C respectively.
We assume the φj are normalized so that they form an orthonormal basis for H.
Following the Karhunen-Loe´ve theorem [1, Thm. 3.5.1] we have
µ = L⎧⎪⎪⎨⎪⎪⎩
∞
∑
j=1
√
λjφjξj
⎫⎪⎪⎬⎪⎪⎭ , ξj iid∼ N(0,1).
Denote by Πm ∶H ↦H the projection onto span{φ1,⋯, φm} and define
dνm
dµ
(u) = 1
Zm
exp(−Ψ(Πmu)).
The measure νm on H is the target of the pCN algorithm when the log-density Ψ is
discretized by the projection operator Πm. We denote the transition kernel of pCN
for this approximation by Pǫ with ǫ = 1/m. Define the acceptance ratio functions
(5.1)
α(u, v) = 1 ∧ exp(Ψ(v) −Ψ(u)),
αǫ(u, v) = 1 ∧ exp(Ψ(Πmv) −Ψ(Πmu)).
Then the difference between P and Pǫ is in Step 3 of ARSD, that is, P accepts
or rejects a proposal with probability α while Pǫ uses αǫ.
We will prove a general approximation result under some conditions on the oper-
ator C and for a specific form of Ψ that is commonly encountered in Bayesian inverse
problems. Let A ∶H ↦ RJ be a bounded linear operator, fix y ∈ R, and take
Ψ(u) = 1
2
∥Au − y∥22.
Clearly Ψ satisfies Assumption 1(a) and (b). Furthermore, a straightforward calcula-
tion shows that
∣Ψ(u)−Ψ(v)∣ ≤ L(∥A∥, ∥y∥)(1 ∨ ∥u∥ ∨ ∥v∥)∥u − v∥,
then Ψ also satisfies Assumption 1(d).
An inspection of the conditions of Theorem 4.4 shows that in the case of pCN
we only need to check that Pǫ (the approximation arising from projections) satisfies
Assumption 2. In fact, Assumption 2(a) is already satisfied for Pǫ with κǫ = κ and
Kǫ = K where κ and K are the constants corresponding to P . It remains to show
that Assumption 2(b) holds.
Proposition 5.2. Suppose Ψ satisfies Assumption 1(a)–(c) and (e) with q ≥ 0
Let ǫ = 1/m and Pǫ be the transition kernel of the pCN algorithm with α replaced by
αǫ as in (5.1). Then
d˜θ(Pδu,Pǫδu) ≤ C∥I −Πm∥1/2(1 +√V (u)). (5.2)
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Proof of Proposition 5.2. We construct the following coupling between Pδu andPǫδu in order to bound the d˜θ-distance between them. Consider the proposal
u∗ = βx + ξ, with ξ ∼ µβ ,
where µβ = N (0, (1 − β2)C) is the innovation of the Gaussian prior measure µ. Now
draw ζ ∼ U(0,1) and consider two Markov chains where the first chain accepts u∗ if
ζ < α(x, y) and the other accepts if ζ < αǫ(x, y).
We have
d(Pδu,Pǫδu) ≤ E (d(u∗, u∗)P(both accept ∣ ξ)) +E (d(u∗, u)P(only one accepts ∣ ξ))
+E (d(u,u)P(both reject ∣ ξ))
= E (d(u∗, u)P(only one accepts ∣ ξ)) .
Since (1 ∧ exp) has Lipschitz constant 1 we have
∣α(u, v) − αǫ(u, v)∣ ≤ ∣Ψ(v) −Ψ(Πmv)∣.
Thus, we can further obtain the bound
P(only one accepts ∣ ξ) = P[ζ between αǫ and α ∣ ξ]
≤ ∣Ψ(u∗) −Ψ(Πmu∗)∣.
So now we have
d(Pδu,Pǫδu) ≤ ∥I −Πm∥E(1 ∧ (1 + η∥u∥ + η∥u∗∥)
ω
∥u − u∗∥)
≤ ∥I −Πm∥,
so takingm such that ∥I−Πm∥ < ψ(ǫ)2(2K∗+2)−1 and applying Lemma 5.1 completes
the proof.
Remark 5.3. The above proposition states that the d˜θ-approximation error is es-
sentially controlled by ∥I −Πm∥, which is independent of the kernels P or Pǫ and is
completely a property of the space H. For example, if µ that is supported on a sub-
space of H˜ ⊂H on which the basis coefficients ⟨u,φj⟩ for every u ∈ H˜ decay sufficiently
fast then we can find a function ψ(ǫ) for ǫ = m−1 and such that limǫ→0ψ(ǫ) = 0 for
which ∥I −Πm∥ ≤ ψ(ǫ) and (5.2) would take the same form as Assumption 2(b).
Example 2. Suppose that the λj decay sufficiently fast so that
∞
∑
j=1
(1 + j2)2λj < +∞,
then by Kolmogorov’s two series theorem
∞
∑
j=1
(1 + j2)λjξ2j < +∞ a.s.
That is, the measure µ is supported on the subspace H˜ ⊂H defined as
(5.3) H˜ ∶= ⎧⎪⎪⎨⎪⎪⎩u ∈ H ∶ ∥u∥2H˜ ∶=
∞
∑
j=1
(1 + j2)⟨u,φj⟩2 < +∞⎫⎪⎪⎬⎪⎪⎭ .28
We then have that for every u ∈ H˜,
∣Ψ(u)−Ψ(Πmu)∣ ≤ L(∥A∥, ∥y∥)∥u∥∥u−Πmu∥
= L∥u∥⎛⎝ ∞∑j=m+1 1 + j
2
1 + j2 ⟨u,φj⟩2⎞⎠
1/2
≤ (2 +m)−1L∥u∥∥u∥H˜ ≤ (2 +m)−1L∥u∥2H˜.
Therefore, we can write
(5.4) ∣Ψ(u)−Ψǫ(u)∣ ≤ ψ(ǫ)∥u∥2H1,
where ψ(ǫ) ∶= ǫL
2ǫ+1 . We can now redefine the d˜θ semimetric using the H˜ norm and by
the results of Section 3.2 we know that P has a d˜θ-spectral gap γ. This result holds for
any q ≥ 1 following the fact that Gaussian measures have exponential tails. The same
analysis yields that the kernels Pǫ have d˜θ-spectral gaps γǫ, and in particular share a
common Lyapunov function by Proposition 3.2 and so Proposition 5.2 is applicable.
Example 1 (One last time). We can verify that Proposition 5.2 and the conclusion
of Example 2 are applicable in the case of the deconvolution problem since the fact
that µ0 is Gaussian is not crucial to the arguments. In the proof of Proposition 5.2
we can simply replace the innovation µβ with the expression (1.3) and since µβ will
still have bounded moments of all degrees the proof is still applicable.
5.2. Approximate innovations in ARSD. For our second application we
consider the ARSD algorithm with an approximate proposal kernel arising from a
perturbation of the innovation measure µβ. More precisely, suppose there exist mea-
sures µβ,ǫ, µ
c
β,ǫ ∈ P (H) so that µβ = µβ,ǫ ∗ µcβ,ǫ. In other words, given independent
random variables ξ ∼ µβ , ξǫ ∼ µβ,ǫ and wǫ ∼ µ
c
β,ǫ we have
(5.5) L{ξ} = L{ξǫ +wǫ} .
We think of µβ,ǫ as an approximation to µβ while µ
c
β,ǫ acts as a remainder term. We
then consider an approximation Pǫ to the kernel P by replacing the proposal kernelQ of the ARSD algorithm with the proposal kernel
Qǫ(u, dv) ∶= L{βu + ξǫ} , ξǫ ∼ µβ,ǫ.
In the following we present a general approximation result for the invariant measures of
the kernels P and Pǫ followed by multiple concrete examples where µβ,ǫ is constructed
explicitly by truncating the measure µβ .
5.2.1. Error bounds for approximate proposals. Our first result shows that
when Ψ is globally Lipschitz, it is enough that the expectation of wǫ is small.
Proposition 5.4. Suppose Ψ satisfies Assumption 1(a)–(d). Let µ ∈ SD(H)
and with innovation µβ and consider an approximate innovation µβ,ǫ with remainder
innovation measure µcβ,ǫ. Let V (u) = ∥u∥p be a Lyapunov function of P, and suppose
that E[wǫ] < ψ(ǫ)2L(2K∗+2) . Then
d˜θ(Pδu,Pǫδu) < ψ(ǫ)(1 + V (u)).
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Proof of proposition 5.4. Similarly to the case of the pCN algorithm we construct
a coupling of Pδu and Pǫδu. Generate independent random variables ξǫ ∼ µβ,ǫ and
wǫ ∼ µ
c
β,ǫ and set ξ = ξǫ +wǫ. Consider two proposals
(5.6) u∗ = βu + ξ, u∗ǫ = βu + ξǫ.
Let ζ ∼ U(0,1) and consider two Markov chains where the first chain accepts u∗
if ζ < α(u,u∗) and the second chain accepts u∗ǫ if ζ < α(u,u∗ǫ ). Using this coupling we
immediately obtain the bound
d(Pδu,Pǫδu) ≤ E[d(u∗, u∗ǫ )P(both accept ∣ ξ, ξǫ)] +E[d(u∗, u)P(only accept u∗ ∣ ξ, ξǫ)]
+ E[d(u,u∗ǫ )P(only accept u∗ǫ ∣ ξ, ξǫ)]
=∶ T1 + T2 + T3.
As before we have
∣α(u,u∗) − α(u,u∗ǫ )∣ ≤ ∣Ψ(u∗) −Ψ(u∗ǫ )∣,
which in turn implies
P(only accept u∗ ∣ ξ, ξǫ) = P[α(u,u∗ǫ ) ≤ ζ ≤ α(u,u∗) ∣ ξ, ξǫ]
≤ ∣Ψ(u∗) −Ψ(u∗ǫ )∣,
P(only accept u∗ǫ ∣ ξ, ξǫ) = P[α(u,u∗) ≤ ζ ≤ α(u,u∗ǫ ) ∣ ξ, ξǫ]
≤ ∣Ψ(u∗) −Ψ(u∗ǫ )∣.
So
T2 ≤ E[(1 ∧ ∥u∗ − u∗ǫ ∥
ω
) ∣Ψ(u∗) −Ψ(u∗ǫ )∣]
≤ LE[(1 ∧ ∥u∗ − u∗ǫ ∥
ω
)∥u∗ − u∗ǫ ∥]
≤ LE [∥wǫ∥] ,
with the same bound applying to T3. Now we bound T1. We have
d(u∗, u∗ǫ ) = (1 ∧ ∥u∗ − u∗ǫ ∥
ω
) ,
E[d(u∗, u∗ǫ )P(both accept ∣ ξ, ξǫ)] ≤ E [∥wǫ∥
ω
] ,
where in the last step we just bounded the probability that both accept by 1. Now,
applying Lemma 5.1 gives the result.
We now consider the case where Ψ is only locally Lipschitz. In this case, it is
not possible to apply Lemma 5.1, since the approximation error in d is not uniformly
controlled by the expectation of wǫ. However, one can still obtain control of the
approximation error in d˜θ by a direct proof. The following proposition states that so
long as µβ and µ
c
β,ǫ have sufficiently light tails then the one step error between P andPǫ is controlled by the moments of µcβ,ǫ.
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Proposition 5.5. Suppose Ψ satisfies Assumption 1(a)–(c) and (e) with a con-
stant q ≥ 2. Let µ ∈ SD(H) and with innovation µβ and consider an approximate
innovation µβ,ǫ with remainder innovation µ
c
β,ǫ. Let V (u) = [(1 + ∥u∥)2q − 1] be a
Lyapunov function for P and suppose the following holds:
a) µβ , µβ,ǫ and µ
c
β,ǫ have bounded moments of degree 3q.
b) There exists ǫ0,C0 > 0 so that
(5.7) ∫
X
V (u)dµβ,ǫ(u) ≤ C0, ξǫ ∼ µβ,ǫ,
uniformly for all ǫ ∈ (0, ǫ0].
Then for ǫ ∈ (0, ǫ0] and η ≤ 1 there exists a constant C ≥ 0, independent of ǫ, so
that
d˜θ(Pδu,Pǫδu) ≤ C(1 + θV (u)) sup
s∈[1,3q+1]
E∥wǫ∥s.
Remark 5.6. In the above, the assumption that η ≤ 1 is not crucial to the proof
and is made for convenience. This is in line with the results of Section 3 since we
always take η to be a small positive number.
The following Lemma is useful throughout the proof and can be proved directly
using Lemma 3.13.
Lemma 5.7. Let f(x) = ∑Nj=1 ajxqj for constants aj ∈ R, qj ≥ 0 and N ∈ N.
Then f(∥ ⋅ ∥) satisfies a weak triangle inequality with a constant C ≥ 1 depending on
maxj qj ,maxj ∣aj ∣,N .
Proof of proposition 5.5. Similarly to the globally Lipschitz case we construct a
coupling of Pδu and Pǫδu. Generate independent random variables ξǫ ∼ µβ,ǫ and
wǫ ∼ µ
c
β,ǫ and set ξ = ξǫ +wǫ. Consider two proposals
(5.8) u∗ = βu + ξ, u∗ǫ = βu + ξǫ.
Let ζ ∼ U(0,1) and consider two Markov chains where the first chain accepts u∗
if ζ < α(u,u∗) and the second chain accepts u∗ǫ if ζ < α(u,u∗ǫ ). Using this coupling we
immediately obtain the bound
d˜θ(Pδu,Pǫδu) ≤ E[d(u∗, u∗ǫ )(2 + θV (u∗) + θV (u∗ǫ ))]1/2P(both accept ∣ ξ, ξǫ)
+E[d(u∗, u)(2 + θV (u∗) + θV (u))]1/2P(only accept u∗ ∣ ξ, ξǫ)
+E[d(u,u∗ǫ )(2 + θV (u) + θV (u∗ǫ ))]1/2P(only accept u∗ǫ ∣ ξ, ξǫ).
Using the fact that d ≤ 1 we further simplify the bounds to get
d˜θ(Pδu,Pǫδu) ≤ E[d(u∗, u∗ǫ )(2 + θV (u∗) + θV (u∗ǫ ))]1/2P(both accept ∣ ξ, ξǫ)
+E[2 + θV (u∗) + θV (u)]1/2P(only accept u∗ ∣ ξ, ξǫ)
+E[2 + θV (u) + θV (u∗ǫ )]1/2P(only accept u∗ǫ ∣ ξ, ξǫ)
=∶ T1 + T2 + T3.
We bound each of the above terms separately, starting with T2 and T3. As before we
have
∣α(u,u∗) − α(u,u∗ǫ )∣ ≤ ∣Ψ(u∗) −Ψ(u∗ǫ )∣,
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which in turn implies
P(only accept u∗ ∣ ξ, ξǫ) = P[α(u,u∗ǫ ) ≤ ζ ≤ α(u,u∗) ∣ ξ, ξǫ]
≤ ∣Ψ(u∗) −Ψ(u∗ǫ )∣,
P(only accept u∗ǫ ∣ ξ, ξǫ) = P[α(u,u∗) ≤ ζ ≤ α(u,u∗ǫ ) ∣ ξ, ξǫ]
≤ ∣Ψ(u∗) −Ψ(u∗ǫ )∣.
Now by Lemma 5.7 V (u) satisfies a weak triangle inequality with a constant C′(q) ≥ 1
and Ψ satisfies Assumption 1(e) and so we obtain the following bounds
T2 ≤ E[2 + θV (u∗) + θV (u)]1/2∣Ψ(u∗) −Ψ(u∗ǫ )∣
≤ LE[2 + θV (u∗) + θV (u)]1/2[1 + (∥u∥ + ∥ξ∥ + ∥wǫ∥)q]∥wǫ∥
≤
√
2C′L(1 + θV (u))1/2E[1 + θV (ξ)]1/2(1 + ∥u∥)q(1 + ∥ξ∥)q(1 + ∥wǫ∥)q∥wǫ∥.
Now recall V (u) = [(1 + ∥u∥)2q − 1] and use the law of total expectation, to achieve
the final bound
(5.9)
T2 ≤
√
2C′(1 + θ)L(1 + V (u))Eξ([1 + V (ξ)](1 + ∥wǫ∥)q∥wǫ∥)
=
√
2C′(1 + θ)L(1 + V (u))Ewǫ⎛⎝Eξǫ([1 + V (ξ)](1 + ∥wǫ∥)q∥wǫ∥∣wǫ)⎞⎠
≤
√
2C′3/2(1 + θ)L(1 + V (u))Ewǫ⎛⎝Eξǫ(1 + V (ξǫ))(1 + V (wǫ))(1 + ∥wǫ∥)q∥wǫ∥⎞⎠
≤
√
2C′3/2(1 + θ)L(1 +C0)(1 + V (u))E [(1 + V (wǫ))(1 + ∥wǫ∥)q∥wǫ∥] ,
where the last inequality follows from (5.7). A similar calculation for T3 yields
(5.10)
T3 ≤ E[2 + θV (u)+ θV (u∗ǫ )]1/2∣Ψ(u∗) −Ψ(u∗ǫ)∣
≤
√
2C′(1 + θ)L(1 + V (u))E[(1 + V (wǫ))∥wǫ∥]E[1 + ∥ξ∥q]
≤ C2(1 + V (u))E(1 + ∥wǫ∥)2q∥wǫ∥.
The constant C2 depends on the moments of degree up to q of µβ , θ, C
′,C0 and L.
It remains to bound T1.
Let Aξǫ be the event where
(1 + η∥wǫ∥)∥wǫ∥ < ω
1 + 2η∥u∗ǫ ∥ ,
conditioned on ξǫ. Observe that
d(u∗, u∗ǫ ) ≤ 1 + η∥u∗∥ + η∥u∗ǫ ∥
ω
∥wǫ∥
≤
1 + 2η∥u∗ǫ ∥ + η∥wǫ∥
ω
∥wǫ∥
≤
1 + 2η∥u∗ǫ ∥
ω
(1 + η∥wǫ∥)∥wǫ∥.
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It then follows that d(u∗, u∗ǫ ) < 1 in the event of Aξǫ . Using the law of total expectation
we now have
T1 ≤ E[E[ (d(u∗, u∗ǫ )(2 + θV (u∗) + θV (u∗ǫ )))1/2 ∣ Aξǫ , ξǫ]
+E[ (d(u∗, u∗ǫ )(2 + θV (u∗) + θV (u∗ǫ )))1/2 ∣ Acξǫ , ξǫ]].
If d(u∗, u∗ǫ ) < 1 then
d(u∗, u∗ǫ )(2 + θV (u∗) + θV (u∗ǫ ))
≤
C′
ω
(1 + η∥u∗∥ + η∥u∗ǫ ∥)∥wǫ∥[2 + 2θV (u)+ 2θV (ξǫ) + θV (wǫ))]
≤
4C′
ω
(1 + η∥u∥)(1 + η∥ξǫ∥)(1 + η∥wǫ∥)∥wǫ∥
× [1 + θV (u)][1 + θV (ξǫ)][1 + θV (wǫ)]
≤
4C′
ω
(1 + θ)3[1 + V (u)]2[1 + V (ξǫ)]2(1 + ∥wǫ∥)2q∥wǫ∥
The last inequality follows since η < 1. Thus we can further bound the term T1,
T1 ≤ C
′
√
4
ω
(1 + θ)3(1 + V (u))[E(1 + V (ξǫ))(1 − P(Acξǫ))][E(1 + ∥wǫ∥)q∥wǫ∥1/2]
+C′√2(1 + θ)3(1 + V (u))1/2[E(1 + V (ξǫ))1/2P(Acξǫ)][E(1 + ∥wǫ∥)q].
where the second term follows by bounding d ≤ 1 over Acξǫ . It remains to bound the
probability of Acξǫ . By Markov’s inequality we have
P((1 + ∥wǫ∥)∥wǫ∥ ≥ ω
1 + 2η∥u∗ǫ ∥) ≤ 1 + 2η∥u
∗
ǫ ∥
ω
E(1 + η∥wǫ∥)∥wǫ∥
≤ 2
1 + ∥u∗ǫ ∥
ω
E(1 + ∥wǫ∥)∥wǫ∥
≤
2
ω
[1 + V (u∗ǫ )]1/2E(1 + ∥wǫ∥)∥wǫ∥
In the second to last inequality we used the fact that η ≤ 1. The last inequality uses
the assumption that q ≥ 2. Substituting the above result back into the bound for
T1, using 1 − P(Acξǫ) ≤ 1 and the generalized triangle inequality for V , we obtain the
bound
T1 ≤ C4(1 + V (u)) sup
s∈[1,q+1/2]
E∥wǫ∥s,
where the constant C4 ≥ 0 is independent of ǫ.
Thus, putting together the above bound for T1 and the bounds (5.9) and (5.10)
for T2 and T3 we conclude that
d˜θ,q(Pδu,Pǫδu) ≤ C(1 + V (u)) sup
s∈[1,3q+1]
E∥wǫ∥s.
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We now discuss a few examples in 1D where the conditions of Proposition 5.5 on
µβ,ǫ and µ
c
β,ǫ are satisfied.
Example 3 (Gaussian mixture). Let µ = µ0 ∗ µ1 where µ0 = N(0,1) and µ1 =
N(0, ǫ2). Then µβ = µβ,ǫ ∗ µcβ,ǫ where µβ,ǫ = N(0,1 − β2) and µcβ,ǫ = N(0, (1 − β2)ǫ2).
First, note that in this example condition (5.7) is trivially satisfied since µβ,ǫ does
not depend on the parameter ǫ. Furthermore, by the properties of the Guassian
distribution we have that E∣wǫ∣s = 2s/2Γ(s+1/2)√π [(1 − β2)ǫ2]s/2 where Γ is the usual
Gamma function. Thus the approximation error in this case is essentially of the form
d˜θ(Pδu,Pǫδu) ≤ C(1 + θV (u))ǫ3q+1
for some constant C > 0 independent of ǫ.
Example 4 (Truncated compound Poisson distributions). We now consider an
example where µβ is a compound Poisson random variable. The compound Poisson
class is especially interesting in practice since the innovation of certain distributions
such as Laplace, gamma and the Bessel-K priors of [16] belong to this class. To this
end, suppose
µβ = L
⎧⎪⎪⎨⎪⎪⎩
N∑
j=1
ξj
⎫⎪⎪⎬⎪⎪⎭ , where P(N = k) = 1k! exp(−1), ξj ∼N(0,1).
We now truncate the jumps of µβ and define
µβ,ǫ = L
⎧⎪⎪⎨⎪⎪⎩
Nǫ∑
j=1
ξj1ξj≥ǫ
⎫⎪⎪⎬⎪⎪⎭ , where P(Nǫ = k) = c
k
ǫ exp(−cǫ)
k!
and the constant cǫ is the probability that ξj ≥ ǫ, i.e.,
cǫ =
2√
2π
∫
ǫ
−∞
exp(−t2/2)dt.
Put simply, we are discarding the jumps of µβ that are smaller than ǫ. At the same
time we adjust the rate of the Poisson process to account for the lost jumps. The
reason for this choice will become clear after considering the remainder µcβ,ǫ as
µcβ,ǫ = L
⎧⎪⎪⎨⎪⎪⎩
Ncǫ
∑
j=1
ξj1ξj<ǫ
⎫⎪⎪⎬⎪⎪⎭ , where P(N cǫ = k) = (1 − cǫ)
k exp(−(1 − cǫ))
k!
.
It then follows, due to our specific choice of cǫ, that µβ = µβ,ǫ ∗ µcβ,ǫ. We can see
this by directly computing the characteristic function of µβ,ǫ ∗ µcβ,ǫ. Let ρ, ρǫ and ρcǫ
denote the probability distribution functions of ξj , ξj1ξj≥ǫ and ξj1ξj<ǫ, respectively.
Then
̂µβ,ǫ ∗ µcβ,ǫ = exp(cǫ ∫ exp(it − 1)ρǫ(t)dt + (1 − cǫ)∫ exp(it − 1)ρcǫ(t)dt)
= exp(∫ exp(it − 1)[cǫρǫ(t) + dt + (1 − cǫ)ρcǫ(t)]dt)
= exp(∫ exp(it − 1)ρ(t)dt) = µˆβ,
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where the second to last identity follows since cǫρǫ + (1 − cǫ)ρcǫ = ρ.
Finally, we can directly verify that µβ,ǫ satisfies (5.7) since it is a truncated
Gaussian. Furthermore, if wǫ ∼ µ
c
β,ǫ then
E∣wǫ∣s ≤ ∞∑
k=1
(1 − cǫ)k exp(−(1 − cǫ))
k!
ksǫs.
For our third and final example we consider a more general version of Example 4
above where we approximate the innovation µβ by truncating its Le´vy measure near
the origin. This type of approximation is commonly used in simulation of Le´vy pro-
cesses where the small jumps of an infinite-activity process are ignored allowing for
more efficient simulations [3, Sec. 6.3].
Example 5 (Truncated Le´vy measures). As before we take µ ∈ SD(H) with inno-
vation µβ . It is known that both µ and µβ belong to the class of infinitely-divisible
(ID) distributions [34, Cor. V-6.8]. Thus, by the Le´vy-Khintchine formula µβ can be
identified by its characteristic triple, i.e., a mean, a covariance operator and a Le´vy
measure (see [23, Sec. 5.7] for statement in Banach spaces or [3, Thm. 3.1] for Le´vy
processes).
Our goal in this example is to approximate the innovation measure µβ by approx-
imating its Le´vy measure to obtain an approximate proposal kernel Qǫ. Throughout
this example we assume that µ and µβ satisfy the following assumptions.
Assumption 3. The measure µ ∈ SD(H) and its innovation µβ satisfy:
(a) The measure µ has a product structure, i.e.,
(5.11) µ = L⎧⎪⎪⎨⎪⎪⎩
∞
∑
j=1
λjξjφj
⎫⎪⎪⎬⎪⎪⎭ ,
where {φj}∞j=1 is an orthonormal basis of H, {λj}∞j=1 ∈ ℓ1 and {ξj}∞j=1 are i.i.d.
centered SD random variables with bounded variance and law ρ ∈ P (R).
(b) The measure µ is symmetric and has mean zero, implying that ρ is also
symmetric.
(c) The innovation ρβ of ρ has characteristic function
(5.12) ρˆβ(s) = exp(∫
R
[exp(st) − 1]dχβ(t)) , ∀s ∈ R.
with symmetric Le´vy measure χβ .
Remark 5.8. The fact that the product measure µ in (5.11) is well-defined is
proved in [15, Thm. 2.1]. Essentially, if the λj decay sufficiently fast and ξj have
bounded variance it follows from Kolmogorov’s two series theorem that the above
sum converges almost surely in H.
Remark 5.9. The assumption on the form of ρˆβ in (5.12) is not very restrictive.
Here we are essentially assuming that ρβ is a symmetric ID random variable which
is completely identified by its Le´vy measure. This implies that ρβ coincides with the
law of a pure-jump Le´vy process at time 1 [3, Prop. 3.1].
It follows from [16, Thm. 3.3] that if (5.11) holds then the innovation µβ also has
a product structure and in fact,
(5.13) µβ = L
⎧⎪⎪⎨⎪⎪⎩
∞
∑
j=1
λjζjφj
⎫⎪⎪⎬⎪⎪⎭ ,35
where ζj are i.i.d. random variables drawn from ρβ . Therefore, under Assumption 3,
generating the proposal in step 2 of ARSD can be done by generating a sequence of
i.i.d. draws from ρβ and computing the sum in (5.13). However, efficient simulation
of ρβ may not be possible in some applications and so one might approximate ρβ by
another ID density ρβ,ǫ.
Here we take ρβ,ǫ to have characteristic function of the same form as (5.12) but
with Le´vy measure χβ,ǫ defined via
χβ,ǫ(A) = χβ(A ∖Bǫ(0)),
for every ǫ > 0; that is, we are discarding the mass of χβ in a ǫ neighborhood of the
origin. This approximation has an important practical implication as it ensures χβ,ǫ
is a compound Poisson random variable with jumps that are larger than ǫ and that
can be simulated at lower cost as compared to ρβ [3, Sec. 6.3].
Now let ζ ∼ ρβ and ζǫ ∼ ρβ,ǫ. It follows from the Le´vy-Khintchine theorem (see the
calculation in [3, Sec. 6.3]) that there exists an independent random variable τǫ ∼ ρ
c
β,ǫ
with characteristic function
ρˆcβ,ǫ(s) = exp(∫
Bǫ(0)
[exp(st) − 1]dχβ(t)) , ∀s ∈ R,
so that
L{ζ} = L{ζǫ + τǫ}.
This is of the same form as (5.5). It further follows that if v ∼ µβ then
(5.14) L{v} = L{vǫ +wǫ},
Where in the above vǫ ∼ µβ,ǫ and wǫ ∼ µ
c
β,ǫ and
µβ,ǫ = L
⎧⎪⎪⎨⎪⎪⎩
∞
∑
j=1
λjζǫ,jφj
⎫⎪⎪⎬⎪⎪⎭ , µcβ,ǫ = L
⎧⎪⎪⎨⎪⎪⎩
∞
∑
j=1
λjτǫ,jφj
⎫⎪⎪⎬⎪⎪⎭ .
The sequences ζǫ,j and τǫ,j are i.i.d. random variables with law ρβ,ǫ and ρ
c
β,ǫ respec-
tively.
At this point, a natural question is the quality of the approximation vǫ against v.
This can be identified by the following theorem that gives bounds on moments of wǫ.
Proposition 5.10. For every n ∈ N, assuming the right hand side is bounded, we
have
∫H ∥u∥ndµcβ,ǫ(u) ≤ (∫R ∣t∣ndρcǫ,β(t))⎛⎝ ∞∑j=1λnj ⎞⎠ ,
and furthermore, there exists a constant C(n) > 0 so that
∫
R
∣t∣ndρcǫ,β(t) ≤ C sup
m∈N,m≤n
(∫
Bǫ(0)
∣t∣mdχβ(t))n−m .
Thus the moments of µcβ,ǫ are controlled by the moments of χβ restricted to Bǫ(0).
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Proof. The first inequality follows, in turn, by Parseval’s identity, the elementary
identity
√
a + b ≤√a +√b for a, b > 0, and the fact that τǫ,j are i.i.d.
It remains to bound the moments of ρcǫ,β in terms of the moments of its Le´vy
measure. By [33, Thm. II.12.6] the n-th moment of ρcǫ,β is an n-th degree incomplete
Bell polynomial of c1,⋯, cn– the first n cumulants of ρcǫ,β. This proves the existence
of a constant C(n) > 0 so that
∫
R
∣t∣ndρcǫ,β(t) ≤ C sup
m∈N,m≤n
(cm)n−m ,
whenever the cumulants are bounded. The result now follows by [3, Prop. 3.13] stating
that
cm = ∫
Bǫ(0)
∣t∣mdχβ(t)
since we assumed ρcǫ,β has mean zero and is identified solely by its Le´vy measure, i.e.,
it is the law of a pure-jump Le´vy process terminated at time 1.
Corollary 5.11. Suppose the conditions of Proposition 5.5 are satisfied with
q ∈ N in addition to Assumption 3. Then there exists a constant C > 0, independent
of ǫ, so that
d˜θ(Pǫδu,Pδu) ≤ C(1 + θV (u)) sup
s≤3q+1
c
3q+1−s
s .
That is, the approximation error is controlled by moments of χβ (Le´vy measure of
µβ) restricted to Bǫ(0).
6. Conclusion. In this article we analyzed the convergence properties of the
ARSD algorithm on separable Banach spaces. We showed that under very general
conditions on the density Ψ and for a large class of prior measures µ, this algo-
rithm has a spectral gap with respect to an appropriate Wasserstein-like semimetric
d. This implied exponential convergence to the target measure ν. We further stud-
ied approximations properties of ARSD and obtain general error bounds for various
perturbations of the transition kernel P such as discretization of the density Ψ by
projection and perturbation of the proposal kernel Q. Overall, our results show that
ARSD is applicable in a wide range of infinite-dimensional problems and is robust to
perturbations.
We also presented approximation error bounds for certain finite time sample path
properties of the algorithm such as the Cesa´ro averages of certain classes of functions
that are formally locally d-Lipschitz and grow like the Lyapunov function in the
tails. While these results are weaker than the typical L2 error bounds or central
limit theorems. They are still widely applicable in practice. For example, if the prior
measure µ has finite moments of degree p ≥ 1 then our error bounds are applicable to
sufficiently regular functions that grow like ∥ ⋅ ∥p in the tails.
Results showing spectral gaps in infinite dimensions are of particular interest in
studying the computational complexity of Markov chain Monte Carlo. Often, a spec-
tral gap on the infinite dimensional space ensures that the variance of time-averaging
estimators for finite-dimensional – and therefore computationally tractable – approx-
imations of the Markov kernel is uniformly bounded as a function of dimension. Thus
the computational complexity of the algorithm is simply a function of its per-step
simulation cost. The results given here and those of [13] thus imply that ARSD
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algorithms are among the simplest Markov chain Monte Carlo algorithms whose com-
putational complexity depends on dimension only through the per-step computational
cost. This is of course a special feature of the Ornstein-Uhlenbeck-like proposal, as
the random walk MH algorithm is known to have dimension-dependent spectral gap.
It remains to be seen whether more sophisticated algorithms can also be designed to
have similarly attractive dimensional scaling properties.
Our success in applying the weak Harris theorem [12] and perturbation theory
to this large collection of Markov chains suggests the broad utility of this approach
to studying Markov chains on infinite-dimensional state space and computationally
tractable approximations thereof. The tendency of probability measures on infinite-
dimensional spaces to be mutually singular limits the utility of traditional weighted
total variation norms in these settings. This hints at the usefulness of alternative
metrics such as the Wasserstein-like semimetrics employed here for studying sequences
of problems of increasing dimension, which describes many applications of interest in
modern statistics.
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Appendix A. Direct proof that P has a unique invariant measure.
By [12, Corollary 4.11], the weak Harris theorem guarantees the existence of a
unique invariant measure if (1) P is Feller on H and (2) there exists a complete metric
d¯ such that d¯ ≤
√
d. We prove that these conditions hold for ARSD and the metric d
introduced in Section 3.
First, observe that
d∗(u, v) = 1 ∧ ω−1∥u − v∥(1 + η∥u∥ + η∥v∥)√
d∗(u, v) ≥√1 ∧ ω−1∥u − v∥,
and the right side is a complete metric since ∥u − v∥ is a complete metric.
We now show that P is Feller. Let us recall the definition of a Feller kernel.
Definition A.1. A Markov operator P is Feller if Pϕ is continuous for every
continuous, bounded function ϕ ∶H → R. That is, P is Feller if and only if u↦ P(u, ⋅)
is continuous in the topology of weak convergence.
Proposition A.2. Let β ∈ (0,1) and Ψ be a function satisfying Assumption 1(a)-
(b) and (e). Let P be the Markov transition kernel defined by
1. Propose v ∼Q(u, dv).
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2. Accept v with probability α(u, v) = 1 ∧ exp(Ψ(u)−Ψ(v)).
and where we can write v = βu+ ξ for ξ ∼ µβ for some probability measure µβ ∈ P (H)
(that may depend on β). Then P is Feller.
Proof. By definition of P we have
(Pϕ)(u) = ∫ ϕ(v)α(u, v)Q(u, dv) + ϕ(u)∫ (1 − α(u, v))Q(u, dv)
= ϕ(u) + ∫ (ϕ(v) −ϕ(u))α(u, v)Q(u, dv).
Therefore we can write
∣(Pϕ)(u) − (Pϕ)(z)∣ = ∣ϕ(u) −ϕ(z) + ∫ (ϕ(v) − ϕ(u))α(u, v)Q(u, dv)
− ∫ (ϕ(v) −ϕ(z))α(z, v)Q(z, dv)∣
≤ ∣ϕ(u) −ϕ(z)∣ + ∣∫ ϕ(v)(α(u, v)Q(u, dv) − α(z, v)Q(z, dv))∣
+ ∣∫ ϕ(z)α(z, v)Q(z, dv) −ϕ(u)α(u, v)Q(u, dv)∣
≡ T1 + T2 + T3.
Continuity of the term T1 is immediate since ϕ is continuous and bounded. Moreover,
α is continuous in both its arguments by Assumption 1(d) or (e) and locally bounded
by (a) and (b). And so the functions ϕ(v)α(u, v) and ϕ(v)α(z, v) are also continuous
and locally bounded. So then for u, z ∈ BR(0) there exist constants C1(R),C2(R) > 0
such that
T2 ≤ ∣∫ ϕ(v)(α(u, v) − α(z, v))Q(u, dv)∣ + ∣∫ ϕ(v)α(z, v)(Q(u, dv) −Q(z, dv))∣
≤ C1∥u − z∥∫ Q(u, dv)
+ ∫ [ϕ(βu + ξ)α(z, βu + ξ) −ϕ(βz + ξ)α(z, βz + ξ)]µβ(dξ)
≤ C1∥u − v∥ +C2∥u − v∥∫ dµβ(ξ)
≤ C∥u − v∥.
Finally, using a similar argument we can bound T3 as follows:
T3 = ∣∫ [ϕ(z)α(z, βz + ξ) −ϕ(u)α(u,βu + ξ)]dµβ(ξ)∣
≤ ∣∫ [ϕ(z)α(z, βz + ξ) −ϕ(z)α(z, βu + ξ)]dµβ(ξ)∣
+ ∣∫ [ϕ(z)α(z, βu + ξ) −ϕ(u)α(u,βu + ξ)]dµβ(ξ)∣
≤ C3∥x − y∥
where C3(R) > 0 is a local constant. This completes the proof.
Appendix B. L2-spectral gap and error bounds.
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B.1. L2-spectral gaps. We now show that existence of spectral gap in the d˜θ
metric implies existence of L2-spectral gap. Recall
Definition B.1 (L2ν-spectral gap). A Markov kernel P with invariant measure
ν has an L2ν-spectral gap 1 −Λ if
Λ =
∥Pf − ν(f)∥L2ν∥f − ν(f)∥L2ν < 1.
We recall a central result originally due to Ro¨ckner and Wang [31].
Proposition B.2 ([13, Prop. 2.8]). Let P be a Markov transition kernel which
is reversible with respect to ν and suppose Lip(d˜θ)∩L∞ν is dense in L2ν . If there exists
γ > 0 and, for every f ∈ Lip(d˜θ) ∩L∞ν , a constant C1(f) > 0 so that
d˜θ((Pnf)ν, ν)
d˜θ(fν, ν) ≤ C(f)γn.
Then Pn has a L2ν-spectral gap, i.e.,∥Pnf − ν(f)∥L2ν∥f − ν(f)∥L2ν ≤ γn.
We then have the following corollary that follows from the density of Lip(d˜θ) ∩ L∞ν
in L2ν . The method of proof is identical to that of [13, Thm. 2.15] and is therefore
omitted.
Corollary B.3. Let P be the Markov transition kernel of ARSD which is re-
versible with respect to ν. Then P has a L2ν-spectral gap whenever it has a spectral
gap in d˜θ.
B.2. L2-approximation. In this section we give results on approximation error
in the L2 metric in the case where both P and the approximation Pǫ have unique
invariant measures. By Proposition 3.1, this holds whenever Pǫ arises from approx-
imating the MH acceptance ratios using a finite basis expansion and Ψ satisfies As-
sumptions 1 (a) and (b), since this immediately implies that Ψǫ(u) = Ψ(Πmu) also
satisfies these assumptions, where Πm is the projection onto the firstm basis elements.
In this case, the invariant measure νǫ of Pǫ has Radon-Nikodym derivative
dνǫ
dµ
(u) = 1
Zǫ
exp(−Ψǫ(u))
for some constant 0 < Zǫ <∞.
The following is a general result on approximate transition kernels that arise from
approximations of Ψ for which both P and Pǫ have unique invariant measures
Theorem B.4. Take P and Pǫ to be Markov kernels with stationary measures
ν, νǫ ∈ P (H) where
dν
dµ
(u) = 1
Z
exp(−Ψ(u)), dνǫ
dµ
(u) = 1
Zǫ
exp(−Ψǫ(u)).
Let µ ∈ P (H) have p ∈ N bounded moments. Suppose that there exists ǫ0 > 0 so that
for ǫ ∈ [0, ǫ0) the functions Ψ ∶ H ↦ R and Ψǫ ∶ H ↦ R satisfy Assumption 1(a) and
(b) with q ≤ p uniformly in ǫ. Furthermore, suppose∣Ψ(u)−Ψǫ(u)∣ ≤ ψ(ǫ)∥u∥s,
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and there exists R > 0 and uniform constants c0,C0 > 0 so that
c0Ψǫ(u) ≤ Ψ(u) ≤ C0Ψǫ(u), ∀u ∈ BR(0)c,
where ψ ∶ [0, ǫ0) ↦ [0,+∞) is bounded. If for every f ∈ Lip(d˜θ) ∩ L∞ν there exist
constants C1(f),C2(f) > 0 and γ, γǫ ∈ (0,1) so that
d˜θ((Pnf)ν, ν)
d˜θ(fν, ν) ≤ C1(f)γn, d˜θ((P
n
ǫ f)νǫ, νǫ)
d˜θ(fνǫ, νǫ) ≤ C2(f)γnǫ ,
and s + q ≤ p then there exists a constant C(f) > 0 so that
∥Pnf −Pnǫ f∥2L2ν ≤ C(f) [(γ ∨ γǫ)n +ψ(ǫ)] .
Proof. Fix a ǫ ∈ [0, ǫ0) and f ∈ Lip(d˜θ) ∩ L∞ν . Since we assumed Ψ is bounded
from above by Ψǫ it follows that suppνǫ ⊆ suppν. This implies that L
∞
ν ⊆ L
∞
νǫ
. By
triangle inequality we have for f ∈ Lip(d˜θ) ∩L∞ν
∥Pnf−Pnǫ f∥L2ν ≤ ∥Pnf − ν(f)∥L2ν + ∥Pnǫ f − νǫ(f)∥L2ν + ∣ν(f) − νǫ(f)∣.(B.1)
We need to bound the second and third term as the first term can readily be bounded
by Proposition B.2.
∥Pnǫ f − νǫ(f)∥2L2ν = 1Z ∫H ∣Pnǫ f(u)− νǫ(f)∣2 exp(−Ψ(u))dµ(u)
=
1
Z
∫
BR(0)
∣Pnǫ f(u)− νǫ(f)∣2 exp(−Ψ(u))dµ(u)
+ 1
Z
∫
BR(0)c
∣Pnǫ f(u)− νǫ(f)∣2 exp(−Ψ(u))dµ(u)
≤
exp(−M3 +M2 log(Rq)
Z
∫
BR(0)
∣Pnǫ f(u)− νǫ(f)∣2dµ(u)
+ 1
Z
∫
BR(0)c
∣Pnǫ f(u)− νǫ(f)∣2 exp(−c0Ψǫ(u))dµ(u)
=
exp(−M3 +M2 log(Rq)
Z exp(−Jǫ) ∫BR(0) ∣Pnǫ f(u)− νǫ(f)∣2 exp(−Jǫ)dµ(u)
+ 1
Z
∫
BR(0)c
∣Pnǫ f(u)− νǫ(f)∣2 exp(Ψǫ(u)) exp(−(c0 + 1)Ψǫ(u))dµ(u)
≤
exp(−M3 +M2 log(Rq)
Z exp(−Jǫ) ∫BR(0) ∣Pnǫ f(u)− νǫ(f)∣2 exp(−Ψǫ(u))dµ(u)
+ exp(−(c0 + 1)(M3 −M2 log(Rq))
Z
∫
BR(0)c
∣Pnǫ f(u)− νǫ(f)∣2 exp(Ψǫ(u))dµ(u)
≤
C
Z
∫H ∣Pnǫ f(u)− νǫ(f)∣2 exp(Ψǫ(u))dµ(u)
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It remains to bound the third term in (B.1).
∣ν(f) − νǫ(f)∣ = ∫H f(u) [exp(−Ψ(u))− exp(−Ψǫ(u))]dµ(u)
≤ C ∫H f(u) exp(−Ψ(u))∣Ψ(u)−Ψǫ(u)∣dµ(u)
≤ C∥f∥L∞ν ψ(ǫ)∫H exp(−Ψ(u))∥u∥sdµ(u)
≤ C∥f∥L∞ν exp(−M3)ψ(ǫ)∫H exp(M2 log ∥u∥q)∥u∥sdµ(u)
≤ C∥f∥L∞ν ψ(ǫ)∫H ∥u∥q+sdµ(u)
≤ C(f)ψ(ǫ).
The last inequality follows by the assumption that µ has s + q bounded moments.
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