Abstract-Wireless communications are highly errorprone due to inherent wireless channel effects, which include interference, multi-path fading, and noise. The conventional approach to reducing the effects of frequent channel errors is to attempt retransmitting the corrupted frames. This solution however introduces long end-to-end delay and channel usage inefficiency, especially in multihop wireless networks. In this work, we introduce the cooperative diversity-based opportunistic virtual MISO (Multiple-Input-Multiple-Output) approach to alleviate the problem and to improve the overall performance in multihop wireless networks. Our approach allows neighboring nodes to effectively share their available resources when there is an opportunity to participate. Our observation showed that multi-hop wireless networks consist of low and high quality links. In the low-quality links, we utilize spatial-diversity property that allows a wireless node with the highest delivery probability to relay data frames to the next hop. In the high-quality links, when there are more than one nodes successfully receiving the same data frame, we utilize space-time block codes (STBC) to extend the transmission range to deliver data frames up to two hops away. By proposing the approach described above, available network resources are always utilized to improve the overall performance. OVM provides an effective and simple design solution. Simulation results show that OVM is able to improve end-to-end network performance by up to eighty-six percent over previous works.
I. INTRODUCTION
Wireless mesh networks (WMNs) are packet radio networks that combine the dynamically self-organizing and self-configuring principles of the mobile ad hoc networking paradigm with the cellular-based structure of traditional wireless LANs. WMNs' underlying communication technologies are based mostly on the standard 802.11 [1] . WMNs have two types of wireless nodes: mesh routers and mesh clients. As depicted in Figure 1 , the mesh routers form a large-scale (e.g., municipal size) multi-hop wireless back-haul network, which is used by mesh clients to communicate to each other or to the Internet via gateway-enabled mesh routers. The common approach in WMNs is having different frequencies for router-to-router back-haul and router-to-client communications. The fundamental goal of mesh networking is to provide high data rate (e.g., comparable to traditional WLANs) wireless access over the same physical coverage area (as a singled high-powered transceiver) by using quickly deployable multi-hop mesh routers that use a significantly lower transmission power. This approach offers the benefit of less per-cell interference, increased bandwidth, and lower deployment cost since there is no cable installation or rights-of-way costs, which are typically incurred by traditional cellular based networks. Due to their ease of deployment and low cost, the mesh networking architecture has received considerable commercial and research interests [2] , as illustrated by the plethora of commercial, municipal, and experimental testbed deployments that have occurred in recent years. A fundamental challenge facing the mesh networking paradigm is overcoming the performance effects of inherently and highly error-prone multi-hop wireless paths. The router-to-router wireless link quality varies frequently and unpredictably due to wireless channel effects and random traffic conditions, leading to relatively high packet error rates. The conventional approach to reducing the effects of errors over unreliable wireless links is to use a link-layer retransmission or automatic repeat request (ARQ) scheme which uses acknowledgments and timeouts to achieve reliable data transmission. For example, the IEEE 802.11 MAC protocol uses a stopand-wait ARQ protocol, which requires that a transmitted frame be acknowledged by the receiver before the sender can transmit the next frame. If the sender times out before receiving an acknowledgment for the outstanding frame, it will retransmit the frame. While this approach has worked well in single-hop WLANs, research results have shown that the cumulative effect of multiple perlink retransmissions significantly reduces the end-to-end performance in multi-hop wireless networks [3] .
In this work, we focus on improving end-to-end performance in WMNs using a very interesting concept called cooperative diversity. While much of the previous work in wireless networking ignores the broadcast nature of the wireless channel (e.g., modeling the channel similar to that of a wired point-to-point link), the concept of cooperative diversity attempts to take advantage of the broadcast nature of a wireless channel by allowing neighboring nodes to cooperatively share their available resources in an effort to improve channel efficiency and overall system performance. The property of broadcast nature of wireless networks is a one-to-many relationship. A signal transmitted by a wireless node can be successfully decoded by its neighbors.
In wireless networking, the location of a transmitter and receiver will impact the reception quality of transmitted signals due to distance, noise levels, and surrounding environments. This concept is referred to as spatial diversity [4] . Some wireless transmission systems take advantage of this characteristics and employ multiple spatial-diverse receive antennas on a single tower (e.g., vertically separated). The assumption is that a transmitted signal will propagate along different paths and that signals will not experience the same level of fading and attenuation. The receiving antenna with the strongest signal will handle transmission reception. To utilize the concept of spacial diversity for WMNs, multiple wireless nodes are used to produce the benefits of spacial diversity and this approach is called cooperative diversity.
Cooperative diversity utilizes the spatial diversity of neighboring terminals to cooperatively deliver data packets to its intended destination. Cooperative diversity was first proposed in [5] as a technique for increasing up-link capacity in single-hop cellular communication systems, where each mobile device has a corresponding transmission partner (i.e., a neighboring client device). Each device is responsible for transmitting its own data and its partner's data to the base station. That is, if a data frame initially transmitted by one device is not correctly received at the base station but is correctly received by the device's partner(s), the partner(s) will transmit the frame on behalf of its partner. The idea here is to take advantage of the spatial diversity via the partner's resources.
Generally, research work in the area of cooperative diversity can fall into one of two categories: hardware dependent or hardware independent. A hardware-dependent approach allows multiple nodes to transmit the same packet simultaneously or use orthogonal channels among transmitting nodes. It involves one of the following techniques at the physical layer: space-time coding [6] , [7] , pre-coding beam-forming [8] , amplify-and-forward or decode-and-forward [9] , [10] . Each of these techniques requires the wireless signal to be processed at the physical layer and thereby cannot be applied to the current hardware that supports SISO(single-input-singleoutput) such as 802.11 a/b/g standard due to the need to make modifications at the physical layer. A hardwareindependent [11] , [12] , [13] , [14] , [15] approach allows multiple nodes to cooperatively transmit the same data packets but only one node can transmit at any given time. The MAC and/or network layers are responsible for making the decision whether to relay the packet. A prerequisite for the hardware-independent approach is that the received signals at relay terminals are fully decoded (errorfree) from the PHY layers in order for a node to process a packet and it is in contrast to hardware-dependent approach, where a node can combine multiple weak signals to have an error-free packet. A new approach that blurs the distinction between hardware-dependent and hardware-independent approaches is called softwaredefined radio. The approach replaces the specialized processor with a general-purpose processor. With this design, different type of radio technologies could be implemented on a physical circuitry and controlled by software. We choose this approach for our protocol as it provides the flexibility.
In this work, we focus on improving end-to-end performance in static multi-hop wireless networks by combining cooperative diversity and space-time block codes (STBC). Cooperative diversity is a distributed communication technique that exploits the spatial diversity and broadcast characteristics of the wireless channel. For example, as depicted in Figure 2 , assume that a source node, S, transmits a data frame. The data frame may be received by the targeted receiver (R p1 ) or any of its neighbors (H i ). In the case where the targeted receiver fails to correctly received the data frame, cooperativediversity techniques allow neighboring nodes to share their available resources (in principle, the shared resource could be computation, bandwidth, or power.) to transmit the data frame to R p2 , thereby, reducing MAC-layer retransmissions and improving end-to-end performance (e.g., delay).
The distributed multi-hop nature of static multi-hop wireless (e.g. mesh or sensor) networks provides significant opportunities for applying cooperative diversity to improve channel usage efficiency. In this paper, we propose the Opportunistic Virtual MISO (OVM) protocol, which combines cooperative diversity-based multicopy relaying and virtual MISO with STBC. In a virtual MISO system, instead of having multiple antennas for each wireless terminal, each terminal is equipped with one antenna and multiple of these wireless terminals act as an array of antennas. OVM uses virtual MISO when there is an opportunity to do so. That is, OVM is able to reduce the effects of link-layer retransmissions (using cooperative diversity) when link quality is poor but is also able extend the transmission range (using virtual MISO) without increasing transmission power when link quality is high.
By using STBC, one of the following improvements can be achieved: a transmitted signal can be more reliable at one-hop receivers, the transmission range can be extended longer, or lower transmission power can be used by the transmitting nodes. In this work we choose to use STBC to extend the transmission range. As shown in [16] , with diversity gain of D = 12dB, and N = 2 transmitting nodes, the transmission range of simultaneous transmissions of 2 nodes compared to 1 node is:
where n is the path-loss exponent. With n = 4, the new transmission range d 1 = 2.37d. When the new transmission range increases, the interference range would intuitively increase by a similar scale. However, the new interference range is:
where di is the interference range without cooperation. Even with 8 transmitters, di 1 is increased by just 1.69 times over di. A detailed discussion of virtual MISO and STBC are outside the scope of this work, however they can be found in [16] , [6] , [17] . Briefly, in a two antenna system, each antenna (i.e., a wireless node in OVM) transmits a symbol and the complex conjugate of the next symbol. Antenna 1 transmits symbol s1 and −s2 * ; antenna 2 transmits symbol s2 and s1 * . Symbols s1 and s2 are transmitted simultaneously by antennas 1 and 2, then symbols −s2 * and s1 * are transmitted simultaneously at the next time interval. The receiver with the channel state information (CSI) knowledge of signals from antennas 1 and 2 can decode the signals. The motivation for OVM is to improve network performance by better utilizing network resources and focuses on two possible network conditions: low-quality and high-quality links with respect to the transmission and reception of MAClayer frames.
Case 1 -Low-Quality Links: the probability p that a transmitted frame is correctly received by both the primary relay node and at least one helper node is very low as given by:
In this case, OVM only uses cooperative delivery mechanisms (as opposed to virtual MISO with STBC), which allows a node that successfully received data frames to deliver them to its the next hop. The probability p is increased significantly as the number of helpers increase:
Suppose a primary relay node along a path fails to receive a data frame that is correctly received by one of its neighboring nodes. In this case, the neighboring node becomes responsible for relaying the frame further down the path, alleviating the need for frame retransmissions by the original transmitter and, thereby, improving channel usage efficiency. Figure 2 illustrates the potential benefits of reducing MAC-layer retransmissions by utilizing neighboring nodes. Suppose the probability of successfully delivering frames between node S and a primary node R p1 is 0.25 and that the probability of delivering a frame between R p1 and R p2 is 1. In this case, the expected number of transmissions required to successfully deliver a frame from node S to node R p2 is:
Probability of sending data frames from source to R p2
Now suppose that the three neighbors of R p1 could cooperate to help deliver frames forwarded from S to R p2 via R p1 . In this case, the expected number of transmissions is
Case 2 -High-Quality Links: In this scenario, we consider the case where both the primary relay node (R p1 ) and at least one of its helpers correctly receive the data frame from S. In this case, it should be observed that in case 1, the primary relay node does not require assistance from its neighbors to deliver the frame to its next hop (R p2 ). However, this approach alone does not take full advantage of the available network resources. Since, the neighboring nodes have received the frame from node S and must remain idle until R p1 completes its transmission, a natural question would arise: why not utilize the neighbor resources to increase network performance? In this case, the primary relay node and at least one of its helpers can perform a cooperative transmission using STBC to transmit the data frame simultaneously. By relaying data frames in this way, R p1 and one of its helpers can forward data directly to node D, bypassing R p2 as shown in Figure 2 , thereby further improving end-to-end performance.
The remainder of this paper is organized as follows. Section II discusses the related work and distinguishes it from the proposed solution. Section III describes the operation and design details of the proposed opportunistic virtual MISO protocol (OVM) followed by a discussion of simulation results in Section V. The paper then concludes with a summary of contributions.
II. RELATED WORK
OVM is motivated to improve the performance of cooperative diversity-based multi-copy relaying in mesh networks (CDMR) [11] . CDMR improves the performance of the traditional wireless mesh networks when the communication links are weak. But it shows little improvement when the links are strong. Thus it leads us to design a protocol that would improve the performance in both cases: strong links and weak links. We also take inspiration from space-time block code [16] , [6] to achieve the desired improvements.
CDMR (Cooperative Diversity-based Multi-Copy Relaying in Wireless Mesh Networks) [11] introduces a new MAC protocol that solves the problem of low-quality links in wireless networks. However, multiple per-link retransmissions along an n-hop path in mesh networks lead to significant channel usage inefficiency and poor end-to-end performance (e.g., delay and throughput). CDMR improves system performance by effectively utilizing available network resources, allowing neighboring (helper) nodes along a selected route to cooperatively deliver (as opposed to using link-layer retransmissions) data packets to the final destination. However, CDMR does not improve the performance of high quality links because the helpers' role is not fully utilized.
Space-time block code [6] encodes data symbols in space and time to provide higher diversity gain. In the first time unit, the consecutive data symbols (in a twoantenna system) are transmitted at each antenna, this signifies "space". In the second time unit, the complex conjugates of the data symbols are transmitted, this signifies "time". The destination with knowledge of the channel state information (CSI) process the received signals by linear operations. The diversity gain is achieved because the chance of having both fading coefficients from the transmit antennas being small is much lower than the fading coefficient from just one antenna.
Virtual MISO (VMISO) [16] applies space-time block code [6] from an array of antennas to an array of wireless terminals. Data symbols are not transmitted by an array of antennas on a single node but instead by multiple nodes, which is equipped with a single antenna. VMISO introduces a framework for MAC and PHY layers. In this framework, MAC layer is responsible for transmission scheduling and PHY layer is used to transmit space-time block code symbols in synchronization with other nodes.
However, there are some major drawbacks that lower its performance significantly and even worse than the performance of a SISO transmission. First, there are so many control packets for a data packet transmission (local RTS, pilot tones, M-RTS, local CTS, pilot tones, Second, there is no feedback for the local data transmissions, the source node or any subsequence relay nodes do not know if the local DATA successfully arrives at the neighbors, thus the chance of having all the number of source and neighbors' transmissions arrive at the relay node is very low. Third, VMISO requires all participating hops to have the same number of helpers (preset), which is highly unrealistic. Our protocol allows a mixed mode in which each hop of a route can participate whether it has a helper or not.
Cooperative opportunistic routing using transmit diversity (TDiCOR) [18] proposes an approach that uses transmit diversity to send redundant packets to the next intermediate node. TDiCOR observes that with multiple copies of the same packet transmitted from a set of senders, the SINR should be improved at the one-hop receiver and the protocol is not designed to extend transmission range.
III. AN OPPORTUNISTIC VIRTUAL MISO PROTOCOL
OVM is a MAC-layer protocol. An existing routing protocol is used in this proposal as a basis for finding a route to the destination. This design is relied on the notion that the routing protocol has the ability to choose routes based on overall network characteristics (e.g. traffic conditions), which should provide long-term stability route. On the other hand, short term signal variations and interference can be handled more effectively at the MAC layer. OVM operates in two phases: helper establishment and cooperative delivery.
Phase I: Helper Establishment. A key factor in the performance of OVM is the selection of effective helpers (i.e., neighbors with the highest probability of receiving data frames from the transmitter as well as delivering data frames to the next-hop). In the current implementation of OVM, we use the ETX concept [19] as the delivery probability of a link between neighboring nodes. Briefly, ETX is an expected transmission count that quantifies the effect of lossy links. If the loss probability of a lossy link is high, a data frame is expected to be transmitted multiple times before it arrives at the destination, resulting in a high ETX value. The ETX value [12] is computed as the inverse of the success probability of a given link. At start-up and periodically thereafter, a node will broadcast an information frame consisting of its neighbor list and their corresponding ETX values.
After this initial establishment of ETX values, each node identifies and establishes its own helper nodes as follows. When an intermediate node receives a unicast frame, the routing protocol provides the next-hop to which the frame should be forwarded. If there is no helper yet established for this route (flow) at this intermediate node, the intermediate node will establish helpers by going through its neighbor list (see Alg. 1). If there are neighbors with the same previous hop and next hop, the intermediate node then checks if the previous and next hop's ETX values of the neighbor node are less then a threshold. This threshold is to make sure that a node is reliable enough to act as a helper. If a neighbor node meets the condition, a RMS (Root Mean Square) of the previous and next hop's ETX values is then calculated. This RMS helps the intermediate node to choose a helper that has previous and next hop's ETX values close to each other. In other word, if we use an average there is no differentiation between weak or strong links between previous hop and next hop. A helper is chosen if it has the lowest overall ETX value (i.e., highest successful transmission probability).
Once an intermediate node has selected its candidate helper, it will broadcast a helper request frame with a FLOW ID for this flow. When a neighbor node receives the helper request frame, it checks to see if its own ID (the intermediate node obtains node ID during the neighbor discovery process) is in the list. If so, the neighbor node sets itself to be the intermediate node's helper.
We limit the number of helpers to just one for each intermediate node. Our initial results show that one helper yields significant performance gains. However, as shown in Figure 3 , additional helpers do not produce significantly higher gains that would warrant the added complexity with respect to the control overhead and timing requirements.
In the special case, where an intermediate node does not have any candidate helpers, the intermediate node will then operate using the standard IEEE 802.11 ARQ mechanism.
Phase II: Cooperative Delivery. Once the helper establishment is completed, the intermediate node and its helper can cooperate to deliver data frames to the next hop. The cooperative delivery works in two cases as follows.
Case 1: for low-quality links, if just one node (either the intermediate node or its helper) receives the data frame from the transmitter, that node has the responsibility to forward the data frame to the next hop (see Figure 4) . That is when an intermediate node or its helper receives a data frame, it sends back an ACK to acknowledge the data frame. Intermediate nodes take precedence to send back ACKs after a SIFS time. A helper node sends back ACKs after an ACK time plus two SIFS times. After sending back ACKs, either intermediate node or its helper (only one node received the data frame, if both nodes received the data frame they need to transmit the data frame simultaneously and described in case 2) forwards the data frame to the next hop and the cycle continues.
Case 2: for high-quality links, if both the intermediate node and its helper receive a data frame from the previous hop (by listening to the ACK for the data frame from each other) the intermediate node sends out a SYNC frame to its helper to initiate a simultaneous transmission from both nodes (see Figure 5 ). The SYNC frame contains the address of the receiver that is two hops away. The intermediate node knows the address of this receiver via the messages exchanged in the helper establishment phase since each intermediate node needs to broadcast its previous hop and next hop even if it has no helper. The helper replies with an ACK and waits for a SIFS time plus the propagation time before starting a cooperative transmission with the intermediate node. After receiving the ACK from the helper, the intermediate node waits for a SIFS time, encodes the data frame using STBC and starts the transmission with its helper simultaneously. Synchronization in OVM is only required between a primary relay node and its helper node. This is accomplished through the exchange of SYNC and ACK control frames. When the intended receiver D (see Figure 2 ) receives the frame, it sends back an ACK to R p1 with the relay field (R) (in Figure 6 (a)) set to 1. This field indicates that this ACK needs to be relayed to R p1 by R p2 , which is next hop of R p1 . The principle idea behind allowing R p2 to relay the ACK back to R p1 is that D is at two hops away from R p1 and it may not have any helper to initiate a cooperative transmission. When a helper node receives frames in the promis-cuous mode, it needs to know whether to retransmit or discard the frame. A small header (Figure 6(a) ) is added to every frame. This header sits between IP and MAC headers. HOP CNT is the hop count of the current frame of this flow. It is increased at each hop. Helpers only store frames if they are from nodes with a lower hopcount than itself. The R field indicates that this frame is sent via STBC so that the receiver can set its R field in the ACK header to 1 to indicate this ACK needs to be relayed back to the original transmitter. The SEQ NO field is a sequence number to distinguish data frames from one another. When a helper node overhears an ACK for a frame with the same FLOW ID and SEQ NO, it knows that the frame has been received successfully and it removes the frame from its buffer. When a frame arrives at an intermediate node, OVM removes and stores its header and then forwards the data frame to the network layer. When the frame exits the network layer, the header is added back in with the hop count increased by one. Upon the arrival of a data frame, the helper nodes check to see if they are indeed the helpers by matching the hop count and addresses of source and destination nodes (FLOW ID) in the IP header against the information it got from the intermediate node. If there is a match, it will send accordingly. A small header is also added to ACK frames (Figure 6(b) ). FLOW ID is used in order for the intermediate node or helper nodes to identify if the ACK belongs to this flow. The R field indicates that this ACK frame needs to be relayed back to the original transmitter. SEQ NO is used to inform all helper nodes that a frame with this sequence number has been successfully received. 
IV. IMPLEMENTATION AND PERFORMANCE METRICS
To evaluate the performance benefits and investigate any potential cross-layer interactions within the protocol stack, we conducted a simulation-based performance evaluation of the proposed OVM protocol. We implemented our simulator using C# .NET framework instead of the typically used C programming language to ease the memory management. OVM is coded at the MAC layer, which is based on 802.11 standard. The physical layer is implemented using the 802.11 SNR-probability curve from Qualnet [20] and at 11 Mbps. Free space path-loss model accounting for Fresnel zone is used in the simulation [21] . To simulate the gain in SNR via STBC, we do not simulate symbol by symbol but take an average of received SNRs from the two transmitters (intermediate node and its helper). The final SNR is the averaged SNR plus the diversity gain from two transmitters D = 12 dB [6] . This final SNR is then looked up to the SNRprobability curve to find the received error probability (p r ). The final SNR indeed extends the transmission range by approximately twice the transmission range of a SISO link as shown in VMISO. The frame error rate (FER) is calculated as 1 − (1 − p r ) α where α is the number of bits of a data frame plus the preamble and the PLCP header. The OVM code reads the IP header to get the source and destination addresses but does not in anyway modify the IP header. The topology consists of 35 nodes in a string topology and 200 nodes distributed in a random pattern. These topologies were chosen to show that OVM works well in any situation (low-quality and high-quality links). If there is no helper, the proposed OVM protocol works exactly as the 802.11 standard with an extra header of 4 bytes, which adds approximately a quarter of 1 percent overhead to a 1500-byte packet. A CBR traffic generator is used to generate 50 1460-byte packets per second and varied this rate up to 167 packets per second. If the generation of packets is higher than 167 packets per second, the packet drops are too high for 5-6 hop route to have any meaningful results. To reduce design complexity, we do not use the RTS/CTS handshake in our protocol since they are not always an effective solution for contention resolution as shown [22] , [23] . The size of network queue is fixed 50000 bytes.
We compare the proposed protocol against CDMR [11] and VMISO [16] operating over the standard IEEE 802.11 MAC and physical layers. In this case, a data frame will be retransmitted a maximum of four times before discarded. OVM uses DSR as its underlining routing protocol. However, we disable the route maintenance functionality because the helpers in OVM take over that responsibility. When the intermediate node fails to deliver a packet, its helper delivers the packet instead. DSR can issue route discovery periodically to prevent a broken link if node failure ever occurs. Each simulation scenario is replicated five times. To study the effectiveness of OVM, we examine three performance measures:
• Packet Delivery Ratio (PDR): is calculated by taking the number of packets received divided by the number of packets sent at the application layer.
• Delay: is the time it takes a packet to traverse from the application layer of a source node to the corresponding destination node.
• Cooperative Transmission Ratio: is the ratio of number of cooperative (simultaneous) transmissions over the number of transmissions via SISO. For multiple-flow experiments, the metrics are the average of all flows in the networks.
V. OVM PERFORMANCE EVALUATION AND ANALYSIS
Performance in a string topology: using a simple string topology allows us to easily and accurately control the link quality along the primary route as well as among helper nodes.
To simulate high-quality links, wireless nodes are placed 150 meters apart (the success probability of a packet transmitted from a transmitter to a receiver is 99%). We compared OVM with both CDMR and VMISO to explore the potential performance gains. OVM and CDMR each have one helper node per hop. The VMISO protocol requires the source and each of the intermediate nodes to have a preset number of helpers (four helpers in our experiment to extend the transmission range up to 3 hops away and it is the same number as implemented in the original protocol). The simulations are run with 1 flow (source to destination) and at different packet emission rates (111, 125, 143 and 167 packets per second, corresponding to the data rates of 1350, 1528, 1748, and 2041 kbps). The increment of packet emission rates is to measure the performance of OVM when the network is under different traffic loads. Figure 7(a) shows that at 167, OVM improves end-to-end delay by 82% compared to CDMR while achieving a 26% higher PDR. The lower delay by OVM can be directly attributed to the use STBC to realize a coordinated simultaneous transmission by the primary relay nodes and their respective helpers. Recall that in CDMR, the helper nodes will not participate in transmitting a packet that was correctly received by the primary relay node, which will always be the case over high-quality links, absent interference. In OVM, when a data frame is received by both the primary relay and its helper, both nodes will simultaneously transmit an encoded version of the packet, bypassing the next hop. As such, packets are able to arrive to the destination faster and will spend nearly one-half less time at network layer queues. The average time a packet spends at the network queue is 0.008 and 0.015 seconds for OVM and CDMR, respectively. VMISO and OVM demonstrate a comparable performance in this string topology since high quality links exists among all nodes. However, OVM is still able to improve end-to-end delay by approximately 2% over VMISO. Our analysis shows that this can attributed to the number of control packets required by VSMIO (13 control packets for VMISO and 2 for OVM).
The delay in OVM at 143 packets per second also shows remarkable improvements over CDMR. OVM is able to improve delay by up to 86% and the time a packet stays at the network queue is 0.021 second and 0.119 second respectively for OVM and CDMR. The packet sending rate at 125 shows a similar phenomenon. However at 111, the improvement in delay is at 60% due to the low sending rate at the source the channel is less congested for all protocols. Thus data packets are able to get to the wireless medium without spending time at the network queue.
For low-quality links (spacing at 250 meters apart -the success probability of a packet transmitted from a transmitter to a receiver is 43%), the improvement of OVM over CDMR is not as drastic because the intermediate nodes and their helper do not always receive a data packet at the same time thus the cooperative transmissions might not take place. Figure 7 (c) shows that OVM improves end-to-end delay by 2% to 25% while achieving around 5% higher in PDR (see Figure  7(d) ). For VMISO, since it insists to have the same number of helpers at each node that utilizes cooperative transmissions (this prerequisite is due to the enforced bi-directional communications of this protocol), the lowquality links affect helpers to receive packets from the transmitting node. Thus the results show the low performance for VMISO in Figure 7 (c) and 7(d).
Performance in a random topology: To investigate the performance of OVM in networks with a mixture of both low and high-quality links, we use a random topology of 200 nodes. To study the impact of traffic load and congestion, we vary the number of simultaneous flows in the network. Starting with one flow, all protocols transmit data packets at the rate of 50 packets per second. OVM demonstrates considerable improvements over both CDMR and VMISO. OVM shows remarkable improvements over CDMR and VMISO. Figure 8(a) shows OVM improves the delay by 22% and 43% over CDMR and VMISO respectively. The cooperative transmission ratio Figure 8 (c) for OVM in this flow is at 19%, which indicates that OVM is able to shorten the hop-count. Whereas, VMISO is unable to achieve any improvement because not all helpers in VMISO can receive a local transmission at the same time in order to initiate a cooperative transmission. The results show that VMISO only works in high quality links (see Figure 7 (a)) . In a mixed low and high-quality link topology, VMISO's performance is low even though it uses four helpers. The problem with VMISO is that all helpers must receive a data packet before attempting a cooperative transmission to the intended receiver. Since helpers are chosen randomly in the neighborhood of the transmitter, there is no assurance that a data transmission successfully arrives at all helpers. For example, if there are 4 helpers, each with receive probability of 0.8, the probability that all helpers receive the packet is 0.84 4 = 0.409. With this probability, the expected retransmission count for the data frame is 1/0.409 = 2.4. In addition to the challenge of all helpers receiving the data frame, VMISO also uses numerous control messages (local RTS, pilot tones, M-RTS, local CTS, pilot tones, MCTS, local DATA, M-DATA, local ACK, M-ACK), which increases overhead and reduces the actual performance improvements. For VMISO we only show the results of 1 flow and 3 flows for VMISO. For 5 and 10 flows, the performance is very low and therefore not shown. From 3 flows upward, OVM shows an improvement in delay from 27% up to 45% relative to CDMR while achieving a higher packet delivery ratio as shown in Figure 8(c) . With 10 flows, the network is highly congested. The data packets spend most of the time at the network queue, 0.27 and 0.41 seconds for OVM and CDMR respectively, which shows that OVM is more tolerable to congested networks than CDMR.
VI. CONCLUSION
In this work, we have proposed the opportunistic virtual MISO (OVM) protocol that is designed to improve end-to-end performance in multi-hop wireless networks. OVM combines cooperative diversity and STBC to improve resource utilization and to reduce link-layer retransmissions, thereby improving network performance, including delay and packet delivery ratio. The main advantage of OVM is that it is effective in the presence of both low and high-quality wireless links. The proposed OVM protocol was implemented and evaluated using simulation. We compared OVM with CDMR and VMISO and results show that OVM is able to improve end-to-end delay from twenty-two up to eighty-six percent.
