The problem of identifying an unknown pollution source in polluted aquifers, based on known contaminant concentration measurements, is part of the broader group of issues called inverse problems. This paper investigates the feasibility of solving the groundwater pollution inverse problem by using artificial neural networks (ANNs). The approach consists first in training an ANN to solve the direct problem, in which the pollutant concentration in a set of monitoring wells is calculated for a known pollutant source. Successively, the trained ANN is frozen and is used to solve the inverse problem, where the pollutant source is calculated which corresponds to a set of concentrations in the monitoring wells. The approach has been applied for a real case which deals with the contamination of the Rhine aquifer by carbon tetrachloride (CCl 4 ) due to a tanker accident. The 
INTRODUCTION
Groundwater is an important source for the production of drinking water. Consequently, the protection of groundwater resource quality appears of extreme importance for life support systems. Nevertheless, groundwater is exposed to man-made pollution that might prevent its use for drinking as well as for other domestic, industrial and agricultural purposes. When groundwater is polluted, the restoration of quality and removal of pollutants is a very slow, hence long, and sometimes practically impossible task.
In the field of groundwater resource contamination, it should be highlighted that in some cases pollution might result from contaminations whose origins differ in time and place from the point where the contaminations were witnessed. To tackle such situations, it is necessary to develop specific techniques for identifying the behaviour of unknown contaminant sources from both spatial and temporal points The trained MLP realizes a relationship between input and output patterns described by the following system of algebraic equations:
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where (see Figure 1 ): x is the input of the network, W 1 is the weights matrix of the input layer, b 1 is the bias vector of the input layer, y and h are the input and the output of the hidden layer, respectively, σ(Á) is the hidden neurons logistic activation function, u is the output of the network, W 2 is the weights matrix of the output layer, and b 2 is the bias vector of the output layer.
Solving system equations (1) for the input x, given an assigned value of the output u, means solving an inverse problem of determining the characteristics of the pollutant source. In the following two sections, the adopted methods to extract features from data and to solve system (1) are described. The adopted feature extraction procedure consists of: (1) calculating the two-dimensional discrete fast Fourier transform (2D-FFT) for constructing both the input and output matrices; (2) reducing the matrices by a fixed threshold of therefore all the components which overcome the threshold in at least one example will be kept. The same set of components will have to be kept for any future example. For each example, the selected components of both input and output matrices are rearranged in two column vectors, therefore at the end of this stage we have two matrices, input and output, respectively, for the entire training set, and for both, the number of columns is equal to the number of examples.
The dimension of these two matrices can be further reduced, taking into account the redundancy of information due to the correlation existing among rows of the same matrix.
The most efficient way to linearly eliminate such redundancy is the PCA method (Henebry & Rieck ) . This analysis consists of rotating the reference axis in such a way that the variance of points distribution along some axis (principal) is maximum, so that the residual variance along the remaining axis can be neglected. The quantity of information which is lost with the neglected axis can be easily estimated, and in the real cases the PCA allows strong reduction of the dimension of patterns with very little loss of information. The dropped matrices are the input and output matrices that will be used to train the ANN. The training of the ANN is performed by using the Levenberg-Marquardt algorithm. The quality of the training affects the reliability of the successive inversion of the ANN, therefore all the standard expedients have to be adopted to guarantee the suitable approximation level and generalization capability of the trained ANN.
Inversion procedure
Once the training of the MLP ANN is completed it is used to solve the inverse problem by exploiting the MLP inver- This implies that the two systems of linear equations in (1) have to be determined or over-determined, and so the number of input neurons has to be less than or equal to the number of hidden neurons, which has to be less than or equal to the number of output neurons. Secondly, for the same reason, the first and the second connection weights matrices W 2 and W 1 have to be full rank. The parameter that can affect such features of the ANN is, generally speaking, the approximation degree of the representation of both input and output data. This means that by increasing the precision used to describe the input and output data, we could find out that the weights matrices are not full rank. For this reason a trial-and-error procedure should be adopted in order to seek the best approximation level which guarantees the invertibility of the MLP ANN.
Inverting the MLP ANN means solving system (1) for the unknowns h, y and x , while the output u is fixed. If the constraints on the rank of W 1 and W 2 are fulfilled, solving system (1) is quite simple as the three unknown patterns h, y and x can be determined one after the other univocally.
On the basis of the third equation in (1), starting from the output u, the vector h can be determined. To guarantee the uniqueness of the solution, the number of rows (number of output neurons) must be higher than the number of columns (number of hidden neurons). In this case, the results of the system of equations are over-determined and the uniqueness is ensured by assuming the solution which corresponds to the minimum mean squared error. Such a solution can be found by solving the following modified system of equations, which has a squared coefficients matrix:
where the mark T represents the transposition operator. If the number of hidden neurons is equal to the number of output neurons, the weights matrix is squared, and the solution corresponding to the minimum sum squared error can be directly calculated as
The second equation in (1) states a bi-univocal relationship between y and h, therefore the vector y is
Finally, provided that the matrix W 1 is full rank, the input pattern x can be calculated as
Also in this case, if the number of input neurons is equal to the number of hidden neurons, the system can be solved by directly inverting the matrix W 1 .
The pattern x describes the unknown source of pollutant. To generate the time evolution of the source, the transforms that have been applied for the feature extraction have to be back applied to the obtained pattern x.
APPLICATION OF THE METHOD TO A CASE STUDY
The performance of the proposed methodology has been evaluated by defining the behaviour in time and space of the unknown pollution source of the Alsatian aquifer.
General description of the Upper Rhine Graben and Alsatian aquifer
The Alsatian aquifer is located in the southern part of the The groundwater reservoir is part of a complex hydrosystem which includes frequent exchanges between the rivers and the aquifer which vary with the seasons and it is highly exposed to contamination from rivers (Stengera & Willingerb ).
History of the pollution of the aquifer by CCl 4
In 1970, a tanker truck containing carbon tetrachloride • 104 matrices corresponding to the features of the pollution sources. These had dimensions [11,520 × 4]; 11,520 represents the time (days) and 4 represents the layers in the source location.
• 104 matrices corresponding to contaminant concen- in the test set.
Once the training phase was completed, the trained network was inverted to identify the contaminant source. To this end, an output pattern was generated on the basis of the contaminant concentrations measured in the 45 monitoring wells and the procedure described above, in the section 'Inversion procedure', was applied. In the present case, the number of hidden neurons is lower than the number of output neurons, so the system is over-determined.
By applying Equation (2), the solution corresponding to the minimum sum squared error for the vector h was found. The second equation in (1) states a bi-univocal relation between y and h, and then the constant term of the third equation in
(1) was determined. Finally, by solving this equation for x, the solution of the inverse problem was determined.
RESULTS AND DISCUSSION
On the basis of the known contaminant concentration data in the monitoring wells, the injection rates of the pollution sources in the cross-section were identified. To evaluate the performance of the method, the reconstructed pollution source reported in Aswed () was assumed as source of the simulation and the corresponding values of the well data were calculated with the simulator. The four diagrams in Figure 4 show the comparison between the behaviour by Aswed (blue) and the diagram obtained by inverting the 
