On the sensitivity of multiple eigenvalues of nonsymmetric matrix pencils  by Xie, Huiqing & Dai, Hua
Linear Algebra and its Applications 374 (2003) 143–158
www.elsevier.com/locate/laa
On the sensitivity of multiple eigenvalues
of nonsymmetric matrix pencils
Huiqing Xie, Hua Dai∗
Department of Mathematics, Nanjing University of Aeronautics and Astronautics,
Nanjing 210016, People’s Republic of China
Received 12 December 2002; accepted 30 April 2003
Submitted by P. Lancaster
Abstract
This paper considers the sensitivity of semisimple multiple eigenvalues and corresponding
generalized eigenvector matrices of a nonsymmetric matrix pencil analytically dependent on
several parameters. The directional derivatives of the multiple eigenvalues are obtained, and
the average of eigenvalues and corresponding generalized eigenvector matrices are proved to
be analytic. The results can be used to define the sensitivity of the semisimple multiple eigen-
values and corresponding generalized eigenvector matrices. These are useful for investigating
structural optimal design, model updating, and structural damage detection.
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1. Introduction
Throughout this paper we use the following notation. Cm×n denotes the set of
complex m × n matrices, Cn = Cn×1, C = C1 and Cm×nr =
{
A ∈ Cm×n|rank(A)
= r}. Nk = {A = (aij ) ∈ Ck×k|aj,j+1 = 1 (j = 1, . . . , k − 1); otherwise aij = 0
(i, j = 1, . . . , k)}. In is the identity matrix of order n. ‖ · ‖2 denotes the Euclid-
ean vector norm and the spectral norm, and ‖ · ‖F denotes the Frobenius norm. For
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A,B ∈ Cn×n, the set of the eigenvalues of Ax = λx and Ax = λBx are respectively
denoted by λ(A) and λ(A,B), λ1(A), . . . , λn(A) denote the eigenvalues of an n × n
matrix A, ρ(A) denotes the spectral radius of A. R(A) and Ker(A) denote the range
and the kernel of the matrix A, respectively. If A = (aij ) ∈ Cm×m, B ∈ Cn×n, then
A ⊗ B = (aijB) ∈ Cmn×mn is called the Kronecker product of A and B.
Definition 1.1. Let A,B ∈ Cn×n. If det(A + λB) ≡ 0 for λ ∈ C, then {A,B} is
called a regular matrix pencil or nonsymmetric matrix pencil.
If A and B are Hermitian matrices and B is positive definite, then {A,B} is a
regular matrix pencil and is called the symmetric matrix pencil.
Definition 1.2. Let A,B ∈ Cn×n. The algebraic multiplicity of the eigenvalue λi ∈
λ(A,B) is its multiplicity as a zero of the characteristic polynomial det(A − λB).
The geometric multiplicity of the eigenvalue λi ∈ λ(A,B) is defined as the dimen-
sion of the subspace Ker(A − λiB). An eigenvalue λi of the matrix pencil {A,B}
is called semisimple if the algebraic multiplicity of the eigenvalue λi is equal to its
geometric multiplicity.
Definition 1.3. Let A,B ∈ Cn×n. Suppose there exist X1, Y1 ∈ Cn×rr , C1 ∈ Cr×r
such that
AX1 = BX1C1, Y T1 A = C1Y T1 B, Y T1 BX1 = Ir .
If λ(C1) = {λ1, . . . , λr} (obviously, λ1, . . . , λr are eigenvalues of {A,B}), then X1
and Y1 are respectively called the right and left generalized eigenvector matrices
of Ax = λBx corresponding to the eigenvalues λ1, . . . , λr ; R(X1) and R(Y1) are
respectively called the right and left generalized invariant subspaces corresponding
to the eigenvalues λ1, . . . , λr .
Suppose that L is an open set of CN , p = (p1, . . . , pN)T ∈ L, A(p), B(p) ∈
Cn×n are analytic matrix-valued functions in some neighborhood N(p∗) of the point
p∗ ∈ L. Without loss of generality we may assume that the point p∗ is the origin of
Cn. In this paper we study sensitivity analysis of the following generalized eigen-
value problems
A(p)x(p) = λ(p)B(p)x(p), λ(p) ∈ C, x(p) ∈ Cn, p ∈ N(0). (1.1)
Except where stated otherwise, we consider the case in which
(i) {A(p), B(p)} is a regular matrix pencil for p ∈ N(0).
(ii) Eq. (1.1) has an eigenvalue, λ1 = λ1(0), of multiplicity r > 1 when p = 0 and
λ1 is a semisimple multiple eigenvalue of the matrix pencil {A(0), B(0)}.
Sensitivity analysis of the eigenvalue problems is of great importance in some en-
gineering applications, for example, structural optimal design [1,2], model updating
[3–5] and structural damage detection [6]. The derivatives of the eigenvalues and
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eigenvectors of a matrix or matrix pencil depending on one parameter have been
studied by Rellich [7], Lancaster [8], Kato [9], Meyer and Stewart [10]. The de-
rivatives of simple eigenvalues and corresponding eigenvectors of a matrix or ma-
trix pencil depending on several parameters have been considered by many authors
[11–17]. Sensitivity analysis of multiple eigenvalues of a general matrix or symmet-
ric matrix pencil depending on several parameters have been investigated by Sun
[18–22], Simpson [24], Haug and Rousselet [25], Chu [26], Dailey [27]. A study is
made of the derivatives of eigenvalues and corresponding eigenvectors of matrix-
valued functions depending on several parameters by Andrew et al. [28]. However,
the situation of the nonsymmetric matrix pencils depending on several parameters
when the eigenvalues are multiple is rarely treated in the literature. In this paper
we consider the sensitivity of multiple eigenvalues and corresponding generalized
eigenvector matrices of the nonsymmetric eigenproblems (1.1) with respect to the
parameters p1, . . . , pN .
The sensitivity analysis of the semisimple multiple eigenvalues and correspond-
ing generalized eigenvector matrices of the nonsymmetric matrix pencils is in-
vestigated in Section 2. The directional derivatives of the semisimple multiple
eigenvalues are given, and the average of the semisimple multiple eigenvalues and
corresponding generalized eigenvector matrices are proved to be analytic. These
results were derived by using the techniques described by Sun [17–22] and Chu
[26]. In Section 3, we define the sensitivity of the semisimple multiple eigen-
values and corresponding generalized eigenvector matrices, and give some for-
mulas for computing the sensitivities. In Section 4, we discuss the determination
of the sensitive elements.
2. Some results on partial derivatives
Before giving the main results, we cite the Implicit Function Theorem and give
the related concepts.
Theorem 2.1 (Implicit Function Theorem [29]). Let  be a neighborhood of the ori-
gin of Cs+t . If the complex-valued functions fj (ξ1, . . . , ξs, η1, . . . , ηt ) (j = 1, . . . , s)
satisfy
(i) fj (0, . . . , 0) = 0 (j = 1, . . . , s);
(ii) fj (ξ1, . . . , ξs, η1, . . . , ηt ) (j = 1, . . . , s) are analytic on ;
(iii) det (f1,...,fs )(ξ1,...,ξs ) /= 0 for ξ1 = · · · = ξs = η1 = · · · = ηt = 0,
then there exists a neighborhood U of the origin of Ct such that the equations
fj (ξ1, . . . , ξs, η1, . . . , ηt ) = 0, j = 1, . . . , s
have a unique solution ξj = gj (η1, . . . , ηt ) (j = 1, . . . , s) which satisfy
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(1) gj (0, 0, . . . , 0) = 0 (j = 1, . . . , s);
(2) gj (η1, . . . , ηt ) (j = 1, . . . , s) are analytic on U.
Definition 2.1. Let B be an open set of CN , u(p) be a function defined on B,
p∗ ∈ B, v ∈ CN with ‖v‖2 = 1. If
lim
t→0+
u(p∗ + tv) − u(p∗)
t
exists, then the limit value is called the directional derivative of u(p) in the direction
v at p∗, denoted by Dvu(p∗).
Definition 2.2. Let p = (p1, . . . , pN)T ∈ CN , A(p) and B(p) be complex n × n
matrix-valued functions analytic at p∗ ∈ CN . Fox any fixed j ∈ {1, . . . , N}, λ ∈ C,
define a matrix of order n
Sj (p
∗, λ) = A(p)
pj
∣∣∣∣
p=p∗
− λ B(p)
pj
∣∣∣∣
p=p∗
.
Lemma 2.1 [23]. Let A,B ∈ Cn×n. If {A,B} is a regular matrix pencil, then there
exist invertible matrices P,Q ∈ Cn×n, such that
PAQ =
[
J 0
0 In2
]
, PBQ =
[
In1 0
0 N
]
,
where J = diag(J1(λ1), . . . , Jr (λr)) ∈ Cn1×n1 (λi /= λj for i /= j), Ji(λi) =
diag(J (1)i (λi), . . . , J
(ki )
i (λi)) ∈ Cn(λi)×n(λi ),
∑r
i=1 n(λi) = n1,
J
(k)
i (λi) =


λi 1
· ·
· ·
· 1
λi

 ∈ Cnk(λi )×nk(λi ),
∑ki
k=1 nk(λi) = n(λi), N = diag(Nl1 , . . . , Nls ) ∈ Cn2×n2 ,
∑s
j=1 lj = n2, n1 +
n2 = n.
If {A,B} is a regular matrix pencil of order n and λ1 is a semisimple multiple
eigenvalue of {A,B} with multiplicity r , then it follows from Lemma 2.1 that there
exist invertible matrices P and Q, such that
PAQ =
[
λ1Ir 0
0 A2
]
, PBQ =
[
Ir 0
0 B2
]
,
where A2, B2 ∈ C(n−r)×(n−r), λ1 /∈ λ(A2, B2).
Using the techniques in [17–22] and [26], we obtain the following results.
Theorem 2.2. Let p = (p1, . . . , pN)T ∈ CN,U(0) be a neighborhood of the origin
of CN, A(p), B(p) ∈ Cn×n be analytic on U(0). Assume that {A(0), B(0)} is a
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regular matrix pencil, and λ1 is a semisimple multiple eigenvalue of (1.1) at the or-
igin with multiplicity r (r > 1), i.e., there exist invertible matrices X = [X1, X2] ∈
Cn×n, Y = [Y1, Y2] ∈ Cn×n,X1, Y1 ∈ Cn×r such that
Y TA(0)X =
[
λ1Ir 0
0 A2
]
, Y TB(0)X =
[
Ir 0
0 B2
]
,
λ1 /∈ λ(A2, B2), (2.1)
then
(1) there exist a neighborhood of the origin U1(0) ⊆ U(0) and r functions
λ1(p), . . . , λr (p) defined on U1(0), such that λ1(p), . . . , λr(p) are eigenvalues
of {A(p), B(p)}, λi(p) (i = 1, . . . , r) are continuous at the origin, and λi(0) =
λ1 (i = 1, . . . , r);
(2) define λˆ(p) = [∑ri=1 λi(p)]/ r, where λi(p) (i = 1, . . . , r) are as in (1), then
λˆ(p) is analytic on U1(0), and
λˆ(p)
pi
∣∣∣∣∣
p=0
= 1
r
tr
(
Y T1 Si(0, λ1)X1
)
, i = 1, . . . , N.
(3) for any fixed direction v ∈ CN with ‖v‖2 = 1, there exist β > 0 and r single
valued continuous functions u1(tv), . . . , ur (tv) defined on [−β, β], such that
(i) u1(tv), . . . , ur (tv) are r eigenvalues of {A(tv), B(tv)};
(ii) {us(tv)}rs=1 = {λs(tv)}rs=1 for each t ∈ [−β, β], and there is a one-to-one
correspondence between the elements of {us(tv)}rs=1 and {λs(tv)}rs=1, where
λ1(p), . . . , λr(p) are as in (1);
(iii) there exists a permutation π of {1, . . . , r} dependent on v such that
Dvuk(0) = λπ(k)
(
N∑
j=1
vjY
T
1 Sj (0, λ1)X1
)
, k = 1, . . . , r.
(4) there exist a neighborhood U1(0) ⊆ U(0) of the origin and analytic matrix-val-
ued functions X1(p), Y1(p) ∈ Cn×r defined on U1(0), such that X1(p), Y1(p)
are respectively the right and left generalized eigenvector matrices of (1.1) cor-
responding to λ1(p), . . . , λr (p), where λ1(p), . . . , λr (p) are as in (1). More-
over, X1(0) = X1, Y1(0) = Y1,
X1(p)
pj
∣∣∣∣
p=0
= X2 (λ1B2 − A2)−1 Y T2 Sj (0, λ1)X1, j = 1, . . . , N,
Y1(p)
pj
∣∣∣∣
p=0
= Y2(λ1B2 − A2)−TXT2 STj (0, λ1)Y1 − Y1XT1
BT(p)
pj
∣∣∣∣
p=0
Y1,
j = 1, . . . , N.
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Proof. Let
A˜(p) = Y TA(p)X =
[
A˜11(p) A˜12(p)
A˜21(p) A˜22(p)
]
, (2.2)
B˜(p) = Y TB(p)X =
[
B˜11(p) B˜12(p)
B˜21(p) B˜22(p)
]
,
where A˜11(p), B˜11(p) ∈ Cr×r .
We introduce the following matrix-valued functions
F(Z1,W1, Z2,W2, p) = A˜11(p)W1 + Z1A˜21(p)W1 + A˜12(p) + Z1A˜22(p),
G(Z1,W1, Z2,W2, p) = B˜11(p)W1 + Z1B˜21(p)W1 + B˜12(p) + Z1B˜22(p),
H(Z1,W1, Z2,W2, p) = Z2A˜11(p) + A˜21(p) + Z2A˜12(p)W2 + A˜22(p)W2,
K(Z1,W1, Z2,W2, p) = Z2B˜11(p) + B˜21(p) + Z2B˜12(p)W2 + B˜22(p)W2,
where Z1,W1 ∈ Cr×(n−r), Z2,W2 ∈ C(n−r)×r .
Observe that the functions F(Z1,W1, Z2,W2, p), G(Z1,W1, Z2,W2, p), H(Z1,
W1, Z2,W2, p), K(Z1,W1, Z2,W2, p) are analytic for Z1,W1 ∈ Cr×(n−r), Z2,W2
∈ C(n−r)×r , p ∈ U(0), and F(Z1,W1, Z2,W2, p)=G(Z1,W1, Z2,W2, p)=H(Z1,
W1, Z2,W2, p) = K(Z1,W1, Z2,W2, p) = 0 for (Z1,W1, Z2,W2, p) = 0. More-
over,
det
(F,G,H,K)
(Z1,W1, Z2,W2)
∣∣∣∣
(Z1,W1,Z2,W2,p)=0
= det


F
Z1
G
Z1
H
Z1
K
Z1
F
W1
G
W1
H
W1
K
W1
F
Z2
G
Z2
H
Z2
K
Z2
F
W2
G
W2
H
W2
K
W2


∣∣∣∣∣∣∣∣∣∣
(Z1,W1,Z2,W2,p)=0
= det


Ir ⊗ A˜22(0) Ir ⊗ B˜22(0) 0 0
A˜T11(0) ⊗ In−r B˜T11(0) ⊗ In−r 0 0
0 0 In−r ⊗ A˜11(0) In−r ⊗ B˜11(0)
0 0 A˜T22(0) ⊗ Ir B˜T22(0) ⊗ Ir


= det


Ir ⊗ A2 Ir ⊗ B2 0 0
λ1Ir ⊗ In−r Ir ⊗ In−r 0 0
0 0 In−r ⊗ λ1Ir In−r ⊗ Ir
0 0 AT2 ⊗ Ir BT2 ⊗ Ir


= det
[
Ir ⊗ A2 Ir ⊗ B2
λ1Ir ⊗ In−r Ir ⊗ In−r
]
det
[
In−r ⊗ λ1Ir In−r ⊗ Ir
AT2 ⊗ Ir BT2 ⊗ Ir
]
= (−1)r(n−r)[det(A2 − λ1B2)]2r .
Since λ1 /∈ λ (A2, B2), we have det (A2 − λ1B2) /= 0 and
det
(F,G,H,K)
(Z1,W1, Z2,W2)
∣∣∣∣
(Z1,W1,Z2,W2,p)=0
/= 0.
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It follows from Theorem 2.1 that the equations

F(Z1,W1, Z2,W2, p) = 0,
G(Z1,W1, Z2,W2, p) = 0,
H(Z1,W1, Z2,W2, p) = 0,
K(Z1,W1, Z2,W2, p) = 0,
have unique solutions Z1 = Z1(p), W1 = W1(p), Z2 = Z2(p), W2 = W2(p) in a
neighborhood Uˆ (0) ⊆ U(0) of the origin, which satisfy
(1) Z1(0) = 0,W1(0) = 0, Z2(0) = 0,W2(0) = 0;
(2) Z1(p),W1(p), Z2(p),W2(p) are analytic on Uˆ (0).
Thus, we have[
Ir Z1(p)
Z2(p) In−r
] [
A˜11(p) A˜12(p)
A˜21(p) A˜22(p)
] [
Ir W1(p)
W2(p) In−r
]
=
[
A1(p) 0
0 A2(p)
]
, (2.3)
[
Ir Z1(p)
Z2(p) In−r
] [
B˜11(p) B˜12(p)
B˜21(p) B˜22(p)
] [
Ir W1(p)
W2(p) In−r
]
=
[
B1(p) 0
0 B2(p)
]
, (2.4)
where

A1(p) = A˜11(p) + Z1(p)A˜21(p) + A˜12(p)W2(p) + Z1(p)A˜22(p)W2(p),
A2(p) = A˜22(p) + Z2(p)A˜12(p) + A˜21(p)W1(p) + Z2(p)A˜11(p)W1(p),
B1(p) = B˜11(p) + Z1(p)B˜21(p) + B˜12(p)W2(p) + Z1(p)B˜22(p)W2(p),
B2(p) = B˜22(p) + Z2(p)B˜12(p) + B˜21(p)W1(p) + Z2(p)B˜11(p)W1(p).
(2.5)
It is easily proved that
A1(p)
pi
∣∣∣∣
p=0
= Y T1
A(p)
pi
∣∣∣∣
p=0
X1,
i = 1, . . . , N. (2.6)
B1(p)
pi
∣∣∣∣
p=0
= Y T1
B(p)
pi
∣∣∣∣
p=0
X1,
From (2.3) and (2.4), we obtain[
Ir Z1(p)
Z2(p) In−r
]
A˜(p)
[
Ir
W2(p)
]
=
[
A1(p)
0
]
,
[
Ir Z1(p)
Z2(p) In−r
]
B˜(p)
[
Ir
W2(p)
]
=
[
B1(p)
0
]
.
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According to the analyticity of B1(p), from B1(0) = Ir we know that B1(p) is non-
singular on Uˆ (0) provided that the neighborhood Uˆ (0) is sufficiently small. It fol-
lows from (1) and (2) that[
Ir Z1(p)
Z2(p) In−r
]
,
[
Ir W1(p)
W2(p) In−r
]
are nonsingular if p belongs to the sufficiently small neighborhood Uˆ (0). Thus, we
get
A˜(p)
[
Ir
W2(p)
]
= B˜(p)
[
Ir
W2(p)
]
B1(p)
−1A1(p). (2.7)
Similarly, it follows that
[Ir , Z1(p)]A˜(p) = A1(p)B1(p)−1[Ir , Z1(p)]B˜(p). (2.8)
Let
X1(p) = X
[
Ir
W2(p)
]
, Y1(p) = Y
[
Ir
Z1(p)
T
]
B−T1 (p). (2.9)
From (2.2), (2.4), (2.7)–(2.9), we obtain
A(p)X1(p) = B(p)X1(p)B1(p)−1A1(p), (2.10)
Y1(p)
TA(p) = B1(p)−1A1(p)Y1(p)TB(p), (2.11)
Y1(p)
TB(p)X1(p) = Ir , (2.12)
and
A1(0) = λ1Ir , B1(0) = Ir , (2.13)
X1(0) = X1, Y1(0) = Y1. (2.14)
Let C1(p) = B1(p)−1A1(p), then λ(C1(p)) ⊆ λ(A(p), B(p)).
(1) Since C1(p) is analytic on Uˆ (0), combining with C1(0) = B1(0)−1A1(0) =
λ1Ir , by Theorem 2.1 in [19] we know that there exist a neighborhood U1(0) ⊆
Uˆ (0) of the origin and r eigenvalue functions λ1(p), . . . , λr (p) of C1(p) defined on
U1(0), which are continuous at p = 0 and satisfy λs(0) = λ1 (s = 1, . . . , r). From
(2.10), we know that λ1(p), . . . , λr (p) are also eigenvalue functions of {A(p), B(p)}.
Hence, the first result is proved.
(2) Since λˆ(p) = [∑ri=1 λi(p)]/ r = [tr(C1(p))]/r and C1(p) is analytic on
U1(0), then λˆ(p) is analytic on U1(0), moreover,
λˆ(p)
pi
∣∣∣∣∣
p=0
= 1
r
tr
(
C1(p)
pi
∣∣∣∣
p=0
)
.
H. Xie, H. Dai / Linear Algebra and its Applications 374 (2003) 143–158 151
Utilizing (2.6), we have
C1(p)
pi
∣∣∣∣
p=0
= Y T1
A (p)
pi
∣∣∣∣
p=0
X1 − λ1Y T1
B(p)
pi
∣∣∣∣
p=0
X1
= Y T1 Si(0, λ1)X1. (2.15)
Hence,
λˆ(p)
pi
∣∣∣∣∣
p=0
= 1
r
tr
[
Y T1 Si(0, λ1)X1
]
(i = 1, . . . , N).
(3) The proof of the first result of the theorem shows that λ1(p), . . . , λr (p) are
eigenvalue functions of C1(p) defined on U1(0) and λ1(0) = · · · = λr(0) = λ1. Let
X˜ = Ir , Y˜ = Ir , we have Y˜ TC1(0)X˜ = λ1Ir from (2.13). By Theorem 1.1 in [22],
we know that for any fixed direction v ∈ CN with ‖v‖2 = 1, there are a positive
scalar β and r single-valued continuous functions u1(tv), . . . , ur (tv) for t ∈ [−β, β]
such that u1(tv), . . . , ur (tv) are r eigenvalues of C1(tv), the set {us(tv)}rs=1 and the
set {λs(tv)}rs=1 are identical, and there is a one-to-one correspondence between the
elements of the two sets. Moreover, we have
{Dvus(0)}rs=1 = λ
(
N∑
j=1
vj
C1(p)
pj
∣∣∣∣
p=0
)
.
From (2.10), we have λ(C1(tv)) ⊆ λ(A(tv), B(tv)). Hence, u1(tv), . . . , ur (tv) are
eigenvalue functions of {A(tv), B(tv)}. Combining with (2.15), we obtain
{Dvus(0)}rs=1 = λ
(
N∑
j=1
vjY
T
1 Sj (0, λ1)X1
)
.
Consequently, the proof of the third result is completed.
(4) The relations (2.10)–(2.12) show that X1(p), Y1(p) are respectively the right
and left generalized eigenvector matrices of (1.1) corresponding to the eigenvalues
λ1(p), . . . , λr (p). Moreover, since Z1(p), W2(p), B1(p) are analytic on U1(0), then
X1(p) and Y1(p) are analytic on U1(0) and X1(0) = X1, Y1(0) = Y1. Differentiating
(2.10), we get
[A(0) − λ1B(0)] X1(0)pi = λ1
B(0)
pi
X1 − A(0)pi X1 + B(0)X1
C1(0)
pi
.
From (2.9), then
[A(0) − λ1B(0)]X
[
0
W2(0)
pi
]
= λ1 B(0)pi X1 −
A(0)
pi
X1 + B(0)X1 C1(0)pi . (2.16)
152 H. Xie, H. Dai / Linear Algebra and its Applications 374 (2003) 143–158
Combining (2.16) and (2.1), we have[
0 0
0 A2 − λ1B2
][ 0
W2(0)
pi
]
=
[−Y T1 Si(0, λ1)X1
−Y T2 Si(0, λ1)X1
]
+
[
C1(0)
pi
0
]
.
From (2.15) and λ1 /∈ λ (A2, B2), it follows that
W2(0)
pi
= −(A2 − λ1B2)−1Y T2 Si(0, λ1)X1.
From (2.9) we obtain
X1(0)
pi
= X2 W2(0)pi = X2(λ1B2 − A2)
−1Y T2 Si(0, λ1)X1. (2.17)
Since B
−1
1 (p)
pi
B1(p) + B−11 (p) B1(p)pi = 0, it follows from (2.6), (2.9) and (2.13) that
Y T1 (p)
pi
∣∣∣∣∣
p=0
=
[
−Y T1
B(0)
pi
X1,
Z1(0)
pi
]
Y T. (2.18)
Differentiating (2.11), we have
Y T1 (0)
pi
[A(0) − λ1B(0)]
= −Y T1
[
A(0)
pi
− λ1 B(0)pi
]
+ C1(0)
pi
Y T1 B(0). (2.19)
Substituting (2.18) into (2.19), postmultiplying by X, we get[
−Y T1
B(0)
pi
X1,
Z1(0)
pi
] [
0 0
0 A2 − λ1B2
]
= − [Y T1 Si(0, λ1)X1, Y T1 Si(0, λ1)X2]+
[
C1(0)
pi
, 0
]
.
Combining with (2.15), we have
Z1(0)
pi
(A2 − λ1B2) = −Y T1 Si (0, λ1)X2.
Since λ1 /∈ λ (A2, B2), then
Z1(0)
pi
= −Y T1 Si(0, λ1)X2(A2 − λ1B2)−1.
From (2.18), we obtain
Y1(p)
pi
∣∣∣∣
p=0
= Y2 (λ1B2 − A2)−T XT2 STi (0, λ1)Y1 − Y1XT1
BT(p)
pi
∣∣∣∣
p=0
Y1.
So the proof of the theorem is completed. 
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3. Sensitivity of the semisimple multiple eigenvalues
According to Theorem 2.2 we may introduce the following definition.
Definition 3.1. Let p = (p1, . . . , pN)T ∈ CN,U(0) be a neighborhood of the ori-
gin of CN , A(p), B(p) ∈ Cn×n be analytic on U(0). Assume that {A(0), B(0)} is a
regular matrix pencil, and there exist invertible matrices X = [X1, X2] ∈ Cn×n, Y =
[Y1, Y2] ∈ Cn×n(X1, Y1 ∈ Cn×r ) such that
Y TA(0)X =
[
λ1Ir 0
0 A2
]
, Y TB(0)X =
[
Ir 0
0 B2
]
,
λ1 /∈ λ(A2, B2). (3.1)
For any fixed direction v ∈ CN with ‖v‖2 = 1, the quantity
Svp(λ1) = ρ
(
N∑
j=1
vjY
T
1 Sj (0, λ1)X1
)
is called the sensitivity of the semisimple multiple eigenvalue λ1 of (1.1) in the di-
rection v. The quantity
Sp(λ1) = max
v∈CN
‖v‖2=1
Svp(λ1)
is called the sensitivity of the semisimple multiple eigenvalue λ1 of (1.1) at p = 0.
Moreover, the quantities
Svp(X1) =
∥∥∥∥∥
N∑
j=1
vjX2(λ1B2 − A2)−1Y T2 Sj (0, λ1)X1
∥∥∥∥∥
F
,
Svp(Y1) =
∥∥∥∥∥
N∑
j=1
vj
[
Y2(λ1B2 − A2)−T XT2 STj (0, λ1)Y1 − Y1XT1
BT(0)
pj
Y1
] ∥∥∥∥∥
F
are called the sensitivity of the right and left generalized eigenvector matrices X1(p)
and Y1(p) of (1.1) in the direction v at p = 0, respectively. The quantities
Sp(X1) = max
v∈CN
‖v‖2=1
Svp(X1), Sp(Y1) = max
v∈CN
‖v‖2=1
Svp(Y1)
are called the sensitivity of the right and left generalized eigenvector matrices X1(p)
and Y1 (p) of (1.1) at p = 0, respectively.
Let v = ei , from Definition 3.1, we get
Svp(λ1) = ρ
(
Y T1 Si(0, λ1)X1
)
,
Svp(X1) =
∥∥∥X2(λ1B2 − A2)−1Y T2 Si(0, λ1)X1∥∥∥F, (3.2)
Svp(Y1) =
∥∥∥Y2(λ1B2 − A2)−T XT2 STi (0, λ1)Y1 − Y1XT1 BT(0)pi Y1
∥∥∥
F
.
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Definition 3.2. Let A(p), B(p),X, Y, λ1 be as in Definition 3.1. The quantity
Svp(λ1) in (3.2) is called the sensitivity of the semisimple multiple eigenvalue λ1
of (1.1) with respect to the parameter pi , denoted by Spi (λ1). The quantities Svp (X1)
and Svp (Y1) in (3.2) are called the sensitivity of the right and left generalized eigen-
vector matrices X1 and Y1 of (1.1) with respect to the parameter pi , respectively,
denoted by Spi (X1) and Spi (Y1). The quantity
Spi1 ,...,pim
(λ1) = max∑m
j=1
∣∣pij ∣∣2=1
ρ
(
m∑
j=1
pij Y
T
1 Sij (0, λ1)X1
)
is called the sensitivity of the semisimple multiple eigenvalue λ1 of (1.1) with respect
to the parameters pi1 , . . . , pim . The quantities
Spi1 ,...,pim
(X1) = max∑m
j=1
∣∣pij ∣∣2=1
∥∥∥∥∥
m∑
j=1
pij X2(λ1B2 − A2)−1Y T2 Sij (0, λ1)X1
∥∥∥∥∥
F
,
Spi1 ,...,pim
(Y1)
= max∑m
j=1 |pij |2=1
∥∥∥∥∥∥
m∑
j=1
pij
[
Y2(λ1B2 − A2)−T XT2 STij (0, λ1)Y1 − Y1X
T
1
BT(0)
pij
Y1
]∥∥∥∥∥∥
F
are called the sensitivity of the right and left generalized eigenvector matrices X1
and Y1 of (1.1) with respect to the parameters pi1 , . . . , pim , respectively.
Example 3.1. Let
A(p) =

2p1 + p2 + 1 p1 + p2 p22p2 p2 + 1 p1 + 2p2
p1 p2 2

 , B(p) =

 1 p1 0p2 1 0
0 0 1

 ,
where p = (p1, p2)T ∈ C2.
Obviously,
A(0) =

1 0 00 1 0
0 0 2

 , B(0) =

1 0 00 1 0
0 0 1

 ,
the eigenvalues of {A(0), B(0)} are λ1 = 1 with multiplicity 2 and λ2 = 2. Further-
more, let X = I3, Y = I3, then
Y TA(0)X =
[
λ1I2 0
0 2
]
, Y TB(0)X =
[
I2 0
0 1
]
.
For any fixed v ∈ (v1, v2)T ∈ C2 with ‖v‖2 = 1, then
Svp(λ1)=max
{∣∣∣∣v1 + v2 +
√
v21 + v22
∣∣∣∣ ,
∣∣∣∣v1 + v2 −
√
v21 + v22
∣∣∣∣
}
,
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Sp(λ1)= max|v1|2+|v2|2=1
max
{∣∣∣∣v1 + v2 +
√
v21 + v22
∣∣∣∣ ,
∣∣∣∣v1 + v2 −
√
v21 + v22
∣∣∣∣
}
,
= max
|v1|2+|v2|2=1
{|v1| + |v2| + 1} =
√
2 + 1,
Svp(X1)=
∥∥∥∥∥∥

 0 00 0
−v1 −v2


∥∥∥∥∥∥
F
=
√
|v1|2 + |v2|2 = 1,
Sp(X1)=1,
Svp(Y1)=
∥∥∥∥∥∥

 0 −v2−v1 0
−v2 −v1 − 2v2


∥∥∥∥∥∥
F
=
√
2|v2|2 + |v1 + 2v2|2 + |v1|2,
Sp(Y1)= max|v1|2+|v2|2=1
√
2|v2|2 + |v1 + 2v2|2 + |v1|2
= max
t21 +t22 =1
1t1,t20
√
t22 + (t1 + 2t2)2 + 1 =
√
4 + 2√2.
4. Determination of sensitive elements
Determination of sensitive locations of a structure is an important problem in
structural damage detection. Mathematically, this problem is to determine the sensi-
tive elements of a matrix pencil.
Let A = (aij ), B = (bij ) ∈ Cn×n, {A,B} be a regular matrix pencil, λ1 be a semi-
simple multiple eigenvalue of {A,B} with multiplicity r , i.e., there exist invertible
matrices X = [X1, X2] , Y = [Y1, Y2](X1, Y1 ∈ Cn×r ) such that
Y TAX =
[
λ1Ir 0
0 A2
]
, Y TBX =
[
Ir 0
0 B2
]
, λ1 /∈ λ(A2, B2).
Regarding the elements aij and bij as parameters, utilizing (3.2), we have
Saij (λ1) = ρ
(
Y T1
A
aij
X1
)
, Sbkl (λ1) = |λ1|ρ
(
Y T1
B
bkl
X1
)
.
Let X1 =


x′T1
...
x′Tn

, Y1 =


y′T1
...
y′Tn

, x′j , y′j ∈ Cr (j = 1, . . . , n), then
Saij (λ1) = ρ
(
y′ix′Tj
) = ∣∣x′Tj y′i∣∣, i, j = 1, . . . , n,
Sbkl (λ1) = |λ1|ρ
(
ykx
′T
l
) = |λ1|∣∣x′Tl y′k∣∣, l, k = 1, . . . , n.
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Let M = max1i,jn
{
Saij (λ1), Sbij (λ1)
}
, EA =
{
aij |Saij (λ1)=M, i, j = 1, . . . , n
}
,
EB =
{
bij |Sbij (λ1) = M, i, j = 1, . . . , n
}
. The elements in EA and EB are said to
be sensitive.
By Definition 3.2, we get
SA(λ1) = max∑n
i,j=1|aij |2=1
ρ
(
n∑
i,j=1
aijY
T
1 Sij (0, λ1)X1
)
= max
A∈Cn×n
‖A‖F=1
ρ
(
Y T1 AX1
)
,
SB(λ1) = |λ1| max
B∈Cn×n
‖B‖F=1
ρ
(
Y T1 BX1
)
.
Example 4.1. Let
A = (aij ) =

 5 4 64 2 4
−8 −8 −9

 , B = (bij ) =

 1 2 00 2 0
−2 −2 −1

 ,
X =

 1 0 10 1 1
−1 −1 1

 , Y =

 4/3 1/3 −1/3−7/6 1/3 1/6
1/3 1/3 −1/3

 ,
then
Y TAX =

−1 0 00 −1 0
0 0 5

 , Y TBX =

1 0 00 1 0
0 0 1

 .
Therefore, λ1 = −1 is an eigenvalue of {A,B} with multiplicity 2. Obviously,
Saij (λ1) = Sbij (λ1). The sensitivities of the eigenvalue λ1 with respect to the ele-
ments of the matrix pencil {A,B} are presented with the following matrix S = (sij ),
where sij denotes the sensitivity of λ1 with respect to aij (bij ),
S =

4/3 1/3 5/37/6 1/3 5/6
1/3 1/3 2/3

 .
The matrix S shows that a13(b13) is the sensitive element. In fact, perturbing one
element of A and B at one time, we verify that the eigenvalue λ1 is sensitive to the
perturbation of a13 and b13.
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