In this paper, we propose a novel deep convolutional neural network (DCNN) for removing snowflakes from light field (LF) images. We observe that snowflakes in LF images always interrupt slopes in background scenes in epipolar plane images (EPIs), which means that snowflakes may be easily detected in EPIs. Our method takes 3D EPI volumes (i.e., stacked subaperture views along the same row or column of an LF image) as input. In this way, our snowflake detector based on a 3D residual network with a convolutional long short-term memory (ResNet-ConvLSTM) can utilize both contextual information and 3D scene structural information to effectively detect snowflakes of different sizes in LF images. Then, an encoderdecoder-based LF image restoration network is proposed to restore the background image. Finally, extensive experiments for comparison with the state-of-the-art methods demonstrate the effectiveness of our method for challenging scenes.
I. INTRODUCTION
Snow removal is an interesting and attractive research topic in the computer vision community, and has received considerable attention from researchers in recent years. The aim of snow removal is to subtract snowflakes from images and restore the background scene [1] , [2] , which can be very useful for a wide variety of applications, such as image editing and degraded image restoration for camera sensors on robots and autonomous vehicles. However, removing snowflakes from a single image is not a trivial task because there is no rich 3D structural information that can be used to distinguish the snowflakes from the background.
Light field (LF) images are capable of recording the intensity and direction of rays in 3D scenes. As 4D data, an LF image parameterizes each ray in terms of the coordinates of its intersection with the view plane and the image plane [3] . An LF image can be decoded into an array of subaperture views during postprocessing, which means that multiple perspectives of the same scene can be simultaneously obtained from a single exposure when capturing a raw LF image.
The associate editor coordinating the review of this manuscript and approving it for publication was Shenghong Li. An LF image can also be used to synthesize a focal stack, i.e., a set of differently focused images.
Snow removal is an essential problem in LF image imaging and processing. On the one hand, because LF sensors are important for the perception and understanding of 3D scene structure in various computer vision and computer graphics applications, it is very necessary to restore and enhance the quality of light field images. On the other hand, since an LF image contains rich structural information of the 3D scene, it may be more appropriate to remove snowflakes from LF images than from ordinary 2D images.
In this paper, we propose a specific network for subtracting snowflakes from LF images and restoring the background images, as shown in Fig. 1 . Our network architecture consists of two main parts. Each part corresponds to a specific deep neural network. First, a snowflake detector, an extension of a residual network (ResNet) [4] combined with a convolutional long short-term memory (ConvLSTM) [5] is proposed to detect snowflakes from the input LF image. Then, a restoration network, a convolutional neural network (CNN) based on a partial CNN [6] , a 3D CNN and autoencoder [7] , [8] and a ConvLSTM [5] is proposed to inpaint the background LF image after removing the snowflakes from the input LF image. Additionally, we synthesize a realistic snowy LF VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Overview of our method. Our method consists of two main steps. First, it detects snowflakes in a snowy LF image with a snowflake detector. Second, it restores the background LF image to output a snow-free LF image with an LF restoration network.
image dataset containing challenging scenes with which to train and evaluate our method. Based on our synthetic dataset, we perform extensive experiments and demonstrate that our approach can achieve the state-of-the-art performance.
The main contributions of this work can be summarized as follows. First, to our knowledge, our method is the first method specifically designed for snowflake removal from LF images. Second, we propose a snowflake detector based on ResNet-ConvLSTM to effectively detect dense snowflakes of different sizes in LF images. Third, we propose a 3D image restoration network based on an encoder-decoder structure to effectively restore LF images to output snow-free LF images. Last, we present a synthetic snowy light field image dataset for evaluating snow removal from LF images.
The rest of this paper is organized as follows. In Sec. II, we review the existing literature related to our work, i.e., snow/rain removal and image inpainting. An overview of our method is presented in Sec. III. In Sec. IV, we introduce how our snowflake detector detects snowflakes in LF images. Then, in Sec. V, our LF image restoration network is proposed for the restoration of the input LF image. Extensive experiments conducted on a challenging set of synthetic LF images are reported in Sec. VI. Finally, we conclude the work described in this paper and discuss potential future works in Sec. VII.
II. RELATED WORK
In this section, we will review three main research topics related to our method: snow removal, rain removal, and image restoration, especially LF image restoration.
A. SNOW REMOVAL 1) TRADITIONAL OPTIMIZATION-BASED METHODS
In recent years, several methods of snowflake removal from images have been proposed [1] , [2] , [9] , [10] based on either traditional optimization [9] , [10] or deep learning [1] , [2] .
Kim et al. [9] proposed a snow/rain streak removal algorithm for stereo video sequences. The authors observed that snow/rain streaks appear in different locations in spatiotemporally adjacent frames. To desnow/derain a left-view frame, the method synthesizes the frame by warping the spatially adjacent right-view frame and the temporally previous and subsequent frames. Then, each warped frame is subtracted from the original frames, and a median filter is applied to the three warped frames to obtain a reliable snow/rain mask. Finally, snow/rain streaks are removed by replacing each snowy/rainy pixel value with a weighted average of the non-locally adjacent pixel values.
Ren et al. [10] proposed a novel method based on matrix decomposition for video desnowing and deraining, which can address heavy snow/rain and dynamic scenes. In this method, snowflakes/rain streaks are divided into two categories: sparse streaks and dense streaks. By analyzing background fluctuations and optical flow information, the detection of moving objects and sparse snow/rain stripes is formulated as a multilabel Markov random field problem. Dense snow or rain stripes are considered to obey a Gaussian distribution. Then, sparse and dense snowflakes/rain streaks are removed based on a low-rank representation of the background. In addition, a group sparsity term is designed to filter snow/rain pixels within moving objects.
2) DEEP-LEARNING-BASED METHODS
Because of the successful development of deep learning for image classification and regression, deep learning has become the mainstream solution for many image restoration applications, such as snow removal, rain removal, and defogging.
Liu et al. [1] proposed a network architecture called DesnowNet based on multilevel CNNs. It estimates a snow mask and aberration maps by means of a CNN and then restores the snow-free image using traditional methods.
For performing snow removal operations on a single image, Li et al. [2] proposed a generative adversarial network (GAN) structure consisting of two networks. The first network has an encoder-decoder structure and is used for snowflake detection, and the second network has a modified U-shaped structure and is used to generate snow-free maps. The results of the two networks are summed to produce a snowy images. Finally, the discriminator is used to judge the original image and the generated snowy image.
B. RAIN REMOVAL
Luo et al. [11] proposed a discriminative sparse-coding-based approach for single image deraining. The method uses a nonlinear screen blend model to approximate the patches of two layers of a rainy image. Then, by learning a dictionary based on mutual exclusivity, the derained image layer and the rain layer can be separated with high discriminability using sparse coding. Li and Brown proposed an approach [12] for extracting two layers from an image in which one layer is smoother than the other. This method is usually used for rain streak removal.
Eigen et al. [13] proposed a specialized CNN for removing localized rain and dirt artifacts from a single image. The method treats dirt/rain as a structured form of image noise and relies only on the spatial compactness of these artifacts. The network is designed to produce a clean output regardless of the corruption level of the input, and it implicitly detects corrupted regions and inpaints the holes.
Fu et al. [14] proposed a deep CNN (DCNN) architecture called DerainNet for removing rain streaks from a single image. DerainNet is trained on the detail layer instead of the image domain by mapping input patches to output patches. Since the mapping range of DerainNet is significantly decreased by replacing the image domain with a high-frequency detail layer, the regression problem is significantly easier to handle with a deep learning model. Therefore, this method can improve the learning of the network weights and the quality of the deraining results without incurring a large increase in the amount of training data or the computational resources required.
Qian et al. [15] proposed an attentive generative network for raindrop removal from a single image. In this method, visual attention is introduced into both the generative and discriminative networks. Visual attention is used to learn about the raindrop regions and their surroundings. Thus, the method does not need to explicitly detect raindrops and return corresponding masks. Consequently, the generative network can pay more attention to the raindrop regions and their surrounding structures, and the discriminative network can evaluate the local consistency of the restored regions.
Li et al. [16] formulated a contextual dilated network with squeeze-and-excitation blocks for iteratively predicting stagewise residuals, i.e., the rain steak layer. By taking advantage of interstage recursive computations, multiple stages are made to share the same network parameters. Motivated by this method [16] , Ren et al. [17] proposed a better and simpler baseline deraining network. The method begins with a basic shallow ResNet architecture with five residual blocks. Then, a progressive ResNet (PRN) is introduced by recursively unfolding the ResNet architecture into multiple stages without increasing the number of model parameters. A recurrent layer is also introduced to exploit the dependencies of deep features across the recursive stages to form a progressive recurrent network (PReNet). Compared with that method [16] , the method presented in [17] runs iteratively to progressively remove rain streaks; in each iteration, this method [17] takes both the stagewise result and original image as inputs to improve the deraining performance.
Hu et al. [18] analyzed the visual effects of rain subject to scene depth and formulated a physical rain imaging model considering rain streaks and fog. In this model, a rain image is treated as a composite of a rain-free image, a rain layer and a fog layer, and as part of the study, a new dataset called RainCityscapes consisting of real outdoor photographs with rain streaks and fog was prepared. An end-to-end network with depth-guided attention mechanism was proposed for learning depth-attentional features and regressing a residual map. Then, by adding the residual map to the input rain image, the proposed deraining network could remove rain streaks and fog from the input rain image and produce an output rain-free image.
However, non of the rain removal methods discussed above can be effectively utilized for snowflake removal from LF images. There are three main reasons for this. First, these methods do not take full advantage of the depth information provided by the input LF images for either snowflake detection or LF image restoration. Second, they cannot successfully inpaint/complete large holes previously occluded by snowflakes by exploiting textures that are occluded in the current subaperture views but may be observable in other subaperture views. Third, for large holes previously occluded by snowflakes, they cannot ensure the coherence of the newly synthesized image content between different subaperture views.
C. IMAGE RESTORATION
After snowflakes have been successfully subtracted from an input LF image, the background image must be carefully restored. Thus, we review the related work on image restoration for LF images [19] and single 2D images [6] , [20] , [21] .
1) LIGHT FIELD IMAGE INPAINTING
Le Pendu et al. [19] proposed a novel method for propagating the inpainting of the central view of an LF image to all other subaperture views. The central subaperture view can be inpainted either manually or by using existing 2D algorithms. After the generation of a set of warped versions of the inpainted central view with random homographies, both the original LF views and the warped views are vectorized and concatenated into a matrix. Because of the redundancy existing between the different subaperture views and the warped versions of the inpainted central view, the constructed matrix can be well approximated by a low-rank matrix. Then, the inpainted region is consistently propagated to all other subaperture views of the LF via low-rank matrix completion. To handle the case in which the area to be inpainted contains depth discontinuities, a segmentation map of the depth layers of the inpainted central view is required as an additional input. Then, each depth layer can be warped with a different random homography.
2) SINGLE IMAGE INPAINTING
Recently, DCNN-based image inpainting methods [6] , [20] , [21] have become popular and have overtaken traditional optimization-based methods the main direction for image inpainting instead of.
Liu et al. [6] proposed partial convolutions, in which each convolution is masked and renormalized to be conditioned only on valid pixels. In addition, a mechanism was proposed for automatically generating an updated mask for the next layer as part of the forward pass. This method outperforms other methods for irregular masks/holes.
Iizuka et al. [20] proposed a GAN-based image completion method. To ensure local and global consistency between the generated images and the ground-truth images, global and local context discriminators were designed to distinguish artificially completed images from real images. Specifically, the global discriminator looks at the content of the entire image to assess whether it is coherent as a whole, while the local discriminator looks at only a small area centered on each completed regions to evaluate the local consistency of the generated patches.
Yu et al. [21] proposed an interesting coarse-to-fine deep generative image inpainting network that consists of two stages. The first stage, the coarse network, is a simple dilated CNN trained with a reconstruction loss to roughly approximate the missing content. The second stage, the refinement network, includes a contextual attention mechanism that utilizes the features of known patches at distant spatial locations as convolutional filters to process the generated patches. To generate novel content, the refinement network includes another convolutional pathway in parallel with the contextual attention pathway, and the outputs of these two pathways are aggregated and fed into a single decoder to obtain the final output.
III. OVERVIEW OF OUR METHOD
As shown in Fig. 2 , our method consists of two modules. The first module, consisting of a 3D ResNet and a ConvLSTM, is designed to detect small snowflakes in the input LF image. The ResNet is able to recognize the contours of very small objects. The second module, based on a modified 3D U-Net, is used to restore the LF image by exploiting the rich information provided by different subaperture views.
To efficiently utilize both contextual information and 3D structural information in LF images, our network architecture takes the 3D epipolar plane image (EPI) volume of the input LF image as input. Note that our method does not require disparity/depth maps as additional inputs.
A. LIGHT FIELD IMAGES AND 3D EPIPOLAR PLANE IMAGES
As 4D data, an LF image contains not only integrated intensities but also rich 3D structural information. Each light ray is parameterized in terms of its intersections with two parallel planes, traveling from an angular coordinate (s, t) on the view plane to a spatial coordinate (x, y) on the image plane. A 3D EPI volume, which consists of stacked 2D EPIs, can be extracted from the 4D LF data by fixing one angular dimension (t = t * ), as shown in Fig. 3 . The extracted 3D volume can be expressed as:
(1)
IV. SNOWFLAKE DETECTION IN A LIGHT FIELD IMAGE
We propose a ResNet-based architecture for detecting snowflakes in an input LF image, as shown in Fig. 4 . Our proposed snowflake detector takes stacked subaperture views along the same row/column (i.e., 3D EPI volume) as input, similar to previous depth estimation models [8] , [22] , [23] . Then, our method can leverage both the contextual information and the 3D structure/depth of the input LF image to accurately detect snowflakes from the 3D EPI volumes. In addition, inspired by the 3D CNN concept [7] , [8] , we construct our snowflake detection network to simultaneously process all channels of the same subaperture view to avoid undesirable mutual interference between the channels of different subaperture views. The architecture of our snowflake detector is shown in Fig. 4 . The input is a 3D EPI volume with a set of consecutive subaperture views in a row with a fixed angular resolution, i.e., t = t * or s = s * , while the output is a 3D matrix consisting of estimated masks for the input subaperture views. The estimated mask for each subaperture view is a matrix with elements ranging from 0 to 1, which indicates the areas obscured by translucent snowflakes and opaque snow flakes. The snowflake mask is a nonbinary map determined by snowflakes of different depths and sizes. In addition, in the first layer of the snowflake detector, we use a 3D convolution with a kernel size of 3 to extract and fuse the 3D LF data. Next, feature extraction is performed using 12 consecutive 3D residual blocks with a kernel size of 3. Each residual block consists of a 3D convolutional layer, a batch normalization layer and a rectified linear unit (ReLU) activation layer. Then, at the end of the residual block layer, a ConvLSTM is incorporated to analyze the structural correlation between neighboring subaperture views.
The loss function of our snowflake detector is defined as:
where N is the number of subaperture views in the input 3D EPI; V t * is the 3D EPI along row t * ; V M is the ideal set of stacked snowflake masks for the input subaperture views, corresponding to the ground truth of our snowflake detector; and F M represents our detector.
V. LIGHT FIELD IMAGE RESTORATION
After the masks for snowflake detection have been obtained, we use a 3D partial DCNN to restore the snow-free images, as shown in Fig. 5 . Our proposed LF restoration network is designed based on a 3D U-Net structure with an additional ConvLSTM. In the last few years, the U-Net structure has been successfully utilized for depth estimation [8] , [24] and reconstruction [25] - [27] for LF images. On the one hand, a 3D CNN [7] , [8] can properly handle all channels of the same subaperture view to avoid undesirable interference between channels of different subaperture views. On the other hand, a ConvLSTM is able to analyze the relationships between consecutive subaperture views by treating stacked subaperture views as a temporal sequence of images. Our proposed LF image restoration network takes 3D EPI volumes as input. For inpainting black holes with meaningful textures in a subaperture view, instead of processing a single subaperture view each time, our method is able to restore all subaperture views in the input 3D EPI volume simultaneously. The restoration can be achieved mainly because meaningful content that is occluded in one subaperture view may be observable in other subaperture views. To restore the LF image, after the snowflakes have been removed, our LF image restoration network must utilize as much meaningful information from the input LF image as possible. Thus, many subaperture views are considered in our LF image restoration network.
We concatenate the masks produced by the snowflake detector with the input 3D EPI volume. Thus, each subaperture view in the 3D EPI volume is extended to four channels: red, green, blue, and mask (RGBM).
Our LF image restoration network is built on the basis of a 3D U-shaped encoder-decoder architecture. This network consists of two symmetric parts: an encoding part and a decoding part. In the encoding and decoding parts, the structures are composed of downsampling and upsampling convolutional layers, respectively. In each downsampling layer, we reduce the spatial resolution by a factor of two. In each upsampling layer, we increase the resolution by a factor of two as well. To preserve the high-frequency image content, the network also uses so-called pinhole connections. In addition, inspired by Qian et al. [15] , at the end of the encoding part, we add a ConvLSTM to further analyze the features extracted from neighboring subaperture views.
Each convolutional layer is a 4D (d ×h×w×c) array, where the first three dimensions consist of one angular dimension and two spatial dimensions of the input LF image and the last dimension (c) refers to the feature/channel dimension.
Each convolutional layer performs a 3D convolution with a 3 × 3 × 3 filter kernel, which corresponds to the x, y and t or s dimensions of the LF image. After each convolutional layer, a ReLU layer and a batch normalization layer are appended. We start with 64 feature channels in the first level of the encoding part and gradually increase the number of features until we reach a maximum of 1024 feature channels. In the FIGURE 7. LF image restored by different methods. From left ro right: (a) the snowy LF images; (b)-(g) the results obtained by the methods in [11] , [12] , [14] - [17] , respectively; (h) the results obtained by our method; and (i) the ground truth LF images.
decoding part, we gradually reduce the number of feature channels in each upsampling layer. The output is a 3D EPI volume consisting of restored subaperture views. The loss function for our LF image restoration network is defined as:
where N is the number of subaperture views in the 3D EPI volume, V tm * is the RGBM image stack fixed at row t that is obtained by concatenating the RGB channels and the snowflake mask estimated for each subaperture view, V T is the corresponding ground truth of the snow-free 3D EPI volume, and F S is the function that is used in our LF image restoration network to generate the target subaperture views.
VI. EXPERIMENTAL RESULTS AND DISCUSSION

A. OUR SYNTHETIC SNOWY LIGHT FIELD IMAGE DATASET
It is nontrivial to synthesize snowy LF images from ordinary real-scene 2D images since rendering realistic snowflakes in LF images requires the accurate structure/depth information captured by LF images. Snowflakes in LF images are usually very small and dense. However, snowflakes near/adhered to the LF camera lens usually seem larger and blurry. Thus, we adopted Blender [28] to synthesize LF images with which to train our snowflake detector and LF image restoration network. We created 20 different virtual scenes to render snowy LF images, nonsnowy LF images, and corresponding snowflake masks with a spatial resolution of 512×512 and an angular resolution of 8 × 8. Thus, for each LF image utilized in our experiments, the subaperture view indices range from [0, 0] to [7, 7] . For simplicity, we show only the subaperture view (0, 4) and its corresponding resulting images for each LF image. There are totally 20 synthetic scenes created for training our network architectures. LF images (snowy LF images with snowflake masks and snow-free LF images) rendered from different viewpoints in each scene are added into our training data. The 7 scenes in Figs. 8 and 9 are added into the training data, but the three scenes appeared in Fig. 7 are not added into the training data. Snowy LF images with snowflakes of different size (small and large) and different transparency are generated. A total number of 48 LF images are generated for training our proposed method. Because of the limitation of GPU memory, we cut each 3D EPI volume into small patches FIGURE 8. LF image restored by different methods. From left ro right: (a) the snowy LF images; (b)-(g) the results obtained by the methods in [11] , [12] , [14] - [17] , respectively; (h) the results obtained by our method; and (i) the ground truth LF images. TABLE 1. The recall rates of our snowflake detector for the three scenes in Fig. 6 .
The accuracy rates of our snowflake detector for the three scenes in Fig. 6 .
with the size of 128×128×8 and the stride of 32. Thus, there are totally 27040 patches in our training data.
B. TRAINING DETAILS
Our proposed networks were trained on an NVIDIA TITAN Xp GPU. Our method was implemented using Keras 1.0.5 and Python 3.6.0. Each encoder layer of the proposed network consists of a convolutional layer, a batch normalization layer and a Leaky-ReLU layer. However, we remove the batch normalization layer from each decoder layer to ensure that the generated image is sharp and clear. We set the value of the epoch to 50, the batch size to 8, and the initial learning rate to 0.0002, and we used the Adam optimization solver is adopted. The snowflake detector and the restoration network are trained independently in our experiment. For comparisons with state-of-the-art snow/rain removal methods [14] , [15] , we also trained the network architectures of the four cited methods [14] - [17] on our synthetic snowy LF image dataset.
C. QUALITATIVE EVALUATION
To demonstrate the necessity of the ConvLSTM and the effectiveness of our snowflake detector, we conducted ablation experiments. In Fig. 6 , the different experimental results for each LF image show that the snowflake masks returned by our snowflake detector with the ConvLSTM are more accurate and complete than those obtained with the structure without the ConvLSTM.Our snowflake detector without the ConvLSTM cannot always identify small snowflakes or the complete contours of large snowflakes; consequently, FIGURE 9. LF image restored by different methods. From left ro right: (a) the snowy LF images; (b)-(g) the results obtained by the methods in [11] , [12] , [14] - [17] , respectively; (h) the results obtained by our method; and (i) the ground truth LF images. the resulting masks may mislead the snowflake removal process and subsequent LF image restoration.
In Fig. 7 , we show the results obtained with our method and those produced by several previous methods [11] , [12] , [14] - [17] . In these examples, the snowflakes synthesized in each LF image are very small and dense. For each LF image example, to help the reader easily observe the differences between the results obtained by the different methods, we also show magnified partial regions under each corresponding view. It can be clearly observed that our method removes snowflakes much more cleanly and that our results are very close to the ground truth. [11] , [12] , [14] - [17] , respectively; (h) results obtained by our method. The PSNR values of the restored LF image obtained by our method and the comparative methods [11] , [12] , [14] - [17] as shown in Figs. 7, 8 and 9. The second-best values are marked as greengreen.
In contrast, many snowflakes remain in the results produced by other methods [11] , [12] . In the first two rows/scenes of Fig. 7 , although the methods [15] - [17] can remove snowflake cleanly from LF images as our method, their snow-free LF images seems rougher than ours and the ground truth. In the third row/scene of Fig. 7 , the methods [11] , [12] , [14] - [17] cannot remove snowflake cleanly like our methods.
In Figs. 8 and 9 , we show more challenging examples of snowflake removal, in which large and dense snowflakes have been added in each LF image. Our method again output cleaner results than those obtained by the other methods [11] , [12] , [14] - [17] . No significant differences can be observed between the results obtained with our method and the ground truth. The restored results show that the method proposed in [15] may introduce light halos in regions that were originally overlaid by snowflakes, meaning that these snowflakes cannot be cleanly removed (see, e.g., the results in the three rows/scenes of Fig. 8 and the four rows/scenes of Fig. 9 ). In addition, the method of [15] may falsely remove The SSIM values of the restored LF image obtained by our method and the comparative methods [11] , [12] , [14] - [17] as shown in Figs. 7, 8 and 9. The second-best values are marked as greengreen.
white regions which are not actually covered by snowflakes (see, e.g., the small white area in the bottom window of the results in the third row). The methods of [15] - [17] also have limitations in restoring the snowflake regions in LF images with the correct color/textures. The method proposed by [14] can handle small snowflakes but cannot correctly remove large snowflakes and restore the LF images. The methods proposed by [11] , [12] can properly remove neither very small yet dense snowflakes nor large snowflakes from LF images, nor can they restore the LF images.
In Fig. 10 experimental results for several real-scene LF images are shown. The snow-free results of our method are much better than those obtained with either traditional optimization methods [11] , [12] or state-of-the-art deep-learningbased methods [14] - [17] . The corresponding snowflake masks obtained with our method are shown in Fig. 11 , from which it can be seen that snowflake removal for real-scene LF images may be more challenge than that for synthetic LF images.
In Fig. 12 , experimental results demonstrate that our method can ensure content coherence between different subaperture views for the restored snow-free LF images. In contrast, there are always inconsistence between difference subaperture views produced with the methods [16] , [17] , though these two methods also obtained high PSNR and SSIM values on the restored images (see, e.g., Tabs. 6 and 7).
D. QUANTITATIVE EVALUATION
For snowflake detection, we conducted an ablation experiment to demonstrate the necessity of the ConvLSTM and the corresponding accuracy and recall rates. As shown in Tabs. 1, 2, 4 and 5, the ResNet-ConvLSTM architecture outperforms the one without the ConvLSTM in terms of both the peak signal-to-noise ratio (PSNR) and the structural similarity index measure (SSIM). From these tables, we can also see that the detection of very small snowflakes is more difficult than the detection of large snowflakes in LF images.
The PSNR and SSIM values for the restored LF image results in the 10 scenes of Figs. 7, 8 and 9 are shown in Tabs. 6 and 7. We observe that our method outperforms the other six related methods. The deep-learning-based methods in [14] - [17] perform better than the traditional optimization-based methods [11] , [12] in almost all scenes. More concretely, for the three scenes in Fig. 7 , which contain very small and dense snowflakes, the methods in [11] , [12] , [16] , [17] achieve better performance for the restored LF images. However, these two methods perform poorly when dealing with more challenging scenes with large and dense snowflakes, as shown in Figs. 8 and 9 . In contrast, our method performs better than the methods in [11] , [12] by a large margin, and also performs better than the deep-learningbased methods in [14] - [17] in most scenes. In addition, we show the quantitative evaluation results obtained for our LF image restoration network without the ConvLSTM, which demonstrate the necessity of introducing the ConvLSTM to improve the quality of the restored LF images.
In terms of the time cost as shown in Tab. 3, the methods in [11] and [12] take the longest time to process images for snow removal because these two methods can run only on a CPU. In contrast, the DerainNet presented in [14] runs on a GPU and is trained on the detail layer instead of the image domain. Consequently, this method is much faster than the methods [11] , [12] . Since our network architecture is based on 3D convolutional layers and it processes one 3D EPI volume (8 subaperture views) at a time, its complexity is much higher than that of the method in [14] . However, our method takes (4, 4) . From top to bottom: the snowy LF images, the restored results associated with magnified subregions obtained with the methods [16] , [17] and our method, respectively, and the ground truth.
approximately 38 seconds to process 8 subaperture views; thus, it is still faster than the method of [14] and comparable to [15] - [17] , considering the time cost of per single subaperture view.
VII. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel framework for snowflake removal from LF images. To the best of our knowledge, this method is the first method specifically designed for snowflake removal from LF images. Our method consists of two main parts: a ResNet-ConvLSTM-based snowflake detector and a 3D U-shaped LF image restoration network. Our method takes 3D EPI volumes as input. Thus, it can utilize both the contextual information of each subaperture view and the structural information of a 3D scene recorded in an LF image. Consequently, our method is able to address challenging scenes containing large and dense snowflakes and outperform existing state-of-the-art methods.
Because of the difficulty of simulating fog and visibility affects of the atmosphere in synthetic snowy/rainy LF images such as those used as the training data in this study, our method cannot deal with real-scene LF images as well as synthetic LF images; consequently, it cannot output extremely clean nonsnowy real-scene LF images. In future work, we will try to improve our method to function well on more diverse real-world LF images and extend it to handle rain streak removal and haze removal from LF images. We will also study how to jointly train the detector network and LF image restoring network and improve both networks. 
