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Abstract
The Hamiltonian reduction of SU(2) Yang-Mills theory for an arbitrary θ angle
to an unconstrained nonlocal theory of a self-interacting positive definite symmet-
ric 3 × 3 matrix field S(x) is performed. It is shown that, after exact projection
to a reduced phase space, the density of the Pontryagin index remains a pure di-
vergence, proving the θ independence of the unconstrained theory obtained. An
expansion of the nonlocal kinetic part of the Hamiltonian in powers of the inverse
coupling constant and truncation to lowest order, however, lead to violation of the
θ independence of the theory. In order to maintain this property on the level of
the local approximate theory, a modified expansion in the inverse coupling constant
is suggested, which for a vanishing θ angle coincides with the original expansion.
The corresponding approximate Lagrangian up to second order in derivatives is ob-
tained, and the explicit form of the unconstrained analogue of the Chern-Simons
current linear in derivatives is given. Finally, for the case of degenerate field con-
figurations S(x) with rank‖S‖ = 1, a nonlinear σ-type model is obtained, with the
Pontryagin topological term reducing to the Hopf invariant of the mapping from
the three-sphere S3 to the unit two-sphere S2 in the Whitehead form.
PACS numbers: 11.15.Me, 11.10.Ef, 12.38.Aw
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1 Introduction
For a complete understanding of the low-energy quantum phenomena of Yang-Mills theory,
it is necessary to have a nonperturbative, gauge invariant description of the underlying
classical theory including the θ-dependent Pontryagin term [1]-[4]. Several representations
of Yang-Mills theory in terms of local gauge invariant fields have been proposed [5]-[24] in
recent decades, implementing the Gauss law as a generator of small gauge transformations.
However, in dealing with such local gauge invariant fields special consideration is needed
when the topological term is included, since it is the four-divergence of a current changing
under large gauge transformations. In particular, the consistency of constrained and
unconstrained formulations of gauge theories with topological term requires us to verify
that, after projection to the reduced phase space, the classical equations of motion for the
unconstrained variables remain θ independent.1 Furthermore, the question of which trace
the large gauge transformations with a nontrivial Pontryagin topological index leave on
the local gauge invariant fields has to be addressed.
Having this in mind, in the present paper we extend our approach [22, 27, 28], to
constructing the unconstrained form of SU(2) Yang-Mills theory to the case when the
topological term is included in the classical action. We generalize the Hamiltonian reduc-
tion of classical SU(2) Yang-Mills field theory to arbitrary θ angle by reformulating the
original degenerate Yang-Mills theory as a nonlocal theory of a self-interacting positive
definite symmetric 3 × 3 matrix field. The consistency of the Hamiltonian reduction in
the presence of the Pontryagin term is demonstrated by constructing the canonical trans-
formation, well defined on the reduced phase space, that eliminates the θ dependence of
the classical equations of motion for the unconstrained variables.
With the aim of obtaining a practical form of the nonlocal unconstrained Hamilto-
nian, we perform an expansion in powers of the inverse coupling constant, equivalent
to an expansion in the number of spatial derivatives. We find that a straightforward
application of the derivative expansion violates the principle of θ independence of the
classical observables. To cure this problem, we propose to exploit the property of chro-
moelectromagnetic duality of pure Yang-Mills theory, symmetry under the exchange of
the chromoelectric and -magnetic fields. The electric and magnetic fields are subject to
dual constraints, the Gauss law and Bianchi identity, and only when both are satisfied,
are the classical equations of motion θ independent. Thus any approximation in resolving
the Gauss law constraints should be consistent with the Bianchi identity. We show how
to use the Bianchi identity to rearrange the derivative expansion in such a way that the
θ independence is restored to all orders on the classical level.
In order to have a representation of the gauge invariant degrees of freedom suitable
for a study of the low-energy phase of Yang-Mills theory, we perform a principal-axes
transformation of the symmetric tensor field and obtain the unconstrained Hamiltonian
1The question of consistency of the elimination of redundant variables in theories containing both
constraints and pure divergencies, the so-called “divergence problem,” was analyzed for the first time in
the context of the canonical reduction of general relativity by Dirac [25] and by Arnowitt, Deser, and
Misner [26].
2
in terms of the principal-axes variables in the lowest order in 1/g. Carrying out an
inverse Legendre transformation to the corresponding unconstrained Lagrangian, we find
the explicit form of the unconstrained analog of the Chern-Simons current, linear in the
derivatives.
Finally, we consider the case of degenerate symmetric field configurations S with
rank‖S(x)‖ = 1. We find a nonlinear classical theory of a three-dimensional unit-vector
n field interacting with a scalar field. Using typical boundary conditions for the unit-
vector field at spatial infinity, the Pontryagin topological charge density reduces to the
Abelian Chern-Simons invariant density [4]. We discuss its relation to the Hopf number
of the mapping from the three-sphere S3 to the unit two-sphere S2 in the Whitehead
representation [29]. The Abelian Chern-Simons invariant is known from different areas in
physics, in fluid mechanics as “fluid helicity,” in plasma physics and magnetohydrodynam-
ics as “magnetic helicity” [30]-[33]. In the context of four-dimensional Yang-Mills theory
a connection between non-Abelian vacuum configurations and certain Abelian fields with
nonvanishing helicity has been established already in [34, 35].
The paper is organized as follows. In Sec. 2 the θ independence of classical Yang-Mills
theory in the framework of the constrained Hamiltonian formulation is revised. Section
3 is devoted to the derivation of unconstrained SU(2) Yang-Mills theory for arbitrary θ
angle. The consistency of our reduction procedure is demonstrated by explicitly quoting
the canonical transformation, which removes the θ dependence from the unconstrained
classical theory. In Sec. 4 the unconstrained Hamiltonian up to order o(1/g) is obtained.
Section 5 presents the long-wavelength classical Hamiltonian in terms of principal-axes
variables. The corresponding Lagrangian up to second order in derivatives, and the uncon-
strained analogue of the Chern-Simons current, linear in the derivatives, are obtained. In
Sec. 6 the unconstrained action for degenerate field configurations is considered. Section
7 finally gives our conclusions. Several more technical details are presented in the Ap-
pendixes A, B, C, and D. Appendix A summarizes our notation and definitions, Appendix
B is devoted to the question of the existence of the “symmetric gauge,” in Appendix C
the proof of the θ-dependence of the “naive” 1/g approximation is given, and Appendix
D contains some technical details for the representation of the unconstrained theory in
terms of principal-axes variables.
2 Constrained Hamiltonian formulation
Yang-Mills gauge fields are classified topologically by the value of the Pontryagin index2
p1 = − 1
8 π2
∫
trF ∧ F . (1)
Its density, the so-called topological charge density Q = − (1/8 π2) trF ∧F , being locally
exact Q = dC, can be added to the conventional Yang-Mills Lagrangian with arbitrary
2The necessary notation and definitions for SU(2) Yang-Mills theory used in the text have been
collected in Appendix A.
3
parameter θ
L = − 1
g2
trF ∧ ∗F − θ
8π2 g2
trF ∧ F , (2)
without changing the classical equations of motion. In the Hamiltonian formulation, this
shifts the canonical momenta, conjugated to the field variables Aai,
Πai =
∂L
∂A˙ai
= A˙ai − (Di(A))acAc0 +
θ
8 π2
Bai , (3)
by the magnetic field (θ/8 π2)Bai . As a result, the total Hamiltonian [36, 37] of Yang-
Mills theory with θ angle, as a functional of canonical variables (Aa0,Πa) and (Aai,Πai)
obeying the Poisson bracket relations
{Aai(t, ~x) ,Πbj(t, ~y)} = δab δij δ(3)(~x− ~y), (4)
{Aa0(t, ~x) ,Πb(t, ~y)} = δab δ(3)(~x− ~y) (5)
takes the form
HT =
∫
d3x
[
1
2
(
Πai − θ
8π2
Bai
)2
+
1
2
B2ai −Aa0 (Di(A))acΠci + λaΠa
]
. (6)
Here, the linear combination of three primary constraints
Πa(x) = 0 (7)
with arbitrary functions λa(x) and the secondary constraints, the non-Abelian Gauss law
(Di(A))acΠci = 0, (8)
reflect the gauge invariance of the theory.
Based on the representation (6) for the total Hamiltonian, one can immediately verify
that classical theories with different value of the θ angle are equivalent. Performing the
canonical transformation
Aai(x) 7−→ Aai(x),
Πbj(x) 7−→ Ebj := Πbj(x)− θ
8π2
Bbj(x) (9)
to the new variables Aai and Ebj , and using the Bianchi identity
(Di(A))abBbi(A) = 0 , (10)
one can then see that the θ dependence completely disappears from the Hamiltonian (6).
Note that the canonical transformation (9) can be represented in the form
Eai = Πai − θ δ
δAai
W [A] , (11)
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where W [A] denotes the winding number functional
W [A] =
∫
d3xK0[A] (12)
constructed from the zero component of the Chern-Simons current
Kµ[A] = − 1
16 π2
εµαβγ tr
(
Fαβ Aγ − 2
3
AαAβ Aγ
)
. (13)
The question now arises whether, after reduction of Yang-Mills theory including the topo-
logical term to the unconstrained system, a transformation analogous to Eq. (9) can be
found that correspondingly eliminates any θ dependence on the reduced level, proving the
consistency of the Hamiltonian reduction.
3 Unconstrained Hamiltonian formulation
3.1 Hamiltonian reduction for arbitrary θ angle
In order to derive the unconstrained form of SU(2) Yang Mills theory with the θ angle
we follow the method developed in [22]. We perform the point transformation
Aai (q, S) = Oak(q)Ski +
1
2g
εabc
(
∂iO(q)O
T (q)
)
bc
(14)
from the gauge fields Aai(x) to the new set of three fields qj(x), j = 1, 2, 3, parametrizing
an orthogonal 3× 3 matrix O(q) and the six fields Sik(x) = Ski(x), i, k = 1, 2, 3, collected
in the positive definite symmetric 3 × 3 matrix S(x).3 Equation (14) can be seen as a
gauge transformation to the new field configuration S(x) which satisfies the “symmetric
gauge” condition
χa(S) := εabc Sbc = 0 . (15)
The complete analysis of the existence and uniqueness of this gauge, i.e., whether any
gauge potential Aai can be made symmetric by a unique gauge transformation, is a com-
plex mathematical problem. Here we shall consider the transformation (14) in a region
where the uniqueness and regularity of the change of coordinates can be guaranteed. In
Appendix B, we prove the existence and uniqueness of the symmetric gauge for the case
of a nondegenerate matrix A using the inverse coupling constant expansion. Furthermore,
as an illustration of the obstruction of the uniqueness of the symmetric gauge fixing (the
appearance of Gribov copies) for degenerate matrices A, the Wu-Yang monopole config-
uration is considered. Although it is antisymmetric in space and color indices, it can be
brought into the symmetric form, but there exist two gauge transformations by which this
3It is necessary to note that a decomposition similar to Eq. (14) was used in [11] as a generalization
of the well-known polar decomposition valid for arbitrary quadratic matrices.
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can be achieved. The case of a degenerate matrix field S, det ‖S‖ = 0, will be discussed
for the special situation rank‖S‖ = 1 in Sec. 6.
The transformation (14) induces a point canonical transformation linear in the new
momenta Pik(x) and pi(x), conjugated with Sik(x) and qi(x), respectively. Their expres-
sions in terms of the old variables (Aai(x) ,Πai(x)) can be obtained from the requirement
of the canonical invariance of the symplectic one-form
3∑
i,a=1
Πai A˙ai dt =
3∑
i,j=1
Pij S˙ij dt+
3∑
i=1
pi q˙i dt (16)
with the fundamental brackets
{Sij(t, ~x) , Pkl(t, ~y)} = 1
2
(δik δjl + δil δjk) δ
(3)(~x− ~y), (17)
{qi(t, ~x) , pj(t, ~y)} = δij δ(3)(~x− ~y) (18)
for the new canonical pairs (Sij(x) , Pij(x)) and (qi(x) , pi(x)). The brackets (17) account
for the second-class symmetry constraints Sij = Sji and Pij = Pji and therefore are Dirac
brackets. As a result we obtain the expression
Πai = Oak(q)
[
P ki + g εkin
∗D−1nm(S)
(Sm − Ω−1jmpj)
]
(19)
for the old momenta Πai in terms of the new canonical variables (for a detailed derivation
see [22]). Here ∗D−1mn(S) denotes the inverse of the differential matrix operator
4
∗Dmn(S) = εnjc (Dj(S))mc , (20)
the vector S is defined as
Sm = 1
g
(Dj(S))mnPnj , (21)
and the matrix Ω−1 is the inverse of
Ωni(q) := −1
2
εnbc
(
OT (q)
∂O(q)
∂qi
)
bc
. (22)
Here we would like to comment on the geometrical meaning of the above expressions.
The vector S coincides up to divergence with the spin density part of the Noetherian
angular momentum after projection to the surface given by the Gauss law constraints.
Furthermore, the matrix Ω−1 defines the main geometrical structures on the SO(3, R)
group manifold, namely, the three left-invariant Killing vector fields ηa := Ω
−1
ja ∂/∂qj obey-
ing the so(3) algebra [ηa, ηb] = ǫabcηc, and the invariant metric g := −tr
(
OTdOOTdO
)
=
4Note that the operator ∗Dmn(S) corresponds in the conventional gauge-fixing method to the so-called
Faddeev-Popov (FP) operator, the matrix of Poisson brackets between the Gauss law constraint (8) and
the symmetric gauge (15), {(Di(S))mcΠci(x), χn(y)} = ∗Dmn(S)δ3(x− y).
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(1/2)
(
ΩTΩ
)
ij
dqidqj as the standard metric on S
3. Since det Ω is proportional to the Haar
measure on SO(3, R)
√
det ‖g‖ = | det ‖Ω(q)‖|, and it is expected to vanish at certain
coordinate singularities (see also, e.g., the discussion in chap. 8 of [38]). In deriving the
expression (19) we shall here limit ourselves to the region where the matrix Ω is invertible.
The main advantage of introducing the variables Sij and qi is that they Abelianize
the non-Abelian Gauss law constraints (8). In terms of the new variables the Gauss law
constraints
g Oas(q) Ω
−1
is(q) pi = 0 (23)
depend only on (qi, pi), showing that the variables (Sij , Pij) are gauge-invariant, physical
fields. Hence, assuming det Ω(q) 6= 0 in Eqs. (19) and (23), the reduced Hamiltonian, de-
fined as the projection of the total Hamiltonian onto the constraint shell, can be obtained
from Eq.(6) by imposing the equivalent set of Abelian constraints
pi = 0 . (24)
Due to gauge invariance, the reduced Hamiltonian is independent of the coordinates qi
canonically conjugated to pi and is hence a function of the unconstrained gauge-invariant
variables Sij and Pij only
H =
∫
d3x
[
1
2
(
Pai − θ
8π2
B
(+)
ai (S)
)2
+
(
Pa − θ
8π2
B(−)a (S)
)2
+
1
2
V (S)
]
. (25)
Here the Pa denotes the nonlocal functional, according to Eq. (19) defined as the solution
of the system of differential equations
∗Dks(S)Ps = (Dj(S))knPnj . (26)
The nonlocal second term in the Hamiltonian (25) therefore stems from the antisymmetric
part of the Πai, which remains after implementing Gauss’s law pa = 0, in terms of the
physical Pai. Hence this term contains FP
−2, [see Eq. (26)], and is the analogue of the
well-known nonlocal part of the Hamiltonian in the Coulomb gauge (see, e.g., [9]).
Furthermore,
B
(+)
ai (S) :=
1
2
[Bai(S) +Bia(S)] , B
(−)
a (S) :=
1
2
εabcBbc(S) (27)
denote the symmetric and antisymmetric parts of the reduced chromomagnetic field
Bai(S) = εijk
(
∂jSak +
g
2
εabc Sbj Sck
)
. (28)
It is the same functional of the symmetric field S as the original Bai(A), since the chromo-
magnetic field transforms homogeneously under the change of coordinates (14). Finally,
the potential V (S) is the square of the reduced magnetic field (28),
V (S) d3x = B2ai(S) d
3x =
1
2
tr ∗F (3) ∧ F (3), (29)
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with the curvature two-form in three-dimensional Euclidean space
F (3) = dS + S ∧ S , (30)
in terms of the symmetric one-form
S = gτk Skl dxl, k, l = 1, 2, 3 , (31)
whose six components depend on the time variable as an external parameter. The reduced
chromomagnetic field (28) is given in terms of the dual field strength ∗F (3) as Bai(S) =
1
2
εijk F
(3)
ajk .
3.2 Canonical equivalence of unconstrained theories with
different θ angles
For the original degenerate action in terms of the Aµ fields the equivalence of classical
theories with arbitrary values of θ angle has been reviewed in Sec. 2. Let us now examine
the same problem for the unconstrained theory derived considering the analogue of the
canonical transformation (9) after projection onto the constraint surface,
Sai(x) 7−→ Sai(x),
Pbj(x) 7−→ Ebj(x) := Pbj(x)− θ
8 π2
B
(+)
bj (x). (32)
One can easily check that this transformation to new variables Sai and Ebj is canonical
with respect to the Dirac brackets (17). In terms of the new variables Sai and Ebj the
Hamiltonian (25) can be written as
H =
∫
d3x
[
1
2
E2ai + E2a +
1
2
V (S)
]
, (33)
with Ea defined as
Ea := Pa − θ
8 π2
B(−)a . (34)
Now, if Pa is a solution of Eq. (26), then Ea is a solution of the same equation
∗Dks(S)Es = (Dj(S))knEnj (35)
with the replacement Pai 7−→ Eai, since the reduced field Bai satisfies the Bianchi identity
(Di(S))abBbi(S) = 0 . (36)
Hence we arrive at the same unconstrained Hamiltonian system (33) and (35) with van-
ishing θ angle. Note that after the elimination of the three unphysical fields qj(x) the
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projected canonical transformation (32) that removes the θ dependence from the Hamil-
tonian can be written as
Ebj(x) = Pbj(x)− θ δ
δSbj
W [S] , (37)
which is of the same form as Eq. (11) with the nine gauge fields Aik(x) replaced by the
six unconstrained fields Sik(x).
In summary, the exact projection to a reduced phase space leads to an unconstrained
system whose equations of motion are consistent with the original degenerate theory in
the sense that they are θ independent. Thus if our consideration is restricted only to the
classical level of the exact nonlocal unconstrained theory, the generalization to arbitrary
θ angle can be avoided.5 However, in order to work with such a complicated nonlocal
Hamiltonian it is necessary to make approximations, such as, for example, expansion in
the number of spatial derivatives, which we shall carry out in the next section. For these
one has to check that this approximation is free of the “divergence problem”, that is,
all terms in the corresponding truncated action containing the θ angle can be collected
into a four-divergence and all dependence on θ disappears from the classical equations of
motion.
4 Expansion of the unconstrained Hamiltonian in 1/g
Let us now consider the regime when the unconstrained fields are slowly varying in space-
time and expand the nonlocal part of the kinetic term in the unconstrained Hamiltonian
(25) as a series of terms with increasing powers of the inverse coupling constant 1/g,
equivalent to an expansion in the number of spatial derivatives of field and momentum.
Our expansion is purely formal and we shall not study the question of its convergence in
this work. We shall see that for nonvanishing θ angle a straightforward expansion in 1/g
leads to the above mentioned “divergence problem,” and suggest an improved form of the
expansion in 1/g of the unconstrained Hamiltonian exploiting the Bianchi identity.
4.1 Divergence problem in lowest-order approximation
According to [22], the nonlocal funtional Pa in the unconstrained Hamiltonian (33), de-
fined as a solution of the system of linear differential equations (26), can formally be
expanded in powers of 1/g. The vector Pa is then given as a sum of terms containing an
increasing number of spatial derivatives of field and momentum
Ps(S, P ) =
∞∑
n=0
(1/g)n a(n)s (S, P ). (38)
5The extension of the proof of θ independence to quantum theory requires showing the unitarity of
the operator corresponding to the transformation (32).
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The zeroth-order term is
a(0)s = γ
−1
sk εklm (PS)lm , (39)
with γik := Sik − δik trS, and the first-order term is determined as
a(1)s = − γ−1sl
[
(rot ~a(0))l + ∂kPkl
]
(40)
from the zeroth-order term. The higher terms are then obtained by the simple recurrence
relations
a(n+1)s = − γ−1sl (rot~a (n))l . (41)
Inserting these expressions into Eq. (25) we obtain the corresponding expansion of the
unconstrained Hamiltonian as a series in higher and higher numbers of derivatives.
Let us check whether the truncation of the expansion (38) to lowest order is consistent
with θ independence, that is, whether all θ-dependent terms can be collected into a total
four-divergence after Legendre transformation to the corresponding Lagrangian. In o(1/g)
approximation (39), the Hamiltonian reads6
H(2) =
∫
d3x
[
1
2
tr
(
P − θ
8π2
B(+)
)2
+
(
a(0)s (S, P )−
θ
8 π2
B(−)s
)2
+
1
2
V (S)
]
, (42)
where B(+) and B(−) denote the symmetric and antisymmetric parts of the chromomag-
netic field, defined in Eq. (27).
After inverse Legendre transformation of the Hamiltonian (42), the θ-dependent terms
in the corresponding Lagrangian cannot be collected into a total four-divergence, as is
shown in Appendix C, and therefore contribute to the unconstrained equations of motion.
Hence, on applying a straightforward derivative expansion to the Yang-Mills theory with
a topological term after projection to a reduced phase space, we face the “divergence
problem” dicussed above.
4.2 Improved 1/g expansion using the Bianchi identity
In order to avoid the “divergence problem” one can proceed as follows. Let us consider
additionally to the differential equation (26), which determines the nonlocal term Pa, the
Bianchi identity (36) as an equation for determination of the antisymmetric part B
(−)
s of
the chromomagnetic field
∗Dks(S)B
(−)
s = (Di(S))klB
(+)
li (43)
in terms of its symmetric part B
(+)
bc . The complete analogy of this equation with Eq. (26)
expresses the duality of the chromoelectric and chromagnetic fields on the unconstrained
level. Hence one can write
∗Dks(S)
[
Ps − θ
8π2
B(−)s
]
= (Di(S))kl
[
Pli − θ
8 π2
B
(+)
li
]
. (44)
6When all spatial derivatives of the fields and momenta are neglected, Yang-Mills theory reduces to
the so-called Yang-Mills mechanics and its θ independence has been shown in [27].
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Using the same type of spatial derivative expansion as before in Eqs. (39)-(41), we obtain
Ps − θ
8 π2
B(−)s =
∞∑
n=0
(1/g)n a(n)s
(
S, P − θ
8π2
B(+)
)
. (45)
In this way we achieve a form of the derivative expansion such that the unconstrained
Hamiltonian is a functional of the field combination Pai − (θ/8 π2)B(+)ai ,
H =
∫
d3x
{
1
2
(
Pai − θ
8π2
B
(+)
ai
)2
+
[
∞∑
n=0
(1/g)n a
(n)
i
(
S, P − θ
8π2
B(+)
)]2
+
1
2
V (S)
}
,
(46)
explicitly showing the chromoelectromagnetic duality on the reduced level and hence free
of the “divergence problem”. To obtain the unconstrained Hamiltonian up to leading
order o(1/g), only the lowest term a
(0)
s (S, P − (θ/8 π2)B(+)) in the sum in Eq. (46) has
to be taken into account, so that
H(2) =
1
2
∫
d3x
{
tr
(
P − θ
8π2
B(+)
)2
− 1
det2 γ
tr
(
γ
[
S, P − θ
8 π2
B(+)
]
γ
)2
+ V (S)
}
.
(47)
The advantage of this Hamiltonian compared with Eq. (42), derived before, is that the
classical equations of motion following from Eq. (47) are θ independent. In order to
obtain a transparent form of the corresponding surface term in the unconstrained action,
it is useful to perform a principal-axes transformation of the symmetric matrix field S(x).
5 Long-wavelength approximation to reduced theory
In this section we shall first rewrite the unconstrained Hamiltonian (47) in terms of
principal-axes variables of the symmetric tensor field Sij. The corresponding second-
order Lagrangian L(2) is then obtained via Legendre transformation and the form of the
corresponding unconstrained total divergence derived in an explicit way.
5.1 Hamiltonian in terms of principal-axes variables
In [22] it was shown that the field Sij(x) transforms as a second-rank tensor under spa-
tial rotations. This can be used to explicitly separate the rotational degrees of freedom
from the scalars in the Hamiltonian (47). Following [22], we introduce the principal-axes
representation of the symmetric 3× 3 matrix field S(x),
S(x) = RT [χ(x)]

 φ1(x) 0 00 φ2(x) 0
0 0 φ3(x)

R[χ(x)] . (48)
The Jacobian of this transformation is
J
(
Sij[φ, χ]
φk, χl
)
∝
∏
i 6=j
| φi(x)− φj(x) |, (49)
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and thus Eq. (48) can be used as a definition of the new configuration variables, the three
diagonal fields φ1, φ2, φ3 and the three angular fields χ1, χ2, χ3, only if all eigenvalues of
the matrix S are different. To have uniqueness of the inverse transformation we assume
here that
0 < φ1(x) < φ2(x) < φ3(x) . (50)
The variables φi in the principal-axes transformation (48) parametrize the orbits of the
action of a group element g ∈ SO(3,R) on symmetric matrices S → S ′ = g S g−1. The
configuration (50) belongs to the so-called principal orbit class, whereas all orbits with
coinciding eigenvalues of the matrix S are singular orbits [39]. In order to parametrize
configurations belonging to a singular stratum one should in principle use a decomposition
of the S field different from the above principal-axes transformation (48). Alternatively,
one can consider the singular orbits as the boundary of the principal orbit-type stratum
and study the corresponding dynamics using a certain limiting procedure. 7 In this section
we shall limit ourselves to the consideration of the dynamics on the principal orbits and
leave the important case of the singular orbits expected to contain interesting physics for
future studies.
The momenta πi and pχi, canonically conjugate to the diagonal elements φi and χi,
can be found using the condition of the canonical invariance of the symplectic one-form
3∑
i,j=1
Pij S˙ij dt =
3∑
i=1
πi φ˙idt+
3∑
i=1
pχi χ˙idt . (51)
The original physical momenta Pik, expressed in terms of the new canonical variables,
read
P (x) = RT (x)
3∑
s=1
(
πs(x)αs +
1
2
Ps(x)αs
)
R(x) . (52)
Here αi and αi denote the diagonal and off-diagonal basis elements for symmetric matrices
with the orthogonality relations tr (αi αj) = δij , tr (αi αj) = 2 δij, tr (αi αj) = 0, and
Pi(x) = − ξi(x)
φj(x)− φk(x) (cyclic permutations i 6= j 6= k) . (53)
The ξi are the three SO(3,R) right-invariant Killing vector fields, satisfying locally the
“intrinsic frame” angular momentum brackets {ξi(x), ξj(y)} = −ǫijkξk(x)δ(x−y), and are
given in terms of the angles χi and their conjugated momenta pχi via
8
ξi =
3∑
j=1
M−1ji pχj , (54)
7The relation between an explicit parametrization of the singular strata and their description as a
certain limit of the principal orbit stratum has been studied recently in [40] investigating the geodesic
motion on the GL(n,R) group manifold.
8In terms of the Euler angles χi = (α, β, γ) the three right-invariant Killing vector fields ξi read
ξ1 = sin γ pα − (cos γ/ sinα) pβ + cos γ cotαpγ , ξ2 = cos γ pα + (sin γ/ sinα) pβ − sin γ cotα pγ , and
ξ3 = pγ .
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where the matrix M is
Mji := −1
2
3∑
a,b=1
εjab
(
∂R
∂χi
RT
)
ab
. (55)
In terms of the principal-axes variables (48), the o(1/g) Hamiltonian (47) can be
written in the form (for technical details see Appendix D)
H(2) =
1
2
∫
d3x
[
3∑
i=1
(
πi − θ
8π2
βi
)2
+
i,j,k∑
cyclic
ki
(
ξi +
θ
8π2
(φj − φk) bi
)2
+ V (φ, χ)
]
,
(56)
with the diagonal components βi and the off-diagonal components bi of the the symmetric
part of the chromomagnetic field (see Appendix D)
βi = gφjφk − (φi − φj)Γikj + (φi − φk)Γijk
(cyclic permutations i 6= j 6= k) , (57)
bi = Xi(φj − φk)− (φi − φj)Γijj + (φi − φk)Γikk
(cyclic permutations i 6= j 6= k), (58)
the abbreviations
ki :=
φ2j + φ
2
k
(φ2j − φ2k)2
(cyclic permutations i 6= j 6= k) , (59)
and the potential V , defined in Eq. (29) and rewritten in the principal-axes variables as
(see [22] and the errata [23])
V (φ, χ) =
3∑
i 6=j
[(φi − φj)Γiij −Xjφi]2 +
i,j,k∑
cyclic
[(φi − φk)Γijk − (φi − φk)Γikj − gφjφk]2 .
(60)
The dependence on the angular variables χi in Eqs.(57), (58), and (60) has been collected
into the vector fields
Xi :=
3∑
j=1
Rij ∂j , (61)
and the components of the connection one-form Γ
Γaib :=
(
XiRR
T
)
ab
. (62)
We see that through the principal-axes transformation of the symmetric tensor field S,
the highest order g2 terms in the Hamiltonian (56), which are proportional to the spatially
homogeneous part Vhom of the potential (60),
Vhom = g
2
(
φ21φ
2
2 + φ
2
2φ
2
3 + φ
2
3φ
2
1
)
, (63)
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depend only on the diagonal fields φi, while the rotational degrees of freedom χi and their
canonically conjugate momenta pχi appear in the unconstrained Hamiltonian (56) only
via the Killing vector fields ξi, the connection Γ, and the vectors Xi.
The transformation (32), rewritten in terms of angular and scalar variables,
πi 7−→ πi + θ
8π2
βi , φi 7−→ φi ,
ξi 7−→ ξi − θ
8π2
(φj − φk) bi , (64)
excludes the θ dependence from the Hamiltonian (56), reducing it to the zero θ angle
expression [22]
H(2) =
1
2
∫
d3x
[
3∑
i=1
π2i +
i,j,k∑
cyclic
ξ2i
φ2j + φ
2
k
(φ2j − φ2k)2
+ V (φ, χ)
]
. (65)
5.2 Second-order unconstrained Lagrangian
We are now ready to derive the Lagrangian up to second order in derivatives corresponding
to the Hamiltonian (56). Carrying out the inverse Legendre transformation,
φ˙i = πi − θ
8π2
βi , (66)
χ˙i =
3∑
j=1
Gij
(
pχj −
θ
8π2
a,b,c∑
cyclic
MTja(φb − φc) ba
)
, (67)
with the matrix M given in Eq. (55) and the 3× 3 matrix G,
G =M−1kM−1
T
, (68)
similar to the diagonal matrix k = diag‖k1, k2, k3‖ with entries ki of Eq. (59), we arrive
at the second-order Lagrangian
L(2)(φ, χ) =
1
2
∫
d3x
[
3∑
i=1
φ˙2i +
3∑
i,j=1
χ˙iG
−1
ij χ˙j − V (φ, χ)
]
− θ
∫
d3x Q(2)(φ, χ) , (69)
with all θ dependence gathered in the reduced topological charge density
Q(2) =
1
8π2
3∑
i=1
(
φ˙iβi +
a,b,c∑
cyclic
χ˙iM
T
ia(φb − φc) ba
)
. (70)
The Q(2) in the effective Lagrangian (69) can be represented as the divergence
Q(2) = ∂µK(2)µ (71)
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of the four-vector K
(2)
µ = (K
(2)
0 , K
(2)
i ), with the components
K
(2)
0 =
1
16π2
a,b,c∑
cyclic
[
(φa − φb)2Γacb − 2
3
g φaφbφc
]
, (72)
K
(2)
i =
1
16π2
a,b,c∑
cyclic
RTia(φb − φc)2Γb0c, (73)
with the space components of Γ given in Eq. (62), and the time components correspond-
ingly defined as
Γa0b =
(
R˙RT
)
ab
. (74)
This completes our construction of the second-order Lagrangian with all θ contributions
gathered in a total differential (70) (see also Appendix D). We have found the uncon-
strained analogue of the Chern-Simons current K
(2)
µ , linear in the derivatives. Under the
assumption that the vector part K
(2)
i vanishes at spatial infinity, the unconstrained form
of the Pontryagin index p1 can be represented as the difference of the two surface integrals
W± =
∫
d3x K
(2)
0 (t→ ±∞, ~x) , (75)
which are the winding number functional (12) for the physical field S in terms of principal-
axes variables (48) at t → ±∞, respectively, since K(2)0 (φ, χ) of Eq. (72) coincides with
the full K0[S[φ, χ]] of Eq. (13). In the next section we shall show how for certain field
configurations it reduces to the Hopf number of the mapping from the three-sphere S3 to
the unit two-sphere S2.
6 Unconstrained theory for degenerate configurations
The previous study was restricted to consideration of the domain of configuration space
with det ‖S‖ 6= 0, where the change of variables (14) is well defined. In this section we
would like to discuss the dynamics on the special degenerate stratum (DS) with rank‖S‖ =
1, corresponding to the case of two eigenvalues of the matrix S vanishing. To investigate
the dynamics on degenerate orbits it is in principle necessary to use a decomposition of the
gauge potential different from our representation (14) and the corresponding subsequent
principal-axes transformation (48). Instead of this, we shall use here the fact that the
degenerate orbits can be regarded as the boundary of the nondegenerate ones and find
the corresponding dynamics by taking the corresponding limit from the nondegenerate
orbits. Assuming the validity of such an approach we shall analyze the limit when two
eigenvalues of the symmetric matrix S tend to zero. 9 Due to the cyclic symmetry under
9It can easily be checked that the degenerate stratum with rank‖S‖ = 1 is dynamically invariant.
Furthermore, it is obvious from the representation (65) of the unconstrained Hamiltonian that it is
necessary to have ξk → 0 for some fixed k, in order to obtain a finite contribution of the kinetic term to
the Hamiltonian in the limit φi, φj → 0 for (i, j 6= k).
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permutation of the diagonal fields it is enough to choose one singular configuration
φ1(x) = φ2(x) = 0 and φ3(x) arbitrary . (76)
Note that for the configuration (76) the spatially homogeneous part (63) of the square of
the magnetic field vanishes and the potential term in the Lagrangian (69) reduces to the
expression
V = φ23
[
(Γ213)
2 + (Γ223)
2 + (Γ233)
2 + (Γ311)
2 + (Γ321)
2 + (Γ331)
2 + (Γ3[12])
2
]
+
[
(X1φ3)
2 + (X2φ3)
2
]
+ 2φ3
[
Γ331X1φ3 + Γ332X2φ3
]
, (77)
which can be rewritten as [22, 23]
V = (∇φ3)2 + φ23
[
(∂in)
2 + (n · rot n)2]− (n · ∇φ3)2 + ([n× rot n] · ∇φ23), (78)
introducing the unit vector
ni(x) := R3i[χ(x)] . (79)
Hence the unconstrained second-order Lagrangian corresponding to the degenerate stra-
tum with rank‖S(x)‖ = 1 takes the form of the nonlinear σ-model type Lagrangian
LDS =
1
2
∫
d3x
[
(∂µφ3)
2 + φ23(∂µn)
2 − φ23(n · rot n)2 + (n · ∇φ3)2
−([n× rot n] · ∇φ23)
]
− θ
∫
d3x QDS (80)
for the unit vector n(x) field coupled to the field φ3(x). The density of the topological
term QDS in the Lagrangian (80) can be represented as the divergence
QDS = ∂µK
µ
DS (81)
of the four-vector
KµDS =
1
16π2
φ23 ([n(x) · rot n(x)], [n(x) × n˙(x)]) . (82)
If we impose the usual boundary condition that the field n becomes time independent at
spatial infinity, the contribution from the vector part KiDS vanishes and the unconstrained
form of the Pontryagin topological index p1 for the degenerate stratum with rank‖S‖ = 1
can be represented as the difference
p1 = n+ − n− (83)
of the surface integrals
n± =
1
16π2
∫
d3x [V±(~x) · rot V±(~x)] (84)
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of the fields
V±(~x) := lim
t→±∞
φ3(x)n. (85)
We shall show now that the surface integrals (84) are Hopf invariants in the representation
of Whitehead [29].
Under the Hopf mapping of a three-sphere to a two-sphere having unit radius, N :
S
3 → S2, the preimage of a point on S2 is a closed loop. The number QH of times the
loops corresponding to two distinct points on S2 are linked to each other is the so-called
Hopf invariant. According to Whitehead [29], this linking number can be represented by
the integral
QH =
1
32π2
∫
S3
w1 ∧ w2 , (86)
with the so-called Hopf two-form curvature w2 = Hijdx
i ∧ dxj given in terms of the map
N as
Hij = εabcNa (∂iNb) (∂jNc) , (87)
and the one-form w1 related to it via w2 = dw1. Since the curvature Hij is divergence-free,
εijk∂iHjk = 0, (88)
it can be represented as the rotation
Hij = ∂iAj − ∂jAi (89)
in terms of some vector field Ai (i = 1, 2, 3) defined over the whole of S3. Thus the Hopf
invariant takes the form
QH =
1
16π2
∫
d3x (A · rot A) . (90)
Therefore, the surface integrals (84) are just Hopf invariants in the Whitehead rep-
resentation (90) and the unconstrained form of the topological term Q(2) is a three-
dimensional Abelian Chern-Simons term [4] with “potential” Vi and the corresponding
“magnetic field” rotV. The topological term in the original SU(2) Yang-Mills theory
reduces for rank-1 degenerate orbits not to a winding number, but to the linking number
QH of the field lines.
We would like to end this section with two important open questions to be posed for
future investigations. First, it would be very interesting to work out whether the classical
unconstrained theory obtained for degenerate field configurations can be used to obtain
some effective quantum model relevant to the low-energy region of Yang-Mills theory, such
as those proposed and discussed recently in [41]-[44]. Second, due to the noncovariance
of the symmetric gauge imposed, the Lorentz transformation properties of the fields φ3
and n are nonstandard (see, e.g., similar discussions for the case of the Coulomb gauge
in electrodynamics [48, 49, 50]). A careful investigation is necessary, taking into account
surface contributions to the unconstrained form of the generators of the Poincare´ group.
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7 Conclusions and remarks
We have generalized the Hamiltonian reduction of SU(2) Yang-Mills gauge theory to the
case of nonvanishing θ angle, and shown that there is agreement between the reduced
and original constrained equations of motions. We have employed an improved derivative
expansion of the nonlocal kinetic term in the unconstrained Hamiltonian obtained and
investigated it in the long-wavelength approximation. The corresponding second-order
Lagrangian has been constructed, with all θ dependence gathered in the four-divergence
of a current, linear in the derivatives, which is the unconstrained analogue of the original
Chern-Simons current.
For the degenerate gauge field configurations S with rank‖S‖ = 1, we have argued that
the long-wavelength Lagrangian obtained reduces to a classical theory with an Abelian
Chern-Simons term originating from the Pontryagin topological functional. Therefore
the topological characteristic of the degenerate configuration is given not by a winding
number, but by the linking number of the field lines.
Finally, let us comment on the Poincare´ covariance of our unconstrained version of
Yang-Mills theory. It is well known that the Hamiltonian formulation of degenerate
theories reduced with the help of noncovariant gauges destroy the manifest Poincare´
invariance. Our “symmetric” gauge condition (15) is not covariant under standard Lorentz
transformations. This, however, does not necessarily violate the Poincaree´ invariance of
our reduced theory. Such a situation can be found in classical electrodynamics. After
imposing the Coulomb gauge condition the vector potential ceases to be an ordinary
Lorentz vector and transforms nonhomogeneously under Lorentz transformations. The
standard Lorentz boosts are compensated by some additional gauge-type transformation
depending on the boost parameters and the gauge potential itself (see, e.g., [48, 49, 50]).
As for the case of the Coulomb gauge in electrodynamics, a thorough analysis of the
Poincare´ group representation for our reduced theory obtained by imposing the symmetric
gauge condition is required. This problem is technically highly difficult and demands
special consideration that is beyond the scope of the present article.
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Appendix A: Conventions and notation
In this appendix, we collect the notation and definitions for SU(2) Yang-Mills theory used
in the text following [4].
The classical Yang-Mills action of the su(2)-valued connection one-form A in four-
dimensional Minkowski space-time with a metric η = diag‖1,−1,−1,−1‖ reads
I = − 1
g2
∫
trF ∧ ∗F − θ
8π2 g2
∫
trF ∧ F , (91)
with the curvature two-form
F = dA+ A ∧ A (92)
and its Hodge dual ∗F . The trace in Eq. (91) is calculated in the anti-Hermitian su(2)
algebra basis τa = σa/2 i with Pauli matrices σa, a = 1, 2, 3, satisfying [τa, τb] = εabc τc
and tr (τaτb) = −12 δab.
In the coordinate basis the components of the connection one-form A are
A = g τaAaµ dx
µ , (93)
and the components of the curvature two-form F are
F =
1
2
g τa F aµν dx
µ ∧ dxν , (94)
F aµν = ∂µA
a
ν − ∂νAaµ + g εabcAbµAcν . (95)
Its dual ∗F is given as
∗F =
1
2
g τa ∗F aµν dx
µ ∧ dxν , (96)
∗F aµν =
1
2
εµνρσF
a ρσ , (97)
with the totally antisymmetric Levi-Civita´ pseudotensor εµνρσ, using the convention
ε0123 = − ε0123 = 1. (98)
The θ angle enters the classical action as the coefficient in front of the Pontryagin index
density
Q = − 1
8π2
trF ∧ F. (99)
The Pontryagin index density is a closed form dQ = 0 and thus locally exact
Q = dC, (100)
with the Chern three-form
C = − 1
8π2
tr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
. (101)
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The corresponding Chern-Simons current Kµ is a dual of the three-form C,
Kµ = (1/3!) εµνρσ Cνρσ = − 1
16π2
εµαβγtr
(
Fαβ Aγ − 2
3
AαAβAγ
)
. (102)
with the notations Aµ := g τ
aAaµ and Fµν := g τ
a F aµν . The chromomagnetic field is given
by
Bai =
1
2
εijk F
a
jk = εijk
(
∂jAak +
g
2
εabcAbj Ack
)
, (103)
and the covariant derivative in the adjoint representation as
(Di(A))ac = δac∂i + g εabcAbi. (104)
Finally, we frequently use the matrix notation
Aai := A
a
i , Bai := B
a
i . (105)
Appendix B: On the existence of the “symmetric gauge”
In this appendix we discuss the condition under which the symmetric gauge
χa(A) = εabiAbi(x) = 0 (106)
exists.
According to the conventional gauge-fixing method (see, e.g., [45]), a gauge χa(A) = 0
exists if the corresponding equation
χa(A
ω) = 0 (107)
in terms of the gauge transformed potential
Aωaiτa = U
+(ω)
(
Aaiτa +
1
g
∂
∂xi
)
U(ω) (108)
has a unique solution for the unknown function ω(x).10
Hence the symmetric gauge (106) exists if any gauge potential A can be made symmet-
ric by a unique time-independent gauge transformation. The equation that determines
the gauge transformation ω(x) which converts an arbitrary gauge potential A(x) into its
symmetric counterpart can be written as a matrix equation
OT (ω)A− ATO(ω) = 1
g
[
Σ(ω)− ΣT (ω)] , (109)
10Here we assume that the second gauge condition Aa0 = 0 is satisfied and the function ω(x) therefore
depends only on the space coordinates.
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with the orthogonal 3× 3 matrix related to the SU(2) group element
Oab(ω) = −2 tr
[
U+(ω)τaU(ω)τb
]
(110)
and the 3× 3 matrix Σ
Σai(ω) := − 1
4i
εamn
(
OT (ω)
∂O(ω)
∂xi
)
mn
. (111)
We shall now prove the following
Theorem. For any nondegenerate matrix A Eq. (109) admits a unique solution in the
form of a 1/g expansion
O(ω) = O(0)
[
1 +
∞∑
n=1
(
1
g
)n
X(n)
]
. (112)
Proof. In order to prove the statement, we first note that equating coefficients of equal
powers in 1/g in the orthogonality condition OTO = OOT = I of the matrix O imposes
the condition of orthogonality of O(0),
O(0)TO(0) = O(0)O(0)T = I, (113)
as well as the conditions
X(1) +X(1)
T
= 0 ,
X(2) +X(2)
T
+X(1)X(1)
T
= 0 ,
· · · · · · ,
X(n) +X(n)
T
+
∑
i+j=n
X(i)X(j)
T
= 0 ,
· · · · · · (114)
for the unknown functions X(n). Furthermore, plugging expansion (112) into Eq. (109)
and combining the terms of equal powers of 1/g, we find that the orthogonal matrix O(0)
should satisfy Eq. (109) to leading order in 1/g,
O(0)
T
A− ATO(0) = 0 , (115)
and the X(n) should satisfy the infinite set of equations
X(1)
T
O(0)
T
A−ATO(0)X(1) = Σ(0) − Σ(0) ,
· · · · · · ,
X(n)
T
O(0)
T
A− ATO(0)TX(n) = Σ(n−1) − Σ(n−1)T ,
· · · · · · , (116)
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where the corresponding 1/g expansion for the matrix Σ(ω)
Σ(ω) =
∞∑
n=0
(
1
g
)n
Σ(n) (117)
has been used. Note that in the expansion (117) the nth order term Σ(n) is given in terms
of O(0) and X(a) with a = 1, · · · , n− 1.
From the structure of Eqs. (113)-(116) one can see that the solution to Eq. (109)
reduces to an algebraic problem. Indeed, the solution to the first, homogeneous equation
(115) is given by the polar decomposition for the arbitrary matrix A,
O(0) = AS(0)−1 , S(0) =
√
AAT . (118)
This solution is unique only if det ‖A‖ 6= 0. It follows from the well-known property that
the polar decomposition is valid for an arbitrary matrix A, but the orthogonal matrix
O(0) is unique only for nondegenerate matrices [47].
To proceed further we use this solution and Eqs. (114) for unknown X to rewrite the
remaining equations (116) as
X(1)S(0) + S(0)X(1) = C(0) ,
· · · · · · ,
X(n)S(0) + S(0)X(n) = C(n−1) ,
· · · · · · , (119)
where the nth order coefficient C(n) is given in terms of O(0) and X(1), X(2), . . . , X(n−1).
Thus, starting from the zeroth-order term, the higher-order terms X(n) are given
recursively as solutions of matrix equations of the type XS(0) + S(0)X = C with a known
symmetric positive definite matrix S(0) =
√
AAT and matrix C, expressed in terms of the
preceding X(a), a = 1, . . . , n−1. The theory of such algebraic equations is well elaborated
(see, e.g., [46, 47]). In particular, Theorem 8.5.1 in [46] states that for matrix equations
for unknown matrix X of the type XA+BX = C, there is a unique solution if and only
if the matrices A and -B have no common eigenvalues. Based on this theorem one can
conclude that the unique solution to Eqs. (113)-(116) and hence to our original problem
(109) exists always for any nondegenerate matrix A.
It is necessary to emphasize that in order to prove the existence and uniqueness of
the representation (14) it should be shown additionally to the above Theorem that the
corresponding symmetric matrix field S,
S(x) =
∞∑
n=0
(
1
g
)n
S(n)(x), (120)
is sign definite. Above, the positive definiteness has been shown only for the zeroth-order
term S(0) =
√
AAT . The study of this problem, as well as an analogous investigation
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for the degenerate field configurations A with det ‖A‖ = 0, are beyond the scope of
this appendix and will be discussed in detail elsewhere. Here we limit ourselves to the
consideration of a specific example, elucidating the generic picture.
In the case that the matrix A is degenerate, we encounter the problem of Gribov’s
copies. As an illustration of the nonuniqueness of the gauge transformation that turns
a given field configuration A into the corresponding symmetric form, we consider the
“degenerate” field
Aa0 = 0 , Aai = − 1
gr
εaicrˆc , (121)
known as the non-Abelian Wu-Yang monopole field, with the unit vector rˆa = xa/r and
r =
√
x21 + x
2
2 + x
2
3 .
Performing the gauge transformation
Saiτa = U
+(ω)
(
Aaiτa +
1
g
∂
∂xi
)
U(ω), (122)
with U(ω) = eωaτa parametrized by one time-independent spherical symmetric function
ωa = f(r) rˆa , (123)
the Wu-Yang monopole configuration (121), antisymmetric in space and color indices, can
be brought into the “symmetric form”
S±ai = ±
√
3
gr
(δai − rˆarˆi) , (124)
if the function f(r) is constant and takes four values:
f(r) =
{
π/3 , 7π/3 for (+),
5π/3 , 11π/3 for (−). (125)
Here S+ can be obtained from the Wu-Yang monopole configuration (121) by applying
two different gauge transformations with f(r) = π/3 , 7π/3,
U1,2 = ±
(√3
2
− rˆ · τ
)
, (126)
while the S− configuration can be reached using f(r) = 5π/3 , 11π/3,
U3,4 = ∓
(√3
2
+ rˆ · τ
)
. (127)
Here it is in order to make the following comments.
For the above gauge transformations we have limr→∞ U 6= ±I. Thus they are neither
small gauge transformations nor large gauge transformations belonging to any integer
n-homotopy class [4].
The symmetric configurations (124) corresponding to the Wu-Yang monopole lie on
the stratum of degenerate symmetric matrices with one eigenvalue vanishing and two
eigenvalues equal to each other.
The symmetric configurations S+ and S− in Eq. (124) with twofold Gribov degeneracy
are related to each other by parity conjugation.
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Appendix C: Proof of θ dependence of the naive 1/g
approximation
In this appendix it is shown that straightforward application of expansion of the nonlocal
part Pa of the kinetic term in the unconstrained Hamiltonian to zeroth order discussed in
Sec. 4.1, leads to the appearance of θ dependence of the reduced system on the classical
level. Expressing the Hamiltonian (42), in terms of the principal-axes variables, defined in
Sec. 5, and performing an inverse Legendre transformation, one obtains the Lagrangian
density
L(2)(φ, χ) = 1
2
(
3∑
i=1
φ˙2i +
3∑
i,j=1
χ˙iG
−1
ij χ˙j − V (φ, χ)
)
− 1
2
(
θ
8π2
)2 i,j,k∑
cyclic
∆2i
φ2j + φ
2
k
− θ
8π2
3∑
a=1
[
φ˙aβa +
i,j,k∑
cyclic
χ˙aM
T
ai(φj − φk)
(
bi +
(φj − φk)
φ2j + φ
2
k
∆i
)]
, (128)
denoting the difference
∆i =
1
2
(φj − φk)bi − (φj + φk)
3∑
s=1
RisB
(−)
s (cyclic permutations i 6= j 6= k), (129)
with bi of Eq. (58) and B
(−)
i of Eq. (138), or, explicitly,
∆i = −
[
Xi(φjφk) + (Γijj + Γikk)φjφk − φi(φjΓikk + φkΓijj)
]
(cyclic permutations i 6= j 6= k). (130)
It easy to convince ourselves that the term proportional to θ2 is not a surface term.
Indeed, considering for simplicity configurations of spatially constant angular variables χi
and φ1 = φ2 = φ3 =: φ , it reduces to
−
(
θ
8π2
)2 3∑
i=1
∂iφ ∂iφ , (131)
which is not a four-divergence. For ∆i = 0 the Lagrangian density (128) reduces to Eq.
(69), obtained from the improved Hamiltonian (47), free of the divergence problem.
Appendix D: Representation of the unconstrained fields
in the basis of principal-axes variables
Starting from the coordinate basis expression of S in Eq. (31), we observe that the
principal-axes transformation (48) corresponds to the representation
S =
3∑
a=1
ea φa ωa , (132)
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with the one-forms
ωi :=
3∑
j=1
Rij[χ(x)]dxj , i = 1, 2, 3 (133)
and the su(2) Lie algebra basis
ea :=
3∑
b=1
Rab[χ(x)]τb , a = 1, 2, 3 . (134)
D1. Unconstrained magnetic field
The physical chromomagnetic fields Bai(S), given in Eq. (28), can be regarded as the
components of the dual ∗F (3)
Bai(S) =
1
2
3∑
i,j=1
εijk F
(3)
ajk
of the curvature two-form F (3), defined in terms of the symmetric one-form S in Eq. (30)
as
F (3) = dS + S ∧ S
In the principal-axes basis the components of the non-Abelian field strength F (3) read
F
(3)
aij = δaj Xi φj − δaiXj φi + φi Γaji − φj Γaij + Γa[ij] φa + gεaij φi φj , (no summation) ,
(135)
with the components of the connection one-form Γ defined as
Γaib :=
(
XiRR
T
)
ab
,
and the vector fields
Xi :=
3∑
j=1
Rij ∂j
dual to the one-forms ωj , ωi(Xj) = δij , and acting on the basis elements ea as
Xi ea = −
3∑
b=1
Γbiaeb . (136)
The explicit expressions for the diagonal components βi and the off-diagonal components
bi of the symmetric part of the chromomagnetic field
B(+) = RT (χ)
3∑
i=1
(
βiαi +
1
2
biαi
)
R(χ) (137)
25
are given in terms of the diagonal fields φi and the angular fields χi in cyclic form
βi = gφjφk − (φi − φj)Γikj + (φi − φk)Γijk (cyclic permutations i 6= j 6= k),
bi = Xi(φj − φk)− (φi − φj)Γijj + (φi − φk)Γikk (cyclic permutations i 6= j 6= k),
and the antisymmetric part B
(−)
i of the unconstrained magnetic field is
B
(−)
i =
1
2
a,b,c∑
cyclic
RTia [Xa(φb + φc) + (φb − φa)Γabb + (φc − φa)Γacc] . (138)
D2. Unconstrained Chern-Simons three-form
Using the Maurer-Cartan structure equations for the one-forms ωi
dωa =
3∑
c=1
Γa0cdt ∧ ωc +
3∑
b,c=1
Γabcωb ∧ ωc , (139)
with the space components of Γ given in Eq. (62), and the time components correspond-
ingly defined as
Γa0b =
(
R˙RT
)
ab
,
Eq. (70) can be written as
Q(2) = dC(2) (140)
with the three-form
C(2) =
1
8π2
3∑
a<b
(φa − φb)2 Γa0bdt ∧ ωa ∧ ωb
− 3
8π2
a,b,c∑
cyclic
[
(φa − φb)2 Γacb − 2
3
εabcφ1φ2φ3
]
ωa ∧ ωb ∧ ωc . (141)
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