We obtain a generalization of E. Noether's theorem for the optimal control problems. The generalization involves a oneparameter family of smooth maps which may depend also on the control and a Lagrangian which is invariant up to an addition of an exact differential.
Introduction
E. Noether's celebrated theorem is the result of major importance for various areas of modern physics, such as classical and quantum mechanics, classical and quantum field theory, geometric optics and general theory of relativity. It relates the invariance properties of an integral functional b a L(t, x(t),ẋ(t)) dt with the conservation laws, i.e., with the integrals of the corresponding Euler-Lagrange or Hamiltonian differential equations. Thus, conservation of momentum and angular momentum in mechanics correspond, respectively, to translational and rotational invariance of the action, while time invariance conduces to energy conservation. For an account of the relevance of Noether's theorem to physics, and for an historical survey, see [5] .
Typical formulation of the Noether's theorem in the calculus of variations considers a one-parameter family of differentiable maps h s (t, x), h s : [a, b] × R n → R × R n (see e.g. [9] ). The following generalizations of the theorem of E. Noether are widely known: invariant integrands of the calculus of variations defined on a manifold M (see e.g. [3] ); problems of the calculus of variations with multiple integrals (see e.g. [4] ); invariance with respect to r-parameter families of maps from finiteor infinite-dimensional Lie group ( [11, 12] ); variational problems of (higher order) supermechanics (see [6] ). A generalization of the Noether's theorem which involves the maps depending onẋ has been considered in the textbook by I. M. Gelfand and S. V. Fomin [8] . Another interesting generalization can be found in the book of H. Rund [14] : invariance of the Lagrangian up to addition of an exact differential dΦ s (t, x), with Φ linear on the parameter s. H. Rund remarks however (cf. [14, Remark 2, p. 297] ) that this generalization is incompatible with the one of Gelfand and Fomin. Below we provide a formulation which involves both generalizations. Furthermore, the assumption on linear dependence of Φ with respect to the parameter is eliminated.
We provide the formulation of the Noether's theorem in the optimal control setting. This means in particular the Hamiltonian rather the Lagrangian formulation. Versions of the Noether's theorem in the optimal control setting appeared earlier in the paper of H. J. Sussmann [15] and in the book of V. Jurdjevic [10, Ch. 13] . Here we extend the ideas of Gelfand and Fomin to provide a new version of E. Noether's theorem for the h sinvariant optimal control problems, where h s can depend also on the control variable (Theorem 1). Afterwards we use in addition a time reparameterization to obtain the E. Noether's theorem in more general form (Theorem 2).
Lagrange Problem of Optimal Control and Preliminaries
we define the following Lagrange problem of optimal control.
Notation. The notation W 1, 1 is used for the class of absolutely continuous functions; while W 1, ∞ is the class of Lipschitzian functions; and L ∞ is the class of measurable and essentially bounded functions.
) is said to be admissible if it satisfies the dynamics equationẋ(t) = ϕ (t, x(t), u(t)).
Definition 2.
We say that (x(·), u(·), ψ 0 , ψ(·)), with admissi-
; is a Pontryagin extremal of (P ), if the following two conditions are satisfied for almost all t ∈ [a, b]: the adjoint systeṁ
the maximality condition (2) where the Hamiltonian equals
) is a minimizer (or a maximizer) of (P ) then there exists a nonzero pair
is an absolutely continuous function of t and satisfies the equality
(see [13] ).
is called a first integral.
Main Results
We prove in §3.1 a particular case and in §3.2 more general form of Noether's theorem for the Lagrange problem of optimal control.
Noether theorem with no transformation of timevariable
then the problem (P ) is said to be invariant under the transformations h s (t, x, u) up to Φ s (t, x, u).
Remark 2. We assume u 0 (·) = u(·) and that the derivative ∂ ∂s u s (·) exist and belong to L ∞ .
Theorem 1. If (P ) is invariant under the transformations
Proof. Due to (4) we have, for all s ∈ (−ε, ε) and all
where now, and up to the end of the proof, all the functions are evaluated at (t,
Pontryagin extremal of (P ) then, by virtue of (1),
Multiplying (6) by −ψ 0 one gets
By the maximality condition (2) it follows that the expression
attains its maximum for s = 0. Therefore
is equal to zero at s = 0, that is,
From (7) and (8) 
On the other hand differentiating (5) with respect to s at s = 0 we get
and therefore we can write (9) as
This means that
Noether theorem with transformation of the timevariable
We now generalize the notion of invariance given in the Definition 4, admitting the possibility of a one-parameter transformation of the independent variable t.
Definition 5. Let
, be a one-parameter family of C 1 maps and
, R n , U; R) and for all s ∈ (−ε, ε) and admissible (x(·), u(·)) there exists a control
for t s = h s t (t, x(t), u(t)); then the problem (P ) is said to be invariant under the transformations (h s t (t, x, u), h s x (t, x, u)) up to Φ s (t, x, u).
Theorem 2. If (P ) is invariant under the transformations
is a first integral.
Remark 3. In the formulation, H is the Hamiltonian (3) associated to the problem (P ).
Proof. The proof amounts to reduction to the Theorem 1 by means of time reparameterization. This idea proved to be useful in many different contexts (see e.g. [2, 7] ). We consider t as a dependent variable and introduce a one to one Lipschitzian
Then the problem (P ) takes the form
The conclusion of the Theorem 2 is obtained from the following two propositions.
Proposition 1. If (P ) is invariant under
Proof. The Proposition is a consequence of the Definition 5. It suffices to proceed with the substitution of the variable t s = h s t (t(τ ), x(t(τ )), u(t(τ ))) in the left-hand side of the equality (10); with the change t = t(τ ) in the right-hand side of (10); and with the change of variable t = t(τ ) in (11).
is a Pontryagin extremal of (P τ ) with
where H is defined by (3) .
Proof. Direct computations show that such
is admissible for (P τ ):
The maximality condition
where the Hamiltonian H associated to the problem (P τ ) equals
is trivially satisfied since we are in the singular case: we can write (12) as
and therefore the Hamiltonian H vanishes for
It remains to prove the adjoint system: ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ dp t (τ ) dτ dp z (τ ) dτ
(14) Since dH dt = ∂H ∂t (see Remark 1) the derivative of p t (τ ) with respect to τ is given by dp
From the relation (13)
and the first of the equalities (14) is proved:
Similarly, from (13) we know that
and as far as
and hence dp z dτ = dψ(t) dt
The proof of the Proposition 2 is complete.
Let (x(·), u(·), ψ 0 , ψ(·)) be a Pontryagin extremal of (P ). Under the hypothesis of Theorem 2, the Propositions 2 and 1 and the Theorem 1 imply
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Example
Consider the problem (n = 3, r = 2)
which is an important problem in the context of subRiemannian geometry ( [16] ). Here the Hamiltonian equals
and trivial first integrals are ψ 3 and H (H does not depend on x 3 and t, and the conclusion follows directly from the adjoint system (1) and the equality 
