Abstract-The bounded-real and positive-real lemmas solve two important linear-quadratic optimal control problems related to the concepts of non-expansive and passive systems, respectively. The lemmas assume controllability, yet a non-expansive or passive system can be uncontrollable. In this paper, we solve these optimal control problems without assuming controllability. We obtain necessary and sufficient conditions for a system to be nonexpansive (passive) which augment the bounded-real (positivereal) condition with new conditions relating to the uncontrollable modes of the system. A characterisation of the set of solutions to the linear matrix inequalities in the bounded-real and positivereal lemmas is obtained.
I. INTRODUCTION
The bounded-real and positive-real lemmas are recognised as two of the most fundamental results in systems and control theory. They relate to two important linear-quadratic optimal control problems, which capture the notions of non-expansive and passive systems, respectively [1] - [3] . In the positive-real lemma, the solution to the optimal control problem provides a least upper bound on the energy which can be extracted from a passive system. The two lemmas also provide results on the solutions of important classes of linear matrix inequalities (LMIs) and algebraic Riccati equations (AREs), the theory of spectral factorization, and the concepts of bounded-real and positive-real transfer functions. However, the classical versions of these lemmas consider only controllable systems.
In [4] , it was emphasised that there is no physical basis for assuming controllability when studying passive systems: a passive system can be uncontrollable. In that paper, a theory of passive linear systems was developed which does not assume controllability. In contrast to other papers on this subject (see [5, Section 3.3] ), that paper did not introduce any alternative assumptions. However, it did not consider the related linear-quadratic optimal control problem, nor did it provide a comprehensive treatment of non-expansive systems. It is the purpose of this paper to solve the optimal control problems considered in the bounded-real and positive-real lemmas in the absence of any assumptions. In so doing, we Timothy H. Hughes is with the Department of Engineering, University of Cambridge, Trumpington Street, Cambridge, UK, CB2 1PZ, e-mail: thh22@cam.ac.uk.
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This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible. obtain a characterisation of the set of solutions to the LMIs in these two lemmas. In contrast with the case of controllable systems, we show that for there to exist a solution to the LMI in the bounded-real lemma, and for a system to be nonexpansive, it is necessary but not sufficient for the H ∞ norm of the system's transfer function to be bounded above by one. We also provide a necessary and sufficient condition, by introducing two new conditions relating to the uncontrollable modes of the system. The paper is structured as follows. In Section III, we review the classical bounded-real lemma, we introduce the associated optimal control problem and the concept of a non-expansive system, and we state our main results concerning the solution to this optimal control problem (Theorems 6-8). In particular, we define the new concept of a bounded-real pair of polynomial matrices, which forms the basis of our new necessary and sufficient condition for a system to be non-expansive. Also, we obtain an explicit characterisation of the solution to the optimal control problem in terms of an ARE (relevant when the transfer function G satisfies lim ξ→∞ (I − G(−ξ)
T G(ξ)) > 0), and a spectral factorization of I − G(−ξ)
T G(ξ) (relevant in the general case). Section IV contains analogous results of relevance to passive systems (Theorems 10-13). The rest of the paper contains the proofs of these results.
II. NOTATION AND PRELIMINARIES
The notation in the paper is as follows. R (C) denotes the real (complex) numbers; C + (C + ) denotes the open (closed) right-half plane; C − (C − ) denotes the open (closed) left-half plane. If λ ∈ C, then (λ) ( (λ)) denotes its real (imaginary) part, andλ its complex conjugate. R[ξ] (R(ξ)) denotes the polynomials (rational functions) in the indeterminate ξ with real coefficients. R m×n (resp., C m×n , R m×n [ξ], R m×n (ξ)) denotes the m × n matrices with entries from R (resp., C, R[ξ], R(ξ)). If H ∈ R m×n , C m×n , R m×n [ξ], or R m×n (ξ), then H T denotes its transpose, and if H is nonsingular (i.e., det(H) = 0) then H −1 denotes its inverse. R n×n s denotes the real n × n symmetric matrices. The block column (block diagonal) matrix with entries H 1 , . . . , H n is denoted col(H 1 · · · H n ) (diag(H 1 · · · H n )). If M ∈ C m×m , then M > 0 (M ≥ 0) indicates that M is Hermitian positive (nonnegative) definite, and spec(M ) := {λ | det(λI−M ) = 0}.
A V ∈ R n×n [ξ] is called unimodular if its determinant is a non-zero constant (equivalently, V −1 ∈ R n×n [ξ] ). The matrices P ∈ R m×n [ξ] and Q ∈ R m×q [ξ] are called left coprime if rank P −Q (λ) is the same for all λ ∈ C.
If G ∈ R m×n (ξ), then (i) normalrank(G) := max λ∈C (rank(G(λ))); (ii) G (ξ) := G(−ξ)
T ; and (iii) G is called proper if lim ξ→∞ G(ξ) exists, and strictly proper if lim ξ→∞ G(ξ) = 0. If Z ∈ R r×n (ξ) and H := Z Z, then Z is called a spectral factor of H if (i) Z is analytic in C + , and (ii) Z(λ) has full row rank for all λ ∈ C + . If G ∈ R m×n (ξ), then G ∞ denotes its H ∞ norm, and it is called boundedreal if G ∞ ≤ 1 (i.e., G satisfies I − G(λ)
T G(λ) ≥ 0 for all λ ∈C + ). If m = n, then G is called positive-real if (i) G is analytic in C + , and (ii) G(λ)
T + G(λ) ≥ 0 for all λ ∈ C + . This paper considers the state-space model
such that dx dt = Ax + Bu and y = Cx + Du}, A ∈ R d×d , B ∈ R d×n , C ∈ R m×d , D ∈ R m×n .
Here and throughout the paper, L loc 2 R, R k and AC R, R k denote the (k-vector-valued) locally square integrable functions and absolutely continuous functions, and differentiation is interpreted in a weak sense (see [6, Section 2.3.2] ). In particular, for any given u ∈ L loc 2 (R, R n ) and x 0 ∈ R d , there exists a unique (u, y, x) ∈ B s with x(t 0 ) = x 0 , which is given by the variation of the constants formula:
Ce
for all t ≥ t 0 . Finally, the external behavior of (1) is denoted
III. NON-EXPANSIVE SYSTEMS
The bounded-real lemma considers the state-space model in (1) , and the optimal control problem
From the variation of the constants formula, S σg a (x 0 ) is uniquely determined for any given
, then the system is called non-expansive. The bounded-real lemma provides the solution (if it exists) to the optimal control problem (4), and several necessary and sufficient conditions under which the system is non-expansive. These relate: (a) the alternative optimal control problem
where (u, y, x) ∈ B s , x(t 1 ) = 0, x(t 0 ) = x 0 ; (5) (b) the existence of matrices X ∈ R d×d s such that X ≥ 0 and
satisfies Λ(X) ≥ 0; and (c) whether the transfer function
is bounded-real. Also, if I −D T D > 0 then, with the notation
and
the conditions (a)-(c) also relate to the properties of the ARE Π(X) = 0. Critically to this paper, it is typically assumed that (i) (A, B) is controllable, and (ii) (C, A) is observable. With
then these assumptions amount to the algebraic constraints (i) rank(V c ) = d, and (ii) rank(V o ) = d, respectively. Lemma 1 (Bounded-real lemma): Let B s be as in (1) with (A, B) controllable and (C, A) observable; and let S σg a , S σg r , Λ, G be as in (4)- (7). The following are equivalent: (1) with A= − 1, B=0, C=1, and D=1. Then D+C(ξI−A) −1 B = 1, which is bounded-real. But if u(t) = e 2t for all t ≥ 0, and x(0) = 1, then x(t) = e −t and y(t) = e 2t + e −t for all t ∈ R and t1 0
3) The ordering of solutions to the LMI Λ(X) ≥ 0 in condition 5 does not hold when (A, B) is not controllable and/or (C, A) is not observable. For example, if B s is as in (1) with A=0, B=0, C=0, and D=1, then Λ(X) = 0 for all X ∈ R. Thus, there is no lower or upper bound on the set of X ∈ R d×d s satisfying Λ(X) ≥ 0. In contrast to Theorem 1, the strictly bounded real lemma makes no controllability or observability assumptions. The following version of this lemma is from [7] , and is a slight strengthening of the textbook version.
Lemma 2 (Strictly bounded-real lemma): Let B s , G, Π and A Π be as in (1)- (9) . The following are equivalent: 1. spec(A)∈C − and I−G(λ)
T G(λ) > 0 for all λ∈C + ∪∞.
I −D
T D > 0 and there exists X ∈ R d×d s such that X ≥ 0, Π(X) = 0, and spec(A Π (X)) ∈ C − . It is easily shown from Lemma 2 that if spec(A)∈C − and
This observation is crucial for the proof in [8] of the H ∞ suboptimal control problem. In contrast, the condition G ∞ ≤ 1 does not guarantee that S σg a (x 0 ) < ∞ for all x 0 ∈ R d (see Example 2 after Lemma 1).
One of our main objectives is to provide equivalent conditions to condition 1 in Theorem 1 which hold irrespective of controllability or observability. The conditions are inspired by [4] , which provided a version of the positive-real lemma with no controllability or observability assumptions. In contrast to [4] , the focus in this paper is on the optimal control problems (4) and (13), and we obtain an explicit description of the solutions to these two problems (irrespective of controllability).
An important new concept, which will replace the boundedreal condition in Theorem 1, is the following.
Definition 3 (Bounded-real pair):
and λ ∈ C satisfy p T (QQ − P P ) = 0 and p(λ)
T P −Q (λ) = 0, then p(λ) = 0.
It can be verified that if (P, Q) is a bounded-real pair, then Q is nonsingular and Q −1 P ∞ ≤ 1. However, the converse is not true. For example, if P (ξ) = Q(ξ) = ξ+1, then Q −1 P ∞ = 1, and condition (b) in Definition 9 holds, but condition (c) does not, so (P, Q) is not a bounded-real pair.
The main results in this section are in Theorems 6-8, which will be proved in Sections VIII and IX. Prior to stating these theorems, we note the following lemma (see [9, Section 2] ).
Lemma 4: Let B s be as in (1) and A(ξ):=ξI−A. There exist polynomial matrices P, Q, M, N, U, V, Z 1 , Z 2 , Z 3 such that
2.
M N U V is unimodular; and 3. Z 3 is nonsingular. Furthermore, whenever conditions 1-3 are satisfied, then the external behavior of B s satisfies
is as in (12) , then there exist polynomial matrices M, N, U, V, Z 1 , Z 2 and Z 3 satisfying conditions 1-3.
Remark 5: Note that if B s in (1) satisfies (12) , then G(ξ) := D+C(ξI−A) −1 B satisfies Q −1 P = G. However, the condition Q −1 P = G is only sufficient to guarantee that the external behavior satisfies (12) if P and Q are left coprime. (1)- (6) . The following are equivalent:
takes the form of (12) , where (P, Q) is a bounded-real pair. 3. There exists X ∈ R d×d s such that X ≥ 0 and Λ(X) ≥ 0.
Moreover, if (C, A) is observable and the above conditions hold, then (i) spec(A) ∈ C − ; and
Theorem 7 provides an explicit description of the solution to the optimal control problem (4) in the case (1)- (9), and let I − D T D > 0. The following are equivalent 
IV. PASSIVE SYSTEMS
The paper [4] presented a theory of passive systems which makes no controllability assumptions. A key new concept in [4] is the following.
Definition 9 (Positive-real pair): Let P, Q ∈ R n×n [ξ]. We call (P, Q) a positive-real pair if the following hold:
In this paper, we develop the results in [4] by considering a related optimal control problem for the system B s in (1) when m = n (i.e., there are equal numbers of inputs and outputs). It was shown in [4, Theorem 7] that any passive linear system can be represented in this form for some partitioning (u, y) of the system's variables such that σ p (u, y) := u T y is the power supplied to the system. In this paper, we will solve the optimal control problem (without assuming controllability):
which gives the least upper bound on the energy which can be extracted from the system from t 0 onwards. Accordingly, we call S σp a the available energy. We provide necessary and sufficient conditions for S σp a (x 0 ) < ∞ for all x 0 ∈ R d . These relate: (a) the existence of real matrices X ≥ 0 such that
satisfies the LMI Ω(X) ≥ 0; and (b) the concept of a positivereal pair of polynomial matrices. We also characterize the set
we provide an equivalent condition concerning the ARE Γ(X) = 0. The main results in this section are in the next three theorems, which will be proved in Sections VI and VII. Theorem 10: Let B s be as in (1) with m = n; let S σp a and Ω be as in (13)- (14) ; and let V o be as in (11) . The following are equivalent:
The external behavior B
(u,y) s takes the form of (12), where (P, Q) is a positive-real pair. 3. There exists X ∈ R d×d s such that X ≥ 0 and Ω(X) ≥ 0.
Remark 11: Condition 2 in the above theorem augments the positive-real condition with additional conditions on the uncontrollable modes of a system which are both necessary and sufficient for the boundedness of the optimal control problem in (13) . Note initially that Q is necessarily invertible, and , condition (a) of Definition 9 is equivalent to G being positive-real. Also, condition (b) of Definition 9 is equivalent to the behavioral stabilizability of B (u,y) s . In particular, if (C, A) is observable, then this implies that (A, B) is stabilizable, i.e., λI − A B has full row rank for all λ ∈C + . Finally, condition (c) of Definition 9 is a coupling condition between the so-called lossless and autonomous trajectories of the system.
The next theorem provides an explicit expression for S Theorem 12: Let B s be as in (1) with m = n; let S σp a , Γ, and A Γ be as in (13)- (16); let V o be as in (11); and let D+D T >0. The following are equivalent:
The final theorem provides an explicit expression for S σp a in the general case.
Theorem 13: Let B s be as in (1) with m = n; let S σp a be as in (13); and let G and V o be as in (7) and (11) . The following are equivalent:
Moreover, if these conditions hold, then
In proving Theorems 10-13, we will indicate how to compute S σp a , and how to obtain a linear state feedback law such that, with
In the next section, we prove several results relevant to both optimal control problems (4) and (13) . The following two sections contain the proofs of Theorems 10-13. The final section contains the proofs of the theorems in Section III. First, we conclude this section with an example to illustrate the distinction between the results in this section and other papers in the literature which deal with similar objectives.
It has long been recognised that the controllability and observability assumptions in the positive-real lemma are unduly restrictive, and there have been many notable attempts to relax these assumptions. A comprehensive summary is provided in [5, Section 3.3 ] (see also [10] for additional properties of the LMI Ω(X) ≥ 0). These results focus on the equivalence of the positive-real condition with the existence of solutions X ∈ R d×d s to an LMI (similar to condition 3 of Theorem 10) or an ARE (similar to condition 2 of Theorem 12) [11] - [14] . None of these papers explicitly consider the optimal control problem (13) . Also, each of these papers introduce alternative assumptions which are not necessary for guaranteeing a solution to the optimal control problem. These assumptions include: (i) spec(A) ∈ C − [13] , [14] ; (ii) (A, B) is stabilizable [11] , [12] ; (iii) G + G is nonsingular [12] ; (iv) G(jω)+G(−jω)
T > 0 for all ω ∈ R [11], [14] (note that this implies (iii)); and (v) (C, A) is observable [11] , [12] . A key objective of this paper is to avoid such assumptions entirely.
We also note that several papers have sought to demonstrate the equivalence of the conditions (a) G(jω) + G(−jω)
T ≥ 0 for all ω ∈ R; and (b) there exists X ∈ R d×d s (not necessarily non-negative definite) such that Ω(X) ≥ 0 [15] , [16] . The papers [17] , [18] consider a similar problem using the formalism of the behavioral approach. These papers again introduce additional assumptions. Specifically, [15] assumes that A is unmixed; and [16] assumes sign controllability. Both of these conditions imply the assumption (vi) jωI − A B has full row rank for all ω ∈ R. Also, [18] assumes conditions (iii), (v) and (vi); and [17] considers only single-input single-output systems which satisfy conditions (v) and (vi).
However, there are physical systems which do not satisfy any of the assumptions introduced in these papers. For example, consider the two electric circuits in Fig. 1 . Note that neither of these circuits are stabilizable (and both circuits violate assumptions (i), (ii) and (vi) in the previous discussion). Also, the circuit on the right has G+G = 0 (and also violates assumptions (iii) and (iv)). Now, consider the circuit on the left. Following Lemma 17, we let
which transform the system into observer staircase form:
We note that the final three columns of V o T −1 are zero (so this circuit also violates assumption (v)), and it follows from Theorem 10 that X − = T TX − T whereX − = diag λ 0 and λ is the least positive real number satisfying
, and from Theorem 10 we conclude that, with
2 . Note that more energy can be extracted from this system than can be extracted from the system
, despite the fact that both systems have the same transfer function.
In Remark 25, we will show how to extract the maximum possible amount of energy from this circuit. Following that remark, we let 
. Now, consider the circuit on the right of Fig. 1 . We let
From Theorem 10, we find that if how to extract the maximum amount of energy from this circuit. In that remark,
We then let i = u and v = y. In this case, i and v are independent of , and it can be verified that
V. STORAGE FUNCTIONS
In the proof of the positive-real and bounded-real lemmas, it is helpful to invoke the concept of storage functions. A special emphasis is often placed on two special state-dependent functions, which both turn out to be storage functions for controllable systems: the available storage and required supply. In this section, we provide a treatment of storage functions which is free of any controllability assumptions. The available storage continues to play a prominent role, but not the required supply, since this is not well defined for uncontrollable systems (as discussed in Section III).
We consider the quadratic form:
and the optimal control problem for the system B s in (1):
where (u, y, x) ∈ B s and x(t 0 ) = x 0 .
Here, S σ a is often referred to as the available storage [1] . Note, with Σ 11 = I, Σ 12 = 0 and Σ 22 = −I (resp.,
, we define a storage function (with respect to σ) as follows.
Definition 14: Let B s and σ be as in (1) and (17), respectively. We say S is a storage function with respect to the supply rate σ if (i) S(x 0 ) ∈ R and S(x 0 ) ≥ 0 for all
The following well known lemma proves that the boundedness of the available storage is equivalent to the existence of a storage function.
Lemma 15: Let B s , σ, and S σ a be as in (1), (17), and (18), respectively. The following hold:
a is a storage function with respect to σ.
If there exists a storage function with respect to
Proof: See [1, Theorem 1]. It is often assumed that the solution to an optimal control problem with a quadratic supply rate, if it exists, is a quadratic form in the initial state x 0 . This is relatively straightforward to establish when the optimization is over a fixed and finite time interval. However, the optimization problem in Lemma 15 is over a variable and potentially infinite time interval. As emphasised in [3] , to establish if the solution to this optimization problem is a quadratic form requires a proof. No proof of this important result is provided in [1] , and the proof in [3] assumes controllability. The following result provides a proof subject to a restriction which will turn out to be satisfied by both passive and non-expansive systems.
Lemma 16: Let B s , σ, and S σ a be as in (1), (17) , and (18), respectively. Also, for any given z ∈ R d and t 0 ∈ R, let there exist t 1 ≥ t 0 , and (u, y, x) ∈ B s with x(t 0 ) = z, such that − t1 t0
The proof is based on [19, Section 2.3] (which shows an analogous result for a finite time interval). The main difference in the proof which follows is that there may not exist a u ∈ L loc 2 (R, R n ) which achieves the supremum. We first show that, for any given
To see this, let t 1 ≥ t 0 and (u, y, x) ∈ B s with x(t 0 ) = x 0 satisfy − t1 t0
(σ(u, y))(t)dt = S σ a (x 0 ) − for some > 0. Then, from the conditions in the lemma statement, there exist t 2 ≥ t 1 and (ũ,ỹ,x) ∈ B s such thatũ(t) = u(t),ỹ(t) = y(t), and x(t) = x(t) for all t 0 ≤ t ≤ t 1 ; and − t2 t1
(σ(ũ,ỹ))(t)dt, and > 0 can be made arbitrarily small by choosing t 1 and u. This proves (19) .
To see (i), suppose instead that there exists > 0 such that
Let
−(σ(u, y))(t)dt+ 2 . Then, (λu, λy, λx) ∈ B s , λx(t 0 ) = λx 0 , and
∈ B s ,x a (t 0 )=x 1 +x 2 , and
, and completes the proof.
We next consider a related optimal control problem relating to the observer staircase form:
Lemma 17: Let B s be as in (1); let the columns of S 2 ∈ R d×(d−d) be a basis for the nullspace of V o ; let S = S 1 S 2 be nonsingular; and let S −1 =: T = col T 1 T 2 (partitioned compatibly with S). Then
Furthermore, with the notation B 1 := T 1 B, B 2 := T 2 B, and
, and (C 1 , A 11 ) is observable. Proof: The transformation of A and C is well known (see e.g., [6, Corollary 5.3.14] ). The rest of the proof is easily shown from the variation of the constants formula.
Lemma 18: Let B s , σ, and S σ a be as in (1), (17) , and (18), respectively; let S σ a (x 0 ) < ∞ for all x 0 ∈ R d ; let T 1 andB s be as in Lemma 17; and let Lemma 17 . It can be shown from the variation of the constants formula that (i) if (u, y, x) ∈ B s satisfies x(t 0 ) = x 0 , then there exists (u, y,x) ∈B s withx(t 0 ) = T 1 x 0 ; and (ii) if (u, y,x) ∈ B s satisfiesx(t 0 ) =x 0 , andx 1 ∈ R d−d , then there exists (u, y, x) ∈ B s with x(t 0 ) = T −1 col x 0x1 . Now, consider a fixed but arbitrary x 0 ∈ R d . It follows from (i) that 
VI. PASSIVE SYSTEMS AND THE AVAILABLE ENERGY
With the results of the preceding section, we will now show Theorem 10.
Proof of Theorem 10: That 2 ⇐⇒ 3 is shown in [4] . Here, we prove 1 ⇒ 4 ⇒ 3 ⇒ 1.
1 ⇒ 4 First, consider a k > 0 such that I + kD is nonsingular. Then, let
letx(t) = eÃ (t−t0) z for all t ∈ R; and letũ = −kCx and y =Cx. It can be verified that (ũ,ỹ,x) ∈ B s ,x(t 0 ) = z, and − t1 t0 
To prove 4(ii), note from Lemma 15 that S σp a is a storage function (with respect to u T y). Thus, S (u T y)(t)dt+S σp a (x(t 0 )) for all (u, y, x) ∈ B and t 1 ≥ t 0 . From the variation of the constants formula, for any given x 0 ∈ R d and u 0 ∈ R n , there exists a (u, y, x) ∈ B s with x differentiable, x(t 0 ) = x 0 and u(t 0 ) = u 0 . Thus,
and so Ω(X − ) ≥ 0. To prove 4(iv), note that if X ≥ 0 and Ω(X) ≥ 0, then
Recall from the proof of 1 ⇒ 4(iv) that S(x 0 ) = satisfy Ω(X) ≥ 0, and note that (22) holds. Then, for any given x 0 ∈ R d and > 0, there exists (u, y, x) ∈ B s with x(t 0 ) = x 0 and t 1 ≥ t 0 such that
We will show that there exists M ∈ R (independent of ) such that
Since can be chosen to be arbitrarily small, we conclude that X − ≤ X.
To obtain the bound M , we let k > 0 be such that I + kD is invertible;C andÃ be as in (21); x(t 1 ) = x 1 ; and we let (ũ(t),ỹ(t),x(t)) = (u(t), y(t), x(t)) for all t 0 ≤ t < t 1 , andx(t) = eÃ (t−t1) x 1 ,ũ(t) = −kCx(t), andỹ(t) =Cx(t) for all t ≥ t 1 . Then (ũ,ỹ,x) ∈ B s withx(t 0 ) = x 0 . Next, consider a fixed T > 0, and letÕ := T 0 eÃ T τC TC eÃ τ dτ . From earlier in the proof, (C,Ã) is observable since (C, A) is, and soÕ > 0. Moreover,
x 1 ≤ /k. Now, let λ > 0 denote the least eigenvalue ofÕ. Also, if X ≥ 0 we let µ := 0, and otherwise we let µ < 0 be the least (i.e., most negative) eigenvalue of X. By Rayleigh's quotient, x
which gives the bound M := µ/(kλ).
VII. EXPLICIT CHARACTERISATION OF THE AVAILABLE

ENERGY
In this section, we prove Theorems 12 and 13. We also show how to compute the available energy of a passive system.
Proof of Theorem 12: With the notation
then S(X) is nonsingular and
Thus,
, by Theorem 10. It remains to show that conditions 2(ii) and 2(iv) are also satisfied. To show condition 2(ii), we let σ(u, y) = u T y. From the proof of Theorem 10, σ satisfies the conditions of Lemma 16, so (19) holds. Also, for any given t 2 ≥ t 1 ≥ t 0 and (u, y, x) ∈ B s with x(t 0 ) = x 0 , then
By taking the supremum over all t 2 ≥ t 1 and u ∈ L loc 2 (R, R n ), and using (19), we find that
for any given x 0 ∈ R d and t 1 ≥ t 0 ∈ R. Then, from (23)-(25), we find that
, for any given t 1 ≥ t 0 , the above infimum is equal to x T 0 P (t 0 −t 1 )x, where P is an absolutely continuous matrix function which satisfies P (0) = 0 and
Since x 0 ∈ R d can be chosen arbitrarily, then P (t) = dP dt (t) = 0 for all t < 0, and so Γ(X − ) = 0 by (26).
To show condition 2(iv), we consider the cases: (i) (C, A) observable; and (ii) (C, A) not observable.
Case (i): (C, A) observable We note that λI − A B has full row rank for all λ ∈C + (see Remark 11) . This implies that λI − A Γ (X − ) B has full row rank for all λ ∈C + , so (A Γ (X − ), B) is stabilizable [6, Theorem 5.2.27]. The proof of this condition is then identical to [3, Lemma 7] .
Case (ii): (C, A) not observable Consider the observer staircase form (see Lemma 17) , and let B s andŜ σ a be as in Lemma 18 (for the case σ(u, y) = σ p (u, y) = u T y). It follows from Lemma 18 that X − = T T diag X − 0 T wherê
it follows from case (i) thatX − ≥ 0,Γ(X − ) = 0, and spec(AΓ(X − )) ∈C − . Also, it can be verified that Γ(X − ) = T T diag Γ (X − ) 0 T ; and
A 22 ,
(28) Now, suppose λ ∈ C + and z ∈ C d satisfy A Γ (X − )z = λz, and let T 1 be as in Lemma 17. Since λI − AΓ(X − ) is nonsingular for all λ ∈ C + , then (28) implies that T 1 z = 0, and it is then easily shown that V o z = 0.
It remains to show that if X − satisfies condition 2, then S σp a (x 0 ) = x T 0 X − x 0 . To prove this, we assume that (C, A) is observable, and we show that if X ∈ R d×d s satisfies X ≥ 0, X = X − , and Γ(X) = 0, then spec(A Γ (X)) ∈C − . The case with (C, A) not observable can then be shown by considering the observer staircase form as in the proof of case (ii) above.
If Γ(X) = 0, then Ω(X) ≥ 0, so Y := X − X − ≥ 0 by Theorem 10. Also, by direct calculation,
From before, (A Γ (X − ), B) is stabilizable, so from [3, Proof of Lemma A.1] we find that
Remark 19: Note from the proof of Theorems 10 and 12 that, in order to find the matrix X − in that theorem, it suffices to find an X − ∈ R 
with (A 11 , B 1 ) controllable. Since (C, A) is observable, then so too is (C 1 , A 11 ). Furthermore,
which is positive-real (see Remark 11) . Thus, withΓ and AΓ as in (27), it follows from [1, Lemma 2] that there exists a unique X 11 > 0 which satisfiesΓ(X 11 ) = 0 and spec(AΓ(X 11 )) ∈C − . This solution can be efficiently computed using the methods in [2, Chapter 6]. Next, note that λI − A B has full row rank for all λ ∈C + (see Remark 11) , and from (29) we conclude that spec(A 22 ) ∈ C − . Thus, from [2, Theorem 3.7.4], there exists a unique real X T 12 satisfying the Sylvester equation:
and a unique real Z ≥ 0 satisfying the Lyapunov equation:
Then, with the notation
it can be verified that X − ≥ 0, Γ(X − ) = 0, and
This implies that spec(A Γ (X − )) = spec(AΓ(X 11 )) ∪ spec(A 22 ) ∈C − , and so X − is the matrix in Theorem 12.
To prove Theorem 13, we use the following two lemmas.
where Q is nonsingular and Q −1 P is proper, and let
Then there exists B s as in (1) and polynomial matrices M, N, U, V, E, F such that, with the notation A(ξ) = ξI − A,
1.
M N U V
; and 2. condition 2 of Lemma 4 holds. In particular, (i) (C, A) is observable, and (ii) B (u,y) s = B. Also, whenever B s is as in (1) and satisfies conditions (i) and (ii), then there exist polynomial matrices M, N, U, V, E, F satisfying conditions 1 and 2, and we say that (A, B, C, D) is an observable realization of (P, Q). Finally, if (Â,B,Ĉ,D) is another observable realization of (P, Q), then there exists a nonsingular T ∈R d×d such that 
Finally, from the variation of the constants formula, we require V o B =V oB , which impliesB = T B. A similar argument applies in the cased ≥ d, and completes the proof.
Lemma 21: Let B s and G be as in (1) and (7) with m = n; let spec(A) ∈C − ; let X − , L and W be real matrices which satisfy condition 2(iiia) of Theorem 13; and let
Then Z Z=G+G , and Z is a spectral factor for G + G if and only if Y (λ) has full row rank for all λ ∈ C + . Proof: That Z Z = G + G follows by premultiplying Ω(X) in (14) by B T (−ξI − A T ) −1 I and post-multiplying by col (ξI − A) −1 B I . Since spec(A) ∈ C − , then Z is analytic in C + . Finally, consider a fixed but arbitrary λ ∈ C + , so λI − A is nonsingular, and note that
The rightmost matrix in this equation is nonsingular, so Y (λ) has full row rank for all λ ∈ C + if and only if Z(λ) does, in which case Z is a spectral factor for G + G .
Proof of Theorem 13: That 2 ⇒ 1 is immediate from Theorem 10, since X − ≥ 0 satisfies Ω(X − ) ≥ 0. It remains to show that 1 ⇒ 2, and if X − has the properties indicated in condition 2 then S σp a (x 0 ) = 1 2 x T 0 X − x 0 . We will prove this for the cases: (i) (C, A) observable and D+D T > 0; (ii) (C, A) observable; and finally (iii) (C, A) not observable.
Case (i) (C, A) observable and D+D T > 0 It suffices to show that X − satisfies condition 2 in Theorem 12 if and only if X − satisfies condition 2 in the present theorem.
First, let X − satisfy condition 2 in Theorem 12. Since D + D T > 0, then there exists a nonsingular W satisfying
From Theorems 10 and 12, spec(A)∈C − and spec(A Γ (X − ))∈C − . Also,
The matrices in (32) have full row rank for all λ ∈C − , so Z is a spectral factor for G + G by Lemma 21. Next, let X − satisfy condition 2 in the present theorem.
As before, spec(A) ∈ C − , so the matrices in (32) have full row rank for all λ ∈C − by Lemma 21, and so spec(A Γ (X − )) ∈C − . Case (ii) (C, A) observable Let P and Q be as in Theorem 10, and let P 1 := P and Q 1 := Q. If P 1 and Q 1 do not satisfy the conditions of case (i), then we will construct P m , Q m ∈ R nm×nm [ξ] which do. Specifically, we consider the following four statements:
where (P i , Q i ) is a positive-real pair and Q
By Theorem 10, P 1 and Q 1 satisfy condition (R1). Then, using Lemmas 22-24 (which follow this proof), we construct P 2 , . . . , P m , Q 2 , . . . , Q m such that condition (R1) is satisfied, n i ≤n i−1 , and deg (det (Q i ))≤ deg (det (Q i−1 )), for i = 2, . . . , m; and
and (R3) are satisfied for i = k; and if P k−1 is singular then n k < n k−1 (Lemma 23). 3) If, for i = k−1, (R2) and (R3) are satisfied but (R4) is not, then deg (det (Q k )) < deg (det (Q k−1 )) (Lemma 24). This inductive procedure terminates in a finite number of steps with matrices P m and Q m which satisfy conditions (R1)-(R4).
Next, we consider the following four statements: (S1) There exist polynomial matrices
where A i (ξ) := ξI−A i , and the leftmost matrix is unimodular.
, then X i is a real matrix which satisfies (i)
and (iii) if X is a real matrix which satisfies X ≥ 0 and
and W i are real matrices such that X i ≥ 0 and
From Lemma 20, there exist real matrices A m , B m , C m , D m such that condition (S1) holds for i = m. Thus, from case (i), there exist unique matrices X m , L m and W m which satisfy conditions (S3) and (S4) for the case i = m. Furthermore, by Theorem 10, this X m also satisfies condition (S2) for the case i = m. Then, using Lemmas 22-24, we find that there exist unique matrices X i , L i and W i which satisfy conditions (S3) and (S4), and these X i also satisfy condition (S2) (i = m − 1, . . . , 1). Now, let
, so there exists a nonsingular T ∈ R d×d such that (31) holds. It can then be verified that X − := T T X 1 T , L := L 1 T , and W := W 1 satisfy condition 2 in the present theorem statement; and
Case (iii) (C, A) not observable Consider the observer staircase form (see Lemma 17) , so (30) holds, and letB s andŜ σ a be as in Lemma 18 (for the case σ(u, y) = σ p (u, y) = u T y). It follows from Lemma 18 that 
This implies that L = [L 0]T , and W =Ŵ whereL and W satisfy the aforementioned conditions (b1) and (b2). Then, from case (ii) and Lemma 18,
We now state and prove Lemmas 22-24. Lemma 22: Let P k−1 , Q k−1 satisfy (R1) for i = k−1, and
. The following hold. 
This satisfies the conditions of note A2, so
By post-multiplying both sides of the relationship in (S1) for the case i=k by diag S −1 I , we find that (S1) holds for i=k−1. Finally, condition 2b follows
Lemma 23: Let P k−1 , Q k−1 satisfy (R1)-(R2) for i=k−1, and let n k := normalrank(P k−1 ), m k := n k−1 − n k , and r k :=rank(D k−1 ). The following hold.
There exists a nonsingular
; and P k , Q k satisfying (R1)-(R3) for i=k, with 
. Now, let the columns of T 2 ∈ R n k−1 ×m k be a basis for the nullspace of G (i.e., T 2 has full column rank and GT 2 = 0). Then, since the nullspace of D k−1 is contained in the nullspace of G, there exists T 1b ∈ R n k−1 ×(n k −r k ) such that the columns of T 1b T 2 are a basis for the nullspace of D k−1 . With 
T is upper triangular. Let P := Y P k−1 T , and note thatQ is nonsingular with
thenP andQ (partitioned compatibly with diag Ĝ 0 ) take the form indicated in (33). To show thatQ 22 in (33) is unimodular, we let λ∈C andp∈R
is a positive-real pair, this implies p(λ) = 0. Since, in addition,Ŷ is unimodular, thenp(λ) = 0, soQ 22 is unimodular. It is then easily shown from notes A1 and A2 that (P k , Q k ) is a positive-real pair. Moreover,
be as in (S1) for the case i = k; and let
The lines in the above matrix indicate the partition (a similar convention will be used in subsequent block matrix equations). It can be verified that each of these four matrices is unimodular. Also, with A i as in (S1) for i = k − 1 and i = k, then
Thus, with E k−1 := E k 0 T −1 and F k−1 := F k 0 T T , it can be verified that (S1) holds for i=k−1. To see 2b, note initially that T
We denote the rightmost matrix in (34) by S; we let
and Ω k (X k ) be as in (S3), and we note that
This shows 2b(ii). Also, since S is nonsingular, then 2b(iii) holds. The proof of 2c is similar, noting that (34) also holds in this case.
Lemma 24:
; and let
Then: a) (S1) holds for i = k−1.
; and let L k :=L 1 +W 1Ĉ1 , and
is a positivereal pair and P k−1 is nonsingular, then P
has a pole at infinity, then it is simple and the residue matrix J := lim ξ→∞ (
is real and non-negative definite [2, Theorem 2.7.2]. Thus, there exist real matrices J,D and strictly proper real-rational matrices G, H (partitioned compatibly with D k−1 ), such that
By considering the first block row in the equation 0 = lim ξ→∞ (
, we obtain J 11 = 0 and J 12 = 0. Then, by condidering the bottom right block in the equation lim ξ→∞ ((P
k−1 P k−1 )(ξ)) = I, we find that J 22 lim ξ→∞ (ξH 22 (ξ)) = I, which implies that J 22 is nonsingular. By letting K := J 22 , we obtain condition 1.
k P k is proper and positive-real by [2, Theorem 8.4.3] , and lim ξ→∞ ((Q −1 k P k )(ξ)) is equal to the matrixD in (36). Then, the top left block in the equation
It can be verified that S satisfies the conditions of note A2, whence (P k , Q k ) is a positive-real pair. Finally, that deg (det (Q k )) < deg (det (Q k−1 )) will follow from condition 3a, noting from the final two block columns in (S1) that
be as in (S1) for the case i = k, partition these matrices compatibly as
, and
It can be verified that each of the above matrices is unimodular (the modulus of the determinant of the righmost matrix is equal to det (K)). Also, with E k−1 := col F k 0 and F k−1 := col E k 0 +col Û 2 I 0 K , it can be verified that (S1)
= 0, which proves 3b(i). To show 3b(ii), we partition X k−1 compatibly with A k−1 as
We denote the rightmost matrix in this equation by S, we let Ω k−1 (X k−1 ) and Ω k (X k ) be as in (S3), and by direct calculation we obtain S T Ω k−1 (X k−1 )S = diag Ω k (X k ) 0 . This proves 3b(iii). Condition 3b(iv) then follows since the rightmost matrix in (37) is nonsingular.
Next, let X k , L k , W k , X k−1 , L k−1 and W k−1 be as in condition 3c. We recall that the rightmost matrix in equation (37) (denoted S) is nonsingular. In particular,
We find that
, so 3c(i) holds, and 3c(ii) follows since S −1 is nonsingular. We conclude this section with a remark about computing the optimal control.
Remark 25: If B s in (1) satisfies m = n, D+D T > 0 and T > 0 for all ω ∈ R, D + D T > 0, and G has no poles inC + . Since, in addition, (C, A) is observable and (A, B) is stabilizable, then it can be shown that spec(A ) ∈ C − . It then follows from [12] that there exists X − ∈ R 
VIII. NON-EXPANSIVE SYSTEMS AND THE AVAILABLE
STORAGE
To prove Theorem 6, we will employ transformations which relate non-expansive and passive systems, and similar transformations which relate positive-real and bounded-real pairs.
Proof of Theorem 6: We will first show the two chains of implications 1 ⇒ 4 ⇒ 3 ⇒ 1, and 4 ⇒ 2 ⇒ 3.
1 ⇒ 4 ⇒ 3 ⇒ 1 First, let z ∈ R d , and let x(t) = e A(t−t0) z for all t ∈ R,ũ = 0, andỹ = Cx. Then (ũ,ỹ,x) ∈ B s ,x(t 0 ) = z, and It can be verified thatΠ(X) = Π(X) andÂΠ(X) = A Π (X), so this case follows from case (i). Case (iii) (C, A) observable, m < n In this case, we let P ,Q,Â,B,Ĉ, andD be as in case (iii) in the proof of 2 ⇒ 3 in Theorem 6. Then, withΠ(X) andÂΠ(X) as in (45)- (46), we obtainΠ(X) = Π(X) andÂΠ(X) = A Π (X). The proof then follows the argument in case (ii).
Case (iv) (C, A) not observable This can be proved in the manner of case (ii) in the proof of 1 ⇒ 2 in Theorem 12.
Finally, with a similar proof to the corresponding implication in Theorem 12, we find that if X − satisfies condition 2 of the present theorem, then S This follows from Theorem 6, since X − ≥ 0 and Λ(X − ) ≥ 0.
For the remainder of the proof, we let (C, A) be observable and m = n. The cases m > n and m < n can be shown by augmenting to the case m = n as in the proof of Theorem 7. The case (C, A) not observable can be shown with a similar argument to the corresponding implication in Theorem 13.
1 ⇒ 2 Since S σg a (x 0 ) < ∞ for all x 0 ∈ R d , then (P, Q) is a bounded-real pair by Theorem 6. Next, let Σ,P ,Q,Â,B,Ĉ, andD be as in case (i) in the proof of 2 ⇒ 3 in Theorem 6 (so I − DΣ is nonsingular and (Ĉ,Â) is observable), and letĜ(ξ) :=D+Ĉ(ξI −Â) −1B . Then (P ,Q) is a positive-real pair, so from Theorems 10 and 13 there exist real matrices X − ,L, andŴ with X − ≥ 0 such that From Theorem 10, spec(Â) ∈C − . Also, from Theorem 6, spec(A) ∈ C − . Since, in addition, (I−DΣ) is nonsingular, then a similar argument to the proof of Lemma 21 shows that Z is a spectral factor of I − G G. satisfy the aforementioned conditions (a) and (b). From Theorem 13, these conditions uniquely determine X − .
