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Abstract
For a graph G = (V ,E) with vertex-set V = {1, 2, . . . , n}, which is allowed to have parallel edges, and
for a field F , letS(G;F) be the set of all F -valued symmetric n × n matrices A which represent G. The
maximum corank of a graph G is the maximum possible corank over all A ∈S(G;F). If (G1,G2) is a
(2)-separation, we give a formula which relates the maximum corank of G to the maximum corank of
some small variations of G1 and G2.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let G = (V ,E) be a simple graph with V = {1, 2, . . . , n}. Define S(G) as the set of all
real-valued symmetric n × n matrices A = [ai,j ] with ai,j /= 0, i /= j , if and only if ij ∈ E. The
corank of a matrix A is its nullity and we denote it by corank(A). The maximum corank of G is
M(G) = max{corank(A)|A ∈S(G)}.
The problem is to find M(G) for a given graph G. Denote by mr(G) the smallest possible rank
over all A ∈S(G). If the graph G has n vertices, mr(G) + M(G) = n. The problem of finding
M(G) is therefore equivalent to the problem of finding mr(G).
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For trees, the problem of finding M(G) was solved by Nylen [7] and by Johnson and Leal
Duarte [6]. Let T be a tree. An appropriate vertex p of T is one such that at least two components
of T − p are paths that are connected to p in T through an endpoint. Nylen showed that, if p is an
appropriate vertex of T , then M(T ) = M(T − p) − 1. By recursion one can compute M(T ) for
a given tree T . Johnson and Leal Duarte showed that for a tree T , M(T ) is equal to the minimum
number of vertex-disjoint paths needed to cover all vertices of T .
It is not difficult to see that a graph G has mr(G)  1 if and only if G is the union of a complete
graph and some isolated vertices. Barrett et al. [2] gave several characterizations of those graphs
G for which mr(G)  2. One of these characterizations is by means of six forbidden subgraphs.
Fiedler [4] showed that a graph G with n vertices has mr(G)  n − 1 if and only if G is a path.
A separation of a graph G = (V ,E) is a pair of subgraphs (G1,G2) such that V (G1) ∪
V (G2) = V , E(G1) ∪ E(G2) = E, and E(G1) ∩ E(G2) = ∅. The order of a separation is
|V (G1) ∩ V (G2)|. A k-separation is a separation of order k. A ( k)-separation is a separation
of order  k. Let (G1,G2) be a 1-separation of a graph G and let r be the common vertex of G1
and G2. Hsieh [5] and, independently, Barioli et al. [1] showed that
M(G) = max{M(G1) + M(G2) − 1,M(G1 − r) + M(G2 − r) − 1}.
Their result shows that for the determination of M(G) it suffices to consider 2-connected graphs.
In this paper, we present a formula for the case of a 2-separation (G1,G2) of a graph G. This
result shows that for the determination of M(G) it suffices to consider 3-connected graphs. Since
the graphs in some of the expressions of the formula can have parallel edges, we will extend
S(G) to graphs G which may have parallel edges.
The outline of this paper is as follows. In Section 2, we extend S(G) to graphs that may
have parallel edges and to matrices with entries in a field F . We also introduce some notation.
In Section 3, we give a proof of the theorem of Hsieh, and Barioli et al.; this proof illustrates the
techniques that we will use in the proof for the formula for 2-separation. In Section 4, we present
and prove the formula for 2-separations. We will also give some consequences of this result.
2. Maximum corank
We first extendS(G) to graphs which may have parallel edges, and generalize it to arbitrary
fields F .
Let G = (V ,E) be a graph with V = {1, 2, . . . , n} which we allow to have parallel edges. We
denote by F2 the field with only two elements. If F is a field unequal to F2, we defineS(G;F)
as the set of all F -valued symmetric n × n matrices A = [ai,j ] with
(1) ai,j = 0 if i /= j and i and j are not adjacent,
(2) ai,j /= 0 if i /= j and i and j are connected by exactly one edge,
(3) ai,j ∈ F if i /= j and i and j are connected by multiple edges, and
(4) ai,i ∈ F for all i ∈ V .
If F = F2, we defineS(G;F2) as the set of all F2-valued symmetric n × n matrices A = [ai,j ]
with
(1) ai,j /= 0 if i /= j and i and j are connected by an odd number of edges,
(2) ai,j = 0 if i /= j and i and j are connected by an even number of edges, and
(3) ai,i ∈ F2 for all i ∈ V .
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For any field F and any graph G, we denote by M(G;F) the maximum corank attained by
any A ∈S(G;F). If F = R, we use M(G) for M(G;R).
Let G be a graph and letF be the set of pairs of distinct vertices of G between which we have
parallel edges. Let G be the set of all graphs obtained from G by removing all or all but one edge
between each pair (i, j) ∈F. Each graph in G is simple and it is easy to see that M(G) equals
max{M(H)|H ∈ G}. So the problem of finding M(G) for graphs G in which we allow parallel
edges is easily translated to the problem of finding M(G) for simple graphs G.
For a vertex v of a graph G = (V ,E), we denote by NG(v) the set of all neighbors of v. We
shall also use N(v) if it is clear what graph G we mean. If S ⊆ V , then G − S denotes the graph
obtained from G by deleting all vertices in S. If S = {r}, we also write G − r for G − S.
Let A be a symmetric matrix with sets of row and column indices equal to V . If S ⊆ V , we
denote by A[S] the principal submatrix of A with row and column indices in S, and we denote by
A(S) the principal submatrix of A with row and column indices in V − S. If R, S ⊆ V , we denote
by A[S,R] the submatrix of A with row indices in S and column indices in R. For convenience,
we define A[∅] to be nonsingular.
Let G = (V ,E) be a graph and let A ∈S(G;F). If S is a nonempty subset of V such that
A[S] is nonsingular, the Schur complement is defined as
A/A[S] = A(S) − A[V − S, S]A[S]−1A[S, V − S]
with sets of row and column indices equal to V − S. For S = ∅, we define A/A[S] = A. Notice
that corank(A) = corank(A/A[S]). If S,R ⊆ V and S ∩ R = ∅, then
det(A[S ∪ R]) = det(A[S])det(A[S ∪ R]/A[S]).
If A = [ai,j ] is a symmetric n × n matrix, then the graph of A, notation G(A), is the simple
graph with vertex-set {1, 2, . . . , n} and edge-set all pairs {i, j}, i /= j , such that ai,j /= 0.
Lemma 1. Let G = (V ,E) be a graph and let R ⊆ V. Let A = [ai,j ] ∈S(G;F). Then there is
an S ⊆ V − R such that B = [bi,j ] = A/A[S] satisfies B(R) = 0.
Proof. Take S ⊆ V − R such that A[S] is nonsingular and |S| is as large as possible. Let B =
[bi,j ] = A/A[S]. If bi,i /= 0 for some i ∈ V − (S ∪ R), then
det(A[S ∪ {i}])= det(A[S])det(A[S ∪ {i}]/A[S])
= det(A[S])bi,i
/= 0.
This contradicts the maximality of |S|. Hence bi,i = 0 for each i ∈ V − (S ∪ R).
If there are vertices i, j ∈ V − (S ∪ R) such that bi,j /= 0, then the principal submatrix
K =
[
0 bi,j
bj,i 0
]
of B has det(K) < 0. So
det(A[S ∪ {i, j}])= det(A[S])det(A[S ∪ {i, j}]/A[S])
= det(A[S])det(K)
/= 0.
Hence B(R) = B[V − (R ∪ S)] = 0. 
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3. 1-Separations
Let (G1,G2) be a 1-separation of G, and let {r} = V (G1) ∩ V (G2). In this section, we show
that for any field F
M(G;F) = max{M(G1;F) + M(G2;F) − 1,M(G1 − r;F) + M(G2 − r;F) − 1}.
Proofs of this result can be found in Hsieh [5] and in Barioli et al. [1]. We include a proof here for
completeness and to illustrate the techniques used for the proof of the formula for 2-separations.
The proof of the following lemma is standard.
Lemma 2. Let G be a graph and v be a vertex of G. Then
M(G − v;F) − 1  M(G;F)  M(G − v;F) + 1.
Let G = (V ,E) be a graph, let (G1,G2) be a separation of G, and let R = V (G1) ∩ V (G2).
If B = [bi,j ] ∈S(G1;F) and C = [ci,j ] ∈S(G2;F), we denote by B ⊕R C the matrix A =
[ai,j ] ∈S(G;F) with
(1) ai,j = bi,j if i, j ∈ V (G1) and at least one of i and j does not belong to R,
(2) ai,j = ci,j if i, j ∈ V (G2) and at least one of i and j does not belong to R,
(3) ai,j = bi,j + ci,j if i, j ∈ R, and
(4) ai,j = 0 otherwise.
(This matrix does indeed belong toS(G;F), as (G1,G2) is a separation of G.) If R = {r}, we
write B ⊕r C for B ⊕R C.
The proof of the following theorem is standard.
Theorem 3. Let G be the disjoint union of G1 and G2. Then
M(G;F) = M(G1;F) + M(G2;F).
The following lemma follows immediately from the fact that rank(B + C)  rank(B) +
rank(C) if B and C are matrices of the same size.
Lemma 4. Let (G1,G2) be a separation of G, and let R = V (G1) ∩ V (G2). If B = [bi,j ] ∈
S(G1;F) and C = [ci,j ] ∈S(G2;F), then B ⊕R C ∈S(G;F) and corank(B ⊕R C) 
corank(B) + corank(C) − |R|.
The next lemma will be used in the proof of Theorems 7 and 14.
Lemma 5. Let G = (V ,E) be a simple graph and let u be a vertex of degree 1 in G. Let w be the
neighbor of u. Let A = [ai,j ] ∈S(G) such that au,u = 0. Then corank A({u,w}) = corank A.
Proof. Since au,u = 0, A[{u,w}] is nonsingular; its inverse is
− 1
a2v,u
[
av,v −au,v
−au,v 0
]
.
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Let B = [bi,j ] = A/A[{v,w}]; then
bi,j = ai,j + 1
a2v,u
[
0 ai,v
] [ av,v −av,u
−av,u 0
] [
0
av,j
]
= ai,j ,
so B = A({u,w}). Hence corank(A({u,w})) = corank(B) = corank(A). 
Lemma 6. Let (G1,G2) be a 1-separation of G and let {r} = V (G1) ∩ V (G2). Then each of the
following inequalities hold:
(1) M(G;F)  M(G1;F) + M(G2;F) − 1, and
(2) M(G;F)  M(G1 − r;F) + M(G2 − r;F) − 1.
Proof. We first show that M(G;F)  M(G1;F) + M(G2;F) − 1. Let B ∈S(G1;F) and C ∈
S(G2;F) with corank(B) = M(G1;F) and corank(C) = M(G2;F). Let A = B ⊕r C. Then
A ∈S(G;F) and, by Lemma 4, corank(A)  corank(B) + corank(C) − 1. Hence M(G;F) 
M(G1;F) + M(G2;F) − 1.
Next we show thatM(G;F)  M(G1 − r;F) + M(G2 − r;F) − 1. LetB ∈S(G1 − r;F)
and C ∈S(G2 − r;F) with corank(B) = M(G1 − r;F) and corank(C) = M(G2 − r;F).
Then A = B ⊕ C ∈S(G − r;F), and corank(A) = corank(B) + corank(C). Therefore,
M(G − r;F)  M(G1 − r;F) + M(G2 − r;F). Hence, by Lemma 2, M(G;F)  M(G1 −
r;F) + M(G2 − r;F) − 1. 
Theorem 7. Let (G1,G2) be a 1-separation of G = (V ,E) and let {r} = V (G1) ∩ V (G2). Then
M(G;F) = max{M(G1;F) + M(G2;F) − 1,M(G1 − r;F) + M(G2 − r;F) − 1}.
(1)
Proof. It suffices by Lemma 6 to show that at least one of the following inequalities hold:
(1) M(G;F)  M(G1;F) + M(G2;F) − 1,
(2) M(G;F)  M(G1 − r;F) + M(G2 − r;F) − 1.
LetA ∈S(G;F) such that corank(A) = M(G;F). By Lemma 1, we can find an S ⊆ V − {r}
such that Z = [zi,j ] = A/A[S] satisfies Z(r) = 0. Let H = (W, F ) = G(Z). Then H is a simple
graph in which for each vertex v ∈ W − {r}, NH(v) ⊆ {r} and zv,v = 0. Clearly, corank(A) =
corank(Z).
Suppose now first that there is a vertex v ∈ W − {r} adjacent to r . Since Z[{v, r}] is nonsin-
gular, we have by Lemma 5
corank Z = corank Z/Z[{v, r}] = corank Z({v, r}) = |W | − 2.
Since corank(Z(r)) = |W | − 1, we see that
corank(Z(r)) = corank(Z) + 1.
Hence
corank(A(r))= corank(Z(r))
= corank(Z) + 1 = corank(A) + 1.
SinceA(r) ∈S(G − r;F), corank(A(r))  M(G − r;F) = M(G1 − r;F) + M(G2 − r;F),
by Theorem 3. Hence
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M(G;F) = corank(A)  M(G1 − r;F) + M(G2 − r;F) − 1.
We may therefore assume that H consists of isolated vertices only. If zr,r /= 0, then sub-
tracting zr,r from ar,r in A yields a matrix A′ ∈S(G;F) with corank(A′) > corank(A). This
contradiction shows that zr,r = 0. Thus Z = 0 and corank(A) = |W |. We can find matrices B =
[bi,j ] ∈S(G1;F) and C = [ci,j ] ∈S(G2;F) such that B ⊕r C = A. Let S1 = S ∩ V (G1) and
S2 = S ∩ V (G2). Since B[S1] = A[S1] and C[S2] = A[S2], B[S1] and C[S2] are nonsingular.
Let X = [xi,j ] = B/B[S1] and Y = [yi,j ] = C/C[S2]. A calculation shows that xi,j = zi,j for
i, j ∈ V (G1) − S1 except possibly xr,r , and, similarly, that yi,j = zi,j for i, j ∈ V (G2) − S2
except possibly yr,r . If xr,r /= 0, we subtract xr,r from br,r in B and add xr,r to cr,r in C. We
obtain a matrix B ′ = [b′i,j ] ∈S(G1;F) such that B ′/B ′[S1] = 0. We may therefore assume that
xr,r = 0, so X = 0. Since zr,r = xr,r + yr,r = 0, we have also that yr,r = 0, so Y = 0.
Let H1 = (W1, F1) = G(X) and H2 = (W2, F2) = G(Y). Then (H1, H2) is trivially a 1-sep-
aration of H , and H1 and H2 consists of isolated vertices only.
Hence
corank(B) + corank(C)= corank(X) + corank(Y )
= |W1| + |W2|
= |W | + 1
= M(G;F) + 1.
From this it follows that M(G;F)  M(G1;F) + M(G2;F) − 1. 
Since (1) does not depend on the field F , we obtain a different proof of a theorem of Chenette
et al. [3].
Theorem 8. Let T be a tree. Then M(T ;F) does not depend on the field F. In particular,
M(T ;F) equals the minimum number of vertex-disjoint paths needed to cover all vertices of T .
Proof. We prove this by induction on the number of vertices of T . If T consists of at most two
vertices, then M(T ;F) does not depend on the field F . If T has more than one edge, then T has
a 1-separation (T1, T2), where T1 and T2 each contain at least two vertices. Let r be the vertex of
V (T1) ∩ V (T2). By induction M(T1;F), M(T2;F), M(T1 − r;F), M(T2 − r;F) do not depend
on the field F . By Theorem 7, M(T ;F) does not depend on the field F . 
4. 2-Separations
Let G = (V ,E) be a graph and let u ∈ V . By S(G, u;F) we denote the set of all matrices
A = [ai,j ] ∈S(G;F) with au,u = 0. In the proof of the formula for 2-separations we need the
following lemma; it allows in some cases to reduce 2-separations to 1-separations.
Lemma 9. Let G = (V ,E) be a graph and let R = {r1, r2} be a set of distinct vertices of G. Let
G′ be obtained from G by adding a new vertex u and connecting it to each vertex in R by a single
edge. Let G be obtained from G by identifying the vertices in R to one vertex r. Then
max{corank(A)|A = [ai,j ] ∈S(G′, u;F)} = M(G;F).
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Proof. We first show that max{corank(A)|A = [ai,j ] ∈S(G′, u;F)}  M(G;F). Let
B = [bi,j ] ∈S(G′, u;F) be a matrix such that
corank(B) = max{corank(A)|A = [ai,j ] ∈S(G′, u;F)}.
Since bu,u = 0, we know that detB[{u, r1}] /= 0. Let
W = [wi,j ] = B/B[{u, r1}].
Then corank(W) = corank(B) and
wi,j = det(B[{u, r1, i}, {u, r1, j}])/det(B[{u, r1}]).
To show that M(G;F)  corank(B), it remains to show that W ∈S(G;F).
If i, j ∈ V − {u, r1, r2}, then
det(B[{u, r1, i}, {u, r1, j}])= det
⎛
⎝
⎡
⎣ 0 bu,r1 0br1,u br1,r1 br1,j
0 bi,r1 bi,j
⎤
⎦
⎞
⎠
= bi,jdet
([
0 bu,r1
br1,u br1,r1
])
.
Hence wi,j = bi,j for i, j ∈ V − {u, r1, r2}. Therefore, W(r2) ∈S(G − r;F).
If j ∈ V − {u, r1, r2}, then
det(B[{u, r1, r2}, {u, r1, j}] = det
⎛
⎝
⎡
⎣ 0 bu,r1 0br1,u br1,r1 br1,j
br2,u br2,r1 br2,j
⎤
⎦
⎞
⎠
= −bu,r1(br1,ubr2,j − br1,j br2,u)
and so
wr2,j = br2,j − br1,j br2,u/br1,u
for j ∈ V − {u, r1, r2}. We will now show that
(1) if wr2,j /= 0 and F /= F2, then in G there is at least one edge between r2 and j ,
(2) if wr2,j = 0 and F /= F2, then in G there are no edges or at least two edges between r2 and
j ,
(3) if wr2,j /= 0 and F = F2, then in G there is an odd number of edges between r2 and j , and
(4) if wr2,j = 0 and F = F2, then in G there is an even number of edges between r2 and j .
If F /= F2 and wr2,j /= 0, then at least one of br1,j and br2,j is nonzero. In G we then have
at least one edge between r1 and j , or between r2 and j . Hence in G we have at least one edge
between r2 and j . If F /= F2 and wr2,j = 0, then either br1,j = 0 and br2,j = 0, or br1,j /= 0 and
br2,j /= 0. If br1,j = 0 and br2,j = 0, then in G there are no edges or at least two edges between
r1 and j and between r2 and j . Hence in G, there are no edges or at least two edges between
r2 and j . If br1,j /= 0 and br2,j /= 0, then in G there is at least one edge between r1 and j and
between r2 and j . Hence in G there are at least two edges between r2 and j . We can conclude
that W ∈S(G;F) if F /= F2. If F = F2, then wr2,j = br2,j + br1,j . So if wr2,j /= 0, then either
br1,j /= 0 and br2,j = 0, or br1,j = 0 and br2,j /= 0. Hence in G there is either an odd number of
edges between r1 and j and an even number of edges between r2 and j , or an even number of
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edges between r1 and j and an odd number of edges between r2 and j . In G we then have an odd
number of edges between r2 and j . The case where F = F2 and wr2,j = 0 can done similarly. So
we have W ∈S(G;F2).
To see max{corank(A)|A = [ai,j ] ∈S(G′, u;F)}  M(G;F), let W ∈S(G;F) such that
corank(W) = M(G;F). We define a matrix B = [bi,j ] ∈S(G′, u;F) such that B/B[{u, r1}] =
W . Let bu,u = 0, bu,r1 = 1, bu,r2 = −1, br1,r1 = 0, and bu,j = 0 for j ∈ V (G′) − {u, r1, r2}. If
F /= F2 and there is no edge between r1 and r2 in G, let br1,r2 = 0. If F /= F2 and there is at least
one edge between r1 and r2 in G, let br1,r2 = 1. If F = F2 and there is an even number of edges
between r1 and r2 in G, let br1,r2 = 0. If F = F2 and there is an odd number of edges between r1
and r2 in G, let br1,r2 = 1. Let br2,r2 = wr2,r2 − 2br1,r2 and let B({u, r1, r2}) = W(r2).
We can find numbers br1,j and br2,j for j ∈ V − {u, r1, r2} with wr2,j = br1,j + br2,j such
that B ∈S(G′, u;F). This is a case study. If F /= F2 and wr2,j = 0, then there are either no
edges between r2 and j or at least two edges between r2 and j in G. If there is no edge between
r2 and j , let br1,j = br2,j = 0. If there are at least two edges between r2 and j in G, then we
distinguish three cases: there is at least one edge between r1 and j and at least one edge between
r2 and j in G, there are no edges between r1 and j and at least two edges between r2 and j in G, or
there are at least two edges between r1 and j and no edges between r2 and j in G. In the first case,
we take br1,j = −br2,j = 1 and in the second and third case, we take br1,j = br2,j = 0. If F /= F2
and wr2,j /= 0, then there is at least one edge between r2 and j in G. We distinguish three cases:
in G there is no edge between r1 and j and at least one edge between r2 and j , there is at least
one edge between r1 and j and no edge between r2 and j , or there is at least one edge between
r1 and j and there is at least one edge between r2 and j . In the first case, we take br1,j = 0 and
br2,j = wr2,j . The second case is similar. In the third case, we choose br1,j ∈ F with br1,j /= 0
and br1,j /= wr2,j ; since F /= F2, we can do this. We then take br2,j = wr2,j − br1,j . If F = F2,
we take for br1,j and br2,j the congruence class of the number of edges between r1 and j modulo
2, and the congruence class of the number of edges between r2 and j modulo 2, respectively.
A calculation shows that B/B[{u, r1}] = W . Hence max{corank(A)|A ∈S(G′, u;F)} 
M(G;F). 
Lemma 10. Let G = (V ,E) be a graph and let R = {r1, r2} ⊆ V. Let G be obtained from G by
identifying the vertices of R. Then
M(G;F)  M(G;F) + 1.
Proof. Let G′ be obtained from G by adding a new vertex u and connecting it to each vertex
in R. Then M(G;F) = max{corank(B)|B ∈S(G′, u;F)}. Since max{corank(B)|B ∈
S(G′, u;F)}  M(G′;F) and, by Lemma 2,M(G′;F)  M(G;F) + 1, we obtainM(G;F) 
M(G;F) + 1. 
Lemma 11. Let (G1,G2) be a ( 2)-separation of G and let T ⊆ R = V (G1) ∩ V (G2). Then
M(G)  M(G1 − T ;F) + M(G2 − T ;F) − |R|.
Proof. Let B ∈S(G1 − T ;F) and C ∈S(G2 − T ;F) with corank(B) = M(G1 − T ;F) and
corank(C) = M(G2 − T ;F). Let U = R − T . Then (G1 − T ,G2 − T ) is a separation of G −
T and A = B ⊕U C ∈S(G − T ;F). By Lemma 4, corank(A)  corank(B) + corank(C) −
|U |. Therefore, M(G − T ;F) − |T |  M(G1 − T ;F) + M(G2 − T ;F) − |R|. Hence, apply-
ing Lemma 2 |T | times, we obtain M(G;F)  M(G1 − T ;F) + M(G2 − T ;F) − |R|. 
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Lemma 12. Let (G1,G2) be a 2-separation of G, let R = V (G1) ∩ V (G2), and let G1 and G2
be obtained from G1 and G2, respectively, by identifying the vertices in R. Then
M(G;F)  M(G1;F) + M(G2;F) − 2.
Proof. Let G be obtained from G by identifying the vertices in R. By Lemma 10, M(G;F) 
M(G;F) + 1. By Theorem 7, M(G1;F) + M(G2;F) − 1  M(G;F). Hence M(G1;F) +
M(G2;F) − 2  M(G;F). 
Lemma 13. Let (G1,G2) be a 2-separation of G, let H1 and H2 be obtained from G1 and G2,
respectively, by adding an edge between the vertices of R = {r1, r2} = V (G1) ∩ V (G2), and let
G1 and G2 be obtained from G1 and G2, respectively, by identifying r1 and r2. Then each of the
following inequalities hold:
(1) M(G;F)  M(G1;F) + M(G2;F) − 2,
(2) M(G;F)  M(H1;F) + M(H2;F) − 2,
(3) M(G;F)  M(G1;F) + M(G2;F) − 2,
(4) M(G;F)  M(G1 − r1;F) + M(G2 − r1;F) − 2,
(5) M(G;F)  M(G1 − r2;F) + M(G2 − r2;F) − 2, and
(6) M(G;F)  M(G1 − R;F) + M(G2 − R;F) − 2.
Proof. The first inequality and the last three inequalities follow from Lemma 11. The third inequal-
ity follows from Lemma 12. So it remains to show that M(G;F)  M(H1;F) + M(H2;F) − 2.
We will first consider the case that F /= F2.
Let B = [bi,j ] ∈S(H1;F) and C = [ci,j ] ∈S(H2;F) with corank(B) = M(H1;F) and
corank(C) = M(H2;F). If br1,r2 = cr1,r2 = 0, then both G1 and G2 have at least one edge
between r1 and r2. Hence G has multiple edges between r1 and r2, and therefore, A = B ⊕R
C ∈S(G;F). Thus M(G;F)  corank(B) + corank(C) − 2, by Lemma 4. If br1,r2 = 0 and
cr1,r2 /= 0, then G1 has at least one edge between r1 and r2. Hence G has at least one edge
between r1 and r2, and therefore, A = B ⊕R C ∈S(G;F). Thus M(G;F)  corank(B) +
corank(C) − 2. The case with br1,r2 /= 0 and cr1,r2 = 0 is similar. If br1,r2 /= 0 and cr1,r2 /= 0,
then either H1 and H2 both have exactly one edge between r1 and r2, or H1 or H2 has multiple
edges between r1 and r2. If H1 and H2 both have exactly one edge between r1 and r2, then
G1 and G2 have no edges between r1 and r2, and so does G. Multiplying B with a scalar,
we may assume that br1,r2 = −cr1,r2 . Then A = B ⊕R C ∈S(G;F). If H1 or H2 has multiple
edges between r1 and r2, then G1 or G2 has at least one edge between r1 and r2. Hence G
has at least one edge between r1 and r2. Multiplying B with a scalar, we may assume that
br1,r2 /= −cr1,r2 . ThenA = B ⊕R C ∈S(G;F). Thus, also in these casesM(G)  corank(B) +
corank(C) − 2.
We now consider the case that F = F2. If br1,r2 = cr1,r2 = 0, then both G1 and G2 have an
odd number of edges between r1 and r2. Hence G has an even number of edges between r1
and r2, and therefore, A = B ⊕R C ∈S(G;F2). Thus M(G;F2)  corank(B) + corank(C) −
2. If br1,r2 = 0 and cr1,r2 /= 0, then G1 has an odd number of edges between r1 and r2, and
G2 has an even number of edges between r1 and r2. Hence G has an odd number of edges
between r1 and r2, and therefore A = B ⊕R C ∈S(G;F2). Thus M(G;F2)  corank(B) +
corank(C) − 2. The cases with br1,r2 /= 0 and cr1,r2 = 0, and with br1,r2 /= 0 and cr1,r2 /= 0 are
similar. 
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Let J = (W, F ) be a graph in which there are two distinct vertices r1, r2 such that N(v) ⊆
{r1, r2} for each v ∈ W − {r1, r2}. Define c1(J ) as the number of vertices in W − {r1, r2} con-
nected to only r1, c2(J ) as the number of vertices in W − {r1, r2} connected to only r2, and c12(J )
as the number of vertices in W − {r1, r2} connected to both r1 and r2.
Theorem 14. Let (G1,G2) be a 2-separation of G, let H1 and H2 be obtained from G1 and G2,
respectively, by adding an edge between the vertices of R = {r1, r2} = V (G1) ∩ V (G2), and let
G1 and G2 be obtained from G1 and G2, respectively, by identifying r1 and r2. Then
M(G;F)= max{M(G1;F) + M(G2;F) − 2,
M(H1;F) + M(H2;F) − 2,
M(G1;F) + M(G2;F) − 2,
M(G1 − r1;F) + M(G2 − r1;F) − 2,
M(G1 − r2;F) + M(G2 − r2;F) − 2,
M(G1 − R;F) + M(G2 − R;F) − 2}. (2)
Proof. It suffices by Lemma 13 to show that at least one of the following inequalities hold:
(1) M(G;F)  M(G1;F) + M(G2;F) − 2,
(2) M(G;F)  M(H1;F) + M(H2;F) − 2,
(3) M(G;F)  M(G1;F) + M(G2;F) − 2,
(4) M(G;F)  M(G1 − r1;F) + M(G2 − r1;F) − 2,
(5) M(G;F)  M(G1 − r2;F) + M(G2 − r2;F) − 2, and
(6) M(G;F)  M(G1 − R;F) + M(G2 − R;F) − 2.
LetA ∈S(G;F) such that corank(A) = M(G;F). By Lemma 1, we can find anS ⊆ V (G) −
R such thatZ = [zi,j ] = A/A[S] satisfiesZ(R) = 0. Let J = (W, F ) = G(Z). Then J is a graph
such that for each vertex v ∈ V (J ) − R, N(v) ⊆ R and zv,v = 0.
Suppose first that c1(J ) /= 0. Then
corank(A(r1))= corank(Z(r1)) = corank(Z) + 1
= corank(A) + 1.
For the second equality, we have used Lemma 5. Since A(r1) ∈S(G − r1;F), we can use
Theorem 7. So at least one of the following inequalities holds:
(1) corank(A(r1))  M(G − r1;F)  M(G1 − r1;F) + M(G2 − r1;F) − 1, or
(2) corank(A(r1))  M(G − r1;F)  M(G1 − R;F) + M(G2 − R;F) − 1.
Thus
(1) M(G;F)  M(G1 − r1;F) + M(G2 − r1;F) − 2, or
(2) M(G;F)  M(G1 − R;F) + M(G2 − R;F) − 2.
The case where c2(J ) /= 0 is similar.
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We may therefore assume that c1(J ) = c2(J ) = 0. Suppose now that c12(J ) > 0. Let G′
be obtained from G by adding a new vertex u and connecting this to r1 and r2. Let v be a
vertex of V (J ) − R adjacent to r1 and r2. Let A′ = [a′i,j ] ∈S(G′;F) such that A′[V (G)] = A,
a′u,r1zv,r2 − zv,r1a′u,r2 = 0 and a′u,u = 0. Then
A′/A′[S] =
⎡
⎣ 0 A
′[u,R] 0
A′[R, u] Z[R] Z[R,W − R]
0 Z[W − R,R] 0
⎤
⎦
and hence
corank(A′) = corank(A′/A′[S]) = corank(Z) + 1 = corank(A) + 1.
Here the second equality follows because A′[R, {u, v}] is singular. Let G be obtained from G by
identifying r1 and r2, and let r be the vertex obtained after identifying r1 and r2. Then M(G;F) 
corank(A′) = corank(A) + 1 = M(G;F) + 1. Here the inequality follows from Lemma 9. By
Theorem 7
M(G;F) = max{M(G1;F) + M(G2;F) − 1,M(G1 − r;F) + M(G2 − r;F) − 1}.
Since M(G1 − r;F) = M(G1 − R;F) and M(G2 − r;F) = M(G2 − R;F), we see that at
least one of the following inequalities holds:
(1) M(G;F)  M(G1;F) + M(G2;F) − 2,
(2) M(G;F)  M(G1 − R;F) + M(G2 − R;F) − 2.
We may therefore assume that c1(J ) = c2(J ) = c12(J ) = 0. Suppose now first that zr1,r2 /= 0.
Then zr1,r1zr2,r2 − z2r1,r2 = 0, for otherwise we add zr1,r2 − zr1,r1 to ar1,r1 and zr1,r2 − zr2,r2 to
ar2,r2 and we would obtain a matrix A ∈S(G;F) of larger corank. Hence
corank(A) = corank(Z) = |W | − 1.
We can find matrices B = [bi,j ] ∈S(G1;F) and D = [di,j ] ∈S(G2;F) such that B ⊕R
D = A. Let S1 = S ∩ V (G1), S2 = S ∩ V (G2), W1 = W ∩ V (G1), and W2 = W ∩ V (G2). Let
X = [xi,j ] = B/B[S1] and Y = [yi,j ] = D/D[S2]. We may assume that yr1,r1 = yr2,r2 = 0 for
otherwise we subtract yr1,r1 from dr1,r1 and yr2,r2 from dr2,r2 , and add yr1,r1 to br1,r1 and yr2,r2 to
br2,r2 .
If yr1,r2 = 0, then corank(D) = corank(Y ) = |W2| and
corank(B) = corank(X) = corank(Z[W1]) = |W1| − 1.
Hence
M(G;F)= corank(A)
= |W | − 1
= |W1| + |W2| − 3
= corank(B) + corank(D) − 2
M(G1;F) + M(G2;F) − 2.
If yr1,r2 /= 0, let D′ = [d ′i,j ] ∈S(H2;F) with d ′i,j = di,j if ij /= r1r2 and d ′r1,r2 = dr1,r2 − yr1,r2 .
Let B ′ = [b′i,j ] ∈S(H1;F) with b′i,j = bi,j if ij /= r1r2 and b′r1,r2 = br1,r2 + yr1,r2 . Then
corank(D′) = |W2| and corank(B ′) = corank(Z[W1]) = |W1| − 1. Hence
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M(G;F)= corank(A)
= |W | − 1
= |W1| + |W2| − 3
= corank(B ′) + corank(D′) − 2
 M(H1;F) + M(H2;F) − 2.
Next suppose that zr1,r2 = 0. Then zr1,r1 = zr2,r2 = 0, for otherwise we subtract zr1,r1 from
ar1,r1 and zr2,r2 from ar2,r2 and we would obtain a matrix A ∈S(G;F) of larger corank.
Hence corank(A) = corank(Z) = |W |. Again we can find matrices B = [bi,j ] ∈S(G1;F) and
D = [di,j ] ∈S(G2;F) such that B ⊕R D = A. Let S1 = S ∩ V (G1), S2 = S ∩ V (G2), W1 =
W ∩ V (G1), and W2 = W ∩ V (G2). Let X = [xi,j ] = B/B[S1] and Y = [yi,j ] = D/D[S2].
As before we may assume that yr1,r1 = yr2,r2 = 0. If yr1,r2 = 0, then corank(D) = |W2| and
corank(B) = corank(Z[W1]) = |W1|. Hence
M(G;F)= corank(A)
= |W |
= |W1| + |W2| − 2
= corank(B) + corank(D) − 2
 M(G1;F) + M(G2;F) − 2.
If yr1,r2 /= 0, let D′ = [d ′i,j ] ∈S(H2;F) with d ′i,j = di,j if ij /= r1r2 and d ′r1,r2 = dr1,r2 − yr1,r2 .
Let B ′ = [b′i,j ] ∈S(H1;F) with b′i,j = bi,j if ij /= r1r2 and b′r1,r2 = br1,r2 + yr1,r2 . Then
corank(D′) = |W2| and corank(B ′) = corank(Z[W1]) = |W1|. Hence
M(G;F)= corank(A)
= |W |
= |W1| + |W2| − 2
= corank(B ′) + corank(D′) − 2
 M(H1;F) + M(H2;F) − 2,
which concludes the proof. 
Each of the six expressions over which we take the maximum is needed in Formula (2).
• Let G be a graph that has (G1,G2) as a 2-separation, where G1 and G2 are isomorphic to K1,4,
and whereV (G1) ∩ V (G2) is a set of vertices of degree 1 inG1 and inG2. A simple verification
shows that the maximum in Formula (2) is attained only by M(G1;F) + M(G2;F) − 2.
• Let G be a graph that has (G1,G2) as a 2-separation, where G1 and G2 are isomorphic to
K2 (and where V (G1) ∩ V (G2) is the set of vertices in G1 and in G2). A simple verification
shows that the maximum in Formula (2) is attained only by M(H1;F) + M(H2;F) − 2.
• Let G be a graph that has (G1,G2) as a 2-separation, where G1 is a path of length two and
G2 is a 4-cycle, and where the vertices in V (G1) ∩ V (G2) are the two endpoints of G1 and
two vertices at distance two in G2. A simple verification shows that the maximum in Formula
(2) is attained only by M(G1;F) + M(G2;F) − 2.
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Fig. 1. Expression M(G1 − r2;F) + M(G2 − r2;F) − 2 is needed.
• Take for G1 and G2 the graphs depicted in Fig. 1. Let G be the graph that has (G1,G2) as a
2-separation. A simple verification shows that the maximum in Formula (2) is attained only
by M(G1 − r2;F) + M(G2 − r2;F) − 2.
• Let G be a graph that has (G1,G2) as a 2-separation, where G1 and G2 are each a path with
five vertices, and where the vertices in V (G1) ∩ V (G2) are the two vertices adjacent to the
endpoints in G1 and to the endpoints in G2. A simple verification shows that the maximum in
Formula (2) is attained only by M(G1 − {r1, r2};F) + M(G2 − {r1, r2};F) − 2.
Translating Theorem 14 to the minimum rank of a graph, we obtain the following corollary.
Corollary 15. Let (G1,G2) be a 2-separation of G, let H1 and H2 be obtained from G1 and G2,
respectively, by adding an edge between the vertices of R = {r1, r2} = V (G1) ∩ V (G2), and let
G1 and G2 be obtained from G1 and G2, respectively, by identifying r1 and r2. Then
mr(G;F)= min{mr(G1;F) + mr(G2;F),
mr(H1;F) + mr(H2;F),
mr(G1;F) + mr(G2;F) + 2,
mr(G1 − r1;F) + mr(G2 − r1;F) + 2,
mr(G1 − r2;F) + mr(G2 − r2;F) + 2,
mr(G1 − R;F) + mr(G2 − R;F) + 4}.
Since (2) does not depend on the field F , we obtain the following proposition. Here we use
that any 3-connected graph G = (V ,E) has a subgraph homeomorphic to K4.
Proposition 16. Let G = (V ,E) be a graph with no subgraph homeomorphic to K4. Then
M(G;F) is the same for every field F /= F2.
Proof. We prove this by induction on the number of vertices of G. Since G has no subgraph
homeomorphic to K4, G is not 3-connected. Hence, |V |  3 or G − S is disconnected for some
S ⊆ V with |S| < 3.
It is easy to check that M(G;F) is the same for every field F /= F2 if |V |  3. Assume now
that |V | > 3 and that the proposition is valid for each graph with fewer than |V | vertices. Then
G − S is disconnected for some S ⊆ V with |S| < 3; that is, G has a ( 2)-separation (G1,G2)
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with V (G1) − S /= ∅, V (G2) − S /= ∅, and S = V (G1) ∩ V (G2). Theorems 3, 7 and 14 show
that M(G;F) is the same for every field F /= F2. 
For F2, the previous corollary is not valid, as the graph G with two vertices and three edges
between them has M(G;F) = 2 if F /= F2, whereas M(G;F2) = 1.
Theorem 17. Let G be a graph and let v be a vertex of degree two in G with neighbors u and w.
Let G′ be the graph obtained from G by deleting v and adding an edge between u and w. Let G′′
be the graph obtained from G by deleting v and identifying u and w. Then
M(G;F) = max{M(G′;F),M(G′′;F)}.
Proof. By Lemma 13, M(G;F)  M(G′;F) and M(G;F)  M(G′′;F), so it suffices to show
that M(G;F)  M(G′;F) or M(G;F)  M(G′′;F). Let A = [ai,j ] ∈S(G;F) with
corank(A) = M(G;F). If av,v /= 0, then A/A[{v}] ∈S(G′;F) and corank(A/A[{v}]) =
corank(A). Hence M(G;F)  M(G′;F) in this case. If av,v = 0, then Lemma 9 shows that
M(G;F) = M(G′′;F). 
Corollary 18. Let G be a graph and let v be a vertex of degree two in G with neighbors u and
w. Let G′ be the graph obtained from G by deleting v and adding an edge between u and w. Let
G′′ be the graph obtained from G by deleting v and identifying u and w. Then
mr(G;F) = min{mr(G′;F) + 1,mr(G′′;F) + 2}.
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