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The work covered in this thesis deals with the problem of automatically aligning 3D
images acquired from different medical imaging modalities. The approach taken is to
develop generic measures of image alignment derived from the co-occurrence of values
in the two images. The development of statistical alignment measures is reviewed. The
alignment problem is then expressed in terms of entropy and developed using tools from
information theory. The problem of normalisation with respect to image overlap is
identified as important in this application. Normalised mutual information is proposed
and compared to other information theoretic measures of alignment.
The key factors in the design of a system which efficiently evaluates and optimises
similarity between 3D volumetric image values are described. Experiments are carried
out using this system to compare the behaviour of 6 different measures in recovering
the alignment of MR-CT and MR-PET brain images. These confirm that normalised
mutual information provides the best overall measure of alignment. The performance
of an automated registration system using this measure is then validated over a large
range of clinical data.
An extension of entropy derived measures of alignment is then proposed to enable the
automated alignment of images containing severe intensity distortion. This is achieved
by using an extra channel of information to evaluate alignment across a set of image
partitions. Experimental results are included for MR-PET registration in the pelvis and
surface coil MR to CT registration in the brain.
Finally there is discussion of the limitations of intensity based similarity as a measure
of alignment. An approach is developed to introduce knowledge of region topology
into the alignment measure. Results are included illustrating how this may provide a
useful measure of alignment for some cases of MR and PET images of the pelvis, where
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x	 Rectangular coordinates of a location within an imaged scene.
VM	 The set of points making up the volume of material imaged by modality M.
The set of regions of different material within a scene being imaged.
th(x)	 The underlying value exhibited by a material at location x.
m(x)	 The measured value of a physical property at location x.
M,N	 Sets of values of properties exhibited by materials in a scene.
M,N	 Sets of measurement values recorded in an image of a scene.
A set of points k C VM all exhibiting the same value of a property.
Sets of regions within a scene each exhibiting a particular value.
The volume of a region k in a scene.
Probability of a value ñz occuring within an imaged scene.
Probability of a measurement value m occuring within an image.
Probability of a measurement value m occuring
given it was recorded in a material exhibiting value ih.
A transformation mapping between two 3D images of a scene.
t, ti,, t	 Translations in x, y and z axes.
6, O, O	 Rotations around x, y and z axes.
'yr, yy,
	
Orthogonal Scaling in x, y and z axes.
p(ñ, n)	 Probability of values and ñ occuring
together at a point within an imaged scene.
p(m, n)	 Probability of measured values m and n being recorded
together at a point within an imaged scene.
['(M, N) Correlation Coefficient between sets of values M and N.
crM(N)	 Normalised standard deviation of corresponding image
values N with respect to the image values M.
H(M)	 Entropy of a set of symbols m € M.
H(M, N) Joint Entropy between sets of measured values M and N.
I(M; N) Mutual information between sets of measured values M and N.
Y(M; N) Normalised Mutual information between sets of measured values M and N.
X	 A set of image partitions, each consisting of a set of points in the image.
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The work described in this thesis is concerned with the problem of automatically aligning
3D medical images. In particular it deals with the task of aligning images which contain
both corresponding and complementary structure, commonly referred to as the problem
of multi-modality image registration. The aim is to be able to recover the alignment of
images after they have been acquired using conventional imaging protocols, i.e. auto-
mated retrospective registration. It concentrates on the tasks of defining, evaluating and
optimising a generic measure of alignment between different 3D medical modalities.
1.1 The Clinical Requirement
There is an ever increasing range of clinical imaging modalities available, each measuring
distinctly different properties or characteristics of material within the patient. This
thesis is mainly concerned with the alignment of 3D volumetric images of the head that
are acquired for a number of clinical applications. Some work is also included on the
registration of images of the pelvis. The main 3D imaging modalities dealt with in this
thesis are:
Computed Tomography (CT) X-ray Imaging.
. Positron Emission Tomography (PET) Imaging.
. Nuclear Magnetic Resonance (NMR or MR) Imaging.
Each of these modalities can be tuned to distinguish significantly different properties
within the body by varying acquisition parameters and imaging protocol for example:
• X-ray Energy.




. MR Enhancement Chemical (for example Gadolinium).
. MR Pulse Sequences.
Different settings of these parameters may provide significantly different contrast be-
tween tissues and so produce a distinctly different 'modality'. This is particularly true
for MR images where modification of echo times and method of data acquisition can
produce images delineating white matter and grey matter, cerebrospinal fluid, blood
flow or even brain function. An important limitation is that even these images can-
not in general be acquired simultaneously, and therefore, because of unknown patient
movements between scans, cannot be assumed to be spatially aligned.
1.2 Gaining Information by Registration
Often in clinical practice, a single modality alone does not provide adequate information
about a patient's condition, and so they are imaged by a second (and sometimes a third)
modality. The final images are conventionally presented separately to the clinician on
printed films (for example MR and CT) or on a computer display or colour printout
(SPECT and PET). MR provides high contrast between many different types of soft
tissues. CT provides soft tissue as well as high resolution bone structure. With the aid of
contrast agents MR (and also CT) is capable of delineating regions of different physiology.
PET and SPECT provide very specific and sensitive 'functional' or physiological images,
but often with little anatomical detail and low spatial resolution. It is natural to assume
that bringing these different sources of information into accurate spatial alignment will
provide significant extra clinical information.
The application of manual and semi-automatic registration methods to a number
of clinical imaging areas has confirmed that accurate spatial alignment does provide
additional clinically useful information. Some of the applications include:
. MR and CT of the head for surgery and radiotherapy planning [47, 54, 56].
. MR and SPECT or PET of the brain to anatomically localise tracer uptake mdi-
cating brain physiology [50, 58].
. MR or CT and PET or SPECT of the pelvis and abdomen to localise tracer uptake
for cancer detection and staging [83, 106].
Examples of the kinds of images acquired clinically and registered manually at our
site for skull base surgery planning are shown in Figures 1.1 and 1.2. These illustrate
the power of using MR to distinguish different tissue types, combined with CT which
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provides high contrast and resolution between bone and air structures. Knowledge of
bone structures in the sinuses is often important in the planning and guidance of a
surgical approach to a lesion in the skull base. In Figure 1.1, Gadolinium enhanced
MR delineates a small acoustic neuroma, while CT delineates air and bone structure
in the temporal sinus which is useful in planning the removal of the tumour. Relating
enhancing areas of lesion in MR to the fine bone surfaces in CT, as shown in Figure 1.2,
can also be important in determining the extent of lesion growth into the sinuses.
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Figure 1.1: Corresponding transaxial slices Iroin iiiaiivally registere(1 images siluwizig
different structures delineated by Gadolinium enhanced Ti weighted MR (left) and CT
(right) scans of the head.
Figure 1.3 illustrates the use of MR and PET brain image registration. Here the high
resolution MR can provide anatomical information to aid in the interpretation of the
tracer uptake in PET. This is of added importance in this example where the underlying
anatomy is significantly abnormal due to the presence of a large space occupying lesion.
Figure 1.4 illustrates the use of registered MR and PET images of the pelvis. Here
the high resolution anatomical information provided by MR scans of the pelvis provide
valuable context for the sparse tracer uptake map provided by PET in this region of
the body. This is particularly valuable in the detection and staging of cervical cancer
[106]. Using additional '8F tracer in a clinical '8FDG PET acquisition provides enough
shared bone structure to allow alignment of the PET image with MR. This approach to
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ferent structures delineated by Gadolinium enhanced Ti weighted MR (left) and CT
(right) scans of the head.
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registered images showing different structures delineated by Ti weighted MR (left) and
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registered images showing different structures delineated by Ti weighted MR (left) and
PET (right) scans of the pelvis. The PET image is of both '8FDG and 18F tracers




One of the main aims of aligning different types of medical image is to enable us to
accurately relate structures delineated by them. It is often the case that the more
different the images, the more useful it is to be able to compare them when registered.
Conversely, in order to constrain and define alignment, there must be shared structures
in the two images. The approach taken in this thesis is that of deriving a global measure
of image similarity which can be used as an indication of image alignment. By using all
the data we hope to make best use of any shared structures within the images to provide
a robust, accurate and therefore clinically useful image registration system.
The specific aims of the work in this thesis are as follows:
Investigate and develop a 'voxel similarity' based description of multi-modality
image alignment.
• Investigate current measures of alignment and develop new measures.
• Develop and implement a generic 3D image registration algorithm which optimises
measures derived from an estimate of the joint probability distribution of image
values.
• Experimentally compare image registration measures on a range of multi-modality
image data to provide a generic image registration facility.
• Validate automated registration on a range of clinically typical image data to
identify its limitations in clinical use.
• Extend entropy based measures of alignment using additional sources of informa-
tion for cases where conventional measures fail.
1.4 An Overview of the Thesis
The thesis begins with a review of conventional approaches to image registration based
on the extraction and alignment of corresponding features (chapter 2). This identifies
the fundamental limitations of feature based alignment for fully automated registration.
The remainder of the thesis then divides into three main parts. The first part deals
with the development of ideas behind measures of image similarity and alignment. The
second part deals with their implementation and use for the task of brain image align-
ment. Finally, the last part presents extensions using information theory to deal with
images for which conventional image similarity cannot provide a measure of alignment.
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Image Similarity and Alignment
Chapter 3 develops a more generic description of alignment based on the volume of
overlap of regions of material delineated by two modalities. From this a statistical
description of alignment can be constructed based on the joint probability distribution
or histogram of image values. The chapter then reviews in detail the development of
similarity measures for multi-modality registration, from early approaches using pre-
processing of data prior to correlation, to the development of more generic statistical
measures of alignment.
Chapter 4 extends the statistical approach to alignment by developing the use of
entropy as a measure of image alignment using techniques developed in information
theory. Here we are treating the two modalities as sources of information about a
scene and using information theory to quantify the shared structures. One of the most
important aspects of these measures is their normalisation with respect to the local
image statistics within the overlap of the two images. A simple model of a scene is used
to investigate and compare the behaviour of different measures as the field of view of
the image is varied.
Automated Brain Image Alignment
Chapter 5 then examines the practical aspects of evaluating and optimising image sim-
ilarity measures between common 3D medical modalities. It breaks the task down into
three main problems. The evaluation of corresponding measurements, the estimation
of the joint histogram of image values and the optimisation of an alignment measure
derived from this. A simple multi-resolution optimisation scheme is described which is
used to compare the behaviour of similarity measures in the following chapters.
Chapter 6 is a detailed experimental comparison of the behaviour of the three main
entropy derived measures from chapter 4, along with three statistical measures described
in chapter 3. The investigation is based on a set of image data for which an accurate
fiducial marker based alignment estimate is known. The experiments investigate the
parameter space provided by different measures using random starts of the registration
algorithm. The measures are compared with respect to varying image content, field of
view and starting estimate of the registration. The results of varying transaxial field of
view confirm the findings of the simulation experiments of chapter 4 and highlight the
problems of normalisation of registration measures.
Chapter 7 and 8 look at the application of normalised mutual information to the
fully automated registration of a large range of clinical image data. The aim here is




image registration techniques in clinical use. The clinical image databases consist of
26 MR-CT image pairs of the head and 14 MR-PET image pairs of the brain. The
automated estimates are compared to conventional manual registration estimates which
provide an indication of clinically acceptable accuracy on data for which a gold standard
is unavailable.
Introducing Additional Alignment Information
Chapter 9 develops the entropy based approach to image registration to enable the align-
ment of images containing severe intensity distortion. This is achieved using information
theory to introduce extra spatial information about the intensities within distorted im-
ages, through a simple partitioning of the imaged space. The approach is applied to
the registration of MR with PET images of the pelvis and surface coil MR angiography
images of the head to CT and conventional head coil MR images.
Chapter 10 examines the limitations of voxel similarity based approaches. It describes
an extension of the approach to recover the alignment of views where the most probable
values in the two modalities do not correspond. This is again achieved using information
theory to introduce additional information into the alignment process. In this case the
additional information is derived from a connected component labelling of an image to
distinguish between unconnected regions exhibiting the same values in an image.
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Chapter 2
Identification and Alignment of
Corresponding Features
2.1 Introduction
Medical image registration has been an active area of research for many years. The
specific problem of multi-modality image registration has been an important aspect of
this research for most of this time. There have been a number of recent reviews of image
registration published. Brown [15] classifies types of registration transformation and
approaches to estimating them, concentrating on the general registration problem. Van
den Elsen et al. [96], Maurer et al. [68] and Lavallee [57] concentrated more specifically
on the medical image registration problem.
In this thesis, it is intended to concentrate on the problem of multi-modal registration,
specifically addressing approaches to the problem of deriving correspondence between
different types of medical images. Approaches fall between two extremes. At one end,
one can aim to specifically identify corresponding features in the two images, from which
a direct measure of misalignment can be derived. Conversely a measure can be derived
directly from the collective similarity between intensities (measurements) in the images,
without assuming any direct correspondence.
This chapter reviews approaches based on the extraction and alignment of corre-
sponding features. Many clinically usable solutions to these tasks are now in use, allow-
ing automatic, semi-automatic and even fully automated alignment of various modality
combinations for a number of applications. As a result, the problem is now often seen
as being essentially 'solved' by a number of researchers. The aim of this chapter is to
both summarise the body of work carried out prior to and during the study described in
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2.2 The Spatial Relationship between Acquisitions
In order to describe the spatial relationship between two 3D image volumes we need a
transformation T which relates points y = {x, y, z} in one image space say VN to points
x = {x, y, z} in the other, say VM, so that,
x = T(y).	 (2.1)
In practice the problem of aligning a region of a patient imaged in different scanners can
be described by applying translations in three orthogonal axes and rotations around these
axes. Additionally we may need to describe the relative scaling in each axes between
the two scans, and the skew in each axis. This subset of transformations is specified
mathematically using the constraints [15] that
T(xi
 + X2) = T(xi ) + T(x2),
and secondly that for all values of constant k,
T(kx) = kT(x).
These define the set of linear transformations. A further constraint, that the transfor-
mation
T0 = T(x) - T(0),
is linear defines the set of affine transformations. For all such transformations any
straight line in one volume is transformed to a straight line in the other volume.
This includes only the Cartesian operations of translation and rotation, making up
the the rigid transformation, and the scaling and skew factors. Such a transformation
fully describes the relationship between images in the two modalities if all points in
the patient remain fixed in relation to each other (i.e. the patient does not deform)
between scans, and the patient is stationary throughout the acquisition period of the
two images. In real terms the rigid transformation describes the difference in orientation
of the patient in the two scanners, and the scaling and skew components describe the
spatial acquisition parameters of the two scans.
The majority of work in multi-modality registration assumes that the scaling and
skew parameters can be derived accurately from knowledge of scanner calibration. The
multi-modality registration problem is generally to find the global rigid transformation
between the two imaged spaces.
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2.3 Corresponding Point Alignment
The most direct approach to registration is to first identify corresponding pairs of land-
marks in the two images, and then to bring these points into alignment. This approach
was first applied to the alignment of satellite images and can readily be applied to the
alignment of anatomical landmarks in three dimensions. If we can identify some corre-
sponding pairs of points within the two images, then we can consider each of these point
pairs to be a solution to equation (2.1). If we have enough of these point pairs we can
use them to find the value of T describing the alignment of the two images. Effectively,
knowing the location of a subset of all pairs of points in the images allows us to find the
transformation for the whole image. Mathematically the process of aligning the two sets
of K selected points X = {x} and V = {y}, where i = 1,... , K, can be expressed as
simply minimising the mean square distance,
K
V(T) 
= = ii1 - T(y),	 (2.2)
1=1
between each pair. The task of finding a matrix T for this expression is known mathe-
matically as the Orthogonal Procrustes problem, for which a number of approaches to a
closed form solution have been described. One of the more popular approaches is that
using a singular value matrix decomposition [3].
2.3.1 Landmark Identification
One of the most flexible and clinically applicable approaches to image registration has
been that based on manual, interactive, point landmark identification [77]. The earliest
work on registration [10, 31, 82] was initially carried out by the identification of points
from printed films of the 2D slices. The availability of more powerful computing resources
allows the use of interactive display tools to considerably simplify the process of point
location [47]. Employing a flexible user interface [80] displaying orthogonal slices for
point location enables clinically useful alignment to be achieved within 40 minutes by a
trained user.
An obvious approach to automated registration is to develop a system capable of
identifying known anatomical landmarks within images to remove the need for user
interaction. Theoretical approaches to landmark identification have been developed
[70]. In particular, Banerjee et al [6] employed geometric invariance properties. They
extracted the entrance and exit points of concavities as invariant landmarks from 2D
slices of MR and CT. In more recent work Rohr et al. [78] have investigated the use of
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In general though, replicating the human action of recognising a specific anatomical
structure may require a complex model based segmentation to ensure robustness to
anatomical variation and image field of view. The task is made more difficult by the non
isotropic sampling of many 3D medical modalities. This can mean that a small point
structure is lost or distorted when imaged by thick slices in, for example, CT images. As
a result, fully automated approaches using these techniques have found limited success.
2.4 Corresponding Surface Alignment
2.4.1 A Distance Between Corresponding Surfaces
An alternative, and more feasible task than the automated identification of anatomical
landmarks, is the extraction of points on a corresponding boundary in both images. If
it is possible to extract the same surface from the two modalities, then it is possible to
derive an estimate of the alignment between the pair of images, as illustrated in Figure
2.1.
Figure 2.1: Extraction of the corresponding surfaces between which a measure of mis-
alignment may be derived.
Surface matching can be thought of as the problem of aligning two sets of points
where the one-to-one correspondence or pairing, is unknown. Given a pair of point sets,
X={x2 } wherei=1,2,...K
Y={y3 } where j=1,2,...L
describing surfaces X and Y respectively, as illustrated by the outlines in Figure 2.2.
Even if the surfaces exactly correspond, at registration the points on the surfaces are
not necessarily aligned and, even the number of points on the two surfaces need not
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X={x}	 Y={y3}
Figure 2.2: Outlines representing corresponding objects extracted from two modalities.
be the same. Because we do not have any point correspondence information, we need,
for a given point x2 , a function for the transformation T which returns a corresponding
coordinate on the other surface described by the set Y, say P(T(Y), x2 ). This may simply
be the nearest point in the second set or a more complex description (for example a point
on the triangulation of surface points Y). Given this function, we can then develop a
measure similar to that for point matching, based on the overall distance between the
surfaces,
K
V8 (T) =	 lixi - P(T(Y),x)II 2 .	 (2.3)
The presence of the point correspondence function P(T(Y), x) means that, unlike
equation (2.2), there can be no direct solution to equation (2.3), and so alignment by
finding the value of T which minimises V8 (T) requires an iterative search.
Another way of looking at the difference between VP (T) and V3
 (T) is that VP
 (T) is
truly a measure of the distance from correct alignment of the two corresponding point
sets. V3 (T) on the other hand, is not a direct 'distance to registration' but, simply a
measure of the alignment of the two surfaces.
Where the descriptions of features are essentially determined by manual selection,
the problem is one of developing an algorithm capable of finding the best alignment
of the descriptions. The algorithm must be capable of aligning features which contain
noise and outliers introduced by the observer or segmentation algorithm. The measure
of registration is generally common to all approaches, the key tasks are:
How do we identify corresponding surfaces? (surface extraction)
How do we improve a registration estimate? (optimisation)
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• Which portions of the surfaces do we use to evaluate the distance ? (The outlier
problem)
Approaches that have been proposed to addressing these problems are discussed in
the following section.
2.4.2 Early Approaches
Pelizzari and co-workers [73] were the first to use surface matching to align different
modalities. For MR and PET brain image alignment they employed semi-automated
delineation of the external skin surface in each slice of the MR and PET scans to form
a simple 3D surface description. For MR images, this consisted of the use of a simple
threshold boundary following algorithm. The output of this was then manually edited.
For the PET images, the corresponding surface was extracted in a similar way. Rather
than use the clinical FDG image they traced the skin boundary from an edge enhanced
version of the transmission scan. This is acquired clinically to attenuation correct the
PET tracer image.
The skin surfaces were brought into alignment using a least squares fit, described by
the authors as 'head-hat' matching. The correspondence function P can be computa-
tionally complex to evaluate, requiring an expensive search process. In order to make
the task easier, the approach by Pelizzari employed a number of simplifications. For
each point x, the nearest point P(T(Y), x2 ) was taken as the point of intersection of a
ray from the centroid of the hat points through x2 , with the surface defined by Y. This
approach assumes, given the centroids are initially aligned, that the two surfaces are
predominantly spherical, so that the ray directions defined from the centroid are close
to the true nearest point direction. This is a reasonable assumption for skin surfaces
covering most of the head. It is less acceptable for more truncated volumes, or more
complex surfaces such as the brain.
2.4.3 Surface Extraction and Correspondence
One of the inherent problems in applying surface matching to multi-modal image align-
ment is that of extracting a pair of corresponding surfaces from images of different phys-
ical measurements. Different workers have used a range of approaches to solving this
problem. This section compares in detail the different approaches employed to extract
and align corresponding features.
The task of corresponding object extraction is simplified in the early approach of
Pelizzari [73], by the choice of the skin surface which is relatively easy to extract. The
two problems posed by this are the accuracy of rigid alignment estimates due to skin
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surface deformation, and the robustness of the matching due to the symmetries and
lack of fine structure in the skin surface. The approach is dependent on the acquisition
of a transmission scan as part of the attenuation correction of the tracer image. This
imaging protocol is not always used in attenuation correction of PET imagery. In some
cases, including our site, attenuation correction values are evaluated by the delineation
of brain surface from the tracer image alone. There is a second problem with using the
transmission scan, which is the assumption that the transmission and emission scan are
themselves in perfect alignment. In many cases this is not guaranteed, and the amount
of movement that can occur is dependent particularly on the time between transmission
and emission acquisitions in the clinical protocol. These issues will be discussed in more
detail in chapter 9 in the alignment of PET images of the pelvis with other modalities.
For MR and PET registration Oghabian and Todd-Pokropek [72] employed the same
approach as Pelizzari, using skin surfaces extracted from the MR and the transmission
scan of the PET image. For registration with HMPAO SPECT imagery, where skin
surface extraction was more difficult, the brain surface was used. In order to make
the extraction of brain surface from MR easier, a fat-suppressed STIR sequence was
employed to reduce the strength of the skin surface signal. Some user selectivity in
the choice of regions of surface used in registration was employed to avoid the major
differences in the modalities. An example is their exclusion the eyes from an MR head
image where the SPECT data does not adequately represent the anatomical complexity.
Turkington et al. [91] employed manually initiated extraction of the brain boundary
from MR and PET (FDG and H20). A polygon was manually drawn around the brain
in each slice and the brain edge within this region defined by a simple threshold. The
MR boundary was extracted at MR resolution and then smoothed to simulate the lower
resolution contour available from PET. Smoothing was a simple 2D averaging of the
radial distance to the centroid of each contour within an axial slice. Transaxial sampling
was reduced by skipping alternate slices in the contouring process. A similar approach
was used for PET contour extraction but in order to avoid problems caused by vari-
able tracer uptake in PET, an algorithm to identify the first derivative maximum was
employed using a smoothed derivative kernel. The authors report manual editing was
sometimes required. The same approach was used for H20 PET studies but because of
the higher noise level, the images were first smoothed. The authors indicated that the
brain surface extracted from H2 0 PET would contain vascular structures that were not
present in either the MR or PET FDG brain surfaces and this partially explained the
poorer results for MR-H20 alignment.
The work of van Herk [97] is important because it specifically proposes a fully auto-
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mated registration scheme using automated corresponding surface extraction and match-
ing. The work contains both a detailed description of the method and an evaluation on
a significant number of clinical datasets. A detailed examination of the work highlights
a number of limitations in the surface matching approach when applied to multi-modal
image registration.
The method employs a number of heuristics and assumptions about the images to
enable the automated extraction of corresponding surfaces from the different modalities.
Object detection in CT is achieved firstly by setting a simple bone threshold, the skull
boundaries are then selected from other spurious boundaries by setting a minimum
threshold of boundary length below which objects are ignored. Separation of points on
the inner surface of the skull from points on the outer surface is achieved for each slice
individually by finding the location of the points with respect to their centre of gravity,
grouping into angular ranges around this and picking the nearest point to the centre.
This effectively assumes a spherical distribution of points and limits the approach to
predominantly axial CT scans covering a large proportion of the skull.
In addition to this, the approach assumes a simple relationship between the inner
skull boundary from CT and the brain boundary extracted from SPECT. To account
for the discrepancy in correspondence, the CT boundary was first dilated by 1mm. This
assumption may be a significant simplification of the relationship between skull and
brain boundaries. In practice a number of practical limitations will apply including:
. Uniform distance will not apply over the entire brain surface, for example there
will be a difference between the distance at points on sulci and gyri.
. The distance may vary between patients.
. The distance may vary with the medical condition of the individual.
For MR-CT registration, skull boundaries were extracted from MRI for matching
with those from CT. A rough representation of these were extracted by histogram thresh-
olding at 15% and 65% of the maximum MR value. The authors make the point that
this produced a low quality segmentation, which was adequate to achieve registration.
In practice the tests were limited to Ti weighted and proton density MRI images from
one scanner. Unlike CT, the relationship between absolute MR values and tissue prop-
erties can vary considerably between different MR sequences and even between the same
sequence on different MR machines.
In their MR-CT surface matching algorithm, Maurer et al. [67] were aware of the
surface correspondence problem. In their approach using T2-weighted MR imagery
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Minimum Distance
Complete Surface Truncated Surface	 Bias
Figure 2.3: An illustration of the effect of minimising the distance between related but
not directly corresponding boundaries, when the boundary is not complete.
they aligned the inner surface of the skull from CT with boundaries representing the
cerebrospinal fluid (CSF)-dura interface from MR. The CSF boundary is much more
closely related to the inner skull boundary, but there are a number of areas where the
two are appreciably different particularly where there are blood vessels between the dura
and skull. This is visible in their illustrated results showing a large visible discrepancy
between the CSF boundary and the skull around the sagittal sinus.
Improved Approaches to Optimisation
One of the main computational problems faced in matching complex surfaces represented
by many points, is the task of finding the nearest point P(T(Y), x) on the other sur-
face. This effectively means searching through all points in the set of points Y to find
those nearest to x2 . One of the most successful and elegant approaches to simplifying
this problem was proposed by Barrow [7] and Borgefors [11]. This employs a distance
transform in the evaluation of the distance between corresponding boundaries.
Rather than represent the two surfaces to be matched simply by two lists of points,
one of the objects delineated can be stored as a binary image where voxel or pixel
values are either object or background. From this binary image, a distance image, can
be formed using a 'distance transform' where each voxel or pixel outside the object is
given a value representing its distance to the nearest point on the object. To evaluate
the overall distance between two objects for a given T, the set of points describing the
object in one image are simply transformed to locations in the distance image of the other
object. The voxel values then give a direct estimate of 'P(T(Y), x2 ) for each point. This
precalculation of a discrete form of P(T(Y), x) offers appreciable speed improvements.
An important difference in the matching process is the type of distance transform
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computationally intensive. An approximation to this is the chamfer distance transform
which can be produced using a set of kernels applied to the binary 'object' image. One
of the first researchers to apply this technique to medical image registration was Jiang
et al. [52].
An alternative approach to simplifying the computational task was taken by Besi and
McKay [8]. Rather than reduce the computational complexity of evaluating P(T(Y), x,),
they attempted to reduce the number of times P(T(Y), x) needs to be evaluated. They
did this by developing an improved optimisation scheme for D3 (T), the so called iter-
ative closest point algorithm. This takes advantage of the closed form solution to the
corresponding point matching problem. Each iteration can be split into two steps, first
a correspondence function P(T(Y), x 2 ) returns the closest coordinate for each x for the
initial estimate T1 , as with a direct iterative search. An improved transformation '2 is
then evaluated directly using the closed form solution of equation (2.2). This provides a
much improved estimate for T with only one evaluation of corresponding surface points.
The main drawback of the approach is the need to interpolate truly nearest points
on the surfaces to achieve a useful solution from the point alignment step. Since the two
point sets X and Y are not directly corresponding, P(T(Y), x) must return a true closest
coordinate on 3) rather than simply the closest point in Y as illustrated in Figure 2.4.
Producing an accurate estimate of this closest coordinate is appreciably more complex
and this, to some extent, offsets the improvements provided by the reduction in the
number of evaluations of V8 (T) required.
A similar approach to this was proposed by Chen and Medioni [17]. Rather than
minimise the distance between closest points, they used the distance to the corresponding
tangent plane of the surface. In a similar approach to Besl and McKay the distance was
reduced by iteratively evaluating a least squares solution. This was used to successfully
align multiple, overlapping range images.
'7
Figure 2.4: Function P(T(Y), x) returning the true closest point on surface 3)
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Oghabian and Todd-Pokropek [72] employed a multi-resolution evaluation and opti-
misation scheme to avoid local minima when aligning surfaces. In addition they employed
an ordering and grouping of the surface points based on location and direction of their
surface normals to simplify the alignment process [71].
2.4.4 Outliers and Surface Extent
Another important aspect of matching surfaces from different scanners is that of handling
outliers produced by poor segmentation or differing field of view. One surface may cover
a much larger portion of the body than the other. Alternatively the two scans may
cover significantly different portions so that their region of true correspondence, say
1?. = J) fl X, is only a small portion of both scans. Unfortunately we don't know the
region of correspondence until we know the registration solution.
If the function 7'(T(Y), x1 ) allows contributions from every part of both surfaces
for a given T, then the error measure may contain large contributions from points at
the extremity of the two scans. At registration we are then including displacements
between points that have no real correspondence, as illustrated in Figure 2.5. This can
produce a range of effects on the behaviour of V3 (T). It may simply produce a more
complex function of misregistration with more local minima, making the task of finding
the correct registration difficult. In the extreme case it may actually produce a distinct
global minima not corresponding to true alignment, and remove any form of minima at
true registration.
Modality 1











Figure 2.5: The effects small volume of overlap on minimisation of surface distance.
A related problem is that of outliers produced by local differences in the object
boundaries delineated in the two modalities, resulting in portions of one surface that
do not correspond to structures on the other. These could shift the correct optimum
leading to errors in alignment, as illustrated in Figure 2.6. One approach to this problem
is to specifically exclude regions where differences occur, but again this generally requires
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Figure 2.6: Outliers caused by localised differences in the delineated surface.
The handling of outliers has received less attention in much of the surface matching
literature. It's importance depends very much on the application. Jiang et al. [52]
employed a simple form of thresholding, to exclude the influence of outliers, in their
adaption of the chamfer matching algorithm of Borgefors. Distances to nearest points
were simply thresholded to a particular value chosen experimentally. This threshold
was applied directly to the values in the distance image used in their chamfer matching
implementation. They derived the level of threshold as a fraction of the "match surface
dimension". For MR-PET brain image matching they quote a threshold level of 2% but
no details are given of levels for other image types or anatomical regions.
The work of Geraud [40] introduced a more complex adaptive distance threshold
derived from the distribution of surface distances. The approach appears to provide
some improvements but at a high computational cost.
The most comprehensive investigation of these problems on a range of data has been
published by Turkington et al. [91]. This work examined the use of the surface matching
approach proposed by Pelizzari et aL [73] for MR and PET brain image registration
when presented with truncated surfaces. Scans of normal volunteers were aligned using
markers and brain surfaces extracted from the two modalities as described in section
2.4.3. Truncation of the PET surface was carried out by three approaches, firstly using
only the left half of the brain, secondly the left half of the brain plus one full slice
including the right of the brain and finally the central 6 slices (39mm) of the scan. They
present the results for six (rigid) and nine (rigid and scaling) parameter matching of the
surfaces, which show the quality of the surface match by the reproducibility of the scaling
estimate. The comparison of the estimates produced using the full surface to those
produced using partial surfaces are much less convincing with appreciable differences in
rotational estimates (up to 4 degrees in some cases). No results or discussion on how
robust the registration is to the quality of the starting estimate was included.
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2.4.5 Using Related Surfaces
The approaches described so far assume that extracted surfaces are directly correspond-
ing. In many cases it is not possible to accurately extract corresponding surfaces from two
different modalities (a surface may be missing completely from one modality or simply
have very low contrast). It may though be possible to accurately extract neighbouring
surfaces between which there is some known spatial relationship. A classic example is
that of the outer brain surface and inner skull surface extracted from MR and CT re-
spectively. The distance between these surfaces can have two important limitations as
a measure of alignment. Firstly it may poorly constrain the registration (there may be
a range of solutions where this is equally minimum due for example, to symmetries in
the surfaces). Secondly, if there is a distinct minimum it need not correspond to correct
alignment of the two surfaces.
The work of Hill [48] was the first to address this problem enabling the use of neigh-
bouring surfaces to derive a registration estimate. This was achieved by introducing
information about the expected distribution of distances between points on the two
surfaces. Registration was achieved by seeking the transformation which provided the
correct distribution of these distances. This work illustrated registration using alignment
of the inner skull surface extracted from CT and the outer brain surface extracted from
MR.
One possible problem with this approach is that the expected distribution of distances
is itself a function of the overlapping regions of the two surfaces. This distribution will
thus vary between image pairs with different fields of view and cannot be determined
prior to alignment.
2.5 Combining Different Types of Geometrical Features
One of the major criticisms of feature based approaches is that they are using only a small
part of the information available in the images to determine image alignment. In many
cases a surface may not constrain the registration adequately or there may be inadequate
numbers of corresponding points in the images to provide an accurate estimate. Recently
there has been considerable interest in using different types of geometrical features, such
as points and lines in determining 3D alignment. These approaches can be divided into
two classes. There are those using information from different features sequentially in
the registration process. There are then those approaches employing a mathematical
combination of distances between different features to align them all simultaneously.
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2.5.1 Sequential Feature Alignment
Some work has been done on simplifying the manual registration task by dividing it up
into 2D registration steps. The work of Kapouleas et al. [53] employs an interactive
alignment of the inter-hemispheric fissure in MR and PET images of the brain. End
points of the fissure are identified in each slice of the two scans to form descriptions
of the two planes which are then aligned. Edges are automatically detected in the
MR image highlighting boundaries of anatomical structures. This is achieved by the
application of a 2D edge detection kernel followed by simple thresholding to create a
simplified boundary image. This boundary image is then overlaid onto sagittal PET
images to visualise the alignment of the two. Interactive modification of translation
and rotation parameters in the sagittal planes then allows the full 3D alignment to be
solved. It is interesting to compare this approach to that of surface and point matching.
In those methods a manual segmentation or identification of features is used followed
by an automated alignment of the structures. In this method essentially an automated
identification of features is employed for visualisation followed by manual alignment.
The work of Ge et al. [39] is closely related to this approach. A similar alignment
of the inter-hemispheric fissure is employed to achieve alignment of the sagittal plane.
The user specifies corresponding anatomical landmarks from which the transformation
parameters are estimated. All of these sequential methods are essentially intended to
aid manual alignment.
2.5.2 Simultaneous Feature Alignment
The work of Collignon et al. [20] was arguably the first to employ a measure derived from
both points and surfaces simultaneously. The final distance measure is a combination
of point distances and surface distances calculated separately. In order to optimise the
function they employed a generic multi-dimensional optiniisation scheme derived from
that described by Powell [74].
Meyer et al. [69] described an approach to combining alignment distances from
points, lines and planes in one measure. This is achieved by reducing lines to a pair of
points and planes to a single point. The influence of each feature is separately weighted
by its variance and the final result is estimated directly using the single value decomposi-
tion approach to point matching. The approach appears to simplify and ignore valuable
alignment information provided by lines and surfaces. No comparison with direct point
matching or surface matching alone is provided in the results to indicate increased ac-
curacy. The main advantage in the approach is in dealing with image pairs which have
few coiresponding points but where lines and planes may be identified.
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Maurer et al. [67] presented the most general approach to feature alignment by
extending the iterative closest point algorithm of Besi and McKay [8]. The approach
uses a weighted measure of the distance between geometric features. They demonstrated
the approach for the registration of MR and CT brain images using points and surfaces
combined. They compared the results obtained to using points and surface alone and
showed a small but statistically significant improvement in accuracy when compared to
a gold standard derived from fiducial marker points.
2.6 Generic Feature Alignment
Corresponding surface and point matching rely on the identification of specific cor-
responding structures within the two images. Rather than attempt to extract corre-
sponding occurrences of a particular geometrical feature (e.g. one surface), it easier to
automatically extract all occurrences of a feature from both modalities. By choosing
a particular class of geometrical feature present in both data sets we can simplify the
alignment process.
Such an approach is used by Thirion et al. [89] who extract a class of 3D lines called
crest lines from a volume image. These 3D lines are the equivalent of corner points of
objects in a 2D image and can be extracted from a segmented volume using an efficient
marching lines algorithm. The lines are brought into registration using a geometric
hashing algorithm [44].
The work of van den Elsen et al. [93, 94] is closely related to this. Here, particular
types of geometrical feature present in both MR and CT are selected. They then employ
a voxel based approach to the alignment of images of the strength of detected features.
This will be discussed in more detail in the following chapter.
2.7 Voxel Based Object Alignment
An alternative to extracting a description of object boundaries is to retain a binary image
based description of an object. Rather than use a distance between object surfaces
as the measure of alignment, we can form a measure directly from the match of the
labelled volumes. There has been considerable work in the area of binary and grey scale
object alignment using a number of related techniques. These approaches are generally
assuming a simple image of an object where all features correspond.
Faber and Stokely [33] compared the use of tensor based moment and principle
axes methods to recover object alignments. Essentially both of these methods rely on
the decomposition of translation and rotation components and the initial solution of the
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translation components by alignment of the centre of mass of the objects. Both methods
employ the evaluation of the moments of an object. The principle axes are those for
which the moments of inertia of a shape are minimised. By evaluating the direction of
these axes for two objects, the relative rotations between the axes provides an estimate
of their rotational misalignment.
The authors examined the behaviour of the approach to varying resolution of both
binary and grey scale 3D images of a synthetic object and a volume blood pooi SPECT
image. The translation, rotation and scale parameters were estimated and the results
analysed by evaluating the correlation and difference between the original and estimated
images. Their results indicated superior performance by the principle axis method on
lower resolution images. The results were essentially limited to within modality imaging.
One of the main limitations of these approaches is the effect of truncation of the shape
of an object by a limited field of view in one or both images, introducing considerable
errors in the initial estimation of the centre of mass. Dhawan et al. [27] tackled this
problem by developing an iterative principle axes method to align PET images with a
smaller axial extent, to manually segmented MR of the brain. The approach was designed
to handle the alignment of the smaller volume PET images to the larger volume MR by
iteratively computing the centroid and principle axes over a decreasing field of view.
These methods are closely related to those of surface matching and Rusinek et al.
[81] compared the behaviour of surface matching and principle axes methods to align
images of the brain derived from MR and CT.
2.8 Summary
This chapter has covered the large area of work based around the approach of registration
by corresponding feature alignment. As a review it is by no means complete but provides
an idea of the types of solution and their limitations. The approach is attractive for many
reasons. One of the most important in the past has been computational efficiency (both
RAM and CPU) from the use of compact representations of the image structure.
One of the key problems in this approach is the task of extracting corresponding
features (surfaces, lines or points) from different medical modalities. In many of the
approaches, this problem is either handled by significant manual intervention, or solved
approximately by simple heuristics. Any generic automated solution must include know!-
edge of imager characteristics and the anatomy and physiology involved in the imaging
process.
Inherently, the accuracy and applicability of the technique to clinical images is lim-
ited by the fact that registration is derived from a very small portion of the image
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data. This becomes a significant problem when applying the approach retrospectively
to the alignment of truncated image volumes, where there are limited numbers of eas-
ily extractable corresponding features. This limitation has been partially addressed by
techniques to combine alignment measures from different types of geometrical features
either sequentially or simultaneously in the registration process.
The problem of automated corresponding feature extraction limits both the accuracy
and robustness of the technique in clinical practice. Approaches extracting all examples
of a particular class of higher level geometrical feature are one way of avoiding the
complex task of corresponding object detection. These approaches though have not yet
been shown to be robust to differences between multi-modality image pairs.
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Chapter 3
Image Similarity As a Measure of
Alignment
3.1 Introduction
In the previous chapter approaches based on the extraction and alignment of correspond-
ing features were reviewed. An alternative approach to minimising a distance between
corresponding features is to maximise a measure of similarity between two images. We
can express an overall image similarity S for a transformation T between the two images,
as sum of individual measurement similarities S(.), at Q different points,
Q
8(T) =	 S(m(x2 ), n(T(x2 ))),	 (3.1)
i=1
where m(x) and n(T(x1 )) are corresponding values. This approach can be related back
to that of feature alignment equation (2.3). We would like S to be a monotonic function
of misalignment, which behaves like a mean distance between features. For this to be the
case, the number of similar pairs (? S(.)) should fall smoothly with misalignment.
We must therefore assume that there are uniform regions of corresponding values in the
two images at alignment. In many cases this is a valid assumption for many 3D medical
modalities. The key question in this approach is then how do we say whether values in
the modalities are similar, i.e. what do we use for our function S(.)?
This chapter starts with a description of multi-modality imaging and alignment in
terms of overlapping regions of material delineated in the two modalities. From this a
statistical view of the alignment is developed which summarises the relationship between
these delineated regions. This forms the basis for a review of the development of simple
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3.2 Views of Anatomy and Physiology
Multi-modality imaging is the process of using measurements of different physical prop-
erties to delineate different regions of material in the body. We can refer to a single
modality as providing a view of the underlying scene. It is the unknown relationship
between these views which forms the basic problem of multi-modality alignment.
In this case, unlike conventional computer vision problems, the view of the scene
differs not because of camera angle or the removal or introduction of objects, but simply
because of the difference in the property being imaged. A related field is that of multi-
spectral remote sensing, where it is conventional for images at different wavelengths to
be acquired simultaneously and therefore in correspondence. In medical imaging such
an arrangement is unlikely to be feasible either technically or financially in a clinical
setting.
3.2.1 Materials, Properties and the Delineation of Regions
To look at the problem we can start by taking a simple description of the scene to be
imaged. This consists of a volume of material say VM C 1R3 , for which we have some
set of anatomical or physiological classifications .11. These classifications partition up
the volume into a set of regions r E 7Z., each made up of points x E r in space. More
formally, each of these regions for our purposes internally exhibits uniform values with
respect to measurements of any property. The regions cover the whole space,
Ur = VM,	 (3.2)
rE7Z
and are non-overlapping (disjoint) so
Vs,rE'R,sr++rfls=Ø.	 (3.3)
Note that each point in a region r E 7 need not be spatially connected to the rest of
the points, r is just the set of points with the same classification.
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We can image the scene with a device which will make measurements of a property
at points x E VM. The device will record the actual underlying values ñz(x) as an
image of measurements m(x). Here a value falls within the set M of possible values
and a measurement within the set M of possible measurements. Examples of properties
imaged for medical use are:
X-ray linear attenuation coefficient
Radioisotope density resulting from tracer uptake in tissues
. Proton spin density and relaxation times
In the following discussion there is an important distinction between the actual value
of a property exhibited by a material, and the measurement of that value. The multi-
modality alignment problem can be described in terms of the differences in the underlying
values in a scene, although differences in measurements of those values due to the way
images are formed will be covered in later chapters.
A scene may be divided into sets of points (which we will term regions) which exhibit
a particular value,
= {x l x E VM,ñi(x) = ñi}. 	 (3.4)
The complete image will consist of the set of regions delineated by each of the occurring
values ñz E M,
M(M) = {klk = '(n),th E lcr}.	 (3.5)
The regions M are determined by the properties ñz E M, of each of the anatomical or
physiological classifications E R summarised by the mapping,
q:R-*M.	 (3.6)
If there exists a simple injective (one-to-one) mapping from classification of material to
properties of those materials, then we have an ideal modality which can delineate all
the regions of interest within the patient. In practice this is often not the case, and
the imaged property does not distinguish all the regions needed for a clinically sufficient
description. Here there will be one or more pairs of regions r 7 which exhibit the same
(or at least, indistinguishably equivalent) values of the property so that the mapping
is not injective.
As a result a second modality is often used to provide an image ñ(x) of measurements
of a second property ñ E N, for which the mapping : R i-+ N will be different. This








Figure 3.1: Alternative 'views' of structure within a volume provided by measurements
of different properties.
3.2.2 Combining Views of a Scene
In general we can produce a single merged set of regions .T from the two modalities by
intersecting each of the regions delineated by the two images,
F(M,J'.f)={kflhlkEM,lEJSI}. 	 (3.7)






where i and j are the number of distinct values of the properties M and N respectively.
There are three ways in which the two properties can delineate a region. Firstly, a
region may be delineated by both modalities (region r3 in Figure 3.2). This results in a






Alternatively the region may be delineated by only one of the properties (region r2
in Figure 3.2), resulting in a single none empty set in a row or column,
(3.9)
1k1 n1 1 0 .110
.F(M,AI) 
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Finally the region may only be delineated as an intersection of regions in the two modal-
ities, resulting in multiple none empty sets in both a row and a column.
k4n11
This is illustrated by region r5 in Figure 3.2.
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Figure 3.2: The delineation of regions in a scene by different physical properties.
3.2.3 Spatial Correspondence
In practice the process of acquiring multiple images of different properties cannot gener-
ally be done simultaneously or, even worse, using the same imaging system (or hospital).
Mathematically the second set of delineated regions H is a partitioning of a different
space H p(VN ), and the mapping or transformation,
T:VN I-+VM	 (3.12)
is unknown. For any given transformation T we get a set of delineated regions F(M, T(H)).
The problem of registration is to find the transformation TR that gives us the correct
description of the anatomical or physiological regions in the patient. To do this we need
a way of defining when
TR = T:	 (3.13)
in other words we need a registration criteria.
3.2.4 Registration Criteria
One plausible indication of alignment of regions k e M and 1 E H in the two modalities











Figure 3.3: A spatial transformation T between two modalities delineating regions within
the patient provide a combined set of regions f E .T.
of all the intersecting regions say,
i(k i fl T(li )) v(ki fl T(12 )) ... zi(k1 fl T(13))
U(T) =	 ,(k2 flT(li )) v(k2 flT(12 )) ... v(k2flT(13))
	
(3.14)
v(k fl T(l i )) v(k fl T(12 )) ... v(k fl T(13))
Each volume will be a function of the transformation T. As T '-* TR there will be some
regions, say	 and i, in f E .(M,T(N)) which disappear i.e.,
urn v(k fl T(lfi )) i-* 0.	 (3.15)
Alternatively, simply the rate of change of their volume of intersection may tend to zero,
lim di'(ka fl T(l)) -* 0.	 (3.16)
T-*TR	 dT
Because T is effectively a vector of 6 parameters (for rigid alignment), there may be
some directions for which a transformation results in a change in volume and others for
which it does not. We can express this mathematically using directional derivatives as,
(6T.V)v(k fl T(1)) = 0,	 (3.17)
where
(8	 (3.18)
and the direction of the vector
6T = (äti,öt2,öt3,...)	 (3.19)
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Where the volume tends to zero for all directions there are three cases of interest.
A region may simply reach a maximum, or minimum volume at registration. These
are illustrated for a pair of very dissimilar images approaching a possible 'alignment'
in Figure 3.4. The third case describes a rather more subtle alignment where there is
v(f) ø"- mm0	 dT
v(f3) max
M	 1V	 (M,T(A))
Figure 3.4: An illustration of the changing volume (area) of intersecting regions (right),
delineated in different modalities (left and centre), as the transformation between the
two modalities approaches 'alignment'.
a point, corresponding to the alignment of part of the border of a region with another
as illustrated in Figure 3.5. This case in itself is not enough to constrain alignment
Figure 3.5: An illustration of a more subtle point of alignment between two regions in
different modalities (left and centre) when they are combined (right).
completely, since there will be a set of transformations for which the sizes of overlapping
regions remain unchanged. It is also possible to consider the more complex case of the
behaviour of combinations of regions. The overall alignment may then be constrained
in separate directions by different regions as illustrated in Figure 3.6.
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Figure 3.6: A point of 'alignment' resulting from a combination of regions
Those regions which are delineated completely by one (3.10) or both (3.9) properties
will be at a maximum volume at registration. Alternatively, the case where the volume of
a region reaches a minimum at registration, will be a region which will not be delineated
completely by either property (3.11).
For properties which delineate identical regions (i.e. k = 1) where the mapping
between values M '-^ N in the modalities is one-to-one, the volume of all intersecting
regions will either tend to zero or tend to a maximum at alignment. The resulting matrix





v(klflTft(12))	 0	 0	 i
0	 0	 0
0	 i-'(k3flTR(l3))	 0	 . (3.20)
0	 0	 v(k4 fl TR(14)) J
The special case of this is when the ordering of values in the two modalities M '-* N is
such that the whole matrix U(TR) is diagonal,
I v(k1flT(11))
I	 0U(TR) I	 0
L	 ü
0	 0	 0




In this case there is a linear relationship between values in the two images and measures
such as correlation coefficient may be used as an indication of alignment.
For modalities which delineate different regions, there may be examples of all types of
region volume behaviour as the images approach true alignment. In particular there may
be some regions which neither reach a minimum or maximum volume at registration.
If we cannot assume correspondence of any of the regions, we don't know how the
intersecting volume of each pair of regions should behave. It is interesting to note that
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this problem can be related to the 'softassign' Procrustes point matching problem. An
approach to this was recently proposed by Rangarajan et at. [75], aligning points for
which there is no prior knowledge of correspondence.
3.2.5 Statistics: A Global View of Region Alignment
In the description of the problem so far we have looked at the behaviour of individual
regions only. An alternative view is to look at the behaviour of volumes of regions U(T)
as a whole. We can do this by first developing a statistical view of their behaviour.
From Regions to Probabilities
A representation which captures the relationships between volumes of all regions delin-
eated by a pair of images is the joint histogram of values. For each pair of values of
two properties, the number of points at which those values occur together in the imaged
volume of overlap is recorded in a 2 dimensional array, resulting in a direct estimate of
the matrix U (3.14). By normalising each volume by the total imaged volume of overlap,
(3.22)vo(T) = V(VMflT(VN))




p{ñzi,ni} p{ni,ñ2} . . p{ihi,ñ3}
p(IfJJ) = p{iz2,ni} p{ii2,ñ2} : : P2,Tij}
p{ñz,ñ i} p{ih,n2 } . . p{ih,ñ,}
(3.23)
(3.24)
represent the probability of occurrence of individual pairs of values in the imaged region'.
From this we can extract the marginal probability distributions of the sets of values






p{n} =	 p{ñ,n}.	 (3.26)
fliEM
'In the strict sense these are not really probabilities but 'memberships', as there is a definite fraction
of locations exhibiting a particular pair of values, and not a 'probability' of a voxel having a particular
value. This leads to a fuzzy set theory view of the problem.
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3.3 Early Approaches
3.3.1 Aligning Images of the Same View
Sum of Absolute Value Difference (SAVD)
The simplest and most direct measure of similarity of two image values is given by their
absolute difference. An overall measure of alignment may then be determined by the
average absolute difference over each of the Q measurement points,
1Q
SAVD(T) = -	 II(x ) - n(T(x))II	 (3.27)
In applying this measure we are assuming that the image values are effectively calibrated
to the same scale so that corresponding objects exhibit the same measurement value. If
this is the case then SAVD will tend to zero at alignment, if this is not the case then
the behaviour is less predictable, depending on the measurement values delineating the
largest regions. It is interesting to consider the amount of influence that a boundary
between two regions has on the overall measure for two transformations say T1 and T2.
Equation 3.27 shows that it will obviously depend on the difference of values across the
boundary ñ(Ti (x2 )) - i(T2 (x)). The overall influence is dependent on the length and
orientation of the boundary. The influence though does not depend on the size of the
objects at either side of the boundary. High contrast boundaries between small objects
may therefore have a greater influence on the measure than low contrast boundaries
between large objects.
This measure is ideal in cases where two images are identical except for noise. Exam-
ple applications include the alignment of images acquired to investigate the progression
or regression of disease, or changes in the chemical state in the brain. Application of
this approach to aligning other modalities where image values are not directly related
is limited. Even the simplest application of matching one MR image to another of the
same sequence is complicated by the varied scaling between two seemingly identical
acquisitions.
Correlation
In the simplest case of within modality registration, for example aligning two MR im-
ages of the same sequence, registration results in a strong linear relationship between
corresponding values in the two images. Misalignment then breaks down this relation-
ship as different values over-lie each other. In this case an obvious measure of similarity
S(.) would be one which determines the fit of a line to the distribution of corresponding
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values. Such a measure is correlation. In deriving a match from the fit of the data to a
line, we can avoid the problems of intensity scaling experienced with the SAVD measure.
This approach is employed in the most commonly used measure of image alignment,
correlation, and is expressed simply as the sum of the product of all the pairs of values
in the images,
Q
(T) = >ñi(xj).ñ(T(xj))	 (3.28)
There are two basic limitations of this function when used as a measure of image align-
ment. Firstly, it is not independent of the number of points over which it is evaluated.
In comparing two transformations, there may be significantly different regions of overlap
between the imaged volumes, and so appreciably different numbers of points Q available
for evaluation of 'y. In such a case the correlation would tend to be greater for the
transformation resulting in the greater volume of overlap. This can be avoided simply




to provide an estimate of the norinalised cross correlation. A further problem is that 5'
is also not independent of the overall level of the signal in the region of overlap and so
the measure would tend to favour alignments which include larger image values. As a
result, a better measure of alignment of finite images is the Correlation Coefficient given
by,
1'(T) =	 1(ñi(x) —ñ).(fl(T(x)) —ii)	 (330)
- y )2 >?.1(fl(T(x)) -
where WI and W are the mean values of the two images over the set of Q points. Mathe-
matically the correlation coefficient is a measure of the residual errors from the fitting of
a line to the data by minimisation of least squares. In the field of signal processing the
correlation of a signal with a known signal is template matching. Matched filtering or
convolution [43] is simply the correlation of a signal with a known signal reflected along
each of its axes. Correlation would be expected to be useful only for image types where
the relationship between values in the two images is predominantly linear at registration.
Some of the earliest work on approaches to image alignment were in the area of
satellite image registration. Here 2D image matching was carried out both between
images of the same type and images of different types. Anuta [1] investigated the use of
the newly developed FFT algorithms to carry out sub-pixel alignment by correlation over
regions of the two images. He applied this to the registration of mutli-spectral infra-red
imagery acquired at different times from aircraft and to the alignment of images acquired
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steps were investigated to improve the registration performance. He examined the use
of thresholded gradient operations to locate edges, and intensity clustering to classify
and label images before matching. He showed little improvement was provided by the
use of these techniques and in particular, showed how the performance degraded for
all approaches when matching an infra-red image with others of increasingly different
wavelength. It is interesting to note that the main application of the registered imagery
was then multi-spectral clustering and classification.
Svedlow et al. [88] looked at the problem of aligning different infra-red channels of
Landsat imagery. In particular they examined the use of the Correlation, Correlation
Coefficient and Sum of Absolute Value Differences (SAVD) in conjunction with different
pre-processing steps.
Yao and co-workers [109] examined the problem of aligning Landsat Thematic Map-
per imagery to Seasat Synthetic Aperture Radar imagery. They employed normalised
Cross Correlation derived from a number of individual rectangular regions in the im-
ages. Estimates derived from each block were then sorted to remove outliers and then
combined. They found that edge processing of the imagery provided appreciable im-
provements in performance when aligning with radar imagery.
In medical applications, Apicella et al. [2] investigated the use of Fourier correlation
of MR and PET images of the brain. Employing a Fourier decoupling of the rotation
and translation components of alignment, an efficient direct estimate of registration was
proposed. The results were limited to 2D slice registration on one dataset.
Variance of Intensity Ratio
This is a simple statistical measure proposed by Woods et a! [107] for aligning one PET
image to another of the same patient. Empirically, when the pair of images are correctly
aligned then for each pair of corresponding values in the images, the ratio,
r(T) - _______ (3.31)
-
of their values is evaluated. The standard deviation of this ratio a,. is evaluated over all
i voxel pairs. This is then normalised by dividing by the mean value of each of the
voxel pairs,
V=?j:,	 (3.32)
giving a final measure of alignment which is minimised at registration. This is closely
related to the correlation coefficient and assumes that there is a constant scaling factor
relating the values in one image to the other at registration.
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3.3.2 Enforcing Similarity:Correlation of Pre-Processed Images
Correlation of Remapped Image Values
One approach to evaluating similarity between measurements of different properties is
to try and enforce a simple relationship between values prior to evaluation of alignment.
This can be done by applying a remapping, say I(ñz) and J(ñ), of values within the
images. A similarity measure,
Q
8(T) = >S(I(ñ(xj)),J(ñ(T(xj)))), 	 (3.33)
can then be derived from these remapped values. If the remapping provides adequate

























at registration (here combining the first two rows and columns), then maximisation of
correlation can then be used to align the images.
Van den Elsen et al. [95] employed a simple remapping of CT values to increase
the linearity of the relationship between CT and MR values, enabling correlation to be
used as a measure of alignment. This made use of the strong differentiation between
soft tissue and bone regions in CT. Two approaches were described. The first approach
was devised to enable the use of negative correlation to align bone features in the two
images. This was achieved by applying a simple 'delayed ramp' mapping to the CT
values c above a CT bone threshold Gb,
J(c)—{ o
	 C<Cb
- (c — Cb).Kb otherwise	 (3.36)
where Kb determines the gradient of the ramp. This produces a 'positive' bone image
from CT, which can then be registered with the 'negative' bone image in a conven-
tional MR sequence by minimising correlation. The approach employed a multi-start,
multi-resolution hierarchical optimisation scheme to locate a global optimum. This was
perhaps because the large number of soft tissue structures in the MR image, which are
not present in the remapped CT, create many false optima and a narrow global optima.
The second scheme was designed to use the soft tissue features for registration by
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(C31 500 to C33 1900) were set to zero, and within that range a triangular remapping
was applied upto a value (C32 700),
I(c—C81).K3J(c) 
= I (C33 —c).K3
10
C ^ C31




where K3 determines the gradient of the triangular remapping. This provides a 'positive'
soft tissue region which can be correlated with the MR image.
Both of these approaches, use knowledge about the tissues delineated by different
values in a CT image to provide a useable registration parameter space. An important
question about these approaches is how the intensity remapping affects the location of
boundaries between the different objects, particularly when there are partial volume
effects between voxels lying on object boundaries.
Correlation of Geometrical Features
An alternative to remapping the values within images to allow the use of correlation, is to
'remap' or enhance the geometric structure within the images by extracting or detecting
particular features. The aim here is to choose types of geometric structure present in
both images and that occur at the same spatial location in the two modalities. This is
related to the early work on the application of edge detection filters as a pre-processing
step to enable the correlation of infra-red and radar imagery[109].
In the medical application the work of van den Elsen et al. [93, 94] has investigated
the use of different geometrical feature detectors. In particular they looked at the use
of rotation invariant geometrical ridge detectors [65] in three dimensions to detect the
bone structure of the skull in both MR and CT images. Their work also made much use
of scale space theory to constrain the size or 'scale' of geometric features being detected.
In later work they went on to compare this approach to that based on much simpler
edge detection operations.
One of the possible limitations of this approach, is the nature of the parameter space
produced by the ridge and boundary detectors. In using a correlation approach rather
than a true distance measure between features, the recovery of larger scale misalign-
ments is complex. Empirically correlation is still a measure of region overlap, but these
geometric feature 'regions' occupy a small portion of the field of view. Correlation of
these small structures then provides a narrow optima which is expensive to locate. This
is illustrated by the the plots shown in Figure 3.7. Here on the left, the upper two traces
represent a region of material delineated in both modalities, and the lower trace the
resulting correlation as the transformation between the two is varied round registration.
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The right hand trace then represents a simplistic 'edge' image of the same scene in the
two modalities. The resulting peak in the correlation of these two traces is much nar-
rower and therefore more difficult to find. This problem is reflected in the approach to
Figure 3.7: A simplified view of region (left) and boundary (right) correlation. The use
of sharp edge features leads to a much narrower response to misalignment at a given
scale.
optimisation which employs an hierarchical multi-resolution technique. Multiple optima
are evaluated and optimised separately at increasing image resolution to locate the best
overall transformation.
3.4 Statistical Measures between Different Scenes
A similarity S(.) can be derived from the global relationship between voxel values in the
two modalities. The problem with criteria such as correlation is that they assume some
simple mathematical form (e.g. linear) for the distribution at registration. What we
want is to make less constrained assumptions about the relationship between the two
properties which will allow us to define other more generic measures of registration.
An alternative view of alignment is to say that two values m and n are related or
similar simply if there are many other examples of those values occurring together in
the overlapping imaged volume. Conversely if there are few examples of values m and
n occurring together they can be said to be dissimilar. This is the basic idea behind
a class of more generic statistical measures which look only at the occurrence of image
values and not at the values themselves. Effectively we can say that in aligning the
images we wish to change the transformation T in order to increase the clustering of
the joint probability distribution so that there are fewer low probability pairs and more
higher probability pairs. In terms of the delineated regions f € ..T(T), we can seek a
transformation which maximises the volume of the majority of the intersecting regions.
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3.4.1 Corresponding Intensity Variance
Woods proposed the minimisation of corresponding variance [108J, as an adaption of
equation (3.32) for multi-modality registration of MR and PET imagery of the brain.
Given the assumption that there will be a predominantly one-to-one mapping of values in
the images at registration, then for all points in an image with a given value, the variance
of all corresponding values in the other modality will be minimised at registration. We
can work out for all the voxels in image ñi(x), say with value m, the mean value of the
corresponding voxels in the second image ñ(T(x)), say rim . Similarly we can find the
standard deviation of those values a(ñi). For a particular value ñ then we can work
out the normalised standard deviation,
a(ñi) = an(ñi)/m.	 (3.38)
The standard deviation of the distribution of values ñ for each value ñz should be mm-
imised at registration. Given a probability of occurrence for each value ñi, say p(ñz),
a weighted sum of the normalised standard deviations of the PET values ñ E N corre-
sponding to each MR value th E M,
=	 p(ñi)a(ni),	 (3.39)
ñiE
provides a measure of alignment. The weighting ensures that the measure is influenced
most strongly by PET intensity variation for the most common MR values.
The basic assumption this approach makes is that, at registration, uniform regions
in one image map to uniform regions in the other. As the images move away from
alignment, measuring the spread of corresponding values by their variance gives a direct
measure of alignment. Effectively, this is assuming that, at alignment, there is a one to
one mapping of values in the images. If this is exactly true then only one modality is
required and we have the case described by equation 3.10. In practice this though may
be approximately true for images where there are only small differences.
If for two images at registration, one value maps to two significantly different values in
the other modality, then a measure of the clustering around the mean value will provide
a poor indication of alignment. The degree to which there is a direct one to one mapping
between values in the two images will determine the applicability of this measure. In
order to ensure a close to one-to-one mapping of values in his application, Woods [108]
employed a simple MR segmentation to exclude non-brain regions, particularly scalp,
from the measure.
What is also important is the direction of the mapping, i.e. choosing to minimise
corresponding variance in the first or second modality can make a significant difference.
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One modality, say MR, may delineate significantly more regions than say PET and so
every value in the MR may map to only one value in the PET (except perhaps a small
region of physiological abnormality), while the reverse is not true.
3.4.2 Moments of the Joint Probability Distribution
This approach was first proposed by Hill et at [49] from visual examination of the effects
of misregistration on the feature space. Empirically, as the images approach registration,
the peaks in the joint probability distribution increase in height and the regions which
contain lower counts decrease in height. The registration process is re-arranging the
voxels so that they occur with their most probable corresponding value in the other
image, given the constraints of the image structure and the transformation.
One approach to quantifying this shift from more low probabilities in p{i, n} to
a smaller number of higher probabilities in p{ñi, n} is to measure skewness in the dis-
tribution of probabilities in p{ni, n}. Common measures of skewness of a distribution
are provided by the higher order moments of the distribution. Given p{ñ, n} we can
calculate the number of occurrences of a particular probability p, say ij(p). The moment








Hill proposed the use of the third order moment as a measure of MR and CT alignment
which is simply:
(1cr,J) = 3(IN)	 (3.40)
t90 (M, N)
This has been compared experimentally to the joint entropy measure[87] and found
to provide similar response to alignment of MR and PET images of the brain. Macs et at
[64] has proposed that this is mathematically related to the information theory measures
which will be described in the next chapter.
3.4.3 Clustering and Labelling
Chiron and Bizais [41] proposed a measure of alignment based on a matched filtering of
a joint histogram of image values. The matched filter consisted of a Gaussian model of
the noise distribution derived from the distribution of values in an example registered
region of the images.
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The work of Collignon [22] et at was the first to describe an approach to quantifying
registration by applying conventional multi-spectral clustering techniques. They inves-
tigated the use of both supervised and unsupervised clustering of the joint probability
distribution using fuzzy k-means clustering [38]. Following clustering they employed a
maximum likelihood ([28], page 250) voxel labelling scheme from which two measures
of image alignment were evaluated. Firstly they defined a Geometric Mean Maximum
Registration Probability. Each label cluster is modeled as a normal distribution and the
probability that a voxel value pair belongs to a cluster is calculated. The most probable
cluster is chosen for each voxel pair and the product of the probabilities of each voxel
value belonging to its cluster is calculated for a given transformation. In other words:
for each pair of values occurring together, a probability for those values occurring to-
gether is determined by its distance from the nearest cluster. This product should then
be maximised at registration.
A second measure was derived from a definition of unlabeled voxels as a threshold of
the Mahalanobis distance to the nearest cluster centre. A simple count of the number
of unlabeled voxels in the distribution could then be minimised to achieve alignment.
Their experimental results illustrated the behaviour of the measure with respect to
misregistration, but they did not go on to use it in recovering alignment. In particular
they did not investigate the problems in achieving an effective labelling from a poor
initial starting estimate where the joint probability distribution contains unwanted but
distinct clusters.
3.4.4 Describing and Optimising the Intensity Transformation
Rather than looking at the statistical relationship between image values, it is possible to
treat the relationship between intensities as a transformation. This intensity transfor-
mation function can then be estimated and optimised in the same way as the geometric
transformation which describes alignment. An example of such an approach is that of
Friston et. at. [37]. Here both the intensity and geometric transformations are ap-
proximated by Taylor series and then solved directly. This approach was applied to
PET-PET and MR-PET brain image alignment but was not illustrated for truncated
images or MR-CT image pairs. In such cases the more complex intensity transformation
coupled with the limited and changing volume of overlap may mean that a Taylor series
solution of the geometric and intensity transformation is not valid for many MR-CT
applications.
A related approach is that of Feldmar et at. [34]. This expresses the 3D registration
in terms of the alignment of 4D points, made up of a 3D location and the intensity
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value. Registration is then achieved by applying an extension of the iterative closest
point algorithm described for surface matching in chapter 2. The key factor in this
approach is the relationship between the geometric and intensity components of the
minimisation. It remains to be shown whether approaches such as these are robust to a
range of clinical data and modality combinations.
3.5 Summary
This chapter began by looking at image alignment in terms of overlapping regions of
material which are delineated by values in two modalities. As images are brought into
alignment, the volume of overlap of these regions can give an indication of alignment.
By seeking a maximum or minimum overlap of specific regions it is possible to define
an optimal point of alignment. This provides a similar approach to that described in
the previous chapter, but again requires knowledge of correspondence, this time between
particular values in the two images.
The overlap of all delineated regions can be summarised by the joint probability
distribution of corresponding image values. Without knowledge of specific region corre-
spondence it is possible to define a global measure of alignment from the behaviour of
regions as a whole.
Early work on multi-modality alignment began with the use of correlation and ab-
solute difference measures between pre-processed imagery. In some cases, by extracting
or enhancing similar features in the two modalities it is possible to impose a simple
relationship between image values. In medical image registration, preprocessing of both
intensity and geometric forms have been employed to increase the similarity of images
acquired by different modalities.
More generic statistical approaches began to be developed which did not assume a
predominantly linear relationship between values and avoid the use of a heuristic pre-
processing stage. The important step at this point was to begin to define registration
measures based only on the co-occurrence of values and not the values themselves. Ef-
fectively we can then infer similarity S(m, n) of a pair of values simply by observing
other examples of them occurring together in the imaged space. Registration can then
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Chapter 4
Information Theory and Image
Alignment
4.1 Introduction
This chapter is concerned with development of entropy based measures of multi-modality
alignment. As with the previous chapter we are essentially dealing only with views of
the scene provided by different modalities, and not with the characteristics of the images
themselves. As a result we deal with the actual values of materials within a scene M and
N. Entropy and related measures are derived from the probability of occurrence of these
values. Throughout this chapter we are dealing with probabilities, but it is important
to remember what these probabilities represent: the proportion of material exhibiting a
given value in the scene.
The chapter begins by introducing some of the fundamental ideas behind the mea-
surement of 'information' and how this can be applied to image data. Information theory
is then used as a tool in deriving measures of alignment between sets of values in a pair
of views of a scene. Joint entropy derived from the joint probability distribution provides
the starting point for relating the information content of a pair of images. Its properties
are examined as a measure of image alignment and from this a set of related measures
including mutual information and normalised mutual information are developed and
compared.
The final section examines the behaviour of the measures, in particular their nor-
malisation with respect to the data from which they are derived. A simple simulation
illustrates the difference in the behaviour of many of the statistical and information
theoretic measures as the field of view of a scene is varied.
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4.2 Information and Entropy
Before going on to describe plausible measures of alignment, we can first cover some of
the background ideas dealing with the application of information theory to image data.
One approach to developing ideas about information theory is based on the concept of
uncertainty.
4.2.1 Information from Uncertainty
If we examine the probabilities of values occurring in an image, it is common for there
to be a range of probabilities, since some values are rare and some are common. In
predicting what value a voxel has we can form an estimate of the uncertainty of our guess
at the value given the observed distribution of probabilities. This has two extremes:
If all probabilities are equal, uncertainty in guessing what value a given voxel might
have is largest.
. If there is oniy one value in the scene then, the uncertainty in guessing the value
of a given voxel would be zero.
If we learn the value of a measurement that we were very uncertain about (i.e. it
would be difficult to guess) then we gain a large amount of information. Conversely if we
learn a value that would be easy to guess because it has a high probability of occurrence,
then we only gain a small amount of information. If we are given a set of values we can
then look at the average amount of information provided by the set of values. Essentially
we can say an image with similar amounts of all possible values contains more information
than an image where the majority of voxels have the same value. In order to express this
mathematically a number of axioms have been proposed to describe how we would like a
possible information measure to behave. Given an information measure H(M) derived
from the probabilities of occurrence of i possible values, some of the requirements that
have been proposed for a measure H(p(th 1 ),p(ñ 2 ), ...,p(i)) of information include ([76]
page 80):
Continuity Small changes in probabilities should give only small changes in the overall
information content.
Symmetry The information content should be independent of ordering of probabilities.
H(p i .p2
. ..., p ) = H(p2 .p1 , ...,pz)
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Extremal Property When all probabilities are equal the average uncertainty and so





Additivity Combining information from subsets: Given probabilities of a set of values
with information content,
HA = H(pi ,... ,pi-i,pi)
and that say one of these values (pd) can be further divided into a second set, each
with their own probability of occurrence {q . . . q3 } and information content,
HB=H(!,...,2)
then the information provided by all the symbols should be expressed as
Ho=H(pl,...,p_l,ql,...,q)=HA+pjJB.
4.2.2 A Measure of Information
There have been many plausible functions proposed for HO. An early example of an
attempt at defining a measure of information is that of Fischer [35]. The most commonly
used measure of information which satisfies these requirements though is the Shannon-
Wiener entropy measure [76]. Here the average information supplied by a set of i symbols
whose probabilities are given by { pl, p2,. . . p-}, can be expressed as,
H(pi ,p2 ,...,pj )=—>plogp3 .	 (4.1)
This forms the basis for a large body of work originally termed 'communication theory'
developed to study the performance of communication systems.
In terms of image processing the measure can be applied directly to the occurrence
of the values in an image HO, to form a first order estimate of the entropy of the image.
Higher orders can be derived from the occurrence of sets of values together in an image.
The concept of the entropy of a set of data or an image has been applied to a number
of image processing tasks. One of the most successful has been the maximum entropy
[84] techniques of image reconstruction. This approach is derived from a model of the
overall probability of a particular image, made up of pixels into which fall 'counts' to form
intensities at points in the image. Given a set of data and an algorithm to reconstruct
an image from it, there are a number of parameters which determine the final form of
the image. Maximum entropy techniques evaluate the entropy of the final image and
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4.2.3 Information Measures from Two Views of a Scene
Given a pair of views of a scene ih(x) and ñ(x) provided by different modalities, with
sets of values M and IJ and marginal probabilities as in (3.25) and (3.26), the average
information provided by the values in each scene (marginal entropy) can be evaluated:
H(M) = -	 p{nz}log(p{ni})	 (4.2)
niEA;f
H(N) = - > p{ñ} log(p{ñ})	 (4.3)
If we return to the region based view of the alignment problem described in section
3.2, it is possible to relate entropy to the size (probability) of regions delineated within
the two views. If a given value ñ in a modality delineates a region of the material then
we can relate the probability of that value p{nz} directly to the volume of that region
in the image divided by the total imaged volume. The simplest case is where we have
a binary scene with foreground and background intensities. This can be equated to a
binary symmetric channel as illustrated in Figure 4.1. Information content is maximised
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Figure 4.1: The information content of a binary symmetric channel: This can be equated
to the information content of a binary image consisting of foreground (ih1 ) and back-
ground (ni2 ) where p(ñz i ) = 1 - p(ñ12). The horizontal axis in this graph therefore
corresponds to varying the ratio of background to foreground area in the images of the
white circle shown below.
For a more realistic scene, if we have a large number of different anatomical regions
delineated by distinct values, then the entropy is derived from the probability of each of
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those values. The more similar the probabilities, the greater the average entropy of the
image, as illustrated in Figure 4.2.
H(M) <H(N)
M	 N
Figure 4.2: The first order entropy of the values in an image increases when a modality
delineates more regions of different tissue.
Joint Entropy
When two views of a scene are combined by a transformation mapping from points in
one view to the other, the joint probability distribution (equation 3.23) tells us how often
pairs of values occur together. The information content of this combined scene can be
evaluated in a similar way to that of a scalar scene by forming an estimate of the joint
entropy from the joint probability distribution,
H(At,JcJ) = -	 > p{ñi,ñ}log(p{fn,n}). 	 (4.4)
ñENñiEM
As discussed earlier, the values of p{i, n} are directly related to the overlap of the
regions delineated by the values ñi and ñ together in the imaged volume. In terms of
communication theory, M and N are the sample spaces of the two modalities and the
combined image is termed the product space ict ® i.
4.3 Information Measures and Alignment
4.3.1 Joint Entropy and Image Alignment
The use of joint entropy as a measure of multi-modality image alignment has been
proposed independently in two recent papers [21, 87]. In aligning different modalities
we wish to use any shared features in the two images to define the registration. If
structures are shared between the two images and the images are misaligned, then in the
combined image these structures will be duplicated. For example, when a transaxial slice
through the head is mis-aligned, there may be four eyes and four ears. As the images are
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brought into alignment the duplication of features is reduced and the combined image
is simplified, as shown in Figure 4.3.
Figure 4.3: Sketch illustrating the removal of 'duplicated' regions in the combined image
by alignment of shared features.
We can think of the 'combined' image, where pairs of values occur together, as
a single valued image where each different value corresponds to a particular pair of
values occurring in the two source images. We may then express the joint probability
distribution as a 1D vector, where each probability is simply derived from the size of
each intersecting region.
If we look again at the plot for the binary image (Figure 4.1), this shows that the
function H(ih i , ñi2) reaches a minimum when values are highly probable (larger regions)
or not probable (smaller regions). By minimising joint entropy, overlapping regions will
therefore be forced to either have an increased overlap or a decreased overlap. This, in
effect, is exactly what we are doing when aligning any shared regions which already have
a significant portion of their area overlapping. We increase the area of the larger aligned
part and decrease the area of smaller mis-aligned parts.
In using joint entropy as a measure of alignment we are making one important
assumption: that the large regions in the two images are to be aligned and their region
of overlap should increase as the images approach registration. If there are large regions
in both images, but at alignment their overlap is not maximised, then joint entropy will
not be a minimum at registration. This case will discussed in more detail later in the
thesis.
4.3.2 Normalisation: The Need for Relative Entropies
If we take a closer look at the use of joint entropy as a measure of alignment, we can
see in practice that there is a problem. In bringing two images into alignment we are
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interested in essentially comparing two alignments to decide which is better. In deriving
a measure of alignment from images with limited field of view (often in the clinical case,
very limited) then any measure of structure or 'information content' of the combined
image will be a function of the structure in the two images in their region of overlap. By
minimising joint entropy we are simply trying to find the combined image which delin-
eates least structure, not necessarily the most corresponding structure. This problem can
be related back to the derivation of the measures of correlation, normalised correlation
and correlation coefficient for image matching discussed in the previous chapter.
A second and related problem can be seen by considering the larger scale behaviour
of the measure as mis-alignment increases. As we continue to misregister we would
hope the measure will continue to degrade, tending toward a maximum of joint entropy.
Going back to the axioms of information measures, this occurs when we have identical
probabilities for each of the say w pairs of measurement values, so as we misregister we
assume,
l/w 1/w 1/w 1/w 1/w
P{M Jfl	 1/w 1/w 1/w 1/w 1/w1/w 1/w 1/w 1/w 1/w
1/w 1/w 1/w 1/w 1/w
For general medical images this is obviously not the case, and in fact as misalignment







p{ñio,ñ i } p{io,n2} p{Iho,ñ3 } p{iho,ñ4}
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4.3.3 Mutual Information
What we need to do is to relate changes in the value of the joint entropy H(M, J) back
to the marginal entropies of the two images H(At) and H(IJ) alone. One measure which
provides this is relative entropy or mutual information (or transinformation), which was
proposed independently by Collignon et al. [21] and Viola and Wells [99] as a measure
of alignment. This statistic was initially derived in communication theory as a measure
of information between the transmitter and receiver at either end of a communication
channel. Simply, this expresses the joint entropy with respect to the marginal entropies
I(icI; J ) = H(M) + H(J) - H(M, Ii).	 (4.5)
A useful way of visualising the relationship between these entropies is provided by a






	 Information Theory and Image Alignment
of the particular entropy. The overlapping areas represent the shared information or
relative entropies. The entropies H(I), H(]cI) and H(1I, I) can be derived from the
I(M;N)
E3GD EHNIM
Marginal Entropies 	 Joint Entropy	 Mutual Information
Figure 4.4: A set theory representation of the entropies involved when combining two
images







H(M, N) =	 p{fh, ñ}log
p{rn,ri}
n1€icr ñEN
Substituting these into equation (4.5), and given that p{ñi} =	 p{ñi, n} and p{n} =
jç1 p{ñi,ñ} we have:
1
i(J.cI; 1i) =	 > p{ih, ñ}log	 +p{ñ}
ñ'EMñEN
1





which can be rearranged to give a simpler form:
(4.9)
p{ñi,ñ}
log	 -	 -I()cI; J ) =	 p{ñi, n}	 p{m}p{n}
riEM ñEN
(4.10)
From this representation, remembering that the probabilities are derived from vol-
umes of overlapping regions, II; icJ) relates the size of the overlap of a pair of regions
(p{ñ,ñ}), to their total size (p{th} and p{n}).
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4.3.4 Further Constraints
The fundamental problem in using mutual information for our application is that it was
developed in communication theory as a direct measure of the quantity of information
passed between transmitter and receiver. For any given channel this will be dependent
on the information transmitted. In our application we wish to compare an information
measure derived for two transformation estimates. These estimates will correspond to
different overlaps of the two image volumes, and therefore the amount of transmitted
(and received) information may vary between the two transformations simply because of
the change in overlap. Such a case is illustrated by the Venn diagrams of Figure 4.5. Here
Solution: T	 Solution: T
2
Image Overlap:
Figure 4.5: Here '2 > I so mutual information chooses the registration solution on the
right, although the proportion of the information shared by the two images is less.
the mutual information is greater for the solution on the right, although the proportion
of the information in two the images which is shared, is much less than the solution on
the left. Later in the thesis example images where this occurs will be examined in more
detail.
Normalising Mutual Information
In order to account for changes in the proportion of mutual information we want to look
at the amount of mutual information I(M; IJ), with respect to the information provided
by the individual images H(JcI) and H(N). A direct approach to normalisation proposed
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This we refer to as Normalised Mutual Information, and will be examined in greater
detail during this thesis.
Alternative approaches to achieving the same goal have subsequently been proposed







p(JI, I) = H(M, IJ) - I(1i1; N).	 (4.13)
mentioned by Macs et al. [64].
There is a further possibly useful constraint on alignment which is illustrated in
Figure 4.6. We may seek a transformation which maximises the shared information and,
which also balances the amount of unshared information provided by the two images.
Figure 4.6: A case where mutual information does not distinguish between two plausible
alignments. A better registration may be one which has a similar amount of information
provided by the two images.
This is a rather more subtle constraint and requires us to introduce an assumption
about the ratio of 'unshared' information supplied by the two images. This will be
dependent on both the content of the images and their region of overlap. Since we are
interested in generic measures applicable to all modality combinations, this approach
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4.4 The Image Overlap Problem: A Simulation
If we look again at the expression for the joint probability distribution (3.23), we can
see that any alignment statistic will be affected by both the alignment of regions in the
two images, determined by U(T), and the region of overlap of the two images zio(T).
In addition, the volume of individual overlapping regions U(T) may also be influenced
by the finite extent of the images. There will be some regions f F in the field of
view which will be truncated by the imaged field, as illustrated in Figure 4.7. In these
D
CVM
Figure 4.7: A sketch illustrating the truncation of imaged regions by the overlapping
field of view.
cases, there will be regions for which the volume of overlap v(f2 ), where f2 = k fl T(l),
is constrained by the overlap of fields of view VM and VN of the two images.
As the transformation T varies the volume of overlap of regions k and I will vary
both because of their alignment T, and because of their location within the overlapping
field of view (VM fl T(VN)) of the two images. The normalisation of a measure with
respect to the statistics derived from the field of view is particularly important for 3D
medical images where images with limited extent in one or more axis are common.
4.4.1 Image Overlap: A Simple Model
In order to look at the behaviour of the measures to the overlap problem, it is possible to
construct a simple model describing a clinically plausible scene. In this case we examine
identical views of the scene since we are simply interested in the affect of field of view
and not differences due to modality.
Here we can describe the 2D alignment of images of a half circle (say a coronal cross
section through the brain) imaged with different fields of view, as illustrated in Figure
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simplicity, has an infinite extent, while the other has a limited extent determined by the
parameter F0v. A half circle is placed at the centre of the rectangular field of view.
We consider in this model the response of different measures to the change in in-plane
rotational alignment 0, around the centre of the field of view (and circle).
Figure 4.8: A simple model of rotational alignmellt 0 between two images of a half circle
with varying overlap and horizontal field of view determined by F0v.
To evaluate the measures we need to calculate the area of overlapping regions in
the two images as a function of the rotational alignment 0 as shown in Figure 4.8(a).
We can do this by considering the non-overlapping corners of the rectangle in Figure
>p	 r
(c)
Figure 4.9: Evaluating the overlapping field of view of the two images for a given rotation
0 and field of view F0v.
4.9(b) made up of the two triangles TA and TB shown in 4.9(c). The area of these are
determined by the change in the vertical position of the corner of the field of view q,
given by q = ny -
2 /F0v\ 2 1q=sin(a+0)/() + ---) -,	 O<0<2a	 (4.14)
where a = tan 1
 ( FOVI2) For simplicity of the model, we can constrain the range of 0
so that the other two corners of the rectangle (at the far left and right in figure 4.9(a))
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remain inside the region of overlap. Given this we can then calculate p for the triangle
TA using tan(0) = q/p which gives the area of TA as,
q2
- 2 - 2tan9	 (4.15)
Similarly the area of triangle TB can be shown to be,
TB (0) rq q2 tanG= - =	 (4.16)2	 2
From this, the overlapping area for rotation 0 is given by 1.Fov - 2(v(TA) + zi(TB))
which can be rewritten as,
1	 I (4.17)
tan0
In addition, we can work out the overlapping and non-overlapping regions of the half
circle (radius ) shown in Figure 4.10 which are simply,
1/4C
Figure 4.10: Evaluating the overlapping objects (half circles) in the two images for a
given rotation 0.
- 1 (1)2 (.o - ir = IT - 101	









—ir<0<ir	 (4.20)Vc(0)Ir(j) I ='
The area of the 'background' region is then simply these subtracted from the overlap
area,
VD(O,FOV) VO - VA - VB - Vc.
	
(4.21)
From these we can then evaluate the probabilities of each region (by dividing by the
area of image overlap) and therefore the joint probability distribution, as a function of
the transformation parameter 9 and the field of view parameter F0v,
1 1 'A C1P(0,Fov) 
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4.4.2 Response of Entropy Measures to Varying Field of View
(4.23)
Using this simple model of areas of overlapping regions in a pair of images, response of
measures can be evaluated directly for different rotational misalignment and field of view.
Plots for rotation 0 between -30° and 300, and field of view parameter Fov between 0.5
and 6 are shown in Figures 4.11,4.12 and 4.13. As can be seen, the response of the joint
entropy measure is affected considerably by the variation in field of view. As the field
of view increases the value of the joint entropy increases and the peak at alignment is
flattened. Going back to the axioms for information theory (section 4.2.1), minimisation
of joint entropy favours images with a large field of view, if the background is already
larger than the foreground. In this, case as the proportion of background increases, a
value is more probably background than foreground and therefore the entropy falls.
Measure
Figure 4.11: The response of negated Joint Entropy to rotational misalignment (degrees)
at different values of field of view parameter F0v of the model in Figure 4.8.
An even worse response with respect to field of view is exhibited by mutual infor-
mation as shown in Figure 4.12. The response of mutual information is more complex
than that of joint entropy, but can be simplified by considering the three components of
dI(MN) 
separately,
dI(M; N) — dH(M) dH(N) dH(M, I)
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As we move away from registration, joint entropy may increase so dH(M N) > 0. But, as
the overlap falls due to misalignment, H(M) and H(N) may not necessarily fall. In this
case the 'background' region in the image is truncated as the images misalign. If this
makes the background and foreground regions more similar in size then, as in Figure 4.1,
the marginal entropies H(M) and H(N) will increase. So, if this increase is such that,
	
dH(M) dH(N) > dH(Jt,Jcr)	
425dT +dT -	 dT	 '	 (.)
then mutual information does not provide a useful measure of alignment. In this model,
the field of view increases to a point where this applies and the response to rotational
alignment changes from a maximum to a minimum.
It is important to note that this condition applies to any image pair where the back-
ground and foreground regions and overlapping field of view are such that the marginal
entropies are sufficiently affected by overlap.
3	 ju
Figure 4.12: The response of Mutual Information I(M; N) to rotational misalignment
(degrees) at different values of field of view parameter F0v of the model in Figure 4.8.
The normalised mutual information measure (Figure 4.13) provides a response vir-
tually independent of the field of view parameter Fov, with a much sharper exponen-
tial relationship between field of view and measure. Because here we are dividing the
marginal entropies by the joint entropies, any increase in the marginal entropies will be
counteracted by the change in the joint entropy.
As a comparison the two measures proposed by Macs et al [64] were also evaluated
for this model. The entropy correlation coefficient, as would be expected from its math-
ematical form, provides a similar response to that of normalised mutual information
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Figure 4.13: The response of Normalised Mutual Information Y(M; N) to rotational
misalignment (degrees) at different values of field of view parameter F0 of the model
in Figure 4.8.
(Figure 4.14). The response of p(M;N) though, shown in Figure 4.15, is less sharp than















Figure 4.14: The response of the entropy Correlation Coefficient Ce (M; IT ) to rotational














Figure 4.15: The response of the entropy measure p(M; I) to rotational misalignment
(degrees) at different values of field of view parameter F0 of the model in Figure 4.8.
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4.5 Summary
This chapter has described and developed the use of entropy as a generic measure of
multi-modality alignment. By treating the images as sources of information, informa-
tion theory provides the basic tools for describing and developing generic measures of
alignment. Such an approach infers 'similarity' of image values only from the observed
occurrence of those values together in the image as a whole, allowing us to relate and
manipulate values of completely unrelated physical properties.
In using information theory to examine the spatial relationship between images, the
problem of normalisation with respect to image content was identified as being an im-
portant factor. This is particularly true for our application where we want to compare
alignment estimates between volumetric images with limited axial extent. By construct-
ing a simple model of a scene, the response of the different measures as the field of view
is varied, can be examined and compared. The normalised mutual information measure
Y(M; J) was identified as providing a robust measure of alignment, independent of the
local image statistics. The results of this simulation will be shown to be applicable to
clinical images in the experiments of chapter 6.
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Chapter 5
Evaluation and Optimisation of
Image Similarity
5.1 Introduction
The previous two chapters dealt with the ideas behind the development of similarity
measures between views of a scene provided by different modalities, containing both
corresponding and complementary structure. This chapter deals with the problems of
implementation and use of these measures in recovering the alignment of images of
those views. Rather than concentrate on the use of one particular measure this chapter
is concerned with the generic problems of:
• Evaluation of corresponding measurement values.
• Evaluation of a joint probability distribution p{m, n} of those values.
Optimisation of an alignment measure between finite 3D images.
The chapter begins with a brief description of the effect of image noise and limited
spatial resolution of the structure of the joint probability distribution. The next section
then goes on to look in more detail at the problem of evaluating spatially corresponding
measurements between 3D medical modalities. Building on this, the next section exam-
ines the problem of forming an estimate of the joint probability distribution for a given
transformation estimate.
Having looked at these basic tools of registration evaluation, the chapter then goes on
to look at the problem of finding the optimum alignment for a given measure, beginning
with an examination of the factors affecting the structure of the alignment parameter
space. A simple multi-resolution optimisation scheme is then described which makes use
of efficient low resolution evaluation of registration measures.
Section 5.1	 87
Chapter 5
	 Evaluation and Optimisation of Image Similarity
5.2 From Properties to Measurements: Noise and Spatial
Resolution
Up until now we have considered only an idealized description of the views of a scene
provided by different modalities. The approaches to quantifying alignment are directly
applicable to real clinical image data consisting of measurements limited by noise and
spatial resolution.
The relationship between the image function m(x) and the scene or object function
ñi(x) is governed by the point spread function h(x) and noise function c(.) of the imaging
system. The relationship can generally be modeled [100] by:
m(x) =fh(x_U)?i(x)dU+em(x,il(x)). 	 (5.1)
5.2.1 Measurement Noise
In many cases measurement noise, can be approximated as being independent of spatial
location 1 x so,
(5.2)
This uncertainty in the measured value m given the underlying value of the material ñi
can be modeled with a probability distribution, say,
p (m I ñi) = Em(fh,m).	 (5.3)
The following sections briefly describe the form of the noise distribution in the main 3D
imaging modalities investigated in this thesis.
Noise in CT images
In CT, the image formed represents the linear X-Ray attenuation coefficient a of mate-
rial. The detector noise in a CT scan is due to quantum fluctuations in the X-Ray beam
and noise in the detector [14] and has a Poisson distribution. In this case the probability
of recording a measurement of value m (in this case Hounsfield Units) given that the
imaged material has an actual value ñz is given by,
Alm_i
p (mI) =	 exp(—A).	 (5.4)
rn-mi
In practice, because A is large this can be approximated as a simple Gaussian distribution,
-	
1	 1 (ni—rn)2
p(m I m ) =	 exp 2	 }	
(5.5)
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Figure 5.1: A distribution of CT image values from a uniform region of material (air
value -1000, data stored in Hounsfield units)
A distribution derived from an area in one of the images used in the later experiments
(patient 5 of the Vanderbilt database) is shown in figure 5.1. This distribution varies
depending on the resolution of the image, but the main source of additional artefact in
the distribution is the truncation of the dynamic range due to its storage in binary form.
It is common for data to be stored in 'CT numbers' which are effectively Hounsfield
numbers with 1024 added to make -1000 Hounsfield units (air) equal to 24 CT 'units'.
This, depending on the spread of the noise distribution, does not remove all negative
values from the image. As a result any CT numbers less than zero are set to zero. A
side affect of this is the apparent noise level in the air is reduced, reducing particularly
the visibility of reconstruction artefacts in the regions of air around the patient. An
example distribution where this occurs is shown from a region of air in a CT image of
the pelvis acquired on a Siemens CT scanner in Figure 5.2.
The portion of truncated values varies with the spread of the distribution (and there-
fore the resolution of the images). Other less significant affects are caused by alternative
methods of image reconstruction, in particular spiral CT reconstruction. An example
distribution from such an image is shown on the right of figure 5.2.
Noise in MR Images
In MR, the property effectively being measured is the magnetic moment density. The
image is formed by a Fourier reconstruction process from complex data. The noise in the
complex signal data can again be modeled as simple uncorrelated Gaussian noise added
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Figure 5.2: Artefactual CT Noise Distributions from a region of air: Left (value 24)
showing truncation of the dynamic range below zero due to storage. Right: Artefacts
in noise distribution from a region of air in a Spiral CT acquisition, possibly due to the
method of reconstruction.
to the real and imaginary components. The actual clinical MR image is a modulus of
this complex Fourier transformed signal. The resulting distribution of additive noise in
the modulus image is dependent on the underlying signal level [62]. For zero signal (e.g.
in air) the noise in the modulus image can be shown to have a Rayleigh distribution.
At higher underlying signal levels, the distribution is Rician, tending to a Gaussian
distribution. For many tissues a Gaussian distribution is an adequate model. The
distributions of noise in a modulus image of air and a uniform solution of CuSO4 are
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Figure 5.3: Noise distribution from a region of air (left) and and region of uniform
solution (right) in a modulus MR image.
Noise in PET Images
In PET imaging the measurements making up an image effectively represent the radio-
isotope density due to tracer uptake at a given location. The inherent detected noise, as
with X-Ray CT has an approximately Gaussian distribution. A distribution of values
from a region of air in a PET image is illustrated in figure 5.4. This also shows another
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example of corruption of the data in the reconstruction or storage process of the scanner
software. Here there is a peak roughly twice the expected height at zero. This is most
probably a result of the use of incorrect rounding (e.g. 'C' intQ rather than nintO) when
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Figure 5.4: A distribution of image values from a uniform region of air in a PET scan
illustrating the noise distribution. Increased peak at zero may be due possibly to incor-
rect rounding when converting the image data to integer numbers in the reconstruction
software.
Quantization Noise
A secondary source of noise is that of quantization due to the discretization of mea-
surement values. This is determined by the gain controls and the number of bits of the
analogue to digital converter (ADC) of the imaging system. A common design approach
in medical imaging systems is to employ an ADC with enough resolution (number of
bits) to ensure that the least significant bit is simply representing the noise level in the
image measurements.
Noise in the Joint Probability Distribution
Given the noise in the two images will be independent, for a given transformation, the
joint probability distribution of corresponding measured values p(m, n) in the two images
is simply the distribution of actual material properties p(ih, n) convolved with the noise
distributions for each modality,
p(rn, n) 
= 
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Examples of distributions of corresponding MR-CT and MR-PET values from brain
images are shown in figures 5.5 and 5.6. These are displayed as a surface whose height
represents the percentage of the volume exhibiting a given pair of values in the two
images. The surface height has been truncated to exclude the peak due to the most
probable values corresponding to air (the lowest value in both modalities) to illustrate
the distribution due to smaller structures. Note particularly the considerably increased
spread of the PET values due to the higher level of noise in this modality.
Figure 5.5: Example of a joint probability distribution of values in a Ti weighted MR
image (MR modulus values) and a CT (Hounsfield units) of the brain (alignment derived
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Figure 5.6: Example of a joint probability distribution of values in a Ti weighted MR
image (MR modulus values) and a PET FDG image of the brain (alignment derived
from bone implanted markers).
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5.2.2 Measurement Resolution
In real imaging systems, finite spatial resolution due to the impulse response function
hQ in equation (5.1) limits our knowledge about the anatomical and physiological re-
gions within the patient. A measurement in an image is therefore derived from some
combination of properties of a region of material in the scene. In general, because of
the different physical processes used in imaging, the point spread function hO can vary
considerably between different modalities.
The images are made up of measurements at discrete locations x E VM (the sampling
resolution) which are governed by the imaging system and the image reconstruction
parameters. The fact that the impulse response hQ has an extent greater than the
sampling interval means that neighbouring image measurements m(x) and m(x + Sx)
contain contributions from the same locations and therefore are spatially correlated. At
boundaries between different materials, a measurement may have contributions from
the properties of both materials, resulting in the so called Partial Volume effect. A
measurement value for example, in a CT image, corresponding to soft tissue may be
recorded at a boundary between regions of bone and air. The overall effect of the point
spread function on the joint probability distribution p{m, n} is complex and dependent
on the structures within the scene being imaged.
One of the main problems in multi-modality imaging is that it is common for the
two images to have significantly different resolutions. If one image has a higher spatial
resolution than the other, then small objects which are delineated in the higher resolution
image may not be delineated by the lower resolution image. A region which directly
corresponds in the two modalities when imaged at the same resolution, may exhibit a
much more complex boundary at a higher resolution. A useful way of looking at this
affect is in terms of the iso-intensity contours in the two images as the resolution changes.
As the spatial resolution of one modality is reduced, the added structure at region
boundaries means that it is no longer possible to define a threshold which delineates
the same contour in both modalities as illustrated in figure 5.7. In terms of the joint
probability distribution, a single peak representing the object at equivalent resolutions
will disperse to form multiple peaks as one image is blurred.
Resolution and Alignment
As we vary the transformation estimate and evaluate a measure, each single point cor-
respondence contributes a 'count' to the joint probability distribution. The change in
measurement values dmx) and across the images determines the change in location
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Figure 5.7: A sketch illustrating the effect of blurring one image n(x) with respect
to a second m(x) on the joint probability distribution of corresponding values p{m, n}.
Images are represented by iso-contours of corresponding values at three levels of blurring.
Blurring introduces peaks into the joint probability distribution where there are non-
corresponding regions due to changes in the location of a boundary.
We can examine this in the simple terms of the mapping of a single value m(x) in one
image to a location in the other image as shown in Figure 5.8. As we reduce the spatial
resolution of the images, so we reduce the rate of change of the probability distribution,
with respect to changes in the transformation. This then reduces the rate of change of
any measure of alignment derived from this distribution.
5.3 Evaluating Spatially Corresponding Measurements
The most fundamental task in evaluating the alignment of discrete images is forming an
estimate of measurements at corresponding points for a given transformation estimate.
Different imaging systems may derive an estimate of the value of a property from different
volumes of material as illustrated in figure 5.9 (top). Ideally we would like to relate
measurements of different properties, not only at a corresponding location, but also over
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Figure 5.8: Sketch illustrating the effect of lower spatial resolution on the change in
contributions to the joint probability distribution p{m, n} between images m(x) and
n(y), as the transformation estimate T : x '-+ y is varied by an amount dT. As the
resolution is reduced the displacement of a point dT(x) results in a smaller change in
corresponding intensity n(T(x)).
In practice we have a continuous rigid body transformation between two discretely
sampled images. As a result, we also need to consider the problem of finding, for a given
measurement in one image, a corresponding value at a location which does not fall on a
sampling point of the second image. This is a problem of interpolation.
5.3.1 An Engineering Compromise: Two Stage Resampling
Resampling so that a truly equivalent measurement is estimated at a corresponding
location in the two images is both mathematically complex and computationally expen-
sive. In order to carry out a registration we need to iteratively optimise measures. This
requires many evaluations of the joint probability distribution. In practice, the large
volume of data means that an estimate of the probability distribution from two images
will require many evaluations of corresponding values 2• Given the practical limitations
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T(x)
T(x)
Figure 5.9: To relate values in the two modalities we need to take into account the
points at which measurements are made (the sampling rate, bottom) and the volume of
material over which the different measurements originate (sampling resolution, top)
in computing resources and a final aim for a system to run on mid-range workstations,
we want to keep the number of operations required to evaluate corresponding values to
a minimum.
A key factor in evaluating corresponding measurements is the cost of carrying out
either a bandlimited reduction in sample rate or accurate interpolation. The approach
taken in this work is to divide up the sampling problem into two stages. A resampling
step prior to alignment ensures the images have comparable spatial resolution and sam-
pling rate in each axis (Figure 5.10). Inexpensive linear interpolation is then used to















Figure 5.10: An illustration of cubic resampling of 3D images prior to alignment.
5.3.2 Isotropic Resolution
In addition to isotropic sampling we would like to impose a similar, isotropic spatial
resolution on the measurements in the two images. In practice we cannot increase the
spatial resolution of an image. We can though reduce the spatial resolution of images
where one is appreciably higher resolution than the other. The main case where this
occurs is where we are aligning for example MR images with PET or SPECT images.
Here the PET or SPECT can have in impulse response hO with a full width half max-
imum (F.W.H.M) of 15mm or better, where a modern 3D MR of the brain can have a
FWHM of around 1mm.
The approach taken here is to apply a low pass filter kernel to the higher resolution
image to increase the width of its impulse response so that it is comparable to that of the
lower resolution image. Many of the responses of the lower resolution modalities such as
PET can be approximated by a Gaussian [5] and so in these experiments on MR-PET
registration a Gaussian filter kernel,
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was used to filter the MR images prior to alignment. Here k is the distance in sample
units in the source image from the interpolating point, and d is the dimensionality which
in our case is equal to 3.
Field of View and Data Padding
For many modalities such as CT and some nuclear medicine imagery, the reconstructed
field within a plane through the patient is circular. This results in an overall cylindrical
image volume which is commonly stored in a rectangular array by padding the border
with a constant value. At best, for images where the section of the patient is surrounded
by air in the images, there will be a synthetic edge in the 'rectangular image' at the
boundary of the air and padding region. For clinical images reconstructed with a smaller
field of view, there will often be a direct truncation of the patient tissues by the circular
reconstruction field as illustrated by the clinical example in figure 7.6 in chapter 7.
Regions of padding can have two effects on the joint probability distribution and
therefore the similarity measures. Firstly the uniform region of padding does not possess
the same statistical noise properties as the actual image data, resulting in a discontinuity
in the joint probability distribution. Secondly we must be careful when subsampling
and interpolating the images not to allow any padding values to corrupt the true image
measurements at the image-padding boundaries. This is particularly important where
there are soft tissue or bone regions at the image border.
In some image formats, the padding regions are given a value distinct from actual
measurement regions, and so can be easily distinguished. Commonly though this is
not the case and padding regions are labelled with a value 0 which is equivalent to the
measurement exhibited by air in many CT and MR datasets. As a result, there is no
easy way to distinguish measurements from padding. The approach taken in this work
is to extract a padding region as a uniform connected set of voxels around the edges of
the rectangular volume. A padding value is simply detected by the presence of the same
value along an edge of the rectangular volume between two of its vertices. If this occurs
then it is most probably padding (since if it were real signal there would be noise on the
measurements and there would not be a continuous value along the edge). A connected
component fill is then carried out to label all the padding voxels in from this edge with
a value distinct from the actual image data values. These values are then ignored in any




	 Evaluation and Optimisation of Image Similarity
Finite Images and Kernels
For any image resaxnpling process there is the problem of handling the finite extent of the
data. In kernel based resaxnpling this means estimating values at points where the edge
of a kernel extends beyond the boundary of the recorded data. This is a common problem
when manipulating rectangular image data, but for many tomographic modalities the
problem is even more complex.
There are many proposed approaches to handling the boundary problem [98] with
varying levels of complexity. For this work a simple truncation of the subsampling kernel
area was used which is simple to apply to the cylindrical image volumes. The kernel
summation is evaluated at all valid points in the source image. If the area of the kernel
falling on a valid image measurement exceeds 50% of the total kernel area then the value
is normalised for the fraction of kernel used, and taken as a valid subsampled value in
the destination image. Otherwise the subsampled point is set to the 'padding' value in
the subsampled image and ignored in further computations. The affect of using different
overlap thresholds for a Gaussian kernel when subsampling an image of stripes with a
circular field of view are shown in figure 5.11.
Figure 5.11: The effect of varying kernel overlap threshold (middle:50% and right:0%)
on subsampling of an image of stripes (left) with a circular field of view.
5.3.3 Interpolation During Iterative Alignment
Having resampled both the modalities to cubic voxels of the same dimension, we must
then evaluate corresponding values for a continuous transformation estimate T between
these two image volumes. Any approach to this interpolation problem must supply
a solution that requires minimal processing since it is this stage which governs the
computational expense of alignment.
The accuracy of an interpolated value is governed by the extent of the kernel support
used to derive the estimate. The most accurate interpolation is achieved with a sinc [12]
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kernel of large extent. As the kernel size is reduced the interpolation accuracy falls and
alternative interpolation functions become competitive. These include the use of cubic
spline based kernels and the Keys cubic convolution kernel [92]. Even these kernels in
three dimensions require considerable numbers of multiplication-addition operations. A
43 kernel evaluated over a i00 3 voxel image requires more than 64 million such operations
(neglecting loop overheads). An iterative search scheme may require many hundreds
of evaluations to locate an acceptable optimum. As a result it was decided to limit
interpolation overhead by using only 2 kernel (8 million operations). Given the limited
size, the choice of kernel was limited and in this case a simple piecewise linear kernel was
employed [92]. Considering oniy the one dimensional case, if a value is to be estimated
at a point z, then we can evaluate contributions of neighbouring sample points at a
distance Xk from this point using
/31 (x) - { 1 - I XkI,	 IXkI < 1	 (5.9)
-	 0,	 otherwise
Where the distance xk is in fractions of sample units. The kernel is separable and in
three dimensions the weighting at a distance xk = {xi , X2, X3 } is given by,
f3'(xk) = fi1(x)/31(x)/31(x)	 (5.10)
One of the main limitations of this function is that the intensity gradient of the interpo-
lated image is not continuously varying between sample points. In addition, the kernel
also tends to act as a low pass filter, smoothing out any high frequency structure. When
the sampling grids are aligned, the kernel provides an exact copy of the input image.
5.4 Forming an Estimate of the Joint Probability Distri-
bution
Given we can evaluate corresponding values in an image, the next step is to form an
estimate of the joint probability distribution of these values p{m, n}. Essentially there
are two approaches to this problem. We can either form a continuous mathematical
estimate of the distribution by, for example, fitting a function to the data. Alternatively,
we can form a discrete histogram of the distribution from the data. Both approaches
have been proposed and investigated for multi-modality image alignment.
5.4.1 Discrete versus Continuous
The most common approach to forming a continuous estimate of the distribution is using
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Viola et al. [99] as an approach to evaluating registration. Collignon argued that the
computational expense of the Parzen window estimate means that for medical data it
is much easier to simply form a discrete estimate of p{m, n}. Viola [99] on the other
hand described and implemented an elegant Parzen window estimation in conjunction
with a stochastic sampling and optimisation scheme for multi-modal registration. This
essentially models the distribution as a combination of Gaussians, using an entropy
driven maximum likelihood estimate. Computational efficiency was achieved through
the use of significant sub-sampling of the data to form an estimate from a small number
(as small as 50) of corresponding data points. In later work this was extended using a
multi-resolution scheme to provide a more robust registration [102].
The published results using the stochastic sub-sampling scheme indicated that the
final precision of estimates were limited [102]. Higher precision may well require sub-
stantially more points to be used in the Parzen estimate and therefore require substan-
tially more computation. This computational limitation suggests an important question:
What do we require of our estimate of p{rn, n}? A computationally accurate and contin-
uous estimate of the distribution may not be needed simply to assess image alignment.
In general there will be a relatively small number of distinct materials and therefore
properties delineated by a modality (for example grey matter, white matter, CSF, bone,
air, fat). These regions of material will in general be uniform and, at imaging resolutions,
have distinct boundaries (although the transitions may be blurred at, for example the
cellular level).
The alternative approach of forming a discrete histogram of image values which is
used in this thesis, was proposed earlier by Hill et at. [46, 48] and Collignon et at. [21].
This simply makes use of a direct count of the number of particular pairs of binned values
occurring together. Since no functional fit is required to the data it is computationally
less expensive when derived from a large number of data points.
In the scheme employed in this thesis, the histogram is derived by fully sampling
points in the images at a given spatial resolution. As described later, computational
efficiency is achieved, not through random or regular subsampling of images, but through
fully sampling lower resolution (bandlimited) versions of the images.
5.4.2 Binning Values
Given we want to form a discrete 2D histogram of the joint occurrence of image values,
the question is which image values do we use? If there was no noise, then we would only
need to consider the occurrence of values of the finite number of materials in a scene.
In practice, we do not know exactly what materials will be present and for most cases
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exactly what values they will exhibit. CT images are well calibrated with particular
values corresponding to particular tissues, but the values in MR and PET images are
much less standardised. We can though simply consider a typical range of values as
illustrated in Figure 5.12. We must though decide how we wish to partition this range
Icf=p(M).
Figure 5.12: Because of unknown anatomy, physiology and limited calibration of some
modalities, we cannot assume the specific properties of materials present in the images,
so we consider a range of values.
Empirically we should use enough bins so that distinct materials delineated by values
in the imaging modalities contribute to different bins in the histogram. For registration
purposes we need in practice only to delineate region boundaries which are useful in
registration (i.e. that appear in both images). This therefore imposes a lower limit on
the number of bins we should use. An upper limit is imposed by the discrete number of
levels, derived from the number of bits of the ADC, used to record the data.
For the experiments in this thesis, unless otherwise stated a total of 64 bins over
the full range of image intensities was used for both modalities. Experiments in later
chapters verify that varying the number of bins between 32 and 256 has little affect on
the accuracy or precision of the final registration estimate provided similarity measures.
5.5 Alignment Search Space
Given a transformation T mapping points in an image m(x) of volume VM, to points in
an image n(y) of volume VN, we need to find the value of Tr,
Tr = max {S(m,n,T)},	 (5.11)
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One of the major differences in the optimisation problem posed by corresponding
object alignment and similarity measure based approaches, is that any measure of image
similarity can only be derived from a finite region of overlap,
VMN(T) = VM fl T(VN)	 (5.12)
of the two imaged volumes. As misregistration continues to increase, the volume of
overlap may decrease. The quantity of image structure over which the registration
measure is evaluated therefore falls. In solving the large scale alignment problem we
may compare measures derived from very different volumes of overlap. The data within
the overlap at registration Tr may be unrelated to that at alignment, i.e.
VMN(Tr) fl VMN(T) 0.	 (5.13)
At extreme misregistration, depending on the content of the images, a measure may be
better than that at true registration as illustrated in figure 5.13. Thus, in searching for
true registration we may really oniy be seeking to find a local optima of any measure S.
Figure 5.13: Image similarity is evaluated only from the region of overlap of two images
and when derived from a small volume of overlap, any measure may give an invalid
indication of alignment. Although there may be a distinct optimum at alignment (Tr)
as the overlap falls there will always a point beyond which the measure provides an
incorrect measure of alignment (TFAJL).
The point at which an alignment measure provides an invalid indication of alignment
will be determined by the extent of the images and also by their content. Because clinical
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image volumes often have significantly different extents in each axis (in particular the
z axis for transaxial slices) and can cut across the axis of the patient at very different
angles, it is not possible to determine prior to registration the useful range of a simi-
larity measure. This useful range is commonly referred to as the capture range. The
practical definition of the capture range of a measure is also dependent on our method
of optimisation. At best we can hope to recover registration from the subset of rigid
transformations Th, for which the similarity measure is less optimal than its value at
registration,
T(Tr) = {T IT Th, S(m , n , T) <S(rn,n,Tr)}.	 (5.14)
This is an important factor in the choice of optimisation scheme. Stochastic schemes
such as the Genetic Algorithm [42] have been proposed as an approach to finding the
optimum of the 6D alignment parameter space [48, 51]. Initial experimentation with
this approach highlighted the problem of choosing the extent of the starting population.
In order to avoid choosing a registration estimate corresponding to a small volume of
overlap, the spread of the GA population must be limited. This then reduces the ability
of the Genetic Algorithm to avoid local optima. Such schemes are also expensive in
terms of the number of evaluations required. In this application the computational
cost of evaluating an estimate (the fitness of a single individual in the population) is
expensive. As a result alternative optimisation approaches were investigated.
Starting Estimate
In general a valid starting estimate is provided by the imaging protocol itself, in that a
specific region of interest, such as a tumour is imaged by both modalities. As such we
can assume that the centre of the two imaged volumes are roughly aligned and there are
no rotations. What we can do is to make the simple assumption that this single starting
estimate (rather than a set of starting estimates) is within the capture range of the
measure, and the final optimum lies up hill (or down hill, depending on the measure)
from that estimate. The problem is then one of searching up hill from this starting
estimate avoiding local optima on the way, as illustrated in figure 5.14.
5.5.1 Multi-Resolution Alignment
Multi-resolution techniques offer two major advantages during iterative registration:
Increased Speed Through Computational Efficiency.
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Figure 5.14: An illustration of a parameters space where the 'capture range' for even
a simple uphill search is not easy to define because of local optima where the gradient
may be reversed.
Multi-resolution techniques provide a direct method of speeding up the registration
process [79, 105]. The advantage of using low resolution images is that they can be
fully represented by a smaller number of measurement values. The alignment between
images can therefore be evaluated from fewer corresponding measurements. This proves
a significant factor when dealing with 3 dimensional images, where a reduction by a
factor of 2 in the sample rate in each axis results in of the number of corresponding
measurements.
As we lower the resolution of the images, smaller objects and fine structure are
blurred from the images. The process of blurring of regions in the image corresponds
to merging of smaller peaks with larger peaks in the joint histogram. As we continue to
decrease the spatial resolution, the intensities in the images tend to the mean value in the
image. In the joint probability distribution, larger and larger peaks, representing distinct
regions merge, tending to a single sharp peak at the mean value of the two modalities.
Averaging also decreases the uncertainty of noisy measurement values, which in turn
reduces the spread around peaks in the joint probability distribution.
5.6 Multi-Resolution Optimisation
In order to improve the starting estimate a simple iterative optimisation scheme was
used. Given a starting estimate T0 described by six rigid transformation parameters,
a similarity measure is evaluated for a set of 13 transformations Y(To). These are the
current starting estimate and the starting estimate with increments and decrements of
each of the 3 translations (±öt) and 3 rotations (±80).
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5.6.1 Relating Changes in Translation and Rotation
Changes in rotations and translations can be related empirically by equating the dis-
placement of a point 60mm from the origin (roughly at the skin surface for a typical
brain image). So from Figure 5.15, given x = 60mm, for a given St,
This relationship between the rotations and translations was investigated experimen-





Figure 5.15: The affect of changes in translation and rotation on the displacement of a
point at a given distance x from the origin.
We can then look for a better estimate of the registration transformation T^i with
respect to measure $ such that:
T 1 = max {S(M(T),N(T))},
TEY(T) (5.17)
where M(T) and N(T) are the sets of image values occurring together for transformation
estimate T. If T01 T, then we can repeat the search with T(T 1 ) until T 1 = T,
and no further improvement can be made. Following this the step size can be reduced
and the search resumed.
The key factor in the approach is that the step sizes St and 50 can be linked directly
to the sampling resolution of the images from which the registration measure is being
derived. By starting at low resolution and taking large step sizes we can efficiently
find a rough estimate of the transformation. In addition, the low spatial resolution
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space. Because the accuracy of the estimate is limited by the spatial resolution of the
images we must increase the evaluation resolution in order to further refine the estimate.
The problem with evaluating changes in the measure with respect to sub voxel dis-
placements is that the response of the measure is dependent on the interpolation used
in evaluating corresponding values in the two images. For computational efficiency
tn-linear interpolation is used for this process. This introduces discontinuities in the
estimate of the gradient of the interpolated values and therefore in the response of the
joint probability distribution. As a result a gradient based search technique was avoided,
in favour of this simple uphill search.
5.6.2 Initial and Final Step Size
Because of the nature of the parameter space between truncated image volumes, the
choice of starting step size can be critical to the behaviour of the optimisation. Ex-
cessively large initial step-sizes mean that, even with a starting estimate lies inside the
capture range, it is possible to step out of that capture range. Conversely too small an
initial step size may result in the optimisation becoming trapped in a local optimum.
For all results unless otherwise stated, optimisation was initiated at a data sampling
resolution of 6mm.
Experimentation with a small number of datasets indicated that the robustness of
optimisation was increased in some cases by using intermediate levels in addition to
those in the octree. This is effectively reducing the rate of reduction of the step size.
For all the results presented here the sampling resolution was increased (and so step
size decreased) by factors of from 6mm to 3s./mm, 3mm, 1.5V'mm and finally
1.5mm. At the highest resolution (1.5mm) the step size was reduced 8 times by a factor
2, resulting in a smallest translational step size of 4mm and rotational step size of
4°. This smallest step size was chosen experimentally as being appreciably smaller
than the errors in the final registration estimate due to other factors. As will be seen
in later experiments it is possible given these errors to select a larger final step size and
therefore reduce the computational time required for registration.
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5.7 Summary
This chapter was concerned with the practical evaluation and optimsation of image simi-
larity measures. In evaluating image similarity it is important to consider the character-
istics of volumetric image data, including its sampling, resolution, noise characteristics,
extent and also padding regions.
To evaluate similarity between images we must compare discrete image measurements
at an equivalent location (the interpolation problem) and over an equivalent region of
material (spatial resolution). In interpolating and subsampling image values we must be
careful to ensure that actual image measurements are not corrupted by padding regions
within rectangular image data.
In evaluating the overlapping volume of particular regions of material with a discrete
(binned) histogram, the effect of noise can be modeled as simply a reduction in our
measure of this volume. This, given the unit of volume measured, then imposes a
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Chapter 6
An Experimental Comparison of
Alignment Measures
6.1 Introduction
In chapter 3 we examined the ideas behind using voxel similarity to define a measure
of alignment. Measures derived using information theory were identified as providing
a generic approach to quantifying the alignment of different modalities. At the end
of chapter 4 the differences in normalisation of these measures was highlighted as an
important characteristic determining their behaviour as registration measures. In this
chapter we shall examine these measures experimentally with the aim of identifying
one measure which can be generically applied to MR-PET and MR-CT brain image
alignment.
Essentially this chapter is concerned with one question: do the measures provide
a meaningful indication of misalignment? We can answer this question by comparing
their behaviour with respect to two important variables which govern the multi-modality
alignment problem:
Image Content: How different or similar the images are.
Field of View: How much of the patient, and which region of the patient is imaged by
both modalities.
Much work has been done in comparing registration measures by the evaluation and plot-
ting of their values with respect to various axes of misregistration [21, 22, 48]. Because
of the high dimensionality of the parameter space and the symmetries in the structure
of the brain itself, the response of a measure to changes in one or two parameters alone
can provide a poor indication of how the measures resolve the true 6 parameter rigid
alignment solution. On the other hand we cannot realistically evaluate a significant
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In practical terms, what we really want to know about the 6D parameter space
is: given a starting estimate, can we find the optimum corresponding to registration?
The approach which is taken in this chapter is to compare alignment measures when
they are used within the multi-resolution optimisation scheme described in the previous
chapter. All the measures may be evaluated from an estimate of the joint probability
distribution. By using an identical approach to the evaluation of this distribution for
a given transformation, together with the same approach to the optimisation of the
measures, we can hope to compare their behaviour more precisely.
Firstly in this chapter, there is a brief review of the similarity measures that have
been found suitable for MR-CT and MR-PET alignment. This includes examples of the
structure of joint probability distributions for this type of image data. The remainder
of the chapter then divides into two main experimental sections.
The first set of experiments apply the measures to align a database of MR-CT and
MR-PET image pairs for which an accurate marker based estimate of the alignment
is known. The database includes examples of images with and without large space
occupying lesions and is thus representative of a range of MR-CT and MR-PET image
content.
The second set of experiments look at the recovery of alignment from a range of
starting estimates (determining the capture range) when we vary the field of view of
the images. An image pair is selected and truncated by varying amounts axially and
transaxially.
6.2 MR-CT and MR-PET Brain Image Alignment
6.2.1 Distributions of MR and CT Image Values
To illustrate the response to misalignment of the joint probability distribution between
MR and CT values in the brain, distributions were evaluated between a pair of transaxi-
ally sliced 3D images at different levels of misregistration. The distributions were calcu-
lated from each overlapping voxel at registration and at a range of left-right translational
misregistrations with respect to a fiducial marker based estimate. The images consisted
of Ti (TR = 650, TE = 15), PD (TR = 2550, TE = 20) and T2 (TR = 2550, TE = 90)
weighted MR sequences and a CT image of the brain of the same patient. The CT image
has 28 4mm slices of 512 x 512 0.654mm 2 pixels. The MR consists of 26 4.128mm slices
of 256 x 256 1.265mm2 pixels.
Examples of these 2D distributions are shown in Figures 6.1,6.2 and 6.3 as surfaces
whose height represents the percentage of the overlapping volume with a given pair of
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the two images, so to enable inspection of the smaller scale structures in the histogram,
the height has been truncated. In addition a contour plot of the lower range of values
has been added to highlight smaller changes in the distribution.
The main feature of all these distributions is the broad ridge of MR soft tissue values
corresponding to a narrow range of CT soft tissue values. The shape of this peak in MR
varies between the three types of MR sequence. One of the key features determining
alignment is the location of the high CT values representing the skull with respect to the
low MR values. As the images become misaligned, the high CT values over-lie higher
MR values corresponding to soft tissue. This is reflected in the contour lines of all the
distributions. An alternative view of this effect is given by a grey-scale image of these
distributions as the two images are misaligned, which can be thresholded to highlight
additional structure. An example is shown in Figure 6.4 which is evaluated for an MR-
Ti and CT image pair where the images have been blurred to illustrate the affect of the
different image boundaries on the distribution. These are seen as the 'hysteresis type'
lines in the distribution. Here the true registration has been defined manually.
Figure 6.1: Examples of joint probability distributions formed between a Ti weighted
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Figure 6.2: Examples of joint probability distributions formed between a proton density
weighted MR (MR modulus values) and a CT (Hounsfield units) of the brain, evaluated
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Figure 6.3: Examples of joint probability distributions formed between a T2 weighted
MR (MR modulus values) and a CT (Hounsfield units) of the brain, evaluated at varying
left-right trail9lationrtl ml llnm
a)	 (b)	 (c)
Figure 6.4: 2D histograms created from a CT (horizontal) and MR-Ti (vertical) image pair
(a) manually registered, and (b) misregistered by translation along the cranio-caudal axis by 2
voxels, and (c) misregistered by 5 voxels. The intensity of each pixel {m, c} in the histogram
represents the number of voxels in the overlapping region of the two images that have a MR
intensity m and a CT intensity c. The brighter the pixel, the more voxels in the images with
that pair of values.
6.2.2 Distributions of MR and PET Image Values
We can repeat the same process of plotting distributions for MR and PET values as we
used for MR-CT. Here we use the same MR images, but with a PET image of the same
patient. Examples of the resulting 2D distributions are shown in Figures 6.5,6.6 and 6.7
as a surface whose height represents the percentage of the overlapping volume with a
given pair of MR and PET values. As with MR and CT, the height has been truncated
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The resulting joint histograms consist of a main central peak in the MR axis at
around 700 in T1,T2 and PD and around 500 in the PET axis. This corresponds to the
main grey and white matter brain tissue. Because of the noise and spatial resolution
of these images there is poor distinction between grey and white matter peaks in the
histogram. There is a peak or ridge in the MR (depending on the MR sequence) of
values corresponding to approximately zero in PET. This corresponds to scalp, eyes and
other non-brain tissues in the head in which there is little or no tracer uptake.
The relatively low signal to noise level of the PET image results in broad peaks in
the PET axis. In addition, the significantly broad point spread function of the PET
image (approximately 15mm) results in partial volume values occurring between the
main brain tissue peak and the air regions at registration. As for MR-CT, we can also
form a grey-scale image of these distributions as the two images are misaligned, which
can be thresholded to highlight additional structure. An example is shown in Figure 6.8
which is evaluated for an MR-Ti and PET image pair.
Figure 6.5: Examples of joint probability distributions formed between a Ti weighted
MR and a PET image of a patient, evaluated at varying left-right translational misalign-
ments
6.2.3 Measures
The experiments described in this chapter are intended to look at the problem of aligning
MR with both CT and PET images of the brain. In these experiments we are primarily
going to compare the three information theory derived measures,
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Figure 6.6: Examples of joint probability distributions formed between a proton den-
sity MR and a PET image of a patient, evaluated at varying left-right translational
misalignments.
H(M, C) and H(M, N) Joint Entropy between MR-CT or MR-PET
I(M; C) and I(M; N) Mutual Information between MR-CT or MR-PET
Y(M; C) and Y(M; N) Normalised Mutual Information between MR-CT or MR-PET
when applied to both MR-CT and MR-PET alignment. These three represent the al-
ternative approaches to relating the information content of the two images within their
region of overlap. As a comparison, results using some of the statistical measures are
included. These include the corresponding variance measures for both modality combi-
nations:
a(M) Minimisation of MR variance for both MR-PET and MR-CT.
a(N) and a(C) Minimisation of CT or PET variance.
Finally we also look at correlation measures:
r(M, C) Correlation Coefficient of MR with re-mapped CT soft tissue values
r(M, N) Direct Correlation Coefficient of MR with PET FDG values
For MR-PET we can evaluate correlation directly, while for MR-CT we can apply the
re-mapping approach used by Van Den Elsen and described in section 3.3.2. CT soft
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Figure 6.7: Examples of joint probability distributions formed between a T2 weighted
MR and a PET image of a patient, evaluated at varying left-right translational misalign-
ments.
tissue re-mapping was found to provide significantly better behaviour than the bone
re-mapping approach for this data, and so it is this measure which is included in this
comparison.
Both the correlation and variance measures can be derived directly from the same
discrete estimate of the joint histogram as the entropy measures. All measures can
then also be optimised using the same multi-resolution scheme described in the previous
chapter.
Figure 6.8: 2D histograms created from a PET (horizontal) and MR-Ti (vertical) image pair
(a) Manually registered, (b) misregistered by translation along the cranio-caudal axis by 4 MR
voxels, and (c) by 10 MR voxels. The intensity of each pixel (m, n) in the histogram represents
the number of voxels in the overlapping region of the two images that have a MR intensity in
and a PET intensity n. The brighter the pixel, the more voxels in the images with that pair of
values.
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6.3 The Vanderbilt Image Registration Database
6.3.1 An Independent Registration Estimate
Given that we have different measures of alignment, we would like to be able to compare
estimates provided by optimisation of these measures to a 'ground truth'. One plausible
approach is to create synthetic image data containing simulated structures delineated in
different modalities [61]. The validity of such an approach is limited by the accuracy of
the simulation of real clinical image structure. The small scale similarities and differences
in anatomical boundaries, and the measurements exhibited by tissues in a patient will
determine the behaviour of the system. Creating an accurate simulation of this structure
that contains all the anatomical features which can influence the similarity measures
is beyond the capabilities of current anatomical models. Using synthetic image data
as a gold standard can therefore only give an indication of the behaviour of different
techniques. A valid test of accuracy and robustness must employ real image data.
The problem with using real image data is then one of defining an independent
estimate of rigid alignment between two images of a patient. This turns out to be a very
difficult problem. Previous approaches to defining an estimate for images of the head
have employed markers visible in two modalities attached to the skin [26], a stereotactic
frame, a frame held in the teeth [90] or a multi-modality compatible head holder [30].
These, in general, have provided estimates with limited accuracy due to the movement
of the markers with respect to the rigid internal structures of the skull.
One of the most accurate approaches so far has been that developed at Vanderbilt
University [103], and was used as part of their Phase I Retrospective Registration Eval-
uation Project (RREP). It is part of this database of images which will be used for the
experiments in this chapter. The method employs 4 fiducial markers rigidly fixed to the
skull in conjunction with a number of additional techniques to ensure the accuracy of
the global rigid alignment estimate. These included
. The use of a stereotactic frame to prevent patient motion during an acquisition.
. Independent estimates of MR scaling parameters for the images, derived from
points on the stereotactic frame.
• MR static field inhomogeneity correction by the use of dual acquisitions with op-
posing readout directions [16].
Because of the nature of the protocol, which makes use of a stereotactic frame, all
the acquisitions have a large field of view covering a significant portion of the brain,
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thickness (typically 4.0mm), compared to the majority of brain images acquired at our
site.
6.3.2 Image Data
The complete database of images in the RREP study consisted of both rectified and non-
rectified images. The experiments in this section were only carried out using those image
pairs for which geometric rectification had been applied. This ensures the most accurate
gold standard for the rigid registration. This image data consists of CT images acquired
for each patient along with Ti-weighted, T2-weighted and Proton density (PD) weighted
MR images. All the data was nominally axial and acquired with a stereotactic frame.
This was then removed from the images as part of the blinded study, and replaced by
noise signal simulating air. For the experiments in this thesis, only patient data sets for
which all three MR sequences were available in geometrically rectified form were included.
This means that patient sets 1,2,5 and 7 were used for the MR-PET experiments and
patient sets 1,2,3,4,5 and 7 were used for the MR-CT experiments.
The CT images had a sampling resolution of 0.65 x 0.65 x 4.0mm with 512 x 512
pixels in plane, and between 28 and 34 slices. The MR data had a nominal sampling
resolution of 1.25mm x i.25mm x 4.0mm with 256 x 256 pixels in plane and between 20
and 26 slices. These images were corrected to account for MR scaling errors, resulting in
slightly modified voxel dimensions. A number of the images contained significant volumes
of space occupying lesions, which were visible on one or more of the acquisitions.
6.4 Assessing Registration Quality
This section describes the two main approaches that will be used in this thesis to evaluate
and express the accuracy of a registration estimate. First there is a discussion of the
approach used in expressing the difference between an estimate and an independent
gold standard. Secondly there is a brief description of the basic tools and protocol
used for visually assessing alignment accuracy where there is no independent estimate
of alignment.
6.4.1 Expressing Accuracy Relative to a Gold Standard
MR-CT Alignment Accuracy: MIPVD
There are a number of alternative approaches to comparing the quality of transformation
estimates. Firstly, we can directly compare the 6 rigid parameters of the estimates which
gives an indication of the direction of any misalignment. A more clinically relevant
measure of the accuracy of an estimate is the displacement of anatomical locations
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within the patient from their 'correct' location. Evaluating registration accuracy over
the full imaged volume can provide a misleading estimate of registration accuracy for
the actual patient tissues. This is particularly important for image data which has a
large field of view, where only a small portion in the centre of the image is occupied by
the patient. The approach used by some workers is to select a set of relevant anatomical
landmarks at which to measure the point displacement, as used in the Vanderbilt study
[103]. This approach is not easily applicable to the whole of our database of clinical
image data (which will be described in the following chapters), because of the great
range in anatomical coverage and quality of the images. We would ideally like a simpler
definition of anatomical regions which can be applied to this data.
The approach used in this work is to extract a set of imaged points V falling within
the patient Vp Vc by interactively defining a simple thresholding of CT image values
to exclude air voxels. The voxel displacements were then evaluated only for the subset
of patient voxels which also overlapped with the imaged MR volume VM,
Vp = Vp fl Tr(VM),	 (6.1)
for a reference registration estimate Tr. This avoids problems (particularly with later
data) where the CT and MR cover substantially different volumes.
For this data, a CT minimum threshold of —200 (Hounsfield units) was used, which
excluded regions of air. This region is illustrated for the CT for patient 1 in Figure 6.9.
For each of the discrete voxel locations x E Vp, as illustrated in Figure 6.10, the
point displacements,
Dp = T3 (x) - Tr(x).	 (6.2)
between an estimate T3 and the reference estimate T,. were evaluated. The mean Dp
voxel displacement gives an overall indication of the quality of an estimate for patient
volume which is imaged by both modalities. This is termed the mean imaged patient
voxel displacement (MIPVD).
MR-PET Alignment Accuracy
Essentially an identical approach to that used for CT transformation accuracy can be
applied to PET images. In order to define a set of patient voxels V, again a simple
threshold of, in this case, the PET image was used. Because of the different properties
of each PET image, individual thresholds defining patient voxels were set interactively
for each image. These thresholds essentially excluded all areas of non-brain voxels from
the assessment of patient displacement, but because of the increased noise of the PET
images, some artefactual regions are sometimes included, as illustrated in Figure 6.11.
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Figure 6.9: Example axial (top) and sagittal (bottom) slices through the CT volume for
patient 1 (left) with thresholded patient voxels Vp used for accuracy validation shown
(right).
6.4.2 Visual Evaluation of Image Alignment
In many cases when using clinically acquired data in experiments it is not possible to
have an independent estimate of registration. In such cases it is still possible to assess
the quality of an automated estimate visually using appropriate visualisation tools. An
important factor in enabling much of the research carried out in this thesis has been
the continued development of an interactive registration visualisation tool called rview.
This was developed as part of this thesis work in C++/MOTIF under UNIX to provide
a way of interactively examining the alignment of two 3D images.
3D volumes are displayed as orthogonal cuts at a user defined location in space.
Accurate evaluation of alignment is made possible by the overlay of an iso-intensity
contour from one modality onto a second in each of these planes. This mode of display
is particularly suited to the visualisation of MR-PET and MR-CT alignment. Interactive
selection of threshold level to define a contour in either CT or PET provides a simple
way for the user to select and display corresponding features overlayed onto the MR.
122	 Section 6.4
An Experimental Comparison of Alignment Measures
Figure 6.10: Evaluation of point displacements between a reference transformation Tr
and an estimate Te.
For MR-PET alignment a contour level in PET is selected interactively to correspond
to brain surface. By using the views in the three planes simultaneously it is possible to
define a level which delineates a surface corresponding to the brain delineated in MR as
illustrated in figure 6.12. When overlayed on the MR for a given transformation estimate
this provides a sensitive indication of misalignment.
A similar approach is taken to assessing the alignment of MR and CT. Here a contour
level is defined in the CT to delineate bone surface as illustrated in figure 6.13. When
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Figure 6.11: Example slices through image set for patient 1 showing thresholded region
selected for accuracy measurements.
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Figure 6.12: Inspection of an acceptable manual point based MR-PET registration esti-
mate by interactive selection of a PET contour level (middle) to delineate brain surface.
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Figure 6.13: Inspection of a manual point based MR-CT registration estimate by inter-
active selection of a CT contour level (middle) to delineate bone surface. This is then
overlayed using the transformation estimate onto the MR (bottom.)
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6.5 Robustness and Accuracy of Registration with Respect
to Image Content
In this first set of experiments we are going to determine whether the different similarity
measures can provide a useful measure of alignment between a range of MR-CT and
MR-PET images. To do this we are going to use them to try and recover the alignment
of images containing typical clinical content. We need to know if the parameter space
is such that we can find the optimum corresponding to alignment (we can call this the
capture range), and also if this optimum does actually correspond to correct alignment
(accuracy).
6.5.1 Experimental Design
The starting point for the investigation of the behaviour of the measures is to attempt
to recover the alignment of each of the image pairs directly using the different measures.
The same default starting estimate as described in section 5.5 was used for each image
pair and each measure. This provides an indication of the capability to automatically
recover alignment without any prior knowledge of the nature of misalignment. In ad-
dition the same optimisation parameters as described in section 5.6 were used to carry
out the registration.
6.5.2 Results: MR-CT
The bar-charts in Figure 6.14 and 6.16 summarise the quality of the estimates for each
of the image pairs with respect to the Marker based estimate. It is obvious from these
that there are a number of significant failures for some of the measures
Minimisation of corresponding MR variance, a(M), (Figure 6.14) fails for all the
images, providing estimates far from the marker estimate. An example failure is shown
in Figure 6.15, illustrated, as described in section 6.4.2, by the overlay of a bone contour
from the CT onto the MR. This confirms the expectation that the mapping from CT
to MR is too far from being a simple one-to-one mapping (see section 3.4.1) for this
statistic to provide a robust measure of alignment. Many of the misalignments contain
large translational components, presumably reducing the overlap of the patient tissues
in the two images. In contrast, minimisation of CT variance provides estimates close to
the marker estimate for all the image pairs.
CT soft tissue correlation provides estimates close to the marker estimate, except for
two significant failures (The MR-Ti image pairs 4 and 7). Examination of the results
show that optimisation has found a visually plausible local optima. Figure 6.17 shows
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Ti	 T2	 PD
Figure 6.14: MR-CT: MIPVD between estimates provided by minimisation of variance
and correlation of soft tissue measures, and the marker based estimate. (Note different
vertical scale for the measure o(M).)
plane) may be a cause of this incorrect optima. In the re-mapped CT 'soft tissue' image,
the bone of the skull will be clearly distinguished. This may then degrade or narrow the
optima at or near true registration.
Moving on to the entropy measures, the estimates provided by minimising joint
entropy show consistently good alignment, except for one of the patient image pairs (3
Ti). Visual inspection of this result shows that the optimisation appears to have found
a poor local optima of the measure (Figure 6.18), where the skull in CT is partially
aligned as indicated by the white arrow.
Optimisation of mutual information from this starting estimate provides poor results
with complete failures for about half of the image pairs. Inspection of the estimates (fig
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Figure 6.15: Slices through MR image voluiiie for patient 2 illustrating registration
failure resulting from the optimisation of o(M).
ure 6.19) indicates that the optimisation has found a visually plausible optima far from
true registration, with many bone features roughly matching in the region of overlap.
The rotational misalignment in the coronal plane confirms that the solution found has
tended to reduce the quantity of 'background' voxels in the volume of overlap. This
confirms the the findings of the simulation experiments in section 4.4.
Normalised mutual information provides the best overall results on this database of




	 An Experimental Comparison of Alignment Measures





















2 .. . .,......_, ................ ..............
	
0	 IIII__;_II	 I	 I	 IIIIi•li1III
1 2 3 4 5 7 1 2 3 4 5 7 1 2 3 4 5 fl
	
Ti	 T2	 PD
Figure 6.16: MR-CT: MIPVD (truncated at 12mm) between estimates provided by the
three entropy measures and the marker based estimate.
Figure 6.17: Slices through MR image volume for patient 4 illustrating MR-CT regis-
tration failure resulting from the optimisation of r(M, C).
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Figure 6.18: Slices through MR-T2 image volume for patient 3 illustrating registration
failure resulting from the optimisation of H(M, C).
Figure 6.19: Slices through MR image volume for patient 2 illustrating Failed' regis-
tration estimate resulting from the optimisation of Mutual Information I(M; C) (Note:
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6.5.3 Results: MR-PET
As with CT, the results are summarised by the bar-graphs shown in Figures 6.20 and
6.21, showing the mean imaged patient voxel displacement for each image pair from
the marker estimate. Overall, all estimates are further from the marker estimate than
was the case for MR-CT alignment. This reduction in accuracy is expected given the









Figure 6.20: MR-PET: MIPVD between estimates provided by minimisation of variance
and correlation coefficient measures, and the marker based estimate (note difference in
vertical scale.)
Correlation, in particular proves a poor measure of registration for many of the image
pairs in this database. In other work [86] it was found that correlation can provide a
relatively robust measure on MR-Ti data acquired for functional brain studies. Here
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Figure 6.21: MR-PET: MIPVD between estimates provided by the three entropy mea-
sures and the marker based estimate.
Unlike MR-CT alignment, the two variance measures both provide estimates close to
the marker estimate for the majority of image pairs. This may be because both MR and
PET delineate grey and white matter in the brain. The minimisation of PET variance
(a(N)) provides poor estimates for three image pairs. The same image pairs also show
appreciable misalignment errors with the MR variance (cr(M)) measure.
The estimates minimising joint entropy between MR and PET images (Figure 6.21)
show some failures and some successes, while again those using mutual information are
significantly worse, with similar types of mis-alignment found to those of the MR-CT




	 An Experimental Comparison of Alignment Measures
marker registration. There is one image pair (6) for which the estimate is significantly
worse, and in this case the estimate for MR variance may in fact be closer to the marker
estimate. Visual inspection of this dataset shows significant artefact in the PET image.
In addition, visual comparison of the registration estimates indicates that the marker
based estimate may be visually misaligned (see arrows on Figure 6.22). In this case it is
not clear which estimate is actually superior.
Figure 6.22: Slices through MR image volume for patient 6 illustrating registration
estimate provided by optimisation of Normalised Mutual information (bottom) and the
fiducial marker estimate(top).
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6.6 Capture Range and Imaged Field of View
The experiments of the previous section compared the behaviour of the measures across
a database of typical anatomical and physiological examples. The two other main vari-
ables determining the successful recovery of registration are the distance of the starting
estimate away from true alignment, and the field of view (both axial and transaxial) of
the image data. Varying the field of view of an image for a given registration estimate
will exclude or include regions of material from the registration evaluation. This in turn
will change the balance of values in the joint probability distribution and so will change
which image values have most affect on the alignment measures. Targeted CT (and
sometimes MR) images including only the inferior or superior regions of the skull are
commonly acquired. These regions contain different amounts of shared structure capable
of constraining the registration estimate.
This section will try to examine the behaviour of the measures when we vary the
field of view of the images. This is achieved by a set of experiments where the quality of
the starting estimate and field of view of the images is parameterised and varied. The
performance of the measures is then compared by the number of successfully recovered
alignments.
6.6.1 Exploration of Alignment Parameter Space
Rigid alignment between a pair of images requires the optimisation of 6 parameters.
The set of experiments described in this section are essentially intended to compare the
structure of this six dimensional parameter space for different measures and different
image pairs. An ideal approach would be to evaluate this parameter space directly to
compare the behaviour of the measures. Practical computational considerations mean
that this is not possible, and we must find alternative approaches.
We would like to know at what size of initial misalignment an automated registra-
tion will fail. One approach to looking at this is to take an image pair with a good
transformation estimate, randomly perturb this estimate by increasingly large amounts
and record which of the starting estimates is recovered. This allows comparison of the
parameter spaces provided by different measures with respect to the optimisation used,
and so is a test of the system as a whole rather than simply the measure. This still
provides useful information since, in the end, it is the behaviour of the complete system
we are interested in.
Given the dimensionality of the parameter space and the computational cost in eval-
uating points in it, we must take care in the approach used to choose our starting
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structure, but by considering what we want to know there are approaches to simplifying
the problem. There are two fundamentally different types of information we might want
to gain about the parameter space in these experiments.
Firstly, we are interested in the robustness of a system in recovering a large range
of typical clinical misalignments (large scale structure of the parameter space), and
secondly we are interested in the final precision of the alignment estimates (small scale
structure). So, we would like to evaluate the performance of the system from a range of
starting estimates at different distances (in parameter space) from the correct solution.
We can therefore partition up the starting estimate space by the distance of an estimate
from the correct solution.
If we treat all the parameters as equivalent we may simply use estimates that have a
given displacement R (in parameter space) from the correct solution. This means that
we simply want to choose points on a 6D hyper-sphere of radius R. Picking points on a
6 parameter sphere can produce estimates with very large translational components but
small rotational components or large rotational and small translational components. In
these set of experiments we have chosen to select rotational and translational components
separately. Effectively this means that if we are picking random misalignments that are
large, then it ensures both the rotational and translational components are large.
In order to create a set of translations of a given size in a random direction, we need
to effectively pick points randomly on the surface of a 'translation' sphere. To do this
we can pick two random angles, one w between 0 and 2ir and the other /' between 0
and ir. There is then the problem of the mapping of uniform random numbers onto the
surface of this sphere. The mapping changes their uniform distribution and results in
an uneven covering of the surface (particularly at the poles). To avoid this problem the
angles w and 1' may be picked with a pre-defined distribution:




Where v1 and v2 are random numbers between 0 and 1. These can then be used to
locate 3D coordinates on a sphere of radius R:
t	 Rcos(w)sin()
t, = R sin(w) sin()	 (6.5)
t	 Rcos(i/')
where R determines the size of the translation. An equivalent approach can be used in
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The problem of recovering alignment is a function of both starting estimate and field of
view of the image. In this experiment a large volume image pair was selected from the
Vanderbilt Retrospective Registration Project database (the MR Ti and CT images for
patient 5) with comparable extents in each axis. This provides an accurate, indepen-
dent estimate against which successful and failed registrations can be judged. Sets of
randomised starting estimates were then produced with increasing sizes of rotations and
translations. In these experiments sets of 50 randomised transformations on 'translation
spheres' of 10, 20, and 30mm and 'rotation spheres' of 10, 20 and 30 degrees were used.
Transaxial Field of View
The transaxial (in-plane) field of view can vary considerably between clinical acquisitions.
Images are acquired with a large field of view to include, for example, the structure of a
stereotactic frame. For other cases a small field of view may be reconstructed to enlarge
an area of clinical interest in the brain. The marker based registration image data all
had a very large reconstruction field, compared to typical clinical images acquired at
our site. In this experiment we will look at the affect of changing in-plane extent of the
same image pair on the behaviour of different registration measures.
Varying the in-plane field of view will determine the proportion of the image con-
taining air signal in the two modalities. In order to look at the effect this has on the
registration measures, the images for patient 5 described in the previous section were
truncated in-plane at two levels to give three pairs of images to register. The fields of
view selected (labelled TF1, TF2 and TF3) in the MR, CT and PET images are shown
in Figures 6.23, 6.24 and 6.25.
Axial Field of View
Axial targeting of MR-CT scans of the brain, particularly of CT, scans is very common.
In this set of experiments the behaviour of the system for MR-CT registration using
different axial extents will be examined. For clinical MR-PET studies this type of
truncation is much less common, since the extent of the PET scan is usually fixed
(because of the design of the scanner) to include the majority of the brain. In addition
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Figure 6.23: The three levels of MR Transaxial field of view used for experiments.
1 j•::
Figure 6.24: The three levels of CT lransaxial field of view used &r experiments.
3D acquisitions. As a result this type of truncation for MR-PET registration was not
investigated in this study.
The large volume MR-CT image pair used in the previous transaxial experiments
was again used in these experiments. The image set with extent TF2 was truncated
axially into three 4.4cm sections referred to as AFU, AFM and AFL (upper, middle and
lower) which are illustrated in Figure 6.26.
6.6.3 Analysis of Results
In looking for the successful recovery of alignment we are not interested in differentiating
those estimates which are close to registration, we simply need a way of classifying and
counting the 'outliers' which are failures. If, following optimisation to some minimum
step size, the estimate is still far from true alignment, we can assume that the estimate
will not reach an acceptable solution and count it as a failure. In order to save compu-
tational costs in these experiments involving robustness, we therefore need not optimise
the alignment using smaller and smaller steps to gain a very precise registration. In these
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TF1: 249 x 249mm	 TF2: 182 x 215mm	 TF3: 134 x 171mm
Figure 6.25: The three levels of PET Transaxial field of view used for experiments.
Figure 6.26: The three levels of axial field of view used for experiments.
in rotation, using the same approach as described in section 5.6.2.
In order to then distinguish failures, the mean voxel displacement (see section 6.4.1)
from the position defined by the marker estimate was evaluated and thresholded at a
distance equal to the MR slice thickness (4mm). Examination of the distribution of
estimates for the measures confirmed that this simple approach provided an effective
differentiation between 'failures' and 'successes'.
6.6.4 Results: MR-CT
Transaxial Field of View
The number of successfully recovered misalignments, for each measure and each level
of misalignment are shown in table 6.1. These show an appreciable difference in the
behaviour of the system when using different measures. As expected from the single
start estimates over the whole database, optimisation of MR variance provides a poor
measure of alignment for all combinations of field of view and starting estimate. Only
around half the closest starting estimates (10mm and 100) are recovered and a negligible
proportion of those from further away.
Correlation coefficient of CT soft tissue with MR provides robust recovery of align-
ment for the two larger fields of view (TF1,TF2), but recovers very few of the starting
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estimates for the smallest field of view (TF3). This indicates that this measure may
be dependent on the skin/air boundary for the registration estimate which is mostly
excluded by the smallest field of view. Minimisation of corresponding CT variance pro-
vides robust recovery for all starts, for all but the smallest field. Here with TF3, few of
the two largest initial misregistrations are recovered.
Comparison of the three entropy measures with respect to truncation is interesting.
Minimisation of joint entropy behaves similarly to the soft tissue correlation measure,
providing robust recovery for all images except for the smallest field of view (TF3).
Maximisation of mutual information conversely provides good recovery of alignment for
all but the largest field of view (TF1). This confirms the simulation results of section 4.4
which indicated poor behaviour as the field of view is increased. The normalised mutual
information measure Y(M; N) provides overall the most robust recovery of alignment
with only one failure for the largest initial misalignment and smallest field of view.
Successful Alignments with Varying Transaxial F.O.V.
Measure 10mm and lOdeg 20mm and 2Odeg 30mm and 3Odeg
TF1 TF2 TF3 TF1 TF2 TF3 TF1 TF2 TF3
F(M,C)	 50	 50	 3	 50	 50	 8	 50	 50	 4
c,(C)	 50	 50	 50	 50	 50	 21	 50	 50	 8
a(M)	 24	 29	 33	 0	 1	 8	 0	 0	 2
	
H(M,C) 50	 50	 0	 50	 50	 0	 44	 50	 0
I(M;C)	 42	 50	 50	 16	 50	 50	 3	 50	 48
	
Y(M;C) 50	 50	 50	 50	 50	 50	 50	 50	 49
Table 6.1: Number of successfully recovered MR-CT alignments (as defined in the text)
from 50 random starts at three levels of misalignment, as transaxial field of view is
varied.
Axial Field of View
The number of successfully recovered misalignments, for each measure and each level of
misalignment are included in table 6.2. As with the transaxial fields of view, these show
an appreciable difference in the behaviour of the system when using different measures.
Correlation of soft tissue values provides poor recovery of alignment of the central
region of the head (AFM) for all starting estimates. The failed estimates indicate that
the measure does not constrain alignment along the z axis (up-down). This may again
be due to inadequate scalp-air boundary perpendicular to the z axis in the AFM vol-
ume. Minimisation of corresponding MR variance provides poor recovery of the smallest
(10mm and 10°) misalignments and fails for all the larger scale misalignments. Minimi-
sation of joint entropy also provides poor recovery of truncated images, particularly for
the two larger misalignments.
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For the smallest misalignments (10mm and 100) both mutual information (I(M; N)
and normalised mutual information (Y(M; N)) provide good recovery of alignment of
all the axial regions. As the misalignment increases the measures exhibit increasing
numbers of failures, with significantly worse behaviour for the upper (AFU) and lower
(AFL) regions.
Successful Alignments with Varying Location of Axial F.O.V.
	
Measure 10mm and lOdeg
	 20mm and 2odeg	 30mm and 3odeg
AFL AFM AFU AFL AFM AFU AFL AFM AFU
F(M,C)	 45	 0	 47	 25	 1	 16	 7	 0	 6
a(C)	 45	 46	 39	 18	 32	 18	 0	 7	 3
a(M)	 2	 31	 15	 0	 0	 0	 0	 0	 0
	
H(M,C) 21	 19	 27	 8	 7	 10	 0	 0	 6
I(M;C)	 46	 50	 30	 20	 48	 13	 12	 39	 8
	
Y(M;C) 41	 50	 50	 18	 45	 43	 6	 22	 28
Table 6.2: Number of successful MR-CT alignments (as defined in the text) from 50
random starts as the location of the imaged axial field of view is varied.
6.6.5 Results: MR-PET
Transaxial Field of View
The results of the MR-PET transaxial experiments are included in table 6.3. As with
the experiments over the full database of images, the correlation coefficient measure has
proved very poor and recovered no alignments at any of the fields of view or starting
estimates. The variance measure a(M) provides good estimates for a large proportion
of the two closer starting estimates at the larger fields of view. At the smallest fields of
view and poorest starting estimates registration failures increase to a significant level.
The opposing measure cr(N) provides appreciably fewer acceptable estimates, recovering
few of the poorer starting estimates.
Of the entropy measures, joint entropy only recovers a significant number of align-
ments at the closer starting estimates. Interestingly, the middle field of view (TF2) is
very much worse than the larger (TF1) and smaller (TF2) fields of view at the 10mm or
0 starting estimates. Mutual information provides very good recovery at the two smaller
fields of view. As with the MR-CT case, the estimates from the larger field of view
(TF1) confirm the normalisation problem identified in section 4.4.
Again, normalised mutual information provides the best overall behaviour with only
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Successful Alignments with Varying Transaxial F.O.V.
Measure 10mm and lOdeg 20mm and 20deg 30mm and 30deg
TF1 TF2 TF3 TF1 TF2 TF3 TF1 TF2 TF3
I"(M,N)	 0	 0	 0	 0	 0	 0	 0	 0	 0
a(M)	 47	 50	 50	 38	 49	 40	 36	 50	 24
a(N)	 28	 19	 25	 24	 14	 10	 15	 14	 0
	
H(M,N) 43	 3	 30	 34	 3	 I	 15	 3	 0
I(M; N)	 27	 50	 50	 21	 50	 50	 8	 50	 49
	
Y(M;N) 50	 50	 50	 50	 50	 50	 50	 49	 47
Table 6.3: Number of successfully recovered MR-PET alignments (as defined in the
text) from 50 random starts at three levels of misalignment, as transaxial field of view
is varied.
6.7 Summary
The results of these experiments are the key in distinguishing the behaviour of the
different measures of alignment. As we change the balance of materials in the images by
modifying both the underlying anatomy and physiology (section 6.5), and the extent of
the images (section 6.6), so the joint probability distribution of image values will change.
This change then influences the response of the different measures to misalignment of
shared structure in the images.
For MR-CT alignment, over the database of images, a(C) and Y(M; C) provide
comparable measures of alignment which are consistently better than those recovered
using the other measures. Varying the axial and transaxial field of view indicates that
normalised mutual information Y(M; C) provides a significantly more robust measure
of alignment. Over the 18 image pairs this measure provided a maximum MIPVD of
2.5mm and a minimum MIPVD of 0.4mm from the fiducial marker based estimate.
For MR-PET alignment o(M) and Y(M; C) both provide good estimates of align-
ment over all the image pairs. As with MR-CT, when the transaxial field of view of the
images is reduced, so the normalised mutual information is seen to provide a much more
robust response. In this case over the 14 image pairs this measure provided a maximum
MIPVD of 6.5mm and a minimum MIPVD of 1.4mm from the fiducial marker based
estimate.
At smaller fields of view where air makes up a lower proportion of the image, mutual
information and normalised mutual information both provide a very robust measure of
misalignment. This confirms earlier findings on a database of non-stereotactic images
with smaller fields of view [85, 86]. As the field of view is increased the problem of
normalisation highlighted by the simulation in section (4.4) leads to a significant number
of failures using mutual information.
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Clinical MR and CT of the Head
7.1 Introduction
In the previous chapter we identified that normalised mutual information provides, over-
all the most robust measure of alignment and provides comparable precision and accuracy
to the other measures tested. In this chapter we are going to examine in more detail
the application of this approach to the automated alignment of clinical MR and CT
of the head. Essentially this chapter is concerned with the behaviour of the registra-
tion algorithm with respect to clinical MR-CT image characteristics and artefacts. The
first section extends the work of the previous chapter by looking at the affect of image
resolution and noise on the accuracy of the registration estimate with respect to the
Vanderbilt maker based gold standard. These experiments, like those of chapter 5 make
use of a controlled set of image data for which an independent estimate of registration
is available.
The Vanderbilt data is very different from many of the images acquired clinically at
our site, in particular in terms of:
. Image resolution
. Field of view
. Size and type of misalignment
The following sections of this chapter go on to look at the behaviour of the registration
algorithm when applied to the retrospective registration of a larger range of clinical
image data. The results in this chapter illustrate the experiences I have had in carrying
out MR-CT alignment for a number of different surgery planning and guidance projects
at UMDS. The task is one of providing visually the most accurate registration on data
Section 7.1	 143
Chapter 7
	 Retrospective Alignment of Clinical MR and CT of the Head
containing a range of geometric and intensity artefacts. It depends heavily on the use
of visualisation tools such as rview (See section 6.4.2) to provide a sensitive assessment
of image alignment.
Section 7.3 includes a detailed description of clinical MR-CT data collected for this
experimental evaluation and the range of artefacts which may influence the registration
estimate. The registration algorithm is applied to recover the alignment of the 26 image
pairs making up the database. Although we have no accurate independent ground truth
estimate of alignment for this data, the automated estimates are compared to manual
landmark based registration estimates. Visual inspection of estimates also provides a
valuable indication of the performance of the system. A simple multi-start experiment
to assess the precision of the parameter values calculated for every clinical image pair is
also carried out. Although there are examples of images in the database which contain
a number of specific geometrical artefacts which it is possible to address individually,
here we are interested in providing a clinically useful registration with minimal user
interaction.
One of the main differences between the registration of clinical data and the data
used in the previous chapter is that the orthogonal scaling, and sometimes skew, pa-
rameters are known only with limited accuracy (or are known with great accuracy but
are communicated with low accuracy). To achieve an accurate registration it became
obvious that in some cases we would like to correct or at least check the validity of these
parameters as part of the registration process. The registration algorithm was therefore
extended to include the recovery of these parameters along with the conventional rigid
body transformation. This extension is described in section 7.5. A comparison of esti-
mates using only a rigid transformation to those including scaling and skew parameters
is then included in section 7.6.
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7.2 The Effect of Image Noise and Resolution on Align-
ment Accuracy
In this set of experiments we are going to investigate how the image noise and sampling
resolution affects the accuracy of the estimate provided by optimisation of normalised
mutual information. To do this we are going to take one of the images from the Vander-
bilt study (The MR-Ti image pair of patient 5) with an accurate independent estimate
of alignment, and change the noise level and spatial resolution.
7.2.1 Experimental Method
Image Sampling Resolution
Because of the multi-resolution approach to evaluation and optimisation of the mea-
sures, it is relatively simple to examine this relationship between image resolution and
alignment accuracy. We can simply vary the finest cubic sampled image resolution used
in the optimisation scheme (see chapter 4). In this experiment an image registration
was carried out with finest cubic voxel resolutions of between 4.0mm (equivalent to the
slice thickness) and 0.75mm at steps of 0.25mm. Using the same sampling scheme as
described in chapter 4, linear interpolation is used to increase resolution and Gaussian
blurring is used to reduce resolution from the original image sampling rate. Example
slices through images at two resolutions are shown in Figure 7.1.
In order to look at both the accuracy of a final estimate and its precision with
respect to the marker estimate, 16 random starts were used at each resolution. For
each of these estimates the MIPVD (see section 6.4.1) was evaluated with respect to the
marker estimate to give an overall measure of registration accuracy.
Image Noise
In order to investigate the effects of measurement noise on the precision of the registration
estimates, a range of Gaussian noise signals were added to both the MR and CT values
at the original image resolution. Although this is not an accurate model for the MR
noise, which requires the addition of Gaussian noise to the complex representation of
the image, it still provides a valuable indication of the response of the system to errors
in intensity values. The Gaussian distributions used were with mean values of zero and
a range of standard deviations set to varying percentages of the range values in each
image, from 0% to 100% in steps of 10%. Examples of the resulting images are shown
for two levels in Figure 7.2.
A simple estimate of the levels of noise present in the original images was carried out
by measuring the distribution of values in a uniform region in the images. The range of
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Figure 7.1: Examples of two inlage resolutions use(I to investigate registration accuracy,
left MR , right CT. Upper image is with 4mm cubic voxels and lower image is with 1mm
cubic voxels.
values in the original MR was 1746 and the values recorded in a region of air in the image
had a standard deviation of around 10 units (0.57% of the range of values). The range of
values in the original CT image was 3064 Hounsfield units and the distribution of noise
values measured in the air had a standard deviation of 4.8 Hounsfield units (0.16% of
the range of values). The levels of noise added are therefore considerably higher than
that already present in the data.
In order to do the registration, a maximum cubic sampling rate of 1.5mm was used.
As with image resolution, in order to look at both the accuracy of a final estimate and
its precision with respect to the marker estimate, 16 random starts were used at each
resolution, and the MIPVD evaluated for each estimate.
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Figure 7.2: Exaizpii- i.i tu !vtI ui uUilIL i	 iLus1.tU IIu1-t u-tu ni xperinients, left
MR , right CT. Upper image is with added Gaussian noise with a standard deviation of
80% of the dynamic range. Lower image is with added Gaussian noise with a standard
deviation of 10% of the dynamic range.
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7.2.2 Results: Image Resolution
The errors in each estimate from 16 random starts at each image resolution are sum-
marised by the graph of the averaged error for these starts in Figure 8.3. This shows an
overall fall in voxel misalignment as the sampling resolution of the images is increased,
but the relationship between alignment accuracy and voxel size is not smooth or mono-
tonic. This may well be attributable to the small number of starts used to investigate
the registration precision, but may also be due to the blurring out of corresponding
boundaries at different resolutions in the two modalities. At the highest image resolu-
tion (0.75mm) the MIPVD averaged over 16 starts between the automated and marker
estimates is 0.26mm, with a standard deviation of 0.024mm. This is within the expected
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Figure 7.3: MR(T1)-CT Vanderbilt patient 5: MIPVD between the estimate provided
by normalised mutual information and the marker estimate as cubic sampling resolution
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7.2.3 Results: Measurement Noise
The errors in each estimate from 16 random starts at each noise level are summarised by
the graph in Figure 7.4. There is an overall decline in both the accuracy and precision of
the registration estimate as the added noise level is increased. Given the relatively high
levels of noise used in this experiment the precision and accuracy of the final estimate
remain quite high. Up until around a noise signal with a standard deviation of half
the dynamic range, the displacement error is within around 1.5mm from the marker
estimate. Such a noise level would mean the images would be of little clinical use for
typical diagnostic imaging applications.
0	 20	 40	 60	 80	 100
S.D. of Added Gaussian Noise (as Percentage of the Range of Image Values)
Figure 7.4: MR(T1)-CT Vanderbilt patient 5: MIPVD (at 1.5mm cubic image reso-
lution) between estimate provided by normalised mutual information and the marker
estimate as noise level is varied: Average with Standard Deviation (error bars) over 16
starts at each noise level.
7.2.4 Discussion
These two experiments have investigated the response of the system to image noise and
resolution with otherwise ideal image data. In general, the level of noise acceptable in
clinical imaging will not appreciably influence the registration estimate. Even at high
levels of noise though, the registration accuracy and precision may be acceptable for some
specialised applications. An example may be the alignment of intra-operatively acquired
low-dose CT or fast acquisition interventional MR, with conventional pre-operatively
acquired images.
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Firstly the inherent resolution of the clinical images may determine the limits of the
registration accuracy. Secondly, the resolution at which we evaluate the similarity mea-
sure is important in the setting up of an efficient multi-resolution optimisation scheme.
During the multi-resolution optimisation we can use this information to decide at what
step size to terminate optimisation, making best use of the information at a given image
resolution.
The highest image resolution used in the optimisation will determine the final regis-
tration accuracy. In practice, it is the computational expense of evaluating a similarity
measure at high image resolution which is currently the limiting factor, and not the
inherent resolution of the clinical MR-CT images.
Although resolution and noise impose fundamental limits on the registration accu-
racy, as we shall see in the following experiments, in clinical use the actual registration
accuracy will often be determined by other, less predictable variables.
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7.3 A Database of Clinical MR-CT Images
Any approach to defining an estimate must impose some constraints on the imaging
protocol to enable an estimate of registration to be derived. The aim of the experiments
in the rest of the chapter is to investigate the behaviour of the alignment algorithm
using normalised mutual information when used to retrospectively align clinical image
data. This image data is again all of the head but, it has been acquired for a number of
mostly non-stereotactic procedures. In many cases the data was not specifically acquired
for registration, and so enables us to look at the problems of true retrospective image
registration over a range of clinical imaging protocols. The data can be split into two
main groups which will be described in more detail in the following subsections.
7.3.1 Data Acquired Locally
The first group of data used for the tests consists of sixteen pairs (A to P) of clinically
acquired MR and CT images of the brain. The images for patient A and G were acquired
for the planning of epilepsy surgery. Image pair G includes a number of brain implants
visible in both MR and CT. Patient H was imaged to plan the treatment of a carotid
aneurysm. Patient I was suffering from a significant mycotic sinus infection visible as
enhancing regions filling large areas of the air sinuses. The images were used in the
planning of removal and treatment of the infection. The remainder of the images were
acquired for the planning of the surgical removal of skull base tumours including an
acoustic neuroma and a number of meningiomas of varying size.
The MR images consisted of:
Ti weighted Gadolinium enhanced 2D multi-slice acquisitions (B,C,D,E,H,I)
Ti weighted 3D gradient echo images (A,F,G,K-O)
The background signal of a 3D phase contrast angiogram' (J)
T2 weighted 2D acquisition (P)
All images had nominally transaxial slices except for the images of patient F which were
nominally coronal.
The CT datasets range in size from the largest (patient A) to the more common tar-
geted volumes of patients B to J (see tables 7.1 and 7.2). The acquisition of whole brain
CT scans is extremely rare at our site. The CT volume for patient A was synthesised
'It is a conventional approach at our site to make use of the MR signal component of MR angiography
(which is acquired simultaneously with the flow image and is therefore in registration with it) to enable
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by combining 11 slices acquired around the skull base and 17 slices acquired around the
top of the head (both with 512 x 512 pixel 3mm slices), with seven 256 x 256 6mm slices
(which were tn-linear interpolated to 512 x 512 3mm slices) acquired through the centre
of the skull. As with the MR, CT slicing was nominally transaxial except for patient F
which was coronal.
MR Image Volume Parameters
Patient F.O.V. (mm) Voxel size (mm) 	 Scan
A	 240x220x 186 0.938 xO.938 x 1.5
	 axial
B	 235 x235x 108 0.918 x0.918 x 3.0
	
axial
C	 210x210x90 0.820x0.820x3.0	 axial
D	 230x230x90 0.898x0.898 x3.0 axial
E	 220x220x21 0.859x0.859x3.0 	 axial
F	 220 x 220 x 248 0.859 xO.859 x 2.0 coronal
G	 220 x 220 x 186 0.859x0.859 xl .5	 axial
H	 220x220x72 0.859x0.859x0.9 axial
I	 200x200x 120 0.780x0.780x2.0 	 axial
J	 240x240x 124 0.938x0.938x 1.0 	 axial
K	 220x220x 180 0.859x0.859x 1.2	 axial
L	 220x220x 156 0.859x0.859x 1.2	 axial
M	 220x 220 x 186 0.859 x 0.859 x 1.5 	 axial
N	 220x 220x 168 0.859 xO.859 x 1.2 	 axial
0	 220x 220x 186 0.859 x 0.859 x 1.5 	 axial
P	 180x180x57 0.352x0.352x2.5	 axial
Q	 200x200x64 0.781x0.781x1.0 axial
R	 200x200x192 0.781x0.781x1.5 	 axial
S	 220x220x 150 0.859x0.859x 1.5	 axial
T	 220 x 220 x 94.8 0.859 xO.859 x 1.2	 axial
U	 230 x 230 x 180 0.898 xO.898 x 1.2	 axial
V	 200x 200x80 0.781 xO.781 xO.8 axial
W	 220 x 220 x 144 0.859 xO.859 x 1.2 	 axial
X	 250x250x 192 0.977x0.977x 1.2	 axial
Y	 250 x 250 x 192 0.977x0.977x 1.2	 axial
Z	 250 x 250 x 192 0.977x 0.977x 1.2 	 axial
Table 7.1: MR volume parameters.
7.3.2 Image Data from the COVIRA Database
The second group of image data originates from the COVIRA project database and
consists of another 10 image pairs. The COVIRA Project was partly funded by the
European Community and partly by industrial collaborators. The image data has in
general a higher spatial resolution and field of view, particularly for the CT data, than
the locally acquired image data. Tables 7.1 and 7.2 detail the image volume parameters.
The later 3 image volumes (X,Y,Z) were acquired with a stereotactic frame and both MR
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CT Image Volume Parameters
	
Patient F.O.V. (mm) Voxel size (mm) 	 Scan
A	 250 x 250 x 126* 0.488 x 0.488 x 3.0
	 axial
B	 250 x 250 x 84 0.488 x 0.488 x 3.0
	 axial
C	 250x250x75	 0.488x0.488x3.0	 axial
D	 250 x 250 x 57 0.488 x 0.488 x 3.0
	 axial
E	 250x250x27 0.488x0.488x 1.5
	 axial
F	 250 x 250 x 102 0.488 x 0.488 x 3.0
	 coronal
G	 250x 250x 55.5 0.488 xO.488 x 1.5	 axial
H	 250x250x39 0.488x0.488x 1.5
	 axial
I	 250x250x60 0.488x0.488x3.0	 axial
J	 250 x 250x49.5 0.488 xO.488 x 1.5	 axial
K	 250x250x31 0.976x0.976x1.5	 axial
L	 250x 250 x 134 0.488 xO.488 x 2.0
	 axial
M	 250x250x75 0.488x0.488x3.0	 axial
N	 200x 200x 130 0.391 xO.391 x 2.0	 axial
0	 220 x 220 x 102 0.488 x 0.488 x 3.0
	
axial
P	 180x 180x43 0.351 xO.351x 1.0	 axial
Q	 227x227x67.5 0.710x0.710x 1.5 	 axial
R	 208 x 208 x 87 0.406 x 0.406 xi .0
	
axial
S	 220x 220x 73.5 0.688 xO.688 x 1.5	 axial
T	 200x200x87 0.625x0.625x 1.0
	
axial
U	 210x210x99 0.410x0.410x 1.5 	 axial
V	 160x160x74 0.312x0.312x1.0 	 axial
W	 210x210x 100 0.410x0.410x 1.5 	 axial
X	 300 x 300 x 147 0.586 xO.586 x 1.5 	 axial
Y	 300 x 300x 147 0.586 xO.586 x 1.5	 axial
Z	 300 x 300x 147 0.586x0.586 x 1.5 	 axial
Table 7.2: CT image volume parameters, *after interpolation as described in the text.
and CT have a large field of view and high resolution. The MR acquisitions are all Ti
weighted Gadolinium enhanced images, often containing significant regions of enhancing
skull base lesion. The majority are 3D acquisitions. The CT scans are in some cases
post-operative and include changes (in particular bone structures such as the skull) with
respect to the MR acquisition.
7.3.3 A Summary of Clinical Image Characteristics
In applying a registration algorithm to a range of clinical image data we are looking
at its behaviour with respect to a significant number of acquisition related variables in
addition to variations in patient anatomy and image alignment. These are independent
of the actual structures being imaged inside the patient and are a function of imaging
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Image Extent
The main variable in clinical axial MR-CT acquisitions of the brain, which has a large
affect on the registration problem, is the axial extent of the image. This can be partic-
ularly limited in CT where X-ray dose is to be minimised. The range of axial extents of
the image data used in these experiments is illustrated in Figure 7.5.
Figure 7.5: The axial extent of CT brain images varies considerably from full head
stereotactic images (W,right) to targeted acquisitions (E, left).
Another related variable is the extent of the in-plane CT reconstruction. Image set
V has a limited field of CT reconstruction which excludes an appreciable portion of skin
surface as shown in Figure 7.6. Section 5.3.2 details the approach used to distinguishing
image padding areas, and to resampling these non-rectangular regions.
Metallic Components
One important artifact results from the presence of metal components in the imaged
field of MR and CT which can occur when the patient is imaged with a stereotactic
frame. This causes significant localised geometric distortion in MR and intensity based
reconstruction artefact in CT. The clinical data used in these experiments include a
number of examples of this, one such is illustrated in Figure 7.7. Another source of
artefact is the presence of metal in the fillings of teeth, This can be seen in the CT
coronal slices of patient F in Figure 7.8. This is particularly a problem for coronal type
slices where the in-plane reconstruction artefact may extend up into the skull and brain.
Tissue Deformation
Non-rigid 'distortion' between the two scans can also be caused by the soft-tissue defor-
mation. This is always a problem for the skin surface of the scalp, particularly at the
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Figure 7.6: Example slice through image set V showing limited in-plane extent of CT
image reconstruction with respect to skin surface.
back of the neck. The problem becomes more severe when both scans include regions
lower in the head, such as the mouth, lower jaw and neck. An example of such an ac-
quisition is image pair N which is illustrated in Figure 7.9. Here we are interested again
in the registration of the skull base but structures in the neck have been included to aid
in planning the surgical approach. This is also a problem in the coronal scans of patient
F, where the jaw is differently positioned in the MR and CT. it is possible to simply
exclude these regions from the registration, but in these experiments we are interested
in the overall behaviour of the registration algorithm without such modifications. The
inclusion of regions in the neck is also interesting in terms of the similarity measures,
since in the neck we have significantly different structures imaged to those normally
found in the brain.
Section 7.3	 155
Chapter 7
	 Retrospective Alignment of Clinical MR and CT of the Head
Figure 7.7: Exaiiiple orthogonal slices through MR (left) and CT (right) images con-
taining artefacts due to the presence of metal components in the stereotactic frame.
Patient Movement
Another important artefact occurring in clinical data results from patient movement
during the image acquisition. It's specific form is dependent on both the nature of the
patient motion during the acquisition, and on how the data is acquired over time. In
CT where slices through the patient are generally acquired sequentially it is common to
see a discontinuity between slices as shown for patient W in Figure 7.10.
In MR, because of the much larger range of acquisition modes, the nature of motion
artefact is more variable. Some examples of artefact in the 2D slice-interleaved MR
images used in these experiments are shown in Figure 7.11. For these types of artefact a
global rigid transformation does not completely describe the spatial relationship between
the two modalities. For cases such as that ifiustrated in Figure 7.10, a partitioning of the
imaged space into multiple rigid transformations would provide a significant improve-
ment. Such an approach though is even more difficult to validate. In these experiments
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Figure 7.8: Example coronal slices through MR (left) and CT (right) images of patient
F containing artefacts due to the presence of metal in the fillings of teeth.
Figure 7.9: Example sagittal slices through MR (left) and CT (right) images of patient
N showing acquisitions of the skull base including a significant portion of deformable
structures in the neck and mouth.
we are simply seeking the best global rigid transformation providing a clinically useful
accuracy, comparable to the manual point based registration currently in use.
7.3.4 Independent Manual Estimate of Registration
Group 1
Rigid registration estimates for the 16 locally acquired datasets (A-P) were obtained
by identifying between 8 and 15 corresponding anatomical point landmarks [47]. These
landmarks have been regularly used for rigid registration of skull base MR and CT at
our site. It is important to note that the landmarks tend to be concentrated in the skull
base, and so the registration will tend to be most accurate in this area. The points were
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Figure 7.10: Example slices through the CT images of patient W showing movement
during an acquisition.
aligned by minimising the distance between them using singular value decomposition.
The resulting transformation parameters are shown in table 7.3. The root mean square
(RMS) error values for these registration solutions are between 1mm and 6mm. If
the point location errors are random, then the registration accuracy within the volume
circumscribed by these points can be considerably smaller than this.
The registration solutions were visually inspected and considered to have similar
accuracy to the point registration solutions that have been used on dozens of patients
at our institution over several years.
Group 2
The second group of data was also registered interactively by corresponding point land-
mark identification, but as part of a study into the accuracy of a commercial image
registration system. The study involved the registration of each dataset five times by
four trained observers with a clinical background. The transformations used as a refer-
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ence in the following experiments are the average of the four observers and five trials for
each dataset.
7.3.5 Common Types of Clinical Image Misalignment
The manual results provide a valuable indication of the scale of typical misregistration
encountered between brain images in clinical practice. Due to the nature of the acquisi-
tions the image pairs have a range of misregistrations, some of which may be outside the
capture range of the system. A good guide to the scale of misregistrations for each image
pair is given by the manual estimates for groups 1 and 2 in table 7.3. The direction of
the translation and rotation parameters used in this table and the rest of the thesis are
illustrated between a reference MR image and a CT image in figure 7.12.
Translational misalignment can vary considerably and in the axial direction can
be constrained by the axial extent of the images. One of the main features of non-
stereotactic axial CT is that it is commonly acquired in a plane orientated to avoid the
eyes, which are particularly sensitive to X-Ray exposure. In addition, the design of the
head rest of CT scanners also contributes to a different orientation of the slicing plane.
This is reflected in the 9 (nodding) angle in table 7.3. The other two rotations are
commonly much smaller since they are constrained in a similar way by the head rest in
both MR and CT. The large rotational misalignments are a major difference from the
Vanderbilt dataset used in the previous chapter, where the rotations were limited to one
or two degrees in each axis.
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Figure 7.11: Exaiii1i iiut thruugii t h \IR images of patient images B(lower) and
D(upper) showing different artefact due to movement during 2D slice interleaved acqui-
sitions.
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Manual Registration Estimates
Patient	 Translation (mm)	 Rotation (deg)	 R.M.S. Num
t	 O,	 O	 Error Points
	
A	 8.38	 33.68	 2.15	 24.06 -6.44 -0.87	 2.56	 12
	
B	 3.56	 23.97	 -0.18	 17.77 -0.59 -5.42	 3.15	 15
	
C	 0.31	 12.04	 -9.49	 -1.33 -0.72 2.33	 1.57	 14
	
D	 -0.38 13.89	 4.86	 0.90 -4.41 4.85	 2.37	 11
	
E	 5.83	 -0.09	 -3.30	 11.41	 1.15	 0.89	 2.58	 10
	
F	 6.43	 7.62	 38.55 -2.36 -2.58 3.42	 5.51	 11
	
G	 0.89	 19.69 -23.16 27.34 -2.90 -0.07	 3.24	 8
	
H	 -4.18	 11.65	 5.19	 4.36 -0.72 2.05	 2.03	 11
	
I	 0.77	 2.26	 -22.98	 2.12 -0.40 0.10	 1.45	 12
	
J	 -2.05	 14.30 -19.26 31.80 -0.47 1.16	 2.12	 12
	
K	 -1.89	 9.96	 -44.45 35.45 -0.50 4.79	 3.20	 7
	
L	 -3.06	 -3.08	 -23.83	 2.48	 -1.36 0.17	 1.54	 9
	
M	 3.87	 7.70	 -22.18 25.43 -6.35 -2.71	 1.79	 8
	
N	 2.88	 2.68	 -59.21 11.58 2.17	 0.44	 1.45	 8
	
0	 10.41 20.34 -19.91 25.13 0.56	 2.50	 1.77	 9
	




Q	 4.23	 5.31	 7.68	 13.82 1.75	 4.03	 -	 12
	
R	 -3.16 -16.30 -31.20	 7.43	 -2.17 -5.32	 12
	




T	 1.12	 -4.85 -25.60 7.57
	 0.83	 0.04	 -	 12
	
U	 -6.18 -14.50 -44.80 11.61	 1.63	 1.25	 -	 12
	
V	 -0.12	 10.27	 -0.94 13.67 -3.74 0.86
	 -	 12
	
W	 5.29	 -2.00 -23.10 9.27 -0.17 -6.97
	 -	 12
	
X	 1.03	 1.66	 9.95	 -0.43	 1.88	 1.40	 -	 12
	
Y	 -0.23	 -4.59 -15.60 -0.13 0.68 -0.98
	 -	 12
	
Z	 5.91	 -2.41	 -6.60	 -0.14 0.57 -2.07	 -	 12
Max	 10.41 33.68 38.55 35.45 6.56 4.85
	
Mm	 -6.18 -16.30 -59.21 -2.36 -6.44 -6.97
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Figtin 7.12: An illustration of MR. wit Ii CT bone (out our of the brani. with nii--
alignments in different rigid parameters. Top from left to right: transaxial slice with
t, = +30mm, transaxial slice with t, = +30mm, coronal Slice t = +30mm. Bottom
from left to right: sagittal slice with 9 = +30mm, coronal slice with 9, = +30mm,
transaxial slice with O = +30mm.
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7.4 Automated Rigid Registration
7.4.1 Algorithm Parameters
In order to ensure a fair test of automated alignment, identical parameter settings for
the registration algorithm were used to align all the image pairs. Optimisation was
achieved by reducing the step sizes of the parameters as described in section 5.6.2. A
graph of MIPVD in Figure 7.13 shows the errors with respect to the marker estimate
for the Vanderbilt image data used in section 7.2.1, as the number of intensity bins
representing values in the two modalities is varied (using 1.5mm 3
 minimum voxel size).
This indicates that the choice of the number of bins used has little effect on the final
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Figure 7.13: MIPVD between the estimate provided by normalised mutual information
and the marker estimate as the number of intensity bins (for both images) in the joint
probability distribution is varied: Average with standard deviation (error bars) over 16
starts at each number of bins.
7.4.2 Experimental Design
In this experiment we are interested in two things, firstly if the automated registration
algorithm can recover a visually acceptable registration solution for each clinical image
pair, and secondly an indication of how precise this estimate will be (we do not have a
gold standard to determine true accuracy). In experiments in the previous chapter the
parameter space was investigated by randomly perturbing an estimate and re-registering
a large number of times. Here, an initial registration was carried out using 6 parameters
from the default (no rotations and image centres aligned) starting estimate. This gives
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an indication of the robustness of the system to the conventional starting estimate. This
automated estimate was then randomised to form 16 starting estimates using random
translations of 5mm and random rotations of 50 (randomised as described in section
6.6.1).
7.4.3 Accuracy
In all cases except patient E (the smallest axial extent), a visually acceptable registration
was provided by automated registration. Figure 7.14 shows the MIPVD (calculated as
described in section 6.4.1) between the automated and manual point based estimates
for each image pair. The majority of the automated estimates fall within an MIPVD of
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Figure 7.14: MIPVD in mm (truncated at 8mm) between rigid transformation estimates
provided by manual point based alignment and automated optimisation of normalised
mutual information from a single start (Standard deviation for each image pair from 16
starts around this is shown as error bars).
experimentation indicated that it was not possible to robustly recover alignment of image
pair E because of the limited axial extent. Alignment was only possible with improved
starting estimates and appreciably reduced search parameters.
There are a number of examples where visual inspection indicates that the rigid
estimate provided by automated alignment is significantly superior to that provided
by manual point based alignment. An example is patient G shown in Figure 7.15,
where the MIPVD between the two estimates is 2.4mm. The Figure shows that there is
misalignment of the bone contour at the back of the skull base when overlayed on the
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MR, as indicated by the white arrows. In this case manual landmark identification was
made difficult because of the difference in orientation (the nodding angle: O) of the slice
planes. A second example is set I shown in Figure 7.16, where misalignment of the bone
.	 I !	 '
• I	 •'
I,.	 •
Figure 7.15: Axial. ;igit t al ;Lii(1 coronal slwis through siilIi! ioiis br image pail G: An
example where the estimate provided by automated registration (bottom) is visually su-
perior to that provided by manual point based registration (top). White arrows indicate
regions of misaligned bone contour from CT.
of the eye socket can be seen in the manual estimate.
There are two pairs (F,X) which have automated estimates with a mean voxel dis-
placement greater than 3mm from the point based estimate. Closer visual inspection of
these showed that these image pairs may have significant errors in the scaling estimates
supplied with the data. Because the manual estimates were provided by points selected
in the skull base, and the automated estimate was derived from the whole data, there
is a resulting difference in the registration estimates. This problem will be covered in
more detail in the section 7.6.
7.4.4 Precision
The estimates of the precision of the transformation parameters for each of the image
pairs is summarised by their standard deviations from 16 starts in Figure 7.17. As can
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example where the estimate provided by automated registration (bottom) is visually su-
perior to that provided by manual point based registration (top). White arrows indicate
regions of misaligned bone contour from CT.
pairs. The z axis translation estimates appear to have a larger spread than the in-
plane translations. In addition the x and y rotation parameters (out of plane rotations)
appear to be less well constrained. This may reflect the lower spatial resolution of the
images in the between-plane axis. This affect though will also be influenced by the actual
mis-alignment of the imaging planes of the two modalities.
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Standard Deviation of X Translate (mm)	 Standard Deviation of X Rotate (deg)
Standard Deviation of V Translate (mm)	 Standard Deviation of V Rotate (deg)
Standard Deviation of Z Translate (mm) 	 Standard Deviation of Z Rotate (deg)
Figure 7.17: The standard deviation of rigid registration parameters estimated for each
clinical image pair (except pair E).
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7.5 Recovery of Scaling and Skew Parameters
Having developed tools to enable the accurate visual inspection of image registration
results, it became apparent that in a number of cases the accuracy of a rigid alignment
estimate between MR and CT data was significantly affected by the orthogonal scaling
parameters of the two images and the skew (gantry tilt) of the CT volume.
7.5.1 Why Include Scaling and Skew Estimates?
In general, estimates of orthogonal scaling and CT gantry skew will be provided from the
scanner settings and calibration, by the image header information (for example within
the DICOM format). In some cases (for example when data has been imported by
scanning films or in raw digital format from other hospitals) this information is not
available. Even when scanner estimates of scaling and gantry tilt are available there are
limits in the accuracy of those values. MR images in particular have scaling estimates
accurate only to within a few percent leading to significant uncertainty in the distance
between structures over larger fields of view. In such cases if the structures within the
images constraining alignment are some distance from the structures of interest, then
the resulting misalignment may have a significant affect on the clinical interpretation of
registered images.
7.5.2 Incorporating Scaling and Skew in the Transformation Matrix
Both scaling and skew can be expressed in a 4 x 4 homogeneous transformation matrix
form as used for the rigid transformation parameters. The orthogonal scaling { yx, 7y, 'yz}
in each axis can be represented by a single matrix,
IYx 0 0 01
I 0	
'y	 0	 0 I
	
TscALE(7X,'y,'y) = I 0 0	 0 I
L0 0 0 1]
The gantry tilt is simply a skew in the Y - Z plane of angle /,. The y location of a
point in the image is proportional to its location along the z axis (the plane of the bed











The rigid registration algorithm was then extended to include scaling and gantry tilt by
simply constructing these additional matrices from the extra parameters, and multiply-
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ing the rigid transformation matrix TRIGID by these,
T(tx , ty , tz , 9x ,Oy ,Oz , 7x ,7y ,yz ,cbyz ) = TRIGID .TSCALE(7X,7Y,7Z) .TSKEW(c5YZ) (7.1)
7.5.3 Optimisation of Scale and Skew Parameters
As with translations and rotations, the main question for optimisation is how to relate
changes in each parameter. With scaling, we can evaluate the displacement of a point
at some distance from the origin. If we take, as we did with rotations and translations,
a point x = 60mm from the origin, then to achieve a displacement of 1mm will re-
quire a change in scale factor of %Q %. Similarly with skew angle, we can evaluate the
displacement at a distance of 60mm,
Sq5 = tan1 () = 0.954°	 (7.2)
These are illustrated in Figure 7.18. This simple relationship between parameters was
Figure 7.18: The affect of small changes in skew and scale on the displacement of a point
at a given distance from the origin.
found to provide acceptable performance in optimisation. The specific values were varied
over a small range (±25%) and found not to be critical to the outcome of the optimisa-
tion.
As with rigid registration, the parameters can be optimised using a multi-resolution
approach, where parameter step size is related to image resolution (section 5.6.2). In
this case though we can assume that the scale and skew estimates have oniy a few
percent error and so limit optimisation of these extra parameters to small steps at the
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7.6 Scaling and Skew Recovery from Clinical Data
7.6.1 Experimental Design
As with the rigid estimates, we can carry out a registration using 10 parameters on each
of the image pairs from the default starting estimate. This gives an indication of the
robustness of the system for typical starting estimates over the full database of images.
From this estimate 16 randomised starting estimates were produced. Each start-
ing estimate has scale and skew estimates derived from the first estimate. These are
formed from the 16 combinations of change in scale and gantry tilt of &Yx = ±2%, S'y,
±2%, &Yz = ±2%, 8çb7,  = ±2°. For each of these 16 estimates, the rigid translation and
rotation parameters are perturbed from the values in the first registration by a random
translation of 5mm and a random rotation of 5° (the same perturbations being used for
each image pair). These 16 transformations were then used as starting estimates to the
optimisation from which 16 independent estimates were recovered to give an indication
of precision. These can be directly compared to the precision of the rigid estimates.
7.6.2 Results
Detection of Scaling and Skew Errors
The estimates for the scaling and gantry tilt parameters for each image pair are shown
in Figure 7.19. The estimated gantry tilt angle is generally less than around 2° except
for four or five datasets. For the images D,F and K the gantry angle of the CT had been
lost or omitted in data transfer.
The in-plane (x and y) scaling parameters are small and within those expected due
to MR distortion. The between plane (z) scaling 'error' estimates are generally much
greater. One of the larger values (patient L) was attributed to poor calibration of the
spiral CT bed speed. The speed was judged to have a 7% error by the service technician,
which agreed well with the automated estimate of scaling. The images for patients D
and F show a z (slice thickness) scaling error which was attributable to MR distortion.
The affect of the estimation of these extra parameters on the visually judged quality
of the registrations varies. Figure 7.20 shows an example where the addition of extra
parameters to the transformation estimate is globally visible because of the large axial
extent of the data. It is interesting to look at the alignment of the stereotactic frame
components for the 10 parameter solution for image pair X. This is illustrated by the
slices in Figure 7.21. From these it is obvious that the visibly acceptable estimate for the
patient structures does not apply as well to regions away from the centre of the dataset.
The presence of a frame would remove the possibility of patient motion, indicating that
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this misregistration is probably due to more complex geometric distortions. Although
the alignment using scale and skew is visibly superior to the rigid estimates, further
visual inspection shows that some misregistration is still present in the patient images,
even far from the metal components of the frame.
More complex geometric distortion may well be the cause for misalignment in image
pair T, illustrated in Figure 7.22. Here visual inspection indicates misalignment around
the left eye socket for both the rigid and scale-skew estimates. The quality of the MR and
CT scans indicate that patient motion may not have been a factor in this mis-alignment.
Precision
We can look at the precision in two ways, firstly the precision with which the extra
parameters are estimated, and secondly what affect the extra parameters have on the
precision of the rigid components of the transformation. The precision of the scale and
skew parameters are summarised by the graphs of their standard deviation over 16 starts
in Figure 7.23. From this it can be seen that the in-plane scaling parameters (X and Y)
are quite precisely defined, with standard deviations of fractions of a percent in scale for
most of the image pairs. The estimates for Z axis scale and gantry tilt overall are much
more poorly defined, with standard deviations of two or more percent in scale and up to
a degree in gantry tilt. The spread of estimates appears greater for those images with
limited axial extent. The poor estimates may be attributed to the shape of structures
being imaged, coupled with the limited extent of the data. In addition, the limited
spatial resolution in the axial direction may also contribute to the fall in precision.
The precision of the rigid parameters in the 10 parameter registration is appreciably
effected, with particularly the X-axis (nodding) rotation being very poorly defined in
comparison to the 6 parameter rigid transformations. This rotation will be closely related
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Gantry Tilt Estimate (deg)
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Figure 7.19: Orthogonal scaling and gantry tilt estimates for each image pair (from 16
starts).
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example where the automated alignment including scale and skew (bottom) is superior
to that using only a rigid transformation (middle) and the manual rigid estimate (top).
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and skew for image pair X: Significant mis-alignment of stereotactic frame components
indicating that the geometric distortion may be significantly worse further from the
patient.
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example where the alignment including scale and skew parameters (bottom) and the
rigid transformation estimate (top) are both visually mis-aligned.
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Figure 7.23: Standard deviation of orthogonal scaling and gantry tilt estimates for each
image pair (from 16 starts), ordered in terms of increasing (left-to-right) minimum axial
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Figure 7.24: Precision of estimates of the translation and rotation parameters for each
clinical image pair when optimising rigid, scale and gantry angle parameters, ordered in
terms of increasing (left-to-right) minimum axial extent of the data.
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7.7 Summary
In this chapter we have attempted to look at the application of global voxel similarity
to truly retrospective MR-CT image registration. At the beginning of the chapter the
relationship between noise, spatial resolution and registration accuracy was investigated
on an 'ideal' dataset. We then went on to look at the practical limits of alignment
accuracy on a clinically representative image database. We have seen that we can fully
automatically recover a clinically useful rigid registration estimate from a wide range of
image data, with an accuracy visibly comparable or superior to that provided by current
manual point based techniques. The accuracy of the rigid registration in many practical
cases is dominated by the geometric integrity of the image data.
By extending the registration to 10 parameters we can usefully recover or validate
estimates of the image scaling and CT gantry tilt parameters. In many cases this can
provide an appreciable improvement in registration accuracy and is a valuable check of
the validity of the image geometries. Multi-start experiments indicate though that there
can be an appreciable decrease in the precision of the transformation estimate when
extra parameters are included. This suggests that such an approach may only be useful
where large volume acquisitions are to be registered. Here the effect of scaling and skew
errors is greatest on the overall registration, while the precision of the 10 parameter
estimate is greatest.
An extension of this work has looked at the application of a nine-parameter (rigid
registration with orthogonal scaling) registration to prospectively calibrate MR images
using a phantom. This provides actual scaling estimates as opposed to relative scaling
between the MR and CT images which can be important for surgery guidance applica-
tions. The limitation of this calibration approach is that it is only applicable to images
acquired with using the calibration imaging protocol, and cannot be applied to data
imported from other hospitals. In such cases rescanning locally would result in extra
cost and in cases of CT, increased X-ray dose to the patient.
On this selection of data there were a significant number of examples where mis-
alignment was visually apparent even with the inclusion of scaling and skew in the
registration. These cases were not due to a failure in the registration algorithm to cor-
rectly recover these parameters, but were most attributable to more complex geometric
distortion in MR. The other main factor limiting the accuracy of the final registration
is the presence of motion artefact in both the MR and CT. This is a big unknown and
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Clinical MR and PET of the
Brain
8.1 Introduction
Manual point based registration has been employed over the last few years to align MR
and PET brain studies at our site. This chapter looks at the application of voxel simi-
larity to automate this registration process. In chapter 5 normalised mutual information
was identified as providing a robust recovery of registration on a database of MR-PET
studies, which included an independent estimate of registration. This chapter looks at
the application of normalised mutual information to align a range of typical clinical MR
and PET data acquired at our site. The aim is to completely automate the registration
process and, in addition provide improved accuracy over the current approach.
As with the previous chapter we start by looking experimentally at the fundamental
limits on accuracy imposed by noise and spatial resolution of the image data. There is
then a brief overview of the range of image characteristics found within the database
of images used for the validation experiments. Although an independent gold standard
estimate is not available for this data, we can compare the automated estimates to con-
ventional manual point based estimates. In addition, visual inspection of the registration
estimates is employed to assess the final accuracy. As with the MR-CT experiments in
the previous chapter, the precision of the estimates is assessed using a simple multi-start
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8.2 The Effect of Image Noise and Resolution on Align-
ment Accuracy
This set of experiments is aimed to investigate how the image noise and sampling res-
olution limits the accuracy of the automated estimate for MR-PET registration. To do
this we are going to take one of the images from the Vanderbilt study (patient 5) with




Essentially we can take the same approach as that described in section 7.2.1. The original
spatial resolution of the PET image is very much lower than that of the MR or CT. As
a result we are going to look at a range of lower cubic resolutions of between 8.0mm
(equivalent to the PET slice thickness) and 1.0mm with steps of 0.5mm. Using the
same sampling scheme as described in chapter 4, linear interpolation is used to increase
resolution and Gaussian blurring is used to reduce resolution from the original image
sampling rate. Example slices through images at two resolutions are shown in Figure
8.1.
Image Noise
As with the MR-CT estimates in the previous chapter, a range of Gaussian noise signals
were added to both the MR and PET values at the original image resolution. The level
of the Gaussian noise added to both images was set to varying fractions of the range
of values in the images from 0% to 100% in steps of 10%. Examples of the resulting
images are shown for two levels in Figure 8.2. As with the MR-CT experiments a simple
estimate of the noise level in the original image data was carried out. The range of values
in the original MR was 1746 and the values recorded in a region of air in the image had
a standard deviation of around 10 units (0.57% of the range of values). The range of
values in the original PET image was 795 and the values measured in a region of air in
the image had a standard deviation of 23 units (2.9% of the range of values).
As with image resolution, in order to look at both the accuracy of a final estimate
and its precision with respect to the marker estimate, 16 random starts were used at
each noise level, and the MIPVD (section 6.4.1) evaluated for each estimate.
180	 Section 8.2
Retrospective Alignment of Clinical MR and PET of the Brain	 Chapter 8
Figure 8.1: Exaiiip1s of two image rvsolut ions used to investigate registration accuracy,
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MR, right PET. Upper image is with added Gaussian noise with standard deviation
equal to 80% of the data range. Lower image is with added noise at 10% of the data
range.
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8.2.2 Results: Image Resolution
The errors with respect to the marker estimate, from 16 random starts at each image
resolution are summarised by the graph of the averaged error for these starts in Figure
8.3. This shows an overall fall in voxel misalignment as the sampling resolution of the
images is increased. At the highest image resolution (1.0mm) the mean voxel displace-
ment averaged over 16 starts between the automated and marker estimates is 2.08mm
with a standard deviation of 0.26mm over the imaged patient volume. This is signifi-
cantly worse than the MR-CT estimates due to the lower spatial resolution of the PET
imagery.
As a comparison, the experiment was repeated using a pair of locally acquired clin-
ical image data. Here the PET slice thickness is only 3.75mm (compared to the 8mm
of the Vanderbilt data) and the spatial resolution is approximately 8mm FWHM (com-
pared to 15mm). The MR spatial resolution was also higher with voxel dimensions of
0.859 x 0.859 x 1.2mm. The resulting graph of error with respect to a manual point
based estimate is shown in Figure 8.4. This shows a surprisingly small MIPVD between
the manual point based estimate and the automated estimate at the highest resolution
(0.57mm) with a standard deviation of only 0.053mm. There is a distinct peak at the
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Figure 8.3: Vanderbilt Image Pair 5: MIPVD between the estimate provided by nor-
malised mutual information and the marker estimate as sampling resolution is varied:
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Figure 8.4: Local Image Data: MIPVD between the estimate provided by normalised
mutual information and a manual point based estimate as sampling resolution is varied:
Average with standard deviation (error bars) over 16 starts at each sampling resolution.
8.2.3 Results: Measurement Noise
The average MIPVD (section 6.4.1) of estimates at each level of noise, along with their
standard deviations are shown in Figure 8.5. As the noise level is increased there is
an overall fall in both the accuracy and the precision of the registration estimates with
respect to the marker estimate. At levels up to around 20% of the range of the im-
age values, the effect on accuracy is relatively small. This is probably due to the low
resolution of the PET data and also the higher levels of noise already present in the
PET image. There is some indication of peaks in both the MIPVD and its deviation at
levels of 40% and 80% of the range of image values, but these are small compared to the
standard deviation of the MIPVD at these levels.
8.2.4 Discussion
The experiments in this section have showed that for MR-PET brain image registration
the alignment accuracy is considerably lower than that for MR-CT alignment. In partic-
ular the limited spatial resolution of the PET image appreciably limits the final accuracy.
Evaluation of the image alignment at sampling resolutions higher than around 2mm may
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Figure 8.5: Vanderbilt Image Data: MIPVD between estimate provided by normalised
mutual information and the marker estimate as noise level is varied: Average with
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8.3 A Database of Clinical MR-PET Images
8.3.1 An Overview of Clinical Image Characteristics
The basis for this set of registration experiments are a set of 14 clinically acquired image
pairs of the brain. The first 10 image pairs (A-J) are representative of the majority of
MR-PET cases at our site. There are no space occupying lesions in the data and the
images are generally acquired for research studies into functional abnormalities in cases
such as epilepsy. An example is shown in Figure 8.6. This and all the other example
images in this section are shown with manual registration estimates (described in the
following section).
Figure 8.6: Example axial (top) and sagittal (bottom) slices through MR (left) and PET
(right) images of patient C showing normal anatomy.
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In addition to these, the last four image pairs (K-M) are included as more extreme
cases of anatomy and physiology. The images for patient K (figure 8.7) display significant
atrophy of the brain resulting in a considerably more complex brain surface structure.
This is reflected in the higher resolution MR image, but because of its limited spatial
resolution, is not as evident in the PET image. Patient M (figure 8.8) illustrates signifi-
Figure 8.7: Example coronal (top) and sagittal (bottom) slices through MR (left) and
PET (right) images of patient K showing significant atrophy.
cantly abnormal anatomy of a child resulting from the growth of a tumour. This poses a
particular problem because of the significantly reduced uptake in the PET image which
will alter the balance of the values in the joint probability distribution. Patient M and
also L illustrate the anatomy and uptake in the brain of a child, where the thickness
of the scalp and skull is significantly less than the more commonly imaged adult brain.
This may also influence the registration measure and the complexity of the resulting
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parameter space.
Figure 8.8: Example axial (top) and sagittal (bottom) slices through MR (left) and PET
(right) images of patient M showing significantly abnormal anatomy and tracer uptake
in the brain of a child.
Image set N (figure 8.9) is an example of an alternative PET tracer image acquired
at the M.R.C. Cyclotron Unit at the Hainmersmith Hospital in London. It shows the 3D
PET reconstruction image of "C Temozolomide uptake, which is a tracer used to localise
astrocytomas (visible on the patients right in the axial slice). There are considerably
fewer anatomical details in this PET image and appreciably higher levels of noise in
comparison to the earlier clinical FDG images.
All data consists of nominally transa,dal slices but with a range of orientations typical
in routine clinical scanning. All the PET images were acquired on a Siemens/CTI
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scanner (Knoxville, Tennessee, USA). The PET images were all static, summed from
axially smoothed dynamic '8FDG acquisitions reconstructed to 31 slices of 128 by 128
voxels, except for image pair N which was a 3D reconstruction. The voxel size was
2.0 x 2.0 x 3.375mm and the point spread function has a full width half maximum of
approximately 8.0mm. This is appreciably higher resolution than the PET data used in
the Vanderbilt registration study. The MR acquisitions came from 3 different scanners,
one 2D spin echo image (patient A) from a 1.5T Philips Gyroscan S15/HP, 5 3D gradient
echo images (patients B to F and K to N) from a 1.5T GE Signa, and 4 3D gradient echo
images (patients G to J) from a 1.5T Philips Gyroscan ACS II. All were Ti weighted
and intended to show good grey/white matter delineation. Large MR volumes were used
to give a good range of tissue types (white matter, grey matter, skull, scalp etc.) for
registration. Table 8.1 shows the field of view and voxel dimensions of the individual
MR datasets.



















0.86 x 0.86 x 2.5
0.90 x 0.90 x 1.5
0.94 x 0.94 x 1.5
0.94 x 0.94 x 1.5
0.94 x 0.94 x 1.5
0.94 x 0.94 x 1.5
0.90 x 0.90 x 1.2
0.86 x 0.86 x 1.2
0.86 x 0.86 x 1.2
0.86 x 0.86 x 1.2
0.98 x 1.72 x 0.98
0.86 x 0.86 x 1.5
0.82 x 0.82 x 2.5
1.0 x 1.0 x 1.0
F.O.V.
(mm)
220 x 220 x 137.5
230 x 230 x 186
240 x 240 x 186
240 x 240 x 186
240 x 240 x 186
240 x 240 x 186
230 x 230 x 144
220 x 220 x 144
220 x 220 x 144
220 x 220 x 144
250 x 250 x 250 *
220 x 220 x 150
210 x 210 x 167.5
142 x 250 x 254*
Table 8.1: MR image volume parameters. All images nominally axial except those
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Figure 8.9: Example axial (top) and sagittal (bottom) slices through MR (left) and PET
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8.3.2 An Independent Manual Estimate of Registration
Image pairs A-M were manually registered by interactive location of between 10 and
14 corresponding anatomical point landmarks [32]. To check registration accuracy the
registration estimates were inspected interactively using the rview software to confirm
alignment [104] was comparable to that used in clinical practice. Because of the use of an
alternative PET tracer in image pair N which delineates significantly less anatomy, it was
not possible to identifr corresponding landmarks to manually register this image with the
MR image. In this case a manual interactive registration using rview (section 6.4.2) was
carried out by manipulating the 6 rigid parameters until a visually acceptable solution
was provided. All the estimates are shown in table 8.2 in the form of 3 translations and
3 rotations to map each PET image to MR coordinates (where the x-axis is the patient
right-left, the y-axis from front to back and the z-axis feet to head). All registrations
were confirmed visually to be within about 3mm over the brain volume.
Manual MR-PET( 18FDG) Registration Estimates
- Translation (mm) Rotation (deg.) R.M.S.
- t	 ti,,	 t,	 ox	 Of,,	 OZ	 Error
2.9	 23.3	 8.4 11.7 -1.9 -0.5
	 3.9
-2.6	 1.8	 7.6 24.2	 1.1	 8.7	 3.6
-9.6	 -9.8 22.8 21.6 -0.8	 6.1	 3.0
-3.5	 7.0 15.4 16.1 -2.7	 3.8	 2.9
-1.8	 18.3	 0.6 11.3	 0.2	 0.6	 2.7
-3.4 -11.0	 0.0 18.4 -0.8
	 5.9	 3.5
1.0	 7.0	 -8.7 18.6	 4.3 -5.7	 3.1
2.1	 11.8	 0.4 14.1 -0.9 -0.4	 4.3
3.5	 12.8	 -7.3 18.3	 0.5	 3.7	 2.9
0.7	 22.6	 -4.9 12.7 -3.0
	
2.3	 2.5
-1.4	 22.1	 14.8	 9.0 -0.8	 0.5	 4.2
0.1 -11.2	 11.6	 2.2 -6.7 -3.6	 3.7
5.1	 12.5	 -0.2	 5.3	 1.9	 2.7	 2.7
-7.0	 16.0 44.0 20.0	 0.0	 0.0	 -
5.1	 23.3 44.0 24.2	 4.3	 8.7	 4.3
















Table 8.2: Transformation parameters estimated by manual point landmark identifica-
tion (A-M) and interactive registration (N).
8.3.3 Common Types of Clinical Image Misalignment
The manual results provide a valuable indication of the scale of typical misregistration
encountered between brain images in clinical practice. The largest translational mis-
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slices in this case were initially sagittal and therefore the reformatted volume has a larger
axial extent. In general, most of the MR acquisitions for brain studies with PET cover
a significant portion of the brain and varying portions of the skull base and neck. In
contrast the PET scan extent is limited and fixed to 31 planes and the imaged region is
chosen to include as much of the brain as possible. The resulting translational differences
between the two volumes can be large. As with CT, the main rotational difference is
in the O = 24.2° direction which corresponds to the nodding angle. This is due to the
different design of head rest and different imaging protocols in the two modalities. As
with MR-CT, the other two rotations are generally much smaller (-6.7° and 8.7°) and
not biased in one direction.
8.4 Automated Rigid Registration
8.4.1 Algorithm Parameters
In order to ensure a fair test of automated alignment, identical parameter settings for
the registration algorithm were used to align all the image pairs. The optimisation was
carried out as described in section 5.6.
The choice of the number of bins to use for the evaluation of the measure was
investigated with a simple experiment to examine the relationship between accuracy
and bin size. The graph of MIPVD in Figure 8.10 shows the errors with respect to the
marker estimate for the Vanderbilt image data used in section 8.2.1 as the number of
bins is varied (using 1.5mm3 minimum voxel size) . This indicates that the choice of the
number of bins used has little effect on the final registration accuracy. The number of
bins used for these experiments was 64.
8.4.2 Experimental Design
As with previous experiments, a starting estimate of the centre of the imaged volumes
aligned, with no residual rotations was used as the default starting estimate. Optimisa-
tion was applied from this estimate for all the image pairs and the results recorded to
give an indication of robustness over the full image database. The translational and ro-
tational components of the estimate for each image pair was then perturbed by 5mm and
50 respectively to form 16 starting estimates, as described in the MR-CT experiments
in section 6.6.1. Re-registration was then carried out form these starting estimates to
provide an indication of the precision of the registration estimate.
In order to compare the manual and automated registration estimates the MIPVD
between the two estimates was evaluated as described in section 6.4.1. As with the earlier
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Figure 8.10: Vanderbilt Image Data: MIPVD between the estimate provided by nor-
malised mutual information and the marker estimate as the number of intensity bins
(for both images) in the joint probability distribution is varied: Average with standard
deviation (error bars) over 16 starts at each number of bins.
MR-PET experiments a threshold of PET image intensity was interactively selected to
define brain voxels in the PET images, in order to visually evaluate registration accuracy.
8.4.3 Results
Accuracy
The MIPVD (see section 6.4.1) between the manual and automated estimate for each
image pair is illustrated by the bar chart in Figure 8.11. This shows the estimate with its
standard deviation based on the 16 random starts. In all cases the precision indicated by
the standard deviation of MIPVD is very much greater than the accuracy with respect
to the manual estimate.
The automated method supplies estimates which are close to the manual registration
estimate for all the datasets. All the estimates are within an MIPVD of 4mm of the man-
ual estimate. There are four image pairs for which the mean patient voxel displacement
is significantly greater than 3mm from the manual estimate. Inspection of these results
indicate that the automated estimates provide visually superior registration compared
to the manual estimates. The improvement provided by the automated estimates for
image pairs K and N are illustrated in Figures 8.12 and 8.13. Points of misalignment
between a brain surface threshold contour and the MR are indicated by arrows on the
images. These indicate some y axis rotational error in the manual estimate for patient
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Figure 8.11: MR-PET: MIPVD in mm between rigid transformation estimates provided
by manual alignment and automated optimisation of normalised mutual information
(Standard deviation from 16 starts shown as error bars).
Precision
The standard deviation derived from 16 starts of each of the 6 rigid parameters are shown
graphically in Figure 8.14. Overall, the standard deviation of each of the estimates is
comparable. Patient M provides a slightly larger spread of results, particularly for the x
axis rotation (nodding), the y axis translation and the z axis rotation. This is probably
a result of the significant space occupying lesion present in this case (see Figure 8.8)
which means that the brain boundary is poorly defined on the left of the image (patients
right) in both modalities.
There is some indication that, over the full set of images the X and Y rotations (out
of plane) have a greater spread of estimates. This may be a direct result of the limited
of spatial resolution in the z axis, particularly in the PET image data. Other influencing
factors may include the shape of the brain, and also errors in scaling (particularly in the
MR) leading to a these parameters being poorly constrained.
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pair K: An example where the automated alignment (bottom) is visibly superior to the
manual estimate (top).
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Figure 8.14: MR-PET: Precision of estimates of rigid registration parameters for each
clinical image pair, when optimising rigid registration parameters.
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8.5 Summary
This chapter has assessed the applicability of multi-resolution optimisation of normalised
mutual information to retrospective alignment of MR and PET brain images. Over a
database of typical data (including a range of image content and image misregistration)
it is possible to fully automatically recover alignment. Numerical differences between the
manual and automated estimates are within the expected accuracy of the manual point
based technique. The automated estimates are visually comparable and often superior
to those provided by manual point based registration.
The final registration accuracy for most cases is dominated by the limited spatial
resolution of the PET imagery. Although MR scaling (as well as motion during the MR
and PET scans) will still contribute to registration errors, their impact on the alignment
may well be small in most cases, compared to the errors due to spatial resolution and
noise. This is different to the MR-CT case where alignment accuracy may be dominated
by the geometric integrity of the data.
In these experiments, unlike those for MR-CT, no attempt was made to recover
scaling and skew estimates for the data. PET images are not acquired with a gantry skew
angle, but scaling errors may still contribute, particularly for the MR images. Initially,
experimentation with registration incorporating scaling indicated that it was not possible
to robustly recover scaling estimates between MR and PET images. This almost certainly
is a result of the limited spatial resolution of the PET images. Further work on developing
more accurate independent estimates of registration is required before we can address
the effects of MR distortion.
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Chapter 9
The Alignment of Images With
Severe Intensity Distortion
9.1 Introduction
For many types of medical image data we can assume that a material will exhibit roughly
the same measurement at different locations within the image. This though, is sometimes
not the case and for some classes of medical image data the sensitivity of the imaging
device varies considerably over the field of view. These images still provide clinical
information which is usefully related to other modalities.
In cases of severe measurement (intensity) distortion, the fundamental assumption
that there are corresponding regions of uniform values within the images is broken. The
co-occurrence of the most probable values in the two images does not correspond to true
alignment. As a result, measures such as those investigated in the thesis so far do not
provide a true indication of alignment.
This chapter introduces an extension of entropy based registration measures to allow
the alignment of an image from a modality containing intensity distortion, to one with
little distortion, without the need to separately correct the distorted image. This makes
use of a three source measure of information to include spatial encoding of measurement
values. The technique is applied to the alignment of distorted MR with PET images of
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9.2 Measurement Inhomogeneity
It is possible, particularly with some types of MR image, that the measured value of
a physical property is affected by the location of that measurement within the field of
view of the image. In general, the actual measurement m(x) is some function GQ of
both the value exhibited by a material ri(x) and its location x,
m(x) = G(ñi(x),x). 	 (9.1)
In MR imaging this is due to R.F. field B 1 inhomogeneity, and commonly results from
the receiver coil [66] when imaging regions with a larger field of view such as in the
abdomen and pelvis. The problem is particularly severe when imaging with a surface
coil. A secondary cause of variation in intensity across an MR image is the effect of
filtering of data prior to Fourier reconstruction resulting in 'windowing' of the image
data in the spatial domain.
In MR these distortion affects can generally be modeled [13] as a variable attenuation
factor GM(x) so that the measurement is given by
m(x) = GM(x)ñ (x) . 	(9.2)
9.2.1 Measurement Similarity and Inhomogeneity
The most common task where intensity distortion poses a problem in multi-modality
alignment, is where one image contains severe intensity distortion, while the second
does not. An example is when comparing structures in an MR surface coil image m(x)
with a X-Ray CT image n(x). In such a case, when we evaluate a measure such as
mutual information, the mapping between intensities 4: M '-+ N varies depending on
the location x.
There is a considerable body of work devoted to the problem of retrospectively cor-
recting the intensity distortion in MR images [4, 13, 60, 101]. A solution to this problem
is particularly important for intensity based segmentation techniques [9] which are heav-
ily dependent on uniform sensitivity over the image. In effect, intensity distortion is
an amplitude modulation of the image data. Correcting the distortion can be compared
to amplitude demodulation of the image signal from a non-periodic carrier of unknown
form. In practice these correction techniques must employ assumptions about the na-
ture of the distortion function GM (x) to be able to separate intensity variation due to
changes in sensitivity and intensity variation due to the structure of the objects being
imaged.
One approach to solving the registration problem is simply to apply an intensity cor-
rection algorithm to the distorted MR image prior to aligning it with another modality.
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This approach though makes no use of the additional information available from the
second modality. Any alignment parameters derived from an independently corrected
image may be dependent on the quality of that correction. Ideally we would like a
method of alignment which does not require a separate intensity correction step.
9.2.2 A Solution: Image Partitioning
When evaluating a measure of image alignment, the measure is applied to the whole
volume of intersection x E VM flT(VN). In practice, because of the geometry of the MR
coil, there will be some points g(k) in the image over which the intensity distortion,
g(k) = {x l x E VM, GM(X) k},	 (9.3)
remains constant, or roughly constant. A simple approach is then to evaluate the sim-
ilarity measure separately over these different sets of points, by forming a partitioning
X = p(Vjw) of the imaged space.
There are two questions posed by this approach:
. How do we combine our measures of similarity from the separate regions to form
a global estimate of alignment for the whole image.
How do we partition the image so that we can form a useful measure of alignment
from each partition.
In order to address the second question, a solution to the first problem will initially be
examined.
9.3 Encoding Spatial Location
In order to combine measures of alignment from different regions of the image, it is
possible to extend the information theoretic view of alignment to use a partitioning as
an extra channel of information. The measure of mutual information can be directly
extended to multiple sources. In this case we wish to encode the spatial location x E VM
of measurement values m E M in an image in terms of the partition X = p(VM) in which
they occur. We can do this by using a three channel version of mutual information [76],
I(M; X; N) = H(M) + H(X) + H(N) - H(M, X, N).
	 (9.4)
This relates the entropy of the distorted MR intensities M, their partition X and the
second modality N. In fact, we know that the relationship between the measurements
M and their partitioning X will be fixed. We can therefore use the conditional form,
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The relationships between these entropies are illustrated by the Venn diagram in Figure




Figure 9.1: A Venn diagram of the entropies involved in the evaluation of three channel
partitioned mutual information
of occurrence of measurements M and N, and partitions X,




H(M,X,N) =	 p{m,x,n}log	 1
mEM xCX nEN	 p{m, x, ri}
Substituting these into equation (9.5),






and given that p{m, x} = > flEN p{m, x, n} and p{n} = > mEM >XEX p{m, z, n} results
in an expression:
I(M, X; N) =	 p{rn, x, n}log 1	 +
rnEMxEXnEN	 p{m,x}
p{m, x, n}log 1 -
mEMxEXnEN	 p{n}
1p{m, x, n}log
mEM xEX nEN	 p{rn, x, n}
which can be rearranged to give a simpler form:
I(M, X; N) =	 p{m, x, n} log p{m, x, n}
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Effectively when evaluating this expression we are forming a three dimensional his-
togram, where the extra dimension is spatial partition. We are then weighting the
influence of the similarities in each partition by the number of measurements in each
partition.
Normalised Partitioned Mutual Information
The same approach can be used to develop a normalised version of mutual information
(4.11) extended to three sources. As we approach alignment and the shared infor-
mation between the two images increases, H(M, X) + H(N) increases with respect to
H(M, X, N). From the left of Figure 9.1, we can express this by maximising the ratio,
- H(M,X)+H(N)Y(M,X;N) H(M,X,N) .	 ( 9.12)
In chapters 4 and 5 it was shown that the normalised form of mutual information can
provide superior response to misalignment. The first set of experiments described in the
next section looks at the use of partitioned mutual information I(M, X; N) alone. The
experiments of section 9.5 compare the behaviour of both conventional and normalised
forms of mutual information.
9.4 Aligning Images with Known Distortion Geometry
Before going on to examine an approach to automatically forming a partitioning, we can
first examine an initial application of this partitioned mutual information. Here, because
of the nature of the intensity distortion, an appropriate partitioning is fixed and easily
defined.
9.4.1 Introduction
At our site MR or CT, and PET images of the pelvis are acquired to aid in the detection
and staging of cervical cancer. In this oncology application PET images provide sensitive
detection of lesions and nodal involvement. The PET images alone provide very limited
anatomical context, whereas MR or CT provides rich anatomical information but often
a poor delineation of lesion. The capability to accurately relate locations in the two
modalities would provide extremely useful additional clinical information. An example
of a manually registered MR and PET image pair was shown in Figure 1.4 in chapter 1.
9.4.2 Aligning MR and PET of the Pelvis
Currently MR and '8 FDG PET images are acquired at our site and aligned by the man-
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additional Fluoride tracer which delineates bone structure in the pelvis. This allows the
identification of many more bone landmarks which have been found to provide the best
registration for the internal pelvic structures [106]. Initially experiments were carried
out where a separate F tracer image was formed but, due to unpredictable patient be-
haviour between acquisitions, an accurate alignment of '8FDG using a transformation
derived from '8F could not be guaranteed. As a result a combined '8 FDG and '8F
tracer acquisition is made by careful timing of tracer dose. This ensures that the the
features delineated by the two tracers are in accurate correspondence.
Although this manual point based alignment only assumes a rigid transformation
between the MR and PET acquisitions, it has been shown to provide clinically useful
accuracy within the pelvis [106], helping to distinguish regions of bladder, nodal and
lesion uptake in PET images.
Approaches to Automated Alignment
In some registration applications it can be possible to use additional information available
from the diagnostic image formation process, in order to aid registration of the clinical
image with other modalities. In PET imaging of the pelvis, the creation of a diagnostic,
attenuation corrected emission PET scan requires two acquisitions, a transmission scan
and an emission scan as illustrated in Figure 9.2.
The PET transmission scan is essentially a clinical X-Ray CT scan, although at dif-
ferent energy, and with considerably lower spatial resolution and contrast. As a result
it shows bone detail and some soft tissue features. One approach that has been investi-
gated has been to automatically register the MR or CT acquisition to the transmission
scan and apply the same transformation to the corrected emission scan. This approach
has also been used in manual point based registration. Initial experiments indicated that
the increased anatomical structure provided significant improvements in performance.
The main problem in using this approach is that the transmission and emission scans are
not necessarily in registration, and in fact can often be misregistered by many centime- -
ters. This is often a result of the patient being allowed to leave and re-enter the scanner
between acquisitions. In the future it will be possible to acquire both transmission and
emission scans simultaneously, but currently the use of this scan in registration does not
provide adequate robustness to patient behaviour1.
The second PET acquisition used in the diagnostic image formation process is the
raw emission scan. This is attenuation corrected using the transmission scan as an
'It is interesting to note that the often significant misregistration of the emission and transmission
scans do not appear to influence the clinical value of the final corrected emission scan. This does not
imply that alignment of the emission and transmission scan would not improve final image quality.
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Figure 9.2: Example axial (top) and coronal (bottom) slices through transmission (left)
and un-corrected emission (right) scans used for diagnostic image formation.
attenuation map of the patient. The main visible difference between the corrected diag-
nostic emission and uncorrected emission scan is that the skin surface signal, being less
attenuated by tissues, appears much brighter before attenuation correction is applied.
This is simply due to the fact that the signal originating from tissue close to the surface
of the patient is much less attenuated. This enhanced skin surface may provide addi-
tional alignment constraints. Experimentation using similarity measures to align these
images with MR images indicated that there was often appreciable misalignment due to
deformation of this skin surface between the MR and PET scans.
Overall, although there is an appreciable amount of alternative image data available
in the form of uncorrected emission and transmission images, because of the unknown
spatial relationship between much of this data, it is only possible to use those structures
available in the final clinical ' 8FDG-Fluoride emission scan for registration.
9.4.3 MR intensity Inhomogeneity
With some MR imaging techniques, notably using a body coil or phased array coils for
pelvis imaging, limited extent of the RF field, combined with poor positioning of the coil
can lead to considerable intensity distortions in clinical MR images. In these cases the
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use of intensity based mutual information as a measure of alignment resulted in visually
poor estimates of alignment considerably different from those provided by manual point
based registration.
In practice, since the imaging coil is fixed around the patient, the form of the inho-
mogeneity is constrained. The main loss of field strength (and therefore measurement
sensitivity) occurs along the length of the patient in regions falling outside the main
imaging volume of the coil (Figure 9.3). The measurement distortion characteristics
are then primarily a function of location along the length of the patient. Commonly,
in the data sets examined, at least two thirds of the axial field of view is within the
imaging region of the coil and therefore provides relatively spatially homogeneous sensi-
tivity. Other measurements falling outside this region have a sensitivity decreasing with
distance from the coil. The sensitivity function itself may be empirically modeled from
the known design of the coil. The main problem is then the unknown relationship be-
tween the coil and the imaging volume which determines the proportion of homogeneous
measurements within the imaging region of the coil.
Figure 9.3: Sketch showing relationship between imaging planes, the imaging coil and the
patient. Significant distortion occurs in slices falling outside the main imaging volume
of the coil.
The secondary component of distortion occurs within plane, again away from the cen-
tre of the imaging field. Here though, the the borders of the transaxial slices where most
distortion occurs contain mainly zero-signal air around the patient and can therefore be
ignored. The in-plane and between-plane distortions may be compared by plotting the
intensity at manually traced locations across the image within the same tissue, as shown
in Figure 9.4.
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Figure 9.4: Manual traces of points within fat tissue, showing in-plane (top) and between-
plane (bottom) distortion in MR intensity.
9.4.4 Evaluation and Optimisation of Image Similarity
The majority of the intensity distortion is in the cranio-caudal axis. By simply encoding
MR measurements with slice, it is possible to form partitions in which sensitivity is
significantly more uniform. A discrete estimate of the joint probability distribution
p{m, x, n} is made by simply counting the numbers of pairs of values m and n occurring
in each slice separately to form a 3D histogram. By choosing the intensity distorted
MR image as the reference coordinate system for measurements, we can directly count
the number of measurements m in a given slice with a corresponding interpolated PET
measurement n. The partitioning remains fixed with respect to the MR slices during
the registration.
As with MR and PET brain image alignment, a multi-resolution approach can be
used to increase the efficiency of evaluation during optimisation. Here the partition
size is a slice thickness so that at the start of optimisation there are few partitions
corresponding to the small number of thick slices. As the optimisation proceeds the
image resolution increases and so the number of partitions increases.
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For these experiments 64 bins were used to encode intensities in the two modalities.
Unlike the brain image alignment experiments, because of the lower spatial resolution of




In order to analyse how the approach can recover a known misregistration we need a
pair of images with an accurately known alignment. Because of the nature of the clinical
imagery of the pelvis it is difficult to accurately define a ground truth registration.
Conventional approaches to estimating alignment using external markers visible in both
modalities are affected by movement of the skin surface with respect to the internal
organs and bone structure. As a result we have chosen to create a simple synthetic PET
image containing bone features simulating those provided by a PET Fluoride tracer scan.
This was achieved by taking an MR image of the pelvis with no significant intensity
distortion and hand segmenting regions of the bone structure using an interactive region
growing algorithm. This segmented image was then sub-sampled to the same spatial
resolution of a PET image and blurred with a Gaussian kernel to simulate a PET point
spread function of around 8mm FWHM. This image is shown on the right of Figure 9.5.
To simulate the effect of intensity inhomogeneity in MR, an intensity rescaling was
applied over the length of the undistorted MR image with the following properties.
Given the axial field of view to be 264mm divided into 66 slices, if the MR intensity
in the original image was given by ñi(z), the distorted intensity m(z) was given by the
following:
I ñi(z)	 ifz<132mm
m(z) =	 ñz(z)	 .	 (9.13)
I. 1+k(z-132)2 otherwise
A value of k = 0.001 was used to give an intensity scale factor of 0.054 at the edge of the
axial field of view. This was similar to the observed distortion in a number of clinical
scans (see for example Figure 9.4). A plot of this function is shown in Figure 9.6 and
the resulting MR image is shown on the left of Figure 9.5.
Clinical Data
In order to test the behaviour of the algorithm on actual data, a pair of clinically ac-
quired images were used. The MR image was a conventional Ti weighted 2D acquisition
consisting of 66 4.0mm slices of 256 x 256 1.716mm square pixels. The image included
a strong intensity inhomogeneity extending over the lower third of the scan caused by
position of the RF coil. The PET image consisted of a combined 18 FDG and '8F tracer
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Figure 9.5: Orthogonal slices through the MR image volume with simulated intensity
inhomogeneity added (left) and simulated PET bone '8F image (right).
scan showing bone features and and small area of '8FDG uptake. The image volume
was made up of 57 3.375mm slices of 128 x 128 3.0mm square pixels. Orthogonal slices
through the two image volumes are shown in Figure 9.7.
9.4.6 Results
Synthetic Data
Using the known alignment of the synthetic image pair, values of I(M; N) and I(M, X; N)
were calculated for transformations with a displacement in the z-axis around registr&.
tion. This degree of freedom generally has the largest initial error and is the least well
constrained by the structures in the patient. These are plotted as graphs in Figure
9.8. Spatial encoding of intensity has the effect of moving the global optimum to corre-












Simulated MR Intensity Distortion
0	 50	 100	 150	 200	 250
Location (mm)
Figure 9.6: Plot of simulated intensity distortion function applied along the length of
the patient.
Clinical Data
As with the brain image alignment experiments, an estimate of the centres of the two
image volumes aligned and no rotation between the imaging planes was used for the
starting estimate for the rigid registration parameters. The final solution was visually
inspected using an interactive colour overlay of orthogonal slices of PET intensity onto
grey scale MR. The result was found to be visually acceptable, enabling the region of
high ' 8 FDG uptake to be anatomically localised as illustrated in Figure 9.9.
A plot of the measure with respect to z axis translation around this final solution
in Figure 9.10, shows the difference in the behaviour of the measures for this data. The
trace of I(M, X; N) shows a local optima displaced from the visually acceptable solution
which was avoided by the multi-resolution optimisation. This may be caused by the much
more complex nature of the real PET image which contains soft tissue features such as
the skin surface. As highlighted earlier, the skin surface in PET is commonly distorted
with respect to that in MR due to the different design of bed rest. The trace of I(M; N)
on the other hand shows a monotonically increasing function of z axis displacement with
only a small change in gradient around the visually acceptable registration.
9.4.7 Discussion
The results presented in this section illustrate the feasibility of using an approximate
partitioning of the volume to overcome the predominant type of distortion present in MR
images of the pelvis. By partitioning intensity with slice, a significant improvement in the
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Figure 9.7: Orthogonal slices through a clini
corresponding PET image volume (right), manually registercd.
alignment parameter space with respect to PET FDG images is achieved. By employing a
simple multi-resolution optimisation scheme, it is possible to achieve a visually acceptable
alignment of images for which mutual information derived from intensity alone provided
a very poor estimate of alignment.
The problem of fully automated rigid alignment of all types of PET and MR images
of the pelvis is still not solved. In particular there are other characteristics of these types
of images which mean that the basic assumption for image similarity based alignment
will be broken. These will be discussed in more detail in later chapters of the thesis.
Section 9.4	 211
Chapter 9










-80 -60 -40 -20 0	 20 40 60 80









-80 -60 -40 -20 0	 20 40 60
Z-Axis Translational Misregistration (mm)
Figure 9.8: Graphs of I(M; N) (bottom) and I(M, X; N) (top) with respect to axial (z)
translation of the simulated MR and PET data around the known registration (z=Omm).
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Figure 9.9: Orthogonal slices through registered image volumes at a point high FDG
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Figure 9.10: Graphs of I(M; N) (bottom) and I(M, X; N) (top) with respect to axial
(z) translation of the clinical MR and PET data around the global optimum found by
multi-resolution optimisation (z=Omm).
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9.5 Automated Partitioning to Recover Unknown Distor-
tion Geometry
9.5.1 A Measure of Partitioning
In the application of the previous section, the orientation of the sensitivity function
was fixed relative to the axes of the patient. In some applications this may not be the
case. The following view of the problem may be applied to other geometries but, for the
moment, we will continue to consider this simple planar partitioning.
If we assume that a pair of images m(x) and n(x) of properties M and N (one in-
tensity distorted and one not) are roughly aligned, and that we have some partitioning
of the distorted image X, then we can consider what happens if we vary only the parti-
tioning, rather than the alignment. If a partition contains a uniform region of material
present in both images, then this will exhibit a single value (or small range determined
by the noise) in the undistorted modality. In the distorted modality each uniform region
may exhibit a large range of values.
The probability distribution of measurement values in that region will be determined
by the fractional space taken up by each measurement value in that region. Given the
underlying region is uniform material, the measurements will be determined by the
distortion function GM(x). If the gradient of GM(x) has some direction in which it is
maximum, for example perpendicular to the plane of a surface coil, and we use a simple
planar partitioning in 3D then the range of values exhibited by a region within a partition
will be minimised when the partitions are perpendicular to the maximum gradient. As
the range of values increases, so the number of voxels with each value will decrease. We
can look at this effect in terms of the joint probability distribution p{m, x, n} for a given
partition as illustrated in Figure 9.11.
So, as with mis-alignment of two modalities, the mis-alignment of partitioning with
respect to the direction of maximum distortion results in a dispersion of clusters in
the joint histogram. Conversely, as we align the partitioning with the distortion, the
spread of values m E M corresponding to a single value of n E N falls. This leads to
the possibility that we may be able to use information theory to indicate an optimum
partitioning.
Taking the case of 3D images, the orientation or direction of a single partitioning
axis may be described by a pair of angles, say a and f3 which defines the partitioning
X(a, /3). This determines which locations fall within which partitions as illustrated
in Figure 9.12. The value of partitioned mutual information is then provided by a
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Figure 9.11: As the partitioning of a uniform region of material becomes aligned with
the direction of the maximum intensity distortion, so the range of values of the distorted
image corresponding to a single value in the other modality is minimised.
still consider the conditional form of three channel mutual information (or normalised
mutual information). Subjectively, we don't want to find a partitioning which looks like
the distorted image, we want to find a partitioning which makes the distorted image
look like the undistorted image.
We can consider what happens to the value of I(M, X(a, /3); N) when we vary the
partitioning parameters a and /3 for real data. The actual response will be dependent on
the underlying structures and how they are delineated in the two modalities. To simulate
the acquisition of a surface coil MR image of the brain, a distortion function similar to
that given by equation 9.13 was applied to a head coil image to provide a distortion with a
known orientation. Figure 9.13 shows the plots of partitioned mutual information as the
orientation of the partitioning angles a and (3 are varied with respect to the orientation of
the synthetic distortion. As can be seen, the measure of partitioned mutual information
I(M, X(a, (3); N) provides a distinct optimum as the partition becomes aligned with
the orientation of the distortion. It also provides, in these axes, a monotonic function
of misalignment of partitioning. Information theory can therefore be used to derive a
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Figure 9.12: Planar partitioning of 3D imaged space determined by two angular variables
a and fi (note the origin of the rotational axis does not affect the partitioning.)
measure of partitioning as well as image alignment.
9.5.2 Partitioning and Alignment
Given that we can use one measure as both a measure of alignment and partitioning, we
can express the overall registration problem as seeking a maximum of I(T, a, /3). If T
is a rigid (six parameter) transformation then we are seeking a maximum with respect
to 8 parameters. The difference in response of the measure to changes in partitioning
and changes in alignment is a key factor. This will depend on both the nature of the
distortion and the underlying structures being imaged and we will investigate this for
an important application in brain imaging in the following section.
Section 9.5
	 217









-20 -15 -10 -5
0.4
0.2







	 The Alignment of Images With Severe Intensity Distortion
Figure 9.13: For an image of the brain with synthetic distortion applied with orientation
= 200
 and /3 = 00 : Partitioned mutual information evaluated at different partitioning
angles a (left) and /3 (right) (in deg.) between an MR head coil image and an artificially
distorted version of it.
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9.6 Automated Alignment of MR Surface Coil Angiogra-
phy of the Brain
9.6.1 Surface Coil MR Imaging
In MR imaging, a surface coil can be used to increase local contrast in a region of
interest. Surface coils permit localised imaging with greater signal to noise and efficiency
than conventional body and head coils. Surface coils do not however provide uniform
sensitivity, and thus are most useful when the region of interest is relatively superficial
and focal. The sensitivity profile of surface coils makes them less prone to artifacts
from distant structures, while providing images of greater resolution than is possible
with larger coils. This is put to use in routine clinical imaging of the spine, temporal-
mandibular joints, and shoulders, and specialised applications such as MR angiographic
imaging of the brain for surgical planning and guidance [18].
In such cases, sensitivity varies considerably over the imaged field and an appreciable
portion of the image can exhibit little or no contrast. This fall off in signal is often used
to advantage as a form of data windowing to aid in the Fourier reconstruction of a
region of interest by reducing wrap-round of the material at the edge of the field of view.
To provide anatomical context it is useful to register these images having local higher
contrast and resolution, to a larger volume MR or CT.
9.6.2 Alignment of MR Angiography
Clinically it would be useful to relate Ti weighted anatomical images to the imaged blood
vessel structure. The approach used at our site for aligning conventional head coil MR
angiography with other modalities, is to register the signal intensity image associated
with the angiographic image, to the second modality. This secondary signal intensity
contains significant low contrast anatomical structure, and is acquired simultaneously to
(and so in registration with) the angiographic measurements, such images are illustrated
in Figure 9.14. In the case of surface coil imaging, both the angiographic and signal
intensity image contain significant measurement inhomogeneity.
9.6.3 Evaluation and Optimisation of I(M, X; N)
Given corresponding measures m(x) and n(T(x)), we need to decide on how this 'count'
contributes to the bins representing the discrete estimate of p{m, x, n} say j3{ñ, , n}.
Here th, and represent the binned values of measurements m, n location x. Tn-
linear value interpolation [92] is used to form an estimate of corresponding measurement
n(T(x)), as described in section 5.3.3. These values {m, n} are then mapped directly to
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Figure 9.14: Slices through 3D angiographic sequence acquired with a surface coil show-
ing modulus flow image (left) and secondary signal intensity image (right) used for
registration with other modalities
Unlike the application in the previous chapter, we must also consider the relation-
ship between the discrete partitioning planes and the discrete sampling of the distorted
image. We can treat the partitioning parameters as a transformation r(a, /3) from the
discrete voxel locations in the distorted image to a discrete partition space. In order
to ensure there is a smooth response of p{m, z, n} as the parameters a and /3 are var-
ied we must employ a form of interpolation. In this case linear volume interpolation
was used. This is an adaption of an approach proposed by Macs et al. [63, 64] who
employed partial voltime interpolation as an approach to estimating contributions to
the joint probability distribution of image value8. Experimentation with this technique
has indicated some limitations, so here we use conventional linear value interpolation to
estimate intermediate values.
The approach though is suited to evaluate contributions to the joint histogram at
intermediate spatial partitions. Given a location x in distorted image m(x) will fall
between two nearest partitions say , E X, we can evaluate the distance d1 and d2 of
the true location r(x) to these partitions as a fraction of a partition, so that d1
 +d2 = 1.
A fractional contribution is then made to the two nearest partition bins,
öp{ñi,x'i,ñ} = d2 /Q	 (9.14)
and
öp{th,12,ñ} = d1 /Q,	 (9.15)
where Q is the total number of points in the volume of overlap.
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Figure 9.15: Evaluation of contributions to the joint histogram requires two continuous
transformations between discrete spaces, Each requiring a form of interpolation: One
T(x) between modalities (Tn-Linear Value Interpolation), and one between the distorted
image and the planar partitioning (Bi-Linear Volume Interpolation).
Sampling
As described in section 5.3.2, the images are first resampled to 1.5mm cubic voxels using
a Gaussian kernel to reduce resolution. Multi-resolution versions of the images are then
created using a Gaussian kernel. For a given transformation T a discrete estimate of
p{m, n} is evaluated by forming a histogram where measurements in the two modalities
are mapped to 64 intensity bins. In this test image a single axis was used for measurement
encoding, approximately aligned with the axis of the surface coil (left to right in the
axial slice of Figure 9.16). Although the inhomogeneity is a function of the three axes,
initial experimentation indicated that using only this single axis provided satisfactory
results. MR measurements are thus divided into location bins, each corresponding to




In order to validate the final registration estimate, a pair of images were acquired of
a volunteer using first a surface and then head coil for imaging. Using a i.5T MR
scanner (Philips ACS) we obtained Ti/proton density weighted images of a volunteer
which covered the whole head using the head coil, and the frontal region using an 8.5cm
surface coil. Identical 3D gradient echo scans were made of the whole head with imaging
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for voxel dimensions of 0.858 x 0.859 x 1.0mm. The images were acquired using the
same parameters and with care to ensure there was no motion of the patient between
acquisitions. The images were therefore assumed to be spatially aligned. Corresponding
transaxial and sagittal slices through these images are shown in Figure 9.16.
Figur	 3LLt. IIFOUbIL ii iti. IL1LL. u:quiiu wu. a ulIacu	 .,j .ad head
coil (bottom), illustrating differences in sensitivity across transaxial slices (left) and
sagittal slices (right).
MR-CT Data
A second set of data was acquired to examine the alignment of surface coil MR with CT
of the head. Here, in order to provide an independent registration estimate an MR-Ti
CT image pair from the Vanderbilt retrospective registration project [103] was used.
This image data is described in more detail in section 6.3.1. An additional surface coil
image of a bottle containing a uniform solution of 770mg of CuSO4 per litre of water
was acquired locally to form a surface coil distortion map. This is ifiustrated in Figure
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Measurements Across Surface and Head Coil Images
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Figure 9.17: Profile of corresponding measurements across middle of these slices, from
left to right in the axial plane.
9.18. This was then applied as an intensity scaling factor to the Vanderbilt MR image
with the maximum value in the bottle image corresponding to a scaling factor of 1. This
provided a simulated surface coil image (Figure 9.19).
Starting Estimates
In order to investigate the parameter space provided by conventional and spatially en-
coded measures we have taken the known alignment of the test image pairs and perturbed
the estimate by a random translation of size 20mm and a random rotation of size 20
degrees, distributed as described in section 6.6.1. Fifty of these random orientations
were then used as starting estimates to the multi-resolution optimisation scheme. The




The mean and standard deviation of the displacement of the six alignment parameters
from the correct solution for the 50 estimates are shown in Table 9.1 for both the mutual
information and normalised mutual information measures. When using only intensity
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Figure 9.18: Orthogonal slices through intensity distortion inap of surface coil produced
by imaging a bottle containing uniform solution.
shifted significantly from the true solution, in addition there is a large spread of results
around the mean. Normalised mutual information Y(M; N) is affected even more, with
larger standard deviations for many parameters. These spread of estimates are illustrated
by the two lower scatter plots in Figure 9.20 which show the error in the translation
and rotation components of each estimate. In particular this shows that normalised
mutual information Y(M; N) provides two distinct clusters of estimates, while mutual
information I(M; N) provides a more random spread.
When using partitioning, the mean estimates provided by both measures (I(M, X, M)
and Y(M, X, M)) are very close to the gold standard and the spread of estimates is sig-
nificantly reduced. For both measures, there is a slight shift of the mean estimate away
from alignment in the y axis which is perpendicular (vertical in the transaxial slice in
Figure 9.16) to the coil axis orientation, but this is of a size less than the image voxel
dimensions. This may be a result of slight movement of the volunteer between scans or
calibration of the MR scanner.
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Figure 9.19: Trausaxial and sagittal slices through artificially distorted MR image of the
brain and corresponding CT image from the Vanderbilt registration database.
Simulated MR(surface coil)-CT
As with the previous experiment statistics of the results using both measures are tabu-
lated (table 9.2) and shown graphically as a scatter plot Figure 9.21). Here, unlike MR-
MR alignment, both conventional intensity derived measures (Y(M; N) and I(M; N))
provide only one main cluster but shifted significantly from the correct solution. In both
cases the solution includes a significant shift in the y axis away from the marker based
solution. This corresponds approximately to a displacement of the head coil MR away
from the surface coil along the axis of the surface coil.
The use of a partitioned evaluation of the measures provides significantly improved
clustering of estimates, with a mean estimate close to the marker solution. The mean
estimates provided by the two measures are different but are both within the expected
accuracy of the marker based estimate and so we cannot say which is closer to the correct










































Table 9.1: Mean (Standard Deviation) of errors in rigid registration parameters and
estimates of partition angles (cr, /3), from 50 random starts estimated by mutual infor-
mation and normalised mutual information derived from measurements only, and from
measurements encoded with spatial location.
estimates are comparable using the conventional and normalised mutual information,















-1.91(7.40)	 0.90(0.08)	 -0.08 (0.16)
	
















Table 9.2: Mean (Standard Deviation) of errors in rigid registration parameters and
estimates of partition angles (ci, /3), from 50 random starts estimated by mutual infor-
mation and normalised mutual information derived from measurements only, and from
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Figure 9.20: MR(Surface Coil)-MR(Head Coil): Lengths of translation and rotation
error vectors of parameters estimated by optimisation of different measures.
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Figure 9.21: MR(Surface Coil)-CT Lengths of translation and rotation error vectors of













	 The Alignment of Images With Severe Intensity Distortion
9.7 Summary
In some types of 3D medical images, severe intensity distortion prevents the use of con-
ventional intensity based measures of alignment. This chapter has been concerned with
the use of a spatial partitioning of intensity values in deriving entropy based measures
of alignment. In cases where the geometry of the distortion with respect to the patient
is known, for example in MR-PET pelvis image alignment, a simple planar partitioning
provides a significant improvement in the registration parameter space.
By using the registration measure as an indication of the quality of image partitioning
it is possible to address the more general problem of surface coil image alignment, where
the orientation of the distortion with respect to the patient is unknown. By using a multi-
resolution optimisation of both alignment and partitioning parameters, a completely
automated approach is feasible. The results of applying this to aligning surface coil MR
with MR head coil or CT images of the same scene show the possibility of completely
automated and accurate recovery of alignment, where conventional approaches fail.
Further work is necessary to examine the response over a larger range of examples of
surface coil locations with respect to the patient and to more clinical examples of normal
and abnormal patient anatomy.
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Region Topology and Image
Similarity
10.1 Introduction
In many medical images, particularly those of the brain, the fundamental assumption
of our approach, that the co-occurrence of the most probable values in the two modal-
ities is maximised at registration, is valid. In the previous chapter, an extension of
entropy based measures of alignment was proposed to enable the registration of images
where this assumption did not apply. In that case the assumption was invalid because
of distortion in measurement values introduced by the imaging process. This chapter
examines approaches to dealing with more fundamental cases where the content of the
scenes themselves invalidate the assumption.
This chapter is somewhat different from many of the others in that it discusses
approaches and work in progress, rather than algorithm design or validation. It does
not provide complete or validated approaches to medical applications.
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10.2 When Voxel Similarity Fails: Why we still Need High
Level Vision
An example of a scene in which a simple measure of image similarity cannot provide an
indication of alignment is illustrated by the sketch in Figure 10.1. Here there is a simple
binary image of a rectangular box in the two modalities, while within the rectangular
box either a circle or a square is delineated. The circle and square do not correspond
spatially, but the box around them does. The problem here is that the misaligned
regions of the square and circle at registration, are greater in area than those parts of
the misaligned box when the circle and square are roughly aligned. Similarity measures
such as those derived from entropy will roughly align the square and circle, rather than








Figure 10.1: A sketch of views of a scene in which voxel similarity measures will not
provide a maximum at registration.
Without some higher level knowledge about the correspondence of regions within a
scene it is not possible to define a simple similarity based measure of alignment. In fact,
because the extent of the rectangle perpendicular to the left-right translation is greater
than the extent of the cube and circle there will be a local optima at 'registration'. It is
though possible to construct scenes where there will be no local optima at registration.
There are examples of views provided by different modalities where the intensity sim-
ilarity assumption is violated, but where additional spatial information may be used to
allow their alignment, without the need for a direct knowledge of region correspondence.
The following sections described such a case and how it is possible through simple as-
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Figure 10.3: A sketch of views of a scene from Figure 10.2, where a connected component
labelling (here represented by random grey values) has been applied to one image to
distinguish regions which exhibit the same value but are not spatially connected.
spatial resolution and noise. The distribution of values exhibited by materials in the
scene are continuous and it is difficult to define an accurate labelling of an image. In
effect we have returned to the problem of corresponding object segmentation in different
modalities described in chapter 2. We cannot easily define a threshold to delineate
corresponding regions in two modalities. In this section we will examine an alternative
approach where we do not derive our estimate of alignment simply from a segmented
image.
In practice, for an image of a scene such as that illustrated in Figure 10.3, we may be
able to create a rough labelling of the image which distinguishes between unconnected
regions exhibiting the same value. The approach taken in this work is to use this labelling
as an additional source of information explaining the original image intensities. This is
achieved using the same approach as was used in chapter 9, by introducing the labelling
as a third source of information in the registration measure. Given we have a set of
labels L = {l,li ,. . . l}, about image m(x) with values m E M, which we wish to align
with image n(y) with values n E N, then we may employ equation 9.5 so that we search
for the maximum of,
I(M,L;N) = H(M,L) +H(N) —H(M,L,N)
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Using a Third Source of Information
This concept can be illustrated with the following simple example. Consider the registra-
tion of two one-dimensional signals m(x) where x E [0, 1] and n(y), where y E [—oo, +00]
shown in Figure 10.4. We shall consider the two registration transformations T : y i-* x,
denoted by TR corresponding to correct alignment and TE corresponding to a poor es-





Figure 10.4: The registration of one dimensional signal m(x) to n(x) with additional
labelling of M into L{lo,11}
We can evaluate the joint probability distribution,
P(M,N) = p{mo,no} p{mi,no}	 (10.1)p{mo,nl } p{ml,ni}






= {	 0.0 j	
(10.3)
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The task is to register the two functions using entropy measures of alignment. Here
for both the alignments, the marginal entropies will remain the same so we need only
consider the joint entropy,
H(M, N) = —p{rno, r'o} log(p{mo, n0 }) - p{ml, no} log(p{mi, no})
—p{rno, n i } log(p{mo, n 1 }) - p{m i , n i } log(p{m i , ni}).	 (10.4)
Since the probability distribution for the two estimates PE(M, N) = PR(M, N), the
joint entropy will not distinguish between the two estimates,
HE(M,N) =HR(M,N).	 (10.5)
Now, if we consider the addition of a third channel containing the label 1 E L where
in this case L = { lo,l}, we can now evaluate a three dimensional probability distribution
which we can write out as,
P(M, N, L) = p{rno, no,lo}, p{rn i , no, lo}, p{mo, no,li}, p{rn l , no,l i } 1
Lp{rno,n i ,lo}, p{mi, ni, lo}, p{mo, n i ,l i }, p{rni , ni,li} ] . ( 10.6)
For the two transformation estimates this evaluates to,
=
 [
0.3, 0.2, 0.0, 0.4, 1
0.0, 0.0, 0.1, 0.0,]'
and,
L) - 1 0.2, 0.2, 0.1, 0.4, 1PE(M,N,	
- [ o.o, 0.1, o.o, 0.0, ]
The joint entropies therefore evaluate to,
HR(M, N, L) = 0.56
and,
HE(M, N, L) = 0.74
(10.7)
(10.8)
(using log10 0) allowing us to distinguish between the two estimates and align the images
by minimising the joint entropy. In more typical cases where there is a varying area of
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10.3.3 Information and Region Labelling
In order to illustrate how extra information is being introduced by the labelling we
can consider a simple region extraction process. This may consist of a thresholding to
distinguish boundaries of interest, followed by a connected component labelling of the
identified regions as illustrated in Figure 10.5. Thresholding is effectively combining
intensities (symbols) in the image, producing only a subset of the information in the
original image. If a binary threshold is used then the image is being reduced to two
symbols V = {vO , v1 } where, if there are i intensities in the original image and m is the
threshold intensity so,
vçj = {mo,. .
v 1 = {mv+i,.. .m2}.




Using the additivity property of information measures discussed in section 4.2.1, it can
be shown that the information content of a set of symbols cannot be decreased when
symbols are partitioned so,
H(mo,. . 
.m,m+i . . .me) ^ H(vo, m +i,. . .m2 )	 (10.12)
From this we can say that the information content of the thresholded image is always
less than or equal to that in the original image,
H(V) ^ H(M).	 (10.13)
In addition, the joint entropy between the image and its thresholded version is given
by,
H(M,V) = -	 > p{m,v}logp{m,v}	 (10.14)
vEV mEM
which can be re-written in terms of the occurrence of the original intensities only,




giving H(M, V) = H(M). Using this, the mutual information between the image and
its threshold,
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becomes simply I(M; V) = H(V), i.e. the information in the thresholded image H(V)
is simply a subset of that provided by the original image H(M).
Labelling unconnected regions differently, effectively re-partitions the threshold labels
and conversely can only maintain or increase the number of symbols (intensities or labels)
present in our description of the scene. Applying the additivity property again, this must
always maintain or increase the amount of information so that, if the threshold label v0
is being divided up into unconnected regions {1.. .
H(lo . . . li, v i) ^ H(vo,vi ).	 (10.17)
If { lo,. . . l} is simply a repartitioning of {mo,.. . m,,} (i.e. no regions with the
same intensity are spatially unconnected) then H(M, L) = H(M) and so I(M, L; N) =
I(M; N). If though, the image contains cases where an intensity m e vO is partitioned
into more than one label 1 then,
H(M,L) > H(M)	 (10.18)
and similarly H(M, L, N) ^ H(M, N) so,
I(M,L;N) ^ I(M;N).	 (10.19)
By introducing connected region labelling information we can only maintain or in-
crease the mutual information in the registration process. What we would like is a
labelling for which I(M; L) is minimised (there are no duplicated features in the la-
belling and the image) and I(L; N) is maximised (there is optimum additional shared
information with the other modality).
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10.4 The Application of Region Labelling to MR-PET Pelvis
Image Alignment
As discussed in chapter 9, it is common for both MR and PET 18FDG scans of a
patient to be acquired for the detection and staging of cervical cancer. Previously we
have examined the problem of registration of this type of image data in the presence of
severe intensity distortion which may occur in clinical MR scans of the pelvis. In this
section we will investigate a second problem which can occur with these types of images,
where connected region labelling may be useful. As with the previous work, the problem
lies with the MR image, but in this case it is the underlying structure delineated by the
MR image, rather than the artefacts introduced in image acquisition, which cause voxel
similarity approaches to fail.
As described in chapter 9, we are interested in using the alignment of the bone
structures delineated by the Fluoride tracer in PET, with the marrow and bone regions in
the MR to constrain the alignment. It was observed that in some MR images, depending
on the MR parameters and underlying anatomy, for marrow within the bone to exhibit
the same MR values as regions of fat elsewhere around the pelvic region and abdomen.
10.4.1 Method
Region Labelling




• Non-Fatty Intra-abdominal tissue
This was carried out using an interactive intensity based region growing algorithm to
produce a third image with voxels set to one of four values. Figure 10.6 illustrates a
slice from the labelled volume.
Evaluation of p{m, 1, n}
The MR image was first re-sampled at the same resolution as the PET image. Linear
interpolation was used to increase axial sampling. A Gaussian kernel was used to low
pass filter the MR to give it a similar spatial resolution to that of the PET. For a given
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evaluate p{m, 1, n}. The MR was used as the reference image (m(x)) and corresponding
PET (n(y)) intensity was estimated using tn-linear intensity interpolation. MR and
PET intensities were binned into 64 levels each and four bins were used for the labels
in L to form a discrete distribution. Estimates of I(M; N) and I(M, L; N) were then
evaluated from this distribution.
10.4.2 Results
Figure 10.7 shows a plot of z axis displacement from the manual estimate of mutual
information derived from only intensity, and of mutual information including labelling.
The lower plot of I(M; N) shows both a poor response to misalignment and an optimum
appreciably displaced from the manual estimate. The addition of labelling into the
measure I(M, L; N) increases the overall mutual information for all displacements and
produces a distinct optimum close to the manual estimate.
I(M;N)	 I(ML;N)
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Figure 10.7: Graph of I(M; N) and I(M, L; N) with respect to axial (z) translation
(z = 0mm is the manual estimate).
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A multi-resolution optimisation of I(M, L; N) was carried out from a starting orien-
tation defined by the scanner acquisitions, with the centres of the MR and PET volume
aligned. The final transformation estimates are shown in table 10.1 along with those for
optimisation of I(M; N) and the manual estimate. The axes are as follows; x is from
patient left to right, y is from patient front to back and z is from patient top to bottom.
Registration by evaluation and optimisation of I(M; N) derived from intensity only re-
sulted in a visually poor registration. Multi-start of the optimisation and initialisation
of the optimisation from the manual estimate confirmed that I(M; N) was providing an
incorrect global optimum corresponding to the alignment of bone features in PET with
intra-abdominal fat. This resulted in both a large z axis displacement and a rotation
around the y axis.
The difference between the manual estimate and the final automated estimate us-
ing the labelling approach I(M, L; N) is within the expected accuracy of the manual
registration procedure given the resolution of the original images. Interactive visual in-
spection of the results using colour overlay of PET intensity onto grey level MR in three
orthogonal planes confirmed that the two results were visually comparable. Further work
needs to be done in assessing final accuracy.
Method	 Translation (mm) Rotation (deg.)
_____________ tx I	 I tz	 O
Manual	 -6.0 34.5 39.0 2.5 0.0 -2.0
I(M;N)	 -4.3 34.3 15.6 2.4 -3.0 -0.2
I(M,L;N) -4.9 34.1 37.1 3.9 0.0	 0.0
Table 10.1: Rigid transformation parameters estimated for the test image pair.
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10.5 Summary
In this test example voxels were interactively labelled to provide additional informa-
tion in the registration measure. By using an information theoretic approach which
includes these labels the segmentation need not be ideal allowing the possibility of using
an automated labelling scheme. Segmentation schemes distinguishing strongly between
unconnected regions are favoured. Work is underway in looking at how such schemes can
be integrated into the registration process. In particular our current multi-resolution ap-
proach to optimising mutual information could be extended to include a multi-resolution
region extraction stage.
Further work is required to assess the extent to which labelling can be corrupted
before the the final accuracy (location of the global optimum) is affected. The effect of
typical errors produced by automated labelling schemes on the registration measure for
a range of clinical images needs to be determined.
In the simple 1D example and on the clinical test image, labelling information dif-
ferentiated regions which exhibited the same value in one modality but which exhibit
different values in the other modality. Given a higher level knowledge about the regions
it may be possible to use the same approach to combine regions of different intensity.
This may be useful in reducing the influence of certain tissue boundaries which may have
deformed between acquisitions.
This chapter has introduced a new type of voxel similarity approach that makes use of
voxel label information as well as the original image intensities. Coarse segmentation of
the higher resolution image is necessary to provide the label information. Unlike a surface
matching approach [52], this technique does not require identification of corresponding
boundaries from both modalities. Final alignment accuracy does not dependent on the
accuracy of region labelling.
A possible interpretation of this technique is that the original intensity information
is used for the accurate registration, and the labelling provides coarse scale information
that removes unwanted optima far from the correct solution.
We have demonstrated this technique for the registration of MR and PET images of
the pelvis, which could not be registered using conventional intensity based entropy mea-
sures. The registration solution was close to that produced using interactively identified
point landmarks and produced a visually acceptable result.
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11.1 Summary of Findings
This thesis has investigated and developed one particular approach to the problem of
automated retrospective 3D multi-modality image alignment. The approach chosen was
to derive measures of image similarity which can be used as measures of image alignment.
Such measures essentially summarise how well the occurrence of values in one modality
explain the occurrence of values in the second modality. They provide a measure of
alignment without the need to extract corresponding anatomical features.
11.1.1 Similarity Measures
The concepts behind measures of alignment were developed from a statistical description
of the intersection or overlap of regions of material delineated by the two modalities.
From this starting point alternative statistical measures were reviewed. Entropy and
information theory was introduced as an approach to expressing alignment. The issue
of normalisation of information measures with respect to changing image overlap was
identified as an important factor.
11.1.2 Implementation
The task of evaluating 3D medical image similarity was examined in detail. Accounting
for differences in spatial and sampling resolution, and excluding regions of padding used
to store non-rectangular images can be essential in correctly evaluating similarity. A
generic multi-resolution similarity evaluation and optimisation scheme was developed






11.1.3 Comparison of Similarity Measures
In chapter 6 experiments illustrated that similarity measures, particularly normalised
mutual information, can provide a robust and accurate measure of brain image align-
ment. The normalisation of entropy measures proved important in providing a behaviour
robust to image field of view. The final algorithm based on the multi-resolution optimi-
sation of normalised mutual information was equally applicable to both MR-PET and
MR-CT alignment. For MR-CT alignment over 18 image pairs, this provided a maxi-
mum MIPVD of 2.5mm and a minimum MIPVD of 0.4mm from the bone implanted
fiducial marker based estimate. For MR-PET alignment over 14 image pairs, this pro-
vided a maximum MIPVD of 6.5mm and a minimum MIPVD of 1.4mm from the fiducial
marker based estimate. Many of the estimates were within the expected accuracy of the
marker estimate. In one case of MR-PET alignment, visual inspection indicated errors
in the fiducial marker estimate which were not present in the automated estimate.
11.1.4 Automated Brain Image Registration
In chapters 7 and 8 the behaviour of normalised mutual information coupled with multi-
resolution optimisation was evaluated for use as a clinical brain image registration tool.
This was with the aim of replacing conventional manual point based alignment which
has been used at UMDS for more than 6 years. The system was applied to the alignment
of a large database of clinical data including examples of many typical geometric and
intensity artefacts. The rigid alignment of 25 out of 26 MR and CT, and all 14 MR
and PET image pairs were recovered fully automatically. The estimates provided an
accuracy visually comparable or superior to that of manual registration.
By extending the registration optimisation scheme to include estimates of orthogonal
scaling and gantry tilt parameters, it is possible in a number of cases, to visually improve
registration of clinical MR and CT. Here we are essentially correcting for limitations in
the geometric calibration of the imaging modalities. Experimentation indicated that in
cases of smaller axial field of view the estimation of extra parameters may decrease the
precision of the overall transformation estimate. The retrospective recovery of scaling
and skew parameters does though often provide a valuable check of the image geometry
information.
11.1.5 Extension of Voxel Similarity Techniques
Chapters 9 and 10 examined approaches to extending the voxel similarity approach
to the alignment of image pairs where the most probable measurement values do not
correspond. Both chapters made use of information theory to introduce additional in-
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formation into the measure of alignment. Chapter 9 dealt with the case where entropy
measures fail because of distortion of measurement values across the imaged space. Par-
titioning of the imaged space and the evaluation of the measure across these partitions
allow a fully automated registration with other modalities where conventional similarity
measures fail.
Chapter 10 examined in more detail the limitations of similarity based alignment due
to the nature of the underlying scene being imaged. Although voxel similarity cannot be
used in all cases we can, for some images introduce topological information distinguishing
unconnected regions of material exhibiting the same value. Using this approach it was
demonstrated that it was possible to align MR and PET images of the pelvis where
conventional entropy based measures provided an incorrect indication of alignment.
11.2 The Clinical Significance
11.2.1 Robustness and Automated Registration
A robust registration algorithm is one which can provide a clinically acceptable registra-
tion estimate between any image pair without the need for user intervention. The results
presented here have been confirmed by clinical use of versions of algorithms developed
in this thesis. Over the past two years this has been shown to provide fully automated
registration in a number of applications. Clinical installations of software for MR-PET
and MR-SPECT brain image alignment where this is the case include UMDS Guy's
and St Thomas', the Hammersmith Hospital and Dartmouth College, New Hampshire,
U.S.A.
In brain MR and CT alignment, unlike many publications in the field, this thesis
has dealt with the alignment of non-stereotactic CT with MR. It has therefore tried
to address the 'main market' for retrospective MR-CT alignment. Here, because of
the limited X-ray dose, there is much smaller axial extent in CT and the registration
problem is much greater. In the experiments in this thesis, the alignment of all but those
images with the smallest extent (27mm in CT and 21mm in MR) were recovered fully
automatically. This, in practice means that the majority of CT scans carried out for
skull base surgery at our site may be aligned with MR automatically.
11.2.2 Accuracy and Uncertainty
Estimating a correspondence to an arbitrary accuracy between points in clinical image
data is not possible. As discussed in section 6.3.1, it is very difficult even to define an
accurate 'ground truth' transformation in a controlled imaging experiment. Although the




(in these experiments only linear interpolation was used), the three main factors really
limiting the accuracy of registration of clinical images are:
. Geometric distortion of the image acquisition.
. Motion of the patient during image acquisition.
. Deformation of patient structures due to surgery, growth or disease progression or
regression between acquisitions.
In essence, errors due to all of these can be treated as simply a limitation imposed
by our choice of transformation to describe the spatial relationship between the two
scans. The problem we have is that a transformation may differ locally, however shared
structure which constrains alignment is not in general evenly distributed across the
imaged space. There will be regions therefore where we will not be able to retrospectively
evaluate local misalignment.
In registering images from the same modality, regions where we cannot determine
alignment will commonly contain no structure in both images. Our uncertainty in the
transformation in these regions may therefore not be clinically important. In the multi-
modality case these regions of uncertain registration may contain important but differ-
ent structures, for example blood vessels in one and tumour in another. In this case
the uncertainty in our knowledge about the spatial relationship between these may be
clinically critical. However we choose to model this transformation using any number of
anatomical constraints, the fact remains that we can only ever infer with some level of
uncertainty the local relationship between structures.
Many clinical images acquired for diagnosis contain artefacts, but these are visually
evident to the trained radiologist who can take them into account in using them to
make a diagnosis. When artefact might effect interpretation scans are repeated. On the
whole, the effect of these limitations do not have a great impact on the bulk of clinical
diagnosis. Similarly, in a registration facility, as long as there is some visual indication of
a misalignment available to the clinician, then in many cases such a limitation may not
be significant. It is better that the limitation is apparent than hidden or badly corrected.
Evaluating and presenting an estimate of the uncertainty of a registration may be
equally as important as improving the registration itself. Ensuring a clinician is aware
of registration accuracy in critical clinical situations requires both the development of




11.3.1 Extension of Transformation Complexity
There have been many recent papers on deriving more complex geometric transforma-
tions between images from the same modality [23, 25] and also from different modalities
[55]. There have also been some approaches to constraining alignment estimates using
knowledge of tissue behaviour or shape [24, 29, 59]. We have seen in the work of this the-
sis that it is possible to include scaling and skew estimates in the registration to account
for limitations in the scanner setup. We have also seen that when applied to a range
of clinical data, this can effect the precision with which we can estimate registration
parameters. It is possible to extend the approach to correct for patient deformation,
more complex geometric distortion and patient motion which limit the accuracy of our
registration estimate. There are though many transformations which make one image
look like another and so we must treat these estimates with care.
The best approach must be to constrain the transformations with additional infor-
mation we have about the images and scene. For deformation this means introducing
information about the expected behaviour of different tissue types. For geometric dis-
tortion, this means making use of knowledge about how an image may be distorted (for
example by the field strength in MR). Finally, for patient motion this means making use
of knowledge of how a scan is acquired through time, and the types of patient motion
which occur most often. All of these approaches mean that the technique becomes much
less retrospective because, for example, we may need detailed knowledge about an ac-
quisition sequence, not just the image data. Secondly it may make the technique much
less automated where, for example, some user specification of tissue boundaries may be
required.
11.3.2 Similarity Measures
The first two thirds of this thesis was concerned with the development of a measure
derived solely from the co-occurrence of values in the two images. Essentially this made
use of the assumption that the co-occurrence of the most probable values was maximised
at registration. We can classify these as Type I measures, which do not require any
further knowledge about the scene. Chapters 9 and 10 began to examine approaches to
introducing additional information into the alignment process which we can term Type
II.
This was achieved by essentially considering regions of local image similarity. In
effect, by evaluating a measure over separate partitions we are allowing for 'special cases'
of values being similar. In one area of image we are expecting value m1 to correspond
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to value n1 , while in another area we are expecting rn2 to correspond to i• In effect we
are determining correspondence of values (similarity) by spatial context.
The main task in extending the application of type II measures is one of devising
methods of partitioning the image space automatically, as was described for intensity
distortion in chapter 9. Considerable experimentation is also required to validate the
accuracy of estimates provided by these approaches.
11.3.3 Increasing the Speed of Registration
The simple multi-resolution evaluation and optiinisation scheme has proved both robust
and efficient in its use throughout the experiments in the thesis. The computational
complexity and therefore time taken to recover alignment is dominated by the interpo-
lation of corresponding measurements when forming a joint histogram. To provide high
accuracy in the final estimate we must evaluate and optimise the registration estimate
at high image sampling resolution. Currently, to recover a registration with acceptable
accuracy requires between 15 and 45 minutes depending on the field of view of the im-
ages. In most cases, given the time to acquire and reconstruct the images, and transfer
them to a common workstation, this time delay is not a major factor in clinical use.
In some cases though, for example in interactively examining a database of images, or
when increasing the number of transformation parameters estimated, it may be useful
to increase the speed of registration. There are two fundamentally different ways of
reducing the computational cost of registration:
• Reducing the number of evaluations of a registration estimate by introducing more
assumptions about the form of the parameter space into the optimisation scheme.
• Reducing the number of points in the image used to derive a measure of alignment.
There is a significant body of literature devoted to multi-dimensional optimisation
[36] which may provide significant reductions in the number of evaluations without loss
of robustness. However, the one which perhaps promises the greatest reduction in com-
putation is that based on the selection of a subset of points with which to evaluate
alignment.
A direct method of developing this technique is to look at the refinement of align-
ment at increasing image resolutions. Here we can extract an estimate with some given
accuracy at a particular image resolution. When we increase the image resolution to
improve the estimate we do not want to have to use all the higher resolution samples to
evaluate alignment. What we want is a measure indicating which points in the higher




The ability to relate features delineated by high resolution pre-operative diagnostic im-
ages to points in the patient during surgery would be a major step in increasing the
application of multi-modality diagnostic imaging.
Relating 3D Images to the 2D Surgical Scene
Registration of points from pre-operative 3D images to the 2D intra-operative scene is
not a trivial problem. There have been many recent approaches to the task [19, 45], but
none as yet provide a accurate, generally applicable solution. Essentially we must derive
our estimate of alignment from one or more 2D views of a scene containing anatomical
surfaces. Most approaches so far have dealt with the case where a single known surface
is visible in the 2D view of the patient (e.g. bone or skin). In general though, for
many surgical applications, as tissue is removed or deformed, we do not know which
of the many anatomical surfaces within a 3D pre-operative image are visible in the 2D
surgical scene. In estimating alignment we must also therefore search for the subset of
boundaries delineated in the 3D modality which we can see in the 2D modality. Solving
this problem robustly and automatically would be a significant step forward in surgery
guidance.
Relating Diagnostic Images to Interventional Images
An alternative approach is to use interventional MR or CT imaging for guidance during
surgery. In these systems it is generally not possible to produce the same high quality
diagnostic images which are provided by conventional imaging systems. An alternative
approach here is to use image similarity techniques to align high quality pre-operative
images to the interventional images during surgery. The experiments on the alignment
accuracy following the addition of noise in chapters 7 and 8, indicate that acceptable
alignment estimates may be derived in cases of high noise levels. This suggests a possible
approach to intra-operative imaging where very low quality images are acquired regularly
and registered to high quality diagnostic images. Such an approach would permit the
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