We study radial solutions in a ball of R N of a semilinear, parabolic-elliptic Patlak-Keller-Segel system with a nonlinear sensitivity involving a critical power. For N = 2, the latter reduces to the classical "linear" model, well-known for its critical mass 8π. We show that a critical mass phenomenon also occurs for N ≥ 3, but with a strongly different qualitative behaviour. More precisely, if the total mass of cells is smaller or equal to the critical mass M , then the cell density converges to a regular steady state with support strictly inside the ball as time goes to infinity. In the case of the critical mass, this result is nontrivial since there exists a continuum of stationary solutions and is moreover in sharp contrast with the case N = 2 where infinite time blow-up occurs. If the total mass of cells is larger than M , then all radial solutions blow up in finite time. This actually follows from the existence (unlike for N = 2) of a family of selfsimilar, blowing up solutions with support strictly inside the ball.
Introduction

Origin of the problem
Chemotaxis is the biological phenomenon whereby some cells or bacteria direct their movement according to some chemical present in their environment which can be attractive or repulsive. We shall focus on the case where the chemical is attractive (then called chemoattractant) and self-emitted by cells. For instance, in case of starvation, amoebas Dyctyostelium discoideum emit cyclic adenosine monophosphate (cAMP) which attract themselves. Chemotaxis is thus a strong mean of communication for cells and leads to collective motion. For more details on the social life of amoebas Dyctyostelium discoideum, see the article [18] of M.A. Herrero and L. Sastre.
Mathematical formulation
Assuming that cells and chemoattractant are diffusing and that cells are sensitive to the chemical's concentration gradient (a fact experimentally observed), Patlak in 1953 (cf. [38] ) and Keller and Segel in 1970 (cf. [27] ) have proposed the following mathematical model, a parabolic-parabolic system known as Patlak-Keller-Segel system :
where ρ is the cell density, c the chemoattractant concentration, D 1 and D 2 are diffusion coefficients, χ = χ(ρ, c) is the sensitivity of cells to the chemoattractant and µ the creation rate of chemical by cells. Cells and chemoattractant are assumed to lie in a bounded domain Ω of R N with N ≥ 2 (R 2 or R 3 physically speaking) so we have to specify the boundary conditions. For the cell density ρ, it is natural to impose a no flux boundary condition
where ν denotes the outward unit normal vector to the boundary ∂Ω.
For the chemoattractant concentration c, Dirichlet boundary conditions are assumed : c = 0 on ∂Ω.
Some cells diffuse much slower than the chemoattractant and we will make this assumption. In this case, two timescales appear in the system and to the limit, we can assume that the chemical concentration c reaches instantaneously its stationary state. After renormalization, these considerations lead to the simplified parabolic-elliptic Patlak-Keller-Segel system :
with the same boundary conditions as above, which then become : ∂ρ ∂ν − χ(ρ, c) ∂c ∂ν = 0 on ∂Ω.
c = 0 on ∂Ω.
We would like to add that there also exists cells which have a velocity comparable to that of the chemoattractant. This is for instance the case of Escherichia coli which moreover has a 'run and tumble' motion. Hence, in this case, diffusion does not seem to be the most suitable modeling. On that subject, see the article of B. Perthame [35] for a kinetic approach which takes into account these characteristics and allows to recover the Patlak-Keller-Segel model in a diffusion limit.
For a review on mathematics of chemotaxis, see the chapter written by M.A. Herrero in [17] and the article [23] of T. Hillen and K. J. Painter. For a review on the Patlak-Keller-Segel model, see both articles of D. Horstmann [20, 21] .
In [22] , D. Horstmann and M. Winkler have studied the case where the sensitivity χ depends only on ρ and shown that :
• If χ(ρ) ≤ Cρ q for ρ ≥ 1 and q < 2 N , then the cell density ρ exists globally and is even uniformly bounded in time.
• If χ(ρ) ≥ Cρ q for ρ ≥ 1 and q > 2 N , then ρ can blow up. See also [13, 28, 31, 33, 39] for related results.
Thus, the power q = 2 N of the nonlinearity χ(ρ) is critical for that system. This is why we are going to focus on the following problem, noted (P KS q ), with a special interest to the case q = 
where the boundary conditions become ∂ρ ∂ν − ρ q ∂c ∂ν = 0 on ∂Ω,
We would like to stress that q = 2 N is exactly the exponent for which the mass, i.e. the L 1 norm of ρ, is invariant by the rescaling of this system, given by ρ λ (t, y) = λ 2 q ρ(λ 2 t, λ y) (12) c λ (t, y) = λ 2 q −2 c(λ 2 t, λ y)
for all t > 0, y ∈ R N and λ > 0. This fact opens the door to the possibility of a critical mass phenomenon. Remark 1.1 System (P KS q ) can also be seen as the macroscopic description of a collection of n particles following a generalized stochastic Langevin equation. Making a mean field approximation, it is actually obtained as a nonlinear Fokker-Planck equation in a proper thermodynamic limit n → ∞. For more details, see the article of P.H. Chavanis [10, section 3.4 ].
Radial setting
In this paper, we restrict our study to the case of radially symmetric solutions of (P KS q ) where Ω is the open unit ball B ⊂ R N centered at the origin. Note that by using the scaling of the system and its invariance by translation, we can of course cover the case of any open ball of R N .
We would like to point out that for N = 2, the critical exponent is q = 1, so the latter system reduces to the most studied Keller-Segel parabolic-elliptic type system :
It is a well-known fact that this system exhibits a critical mass phenomenon. More precisely, denoting m the total mass of the cells, it has been shown for radially symmetric solutions that :
• If m < 8π, then ρ(t) is global and converges to a steady state as t goes to infinity. (see [3] by P. Biler, G. Karch, P. Laurençot and T. Nadzieja).
• If m = 8π, then ρ(t) blows up in infinite time to a Dirac mass centered at the origin. (see again [3] and [25] by N.I. Kavallaris and P. Souplet for refined asymptotics).
• If m > 8π, then ρ(t) blows up in finite time to a Dirac mass. (see [19] by M.A. Herrero and J.L. Velazquez).
Moreover, this system exhibits a similar phenomenon in the case of the whole plane R 2 . See the work of [4, 6, 7, 14] . In the nonradial case in a bounded domain, results are slightly different (see the book [40] of T. Suzuki). The behaviour of the parabolic-parabolic system in R 2 seems more intricate. See [1, 11] .
From now on, we consider the case N ≥ 3.
Adapting the procedure described in the article [2] of P. Biler, D. Hilhorst and T. Nadzieja (or also in [3, 25] ), we can reduce the system (P KS) q to a single one-dimensional equation. Indeed, denoting Q(t, r) = B(0,r) ρ(t, y) dy the total mass of the cells in B(0, r) at time t for 0 ≤ r ≤ 1, we can make the following formal computations :
where σ N denotes the surface area of the unit sphere in R N and ρ(t, y) =ρ(t, |y|)
for any y ∈ B. Since we can write
we have both following formulas
which imply :
Then, setting P (t, x) = Q(t, x 1 N ), we obtain :
Finally, setting u(t,
N is the volume of B, we get :
Moreover, by the no flux boundary condition on the cell density, it is formally clear that the total cell mass m is constant in time. Hence, setting
we also have the boundary conditions that for all t ≥ 0,
A simple calculation also shows that, for r ≥ 0,
Hence, ρ is simply proportional to u x , up to a time rescaling and a change of variable. It means that the derivative of u is the quantity with physical meaning and should then be nonnegative.
Finally, we shall focus on the following problem, noted (P DE m ) :
Conversely, starting from a solution u of (P DE m ) we would like to show (at least formally) how to get a solution of (P KS q ). First, it is easy to check that
and, denotingc the radial profile of c, since −∆c = ρ, we havẽ
so that, by (11), we obtaiñ
Now, we define (ρ, c) by their profiles given in formulas (19) and (21). If we denote r = |y| for any y ∈ B and α(r) =ρ r −ρ qc r , then, by the following general fact
we obtain
by (20) 
Hence, (ρ, c) is a solution of (P KS q ). We just have to check that ρ also satisfies the no flux boundary conditions (10) which are equivalent tõ ρ r −ρ qc r = 0 for r = 1.
Thanks to the previous formulas onρ r andc r , (22) becomes
which can be obtained from (20) since u t (N 2 t, 1) = 0. Now, it seems reasonable to consider problem (P DE m ) as our model for chemotaxis. Equation (20) presents two difficulties since the diffusion is degenerate at x = 0 and the nonlinearity is not Lipschitz continuous. We shall assume that the initial data u 0 belongs to the class
For such u 0 , we have established in [32] the existence and uniqueness of a maximal classical solution u such that u(t) ∈ Y m for all t ∈ [0, T max (u 0 )), where T max (u 0 ) is the maximal existence time. See Subsection 3.1 below for precise definitions and more details.
Main results
We now focus on the case of the critical exponent q = 2 N with N ≥ 3.
The set of stationary solutions can be precisely described. We shall prove that the stationary solutions of (P DE m ) are the restrictions to [0, 1] of a family of functions (U a ) a≥0 with the following properties :
• U 1 (0) = 0, U 1 is nondecreasing and reaches its maximum M at x = A from which U 1 is flat.
• All (U a ) a≥0 are obtained by dilation of
Using this, we can then prove : Note that the corresponding cell densities have their support strictly inside B.
iii) If m > M , there is no stationary solution.
The previous theorem leads us to set the following definition.
the critical mass of system (P KS q ).
We would like to stress that the system (P KS q ) exhibits two levels of criticality. We have already seen the first level which consists in choosing the right exponent q = 2 N in order to balance the diffusion and aggregation forces in the system. Once this exponent is chosen, a second level of criticality arises with the choice of the mass. The following two theorems state that a critical mass phenomenon indeed occurs.
for some a ≥ 0.
x , we have :
In addition, for slightly supercritical mass, we can show the existence of blowingup self-similar solutions.
there exists a family of blowing-up self-similar solutions of problem (P DE m ). Moreover, the corresponding cell densities have their support strictly inside B.
Comments and related results
Description of the ideas of the proofs
The global existence part of Theorem 1.2 for subcritical or critical mass is based on comparison with suitable supersolutions, combined with some continuation results obtained in [32] . Our convergence statements heavily rely on Lyapunov functional type arguments. More precisely, we show that the evolution problem (P DE m ) induces a gradient type dynamical system on
, with global relatively compact trajectories. Moreover, we exhibit a strict Lyapunov functional :
Indeed, formally, it is easy to check that
Thanks to the boundary conditions and to (20) , we then have
However, this computation is not rigorously valid, since u x can vanish on a whole interval for instance. Nevertheless, we can overcome this difficulty and prove that F is indeed a strict Lyapunov functional by expressing it as the limit as ǫ goes to zero of a family of strict Lyapunov functionals F ǫ for suitable approximate problems (cf. problem (P DE ǫ m ) introduced in Subsection 3.2.2). We note that the proof of the compactness of the trajectories relies on a different transformation, leading to another auxiliary problem (tP DE m ) (cf. Subsection 3.2.1 below). In the subcritical case, since there is a single steady state, this immediately implies the convergence of the trajectory. But in the critical case, the situation is more delicate, since there exists a continuum of steady states and the solution could oscillate without stabilizing. However, thanks to a good relation between order and topology of the set of stationary solutions, we can prove stabilization by arguments in the spirit of (though simpler than) those in the articles [30, 42] of H. Matano and T.I. Zelenyak.
As for our blow-up results (Theorems 1.3 and 1.4), their proofs rely on the construction of a subsolution which becomes a self-similar solution after some time. The latter's profile is solution of an appropriate auxiliary ordinary differential equation which is a perturbation of the stationary solution's equation. The construction, as well as the study of the steady states (cf. Theorem 1.1), requires some rather delicate ODE arguments.
Open problems
i) A natural and very interesting question would be to determine the basin of attraction of a given steady state U a with a ≥ A.
ii) For the self-similar solutions in Theorem 1.4, it is easy to see that the blowup rate of the central density of cells (proportional to u x (t, 0)) behaves like
. It would be interesting to know if all solutions of problem (P DE m ) blow up at the self-similar rate or if there also exists blow-up of type II, i.e. if there exists solutions with blow-up speed faster than that of the self-similar solutions.
Comparison with the case N = 2
It is instructive to compare the cases N ≥ 3 and N = 2 for problem (P DE m ) with q = 2 N . The behaviour is the same for both in the subcritical case since solutions converge to a unique steady state and also in the supercritical case since solutions blow up in finite time. But for the critical case, the qualitative behaviour differs strongly. Indeed, for N = 2, blow-up occurs in infinite time whereas for N ≥ 3, there is still convergence to a regular steady state whose corresponding cell density has support strictly inside B, a phenomenon which never occurs for N = 2. We would like to suggest an "explanation" for this. Denoting S N the set of stationary solutions for N ≥ 2, we can see that we could as well define the critical mass as
The main difference is that this supremum is not reached for N = 2 whereas it is for N ≥ 3, which allows us in the latter case to find a supersolution that prevents blow-up. Thus, convergence or infinite-time blow-up seems to be determined by whether or not the critical mass is reached by stationary solutions.
Related literature for porous medium type diffusion
Finally, we would like to make the link between our work and the article [5] 
where µ is the cell density and c the concentration of the chemoattractant. They could show that for the critical exponent p = 2 − 2 N , the system (P KS p ) exhibits a critical mass phenomenon. See also [12] for a explanation of this exponent for parabolic-elliptic Patlak-Keller-Segel systems with general nonlinear diffusion. More precisely, denoting m the total mass of the cells, they have shown the existence of M c such that :
• If m < M c , solutions exist globally.
• If m = M c , solutions exist globally in time. Moreover, there are infinitely many compactly supported stationary solutions.
• If m > M c , there are solutions which blow up in finite time.
A. Blanchet and P. Laurençot also proved in [8] the existence of self-similar compactly supported blowing-up solutions for m ∈ (M c , M [41] by Y. Yao and A.L. Bertozzi for recent formal and numerical results on self-similar and non self-similar blow-up for a generalization of system (P KS p ) with kernel of power-law type.
We can then observe similarities between both problem (P KS 2 N ) and (P KS 2− 2 N ) for N ≥ 3. Here, we would like to thank P. Laurençot for suggesting us that both problems should share the same stationary solutions, as we can indeed verify, at least formally : denoting K Ω the Dirichlet kernel of the Laplacian in a bounded domain Ω, it is easy to see that the steady states of (P KS q ) and (P KS p ) are respectively the solutions of
where C and C ′ are any real constants. Hence, the map ρ → µ := (2 − q) 1 q ρ defines a correspondence between steady states of (P KS q ) with constant C and steady states of (P KS 2−q ) with constant C ′ = (2 − q) 1 q C. Then the formula for M c given in [5] also gives a formula for the critical cell mass M in our case :
where C * is the optimal constant in the following variant of the Hardy-Littlewood-
We would like to make the heuristic remark that if we roughly put N = 2 in the above formula, then we recover the well-known critical mass M = 8π since in this case C * = 1 and σ 2 = 2π.
It is interesting that, in spite of similarities in the qualitative behaviour, the two problems (P KS 2 N ) and (P KS 2− 2 N ) seem to require different techniques. We would like to point out that our results are restricted to the radial setting, but on the other hand, they give a fairly more precise asymptotic description.
Throughout the rest of the paper, we assume :
2 The set of stationary solutions of problem (P DE m )
We begin by studying the steady states of problem (P DE m ), i.e. the solutions of the following problem :
As is customary in evolution problems, this is essential in order to understand the large-time asymptotics of solutions of problem (P DE m ).
Note that, even if we will use the results of this section only for q = 2 N , they are all valid for any q ∈ (0, 1).
Existence of a steady state depending on m ≥ 0
In view of proving Theorem 1.1, we first need to study the following Cauchy problem.
Definition 2.1 For a ≥ 0, we define the problem (P a ) by :
We say that u is a solution of problem (P a ) on [0; R[ if :
• u is nondecreasing.
• u satisfies ( This definition can obviously be adapted for the case of a closed interval [0; R] or for R = +∞.
We first state some a priori properties of the solutions of (P a ).
Proof : i) We first note that since u ′ ≥ 0, then, thanks to (28), u is concave on 
Finally, by integration,
We will prove that solutions of problem (P a ) exist on [0, ∞). We begin by showing the local existence.
Lemma 2.2 Let a ≥ 0 and τ > 0.
If τ is small enough, there exists a unique solution of (P a ) on [0; τ ].
Proof : If a = 0, then from the previous lemma i), it is clear that 0 is the unique solution of the problem (P 0 ) on [0, ∞). If a > 0, let us define
E a equipped with the metric induced by the norm u Ea = u ′ ∞ is a complete metric space. Any u ∈ E a is nondecreasing on [0, τ ] since u ′ ≥ a 2 . It is clear that the following function F is well defined :
Since for all u ∈ E a , u ′ ∞ ≤ 3 2 a, we easily get that
if τ is chosen small enough. Hence, F sends E a into E a . By the mean value theorem, since for all u ∈ E a ,
Hence, if τ is small enough, F is a contraction so there exists a fixed point of
u is a solution of (P a ). Finally, it is easy to check that a solution is necessarily a fixed point of F , which proves the uniqueness.
Remark 2.1 Let u be the local solution of (P a ) on [0, τ ]. We would like to stress that u is not C 2 up to x = 0. Indeed, one can see that
Moreover, one can obtain an expansion of u at any order in powers of x q . We proved in [32] that solutions of problem (P DE m ) share these properties with the stationary solutions.
There exists a unique maximal solution of (P a ). Moreover, it is globally defined on [0, ∞).
Proof : For the sake of completeness, we prefer to give a (standard) proof. Existence : Leaving aside the obvious case a = 0, let a > 0. By Lemma 2.2, for a given τ small enough, we have a unique classical solution u τ of (P a ) on [0; τ ]. Setting W = (u, u ′ ), we can now consider the following
where 
By local uniqueness in the classical Cauchy-Lipschitz theory, u τ = u around x = τ 2 , so we can glue u τ and u and get a solution of problem (P a ) on [0; X * ). If X * = +∞, all is done. So we suppose that X * < ∞. Since u is nondecreasing and bounded above by Lemma 2.1 ii), then
Hence, we can extend continuously the function u by setting u(x) = l for x ≥ X * . But (u(x), u ′ (x)) must leave any compact of Ω as x goes to X * so, by Lemma 2.1) ii), the only possibility is that lim
And now, thanks to (28), lim
clearly satisfies (28) on (0, +∞) and is then a global solution of (P a ). Uniqueness : Let v another global solution of (P a ). By the result of uniqueness around x = 0 and the uniqueness due to classical Cauchy-Lipschitz theory in Ω, u and v coincide for all
We denote U a the unique solution of (P a ) on [0, +∞).
Proof : Suppose the contrary. By Lemma 2.1)i), it implies that U ′ a (x) > 0 for all x ≥ 0. Since U a is nondecreasing and has 2 as an upper bound, there exists l ≤ 2 such that U a (x) tends to l as x goes to infinity. As U ′ a is nonnegative and nonincreasing, then U ′ a (x) has a nonnegative limit as x goes to +∞, but this limit has to be 0 since U a is bounded from above. Moreover, for all x > 0,
Finally, we let x go to +∞ and then x 0 go to +∞ to obtain that
Then, U a (x) goes to infinity as x goes to ∞, which is a contradiction.
The result then follows from the uniqueness of the solution of problem (P a ).
Remark 2.2 Behind this proof is the fact that L a and D commute, where for
This proposition drives us to the natural following definition.
Definition 2.3
The number M = max x≥0 U 1 (x) will be called the critical mass.
Note that M also is the maximal value of each U a , for all a > 0.
We also will use the following notation.
Notation 2.2 We denote by
ii) U a (1) = M if and only if a ≥ A.
From this follows Theorem 1.1 announced in the introduction.
Order and topological properties of the set of stationary solutions
Now, we shall describe two simple but very important properties of the set of stationary solutions : it has a total order and its topology behaves well with respect to that order.
= m} is the complete metric space equipped with the distance induced by the C 1 norm.
• 
The set of stationary solutions is a totally ordered set.
Note that ǫ > 0 since for all x ∈ [γ;
Hence, for all x ∈ [0; γ],
Since u ∈ V M (U a , ǫ 2 ), it is clear that for all x ∈ [γ;
Summary of local in time results
In this section, we give some useful results on problem (P DE m ) and two other auxiliary parabolic problems. For proofs, see [32] .
Wellposedness of problem (P DE m )
Before stating the existence and uniqueness of classical solutions for problem (P DE m ), we need to fix some definitions.
We say that u is a classical solution of (P DE m ) (see (20) ) on [0, T ) with initial condition u 0 ∈ Y m if :
• u(0) = u 0 .
• u(t) ∈ Y m for t ∈ [0, T ).
• u satisfies ( i) There exists T max = T max (u 0 ) > 0 and a unique maximal classical solution u of problem (P DE m ) with initial condition u 0 . Moreover, u satisfies the following condition :
ii) Blow-up alternative :
Moreover, a classical comparison principle is available for problem (P DE m ).
Lemma 3.1 Let T > 0. Assume that : 0, 1) ).
• For all t ∈ (0, T ], u 1 (t) and u 2 (t) are nondecreasing.
• There exists i 0 ∈ {1, 2} and some γ < 1 q such that
Suppose moreover that :
for t ≥ 0 (37)
3.2 Two auxiliary parabolic problems
We now introduce an auxiliary transformed problem (tP DE m ) which will be helpful in order to get some estimates implying the compactness of the trajectories in the subcritical and critical case m ≤ M . This transformation was also important in [32] in order to establish the blow-up alternative (see Theorem 3.2 ii) below), a property which will be used in the global existence part of the proof of Theorem 1.2.
Denoting B the open unit ball in R N +2 and Z m = {w ∈ C(B), w| ∂B = m}, we
We now make the following change of unknown
in problem (P DE m ) with initial condition u 0 ∈ Y m and obtain the following problem (tP DE m ) with initial condition w 0 = θ 0 (u 0 ). 
such that all conditions of (39) are satisfied. We define analogously a classical solution on [0, T ).
Let us give now the corresponding wellposedness result. i) There exists T * = T * (w 0 ) > 0 and a unique maximal classical radially symmetric solution w of problem (tP DE m ) with initial condition w 0 . Moreover, w satisfies the following condition :
Connection between problems (P DE m ) and (tP DE m ) :
where we write f =f (| · |) for any radial function f on B. 
Problem (P DE
Definition 3.6 Let ǫ > 0, m ≥ 0 and T > 0. We define problem (P DE ǫ m ) with initial condition u 0 ∈ Y m by :
such that all conditions of (42) 
(not optimal) Connection with problem (P DE m ) : Let us fix an initial condition u 0 ∈ Y m . The next lemma shows the convergence of maximal classical solutions u ǫ of (P DE ǫ m ) to the maximal classical solution of (P DE m ) in various spaces. These results are essential in our proof that F = lim ǫ→0 F ǫ is a strict Lyapunov functional in the case m ≤ M .
Moreover, there exists K > 0 independent of ǫ such that for all (t,
4 Convergence to a stationary state in critical and subcritical case m ≤ M All this section only concerns the case m ≤ M .
We shall prove that problem (P DE m ) defines a continuous dynamical system on Y 1 m which admits a strict Lyapunov functional. We shall be able to prove that classical solutions of (P DE m ) converge to a stationary state as times goes to infinity, even in the case m = M where there is a continuum of steady states. This fact easily follows from a comparison with a supersolution of problem (P DE m ). The main idea is that since m ≤ M , if a is large enough then u 0 ≤ U a and U a is then a supersolution so 0 ≤ u(t) ≤ U a for all t ∈ [0, T max ). More precisely, since u 0 is differentiable at x = 0, x → u0(x) x can be extended continuously to [0; 1], so there exists
Estimates
Finally, since M ≥ m, U a is a supersolution of the PDE, so u(t) ≤ U a for all t ∈ [0, T max ). By concavity of U a , we see that
We notice that the choice of a depends only on K, whence the second part of the lemma.
Before going further, we would like to recall some notation and properties of the heat semigroup. For reference, see for instance the book [29] of A. Lunardi. • X 0 = {W ∈ C(B), W | ∂B = 0}.
• (S(t)) t≥0 denotes the heat semigroup on X 0 . It is the restriction on X 0 of the Dirichlet heat semigroup on L 2 (B).
• (X θ ) θ∈[0,1] denotes the scale of interpolation spaces for (S(t)) t≥0 , where
Properties 4.1
• Let γ 0 ∈ (0;
with continuous embedding.
• There exists C D ≥ 1 such that for any θ ∈ [0; 1], W ∈ C(B) and t > 0,
We just want to introduce a specific notation we are going to use.
We will now give an estimate from which follows a compactness result.
, we deduce that w is global and that
so
Setting h(t) = sup
√ s w(s) C 1 , we have h(t) < ∞ by (40) and
Let us set τ ′ = min τ, 
, that is to say :
where A and τ ′ only depend on K. Then, setting A K = 2A, we have
2 ) and t ∈ [0, τ ′ ]. Setting W = w − m and W 0 = w 0 − m, then for t ≥ 0, due to (44), we get
ds.
Then we deduce that :
Hence, since X 1 2 +γ0 ⊂ C 1,γ (B), we deduce that there exists A ′ K > 0 depending only on K such that sup
N 2 , we can apply the same arguments by taking w 0 (t ′ − τ ) as initial data instead of w 0 , so we obtain
Finally, coming back to u(t), thanks to formula (41), we get an upper bound
A continuous dynamical system (T (t)) t≥0
We recall the definition of a continuous dynamical system on Y 
Remark 4.1 Continuity at t = 0 is sometimes included in the definition, but it is not required for our needs. 
We denote u n (s) the solution at time s of problem (P DE m ) with initial condition u n and set :
We see that z satisfies
, z reaches its maximum and its minimum. Assume that this maximum is greater than η ′ . Since z = 0 for x = 0 and x = 1 and z ≤ η ′ for s = 0, it can be reached only in (0, t]× (0, 1) but this is impossible because c < 0 and (46). We make a similar reasoning for the minimum. Hence,
m and has a single accumulation point u(t) from first step. Whence the result.
A strict Lyapunov functional for (T (t)) t≥0
Reminder on strict Lyapunov functionals
We recall some definitions in the context of a continuous dynamical system (T (t)) t≥0 on Y • γ 1 (u 0 ) = {T (t)u 0 , t ≥ 1} is the trajectory of u 0 from t = 1.
Approximate Lyapunov functionals
We recall that for all ǫ > 0 and x > 0, f ǫ (x) = (x+ǫ) q −ǫ q . In order to introduce the approximate Lyapunov functional, we first need a double primitive H ǫ of ii) H ǫ converges uniformly to H on [0; R] as ǫ tends to 0, for any R > 0.
Proof : Let R > 0 and x ∈ [0, R]. We begin with two remarks : -Since f ǫ ≥ f 1 and f 1 is concave, then, denoting K = f1(R) R , we have f ǫ (t) ≥ Kt for any t > 0.
-We also note that for any t > 0,
Indeed, setting g(ǫ) = (t + ǫ) q − ǫ q , we have
i) Let us set for y > 0, γ ǫ (y) = 
Using the first two remarks, we get
Whence the result.
We would like to remind to the reader that, if u 0 ∈ Y m is given, u ǫ denotes the solution of problem (P DE ǫ m ) (see (42) ) with initial condition u 0 .
Lemma 4.4 Let
More precisely, for all t > 0,
Proof : Let t > 0 and η > 0 such that
and there exists
. All these facts allow us to differentiate F ǫ [u ǫ (t)] and then to integrate by parts : 
is bounded in C 1 ([0; 1]) so we have a domination independent of ǫ. Since H ǫ converges uniformly to H on compact subsets of [0; +∞) and H is continuous on [0; +∞), by the dominated convergence theorem, we obtain easily that
Then, as we know from Lemma 4.4 that
, the result follows by letting ǫ go to zero. Thirdly, denoting R = sup
By Lemma 4.4,
, so there exists ǫ 0 > 0 such that for all ǫ ∈ (0; ǫ 0 ), sup
Note that
, hence by taking the limit as ǫ goes to 0, we obtain the result. Finally, assume that In the case of m < M , there is a unique stationary solution for problem (P DE m ) so the convergence is not really surprising. But for m = M there is a continuum of stationary solutions (all U a | [0,1] for a ≥ A) and the behaviour could be much more complicated. However, thanks to the good properties of the set of steady states (see Proposition 2.3) and since the problem is one-dimensional, convergence can be shown by arguments in the spirit of [30] or [42] . 
5 Finite time blow-up and self-similar solutions in supercritical case m > M
In this section, we only consider the supercritical case, i.e. when m > M . We shall prove that classical solutions of problem (P DE m ) blow up in finite time. The idea of the proof is to exhibit a subsolution u(t, x) = V (a(t)x) which turns out to be a self-similar solution after some time. This is why we are interested in the following ordinary differential equation.
An auxiliary ordinary differential equation
Definition 5.1 Let ǫ > 0. We define the problem (Q ǫ ) by :
Definition 5.2 Let ǫ > 0 and R > 0. We say that V is a solution of problem (Q ǫ ) on [0; R[ if :
• V is nondecreasing.
• V satisfies (48) on ]0; R[ and the conditions (49) and (50).
This definition can obviously be adapted for the case of a closed interval [0; R] or for R = +∞.
We summarize in the following theorem some very helpful results about solutions of problem (Q ǫ ).
Recall that U 1 is the solution of problem (P 1 ) and that A is the first point from which U 1 is constant.
Theorem 5.1 There exists a unique solution of problem (Q ǫ ) on [0, ∞).
If ǫ > 0 is small enough, V ǫ is concave and there is a first point A ǫ < ∞ from which V ǫ is constant with value M ǫ greater than M . Moreover :
That is to say that the constant reached by V ǫ can be chosen as close to M as we wish provided that ǫ is small enough.
Remark : The fact that M ǫ > M and that V ǫ is concave for small ǫ > 0 follow from the proof of Theorem 1.4.
The proof of Theorem 5.1 follows from the following successive lemmas. We begin by giving an a priori property of the solutions of problem (Q ǫ ).
Assume by contradiction that x 1 < ∞. Then, by continuity, V (x 1 ) = V (x 0 ) > 0 andV (x 1 ) = 0. Writing equation (48) as
we see that the first factor of the RHS is nonnegative and that the second one keeps negative for x close enough to x 1 by continuity since −V (x 1 ) + ǫx 1V (x 1 ) 1−q < 0. HenceV is nonpositive for x close enough to x 1 . Buṫ V (x 1 ) = 0 andV ≥ 0, thenV = 0 near of x 1 , which contradicts the definition of x 1 . So, x 1 = ∞.
We now prove the local existence of a solution of problem (Q ǫ ).
There exists δ > 0 independent of ǫ such that the problem (Q ǫ ) admits a unique solution on [0, δ].
Proof :
The method used is a fixed point argument, as for the local existence of the solutions of problem (P a ). Let us define
E equipped with the metric induced by the norm V E = V ∞ is a complete metric space. We define F by :
and 0 < ǫ ≤ 1, we easily get that
provided that δ is chosen small enough. Hence, F sends E into E. We can apply the mean value theorem to function z → z q , since for all V ∈ E,
Hence, if δ is small enough, F is a contraction so there exists a fixed point V of
V is a solution of (Q ǫ ). Finally, it is easy to check that a solution of (Q ǫ ) is necessarily a fixed point of F , which proves the uniqueness.
There exists a unique A ǫ ≥ δ and a unique maximal solution
Proof : the proof follows from Lemma 5.2, similarly to that of Theorem 2.1. 
We recognize a Bernoulli type ordinary differential equation. Since w > 0 on [0, A ǫ ), then we can divide by w q . Setting z = w 1−q , we obtaiṅ
which can be easily integrated. Whence the formula. ii) V ǫ is increasing and V ǫ (0) = 0 so V ǫ ≥ 0 on [0, A ǫ ) whence the results.
Remark 5.1 A consequence of last lemma is that
There exists a unique solution V ǫ of problem (Q ǫ ) defined on [0, +∞).
Proof : If A ǫ = ∞ then all is already done. Else, if A ǫ < ∞ thenV ǫ (x) has to go to zero as x goes to A ǫ . Indeed, (V ǫ (x),V ǫ (x)) must go out of any compact of R × (0, +∞) as x goes to A ǫ but by ii) of the above lemma V ǫ (x) andV ǫ (x) keep bounded for x bounded.
Hence, by Cauchy criterion, V ǫ (x) has a limit L ǫ as x goes to A ǫ . Moreover, by the equation (48),V ǫ (x) goes to zero as x goes to A ǫ . Since the constants are solutions of (48), then V ǫ can be extended by the constant L ǫ on [A ǫ , +∞) to a C 2 function on (0, +∞) which is a solution of problem (48). For proving the uniqueness, let V a solution on [0, +∞). By uniqueness of the solution on [0,
As a consequence,
Proof : First step : We show that there exists γ ∈ (0, δ] independent of ǫ such that
Let us set γ = min(δ, δ ′ , A) where δ is a short existence time for all V ǫ and
Hence, we have the following formulȧ
which is valid for all x ∈ [0, A], by continuity.
Then, we get
Second step : Let A ′ < A. Let us show that for ǫ small enough A ǫ ≥ A ′ and that
Let us denote V a,b the solution of (48) such that V a,b (γ) = a andV a,b (γ) = b. U 1 is the solution of equation (48) for ǫ = 0 and initial condition (a, b) = (U 1 (γ),U 1 (γ)). SinceU 1 > 0 on [γ, A ′ ], the classical Cauchy-Lipschitz theory is here available, and by continuity of the solutions on [γ, A ′ ] with respect to the parameter ǫ and the initial condition (a, b), we know that if ǫ is small enough and if the initial condition (a, b) is close enough to (U 1 (γ),U 1 (γ)) then V a,b −U 1 C 1 ([γ,A ′ ]) is as small as we wish. But, thanks to the first step, taking ǫ even smaller, (V ǫ (γ),V ǫ (γ)) can be made as close as necessary of (U 1 (γ),U 1 (γ)). Hence, a 0 is small enough so that V ǫ (a 0 x) ≤ u(t 0 , x) for all x ∈ [0, 1].
Let us set a(t) = a 0
(1 − ǫ a Remark that a(0) = a 0 anḋ a(t) = ǫ a(t) 1+q for t ∈ [0, T * ).
We shall show that
is a subsolution for (P DE) m with initial condition u 0 (t 0 ). Let us set T = min(T max (u 0 ) − t 0 , T * ). Indeed, u(0, x) = V ǫ (a 0 x) ≤ u 0 (t 0 , x) for all x ∈ [0, 1]. For all t ∈ [0, T ), we see that u(t, 0) = 0 = u 0 (t 0 + t, 0) and u(t, 1) ≤ L ≤ m = u 0 (t 0 + t, 1). Moreover, a straightforward calculation shows that u t − x 2−q u xx − u u x q = a q ȧ a 1+q yV ǫ (y) − y From the comparison principle (cf Lemma 3.1), u(t) ≤ u 0 (t 0 +t) for all t ∈ [0, T ). Now, if we assume that T max (u 0 ) > t 0 + T * , then T = T * and by letting t go to T * , since a(t) −→ t→T * +∞, we obtain L ≤ u 0 (t 0 + T * , x) for all x ∈ (0, 1].
Since u 0 (t 0 + T * , 0) = 0, this contradicts the continuity of u 0 (t 0 + T * ) at x = 0. Hence, T max (u 0 ) ≤ t 0 + T * < ∞.
Proof of Theorem 1.4 : From Theorem 5.1, we know the existence of ǫ 1 > 0 such that for ǫ ∈ (0, ǫ 1 ], A ǫ ≤ A + 1 and V ǫ is flat from x = A ǫ . We set u ǫ,a0 (t, x) = V ǫ (a(t)x) where a(t) = a 0
(1 − ǫ a We now prove that V ǫ is concave for small ǫ, which implies that K ǫ = 1 so that the blow-up speed is known explicitly. Let ǫ ∈ [0, ǫ 1 ]. By Lemma 5.2, there exists δ > 0 independent of ǫ such thatV ǫ ≥ we deduce that V ǫ is concave and K ǫ =V ǫ (0) = 1 for ǫ ∈ [0, ǫ 2 ].
