For every integer k 2 and graph G; consider the following natural procedure: if G has a component G 0 that is not k-connected, remove G 0 if jG 0 j k, otherwise remove a cutset U V (G 0 ) with jU j < k; do the same with the remaining graph until only k-connected components are left or all vertices are removed.
Introduction
Our graph theoretic notation is standard (e.g., see [1] ). In particular, for k 2; a graph G is called k-connected if jGj > k and G U is connected for every U V (G) with jU j < k.
Given an integer k 2 and a graph G; a k-cutting procedure of G is de…ned as follows: while G has a component G 0 that is not k-connected and V (G) 6 = ? do if G has a component G 0 with jG 0 j k then set G = G G 0 else …nd a component G 0 that is not k-connected, …nd a cutset U V (G 0 ) with jU j < k; and set G = G U: Note that, since cutsets may be chosen di¤erently, there may exist many di¤erent k-cutting procedures of G.
To state our results, we set ' k (n; ) = k 3 2
The following theorem gives a minimum degree condition for fast termination of all k-cutting procedures of a graph. Theorem 1 Let k 2 and G be a graph of order n with (G) = p 2 (k 1) n: Then every k-cutting procedure of G removes at most ' k (n; ) vertices.
As an immediate consequence of Theorem 1 we obtain the following structural result.
Corollary 2 For every integer k 2 and every graph G of order n with (G) = p 2 (k 1) n; there exists U V (G) with jU j ' k (n; ) such that all components of G U are k-connected.
If n and are as stated in Theorem 1, we deduce that
Notice that if inequalities (1) hold, then
giving an idea about the growth rate of ' k (n; ) : It is natural to ask whether the condition p 2 (k 1) n can be substantially weakened and still have all k-cutting procedures removing only o (n) vertices. The next theorem answers this question in the negative.
Theorem 3 For every integer k 2; 0 < c < 1; and n su¢ ciently large, there exists a graph G of order n with (G) (1 c) p 2 (k 1) n such that every k-cutting procedure of G removes at least cn vertices.
The next theorem shows that, under the conditions of Theorem 1, the bound ' k (n; ) is best possible.
Theorem 4 For every k 2; n; and p 2 (k 1) n; there exists a graph G of order n with (G) = ; such that every k-cutting procedure of G removes more than ' k (n; ) k+1 vertices.
We are interested in the tightness of the minimum degree condition in Corollary 2. We couldn't resolve this and thus raise the following problem.
Problem 5 For every integer k 2; and n > k; …nd the minimum f k (n) such that for every graph G of order n and (G) f k (n) ; there exists a set U V (G) with jU j = o (n) such that all components of G U are k-connected.
In fact, we can show that f k (n) > c k log n for some c k > 0; but we are uncertain whether this bound is correct.
Proofs
Proof of Theorem 1 Let n and be as stated in the theorem; hence, in view of (1), the following simple properties of ' k (n; ) hold:
(i) ' k (n; ) is decreasing in for n …xed;
(ii) ' k (n; ) is increasing in n for …xed; (iii) ' k (n; ) is convex in n for …xed; (iv) n 2k:
We assume k and …xed and use induction on n: Note …rst that
If (G) = ; the minimum value of n is + 1; and then G = K +1 : In view of (iv), K +1 is k-connected and all k-cutting procedures of K +1 terminate without removing any vertices. This completes the …rst step of the induction. Assume the assertion holds for all integers + 1 n 0 < n and let P be a k-cutting procedure of G. If all components of G are k-connected, P terminates immediately, so assume that P removes either a cutset of a component or an entire component. Since the order of the components of G is at least + 1 > k; the latter never happens. Assume thus that P removes a cutset U V (G) with jU j = r k 1: Hence, G U is union of two vertex disjoint graphs G 1 and G 2 ; let jG 1 j = p; (G 1 ) = 1 ; and (G 2 ) = 2 : Note that 1 r; 2 r;
and so v (G 1 ) = n jG 2 j r n 1:
From (1) we see that (
By symmetry, we also have 2 p 2 (k 1) v (G 2 ): Hence, we may apply the induction hypothesis to the graphs G 1 and G 2 : It follows that P removes at most ' k (p; (G 1 )) vertices from G 1 and at most ' k (n r p; (G 2 )) vertices from G 2 : Altogether, P removes at most
vertices from G; to complete the proof, we shall show that this expression is at most ' k (n; ) : Assume jG 1 j jG 2 j : Since p = jG 1 j 1 + 1; and ' k (n; ) is convex in n; we have
Now, from 1 r; 2 r; (ii) and (iii) we obtain
This implies that
completing the induction step and the proof. 
so that jU i j = k 1 for i = 1; :::; s; jU s+1 j = s (k 1) ; jV i j = + 1 (k 1) i for i = 1; :::; s;
so the partition of V is de…ned correctly. Note also that if (k 1) divides ; then U s+1 is empty: De…ne an edge set E as follows: -add to E all edges within each of the sets U 1 ; :::; U s+1 ; V 1 ; :::; V s ; -for every i = 1; :::s; add to E all edges joining vertices in
-…nally, add to E all edges joining vertices in U s+1 to vertices in V s+1 : For the graph G = (V; E) we shall prove that:
U i induces a complete graph of order and all vertices in V s+1 are joined to all vertices in [
On the other hand, for every i 2 [s] and every u 2 V i , we have
completing the proof of (a).
To prove (b), let P be any k-cutting procedure of G: Note …rst that the vertices in U 1 are dominating, implying that U 1 is the only cutset of G with fewer than k vertices; hence, P must remove U 1 : Now, the same argument applies to U 2 ; so P must remove U 2 too, and consequently U 3 ; :::; U s+1 : But in the graph G [
U i all vertices of V s+1 are isolated, so P must remove V s+1 as well completing the proof of (b).
Assertion (b) implies that every k-cutting procedure of G removes at least jW j vertices. But, for n su¢ ciently large,
completing the proof of the theorem.
2
Proof of Theorem 4 Our proof is similar to that of Theorem 3. Let k; n, and be as required; let s b( + 1) = (k 1)c be the maximum integer such that
This implies that s is the maximum integer s b( + 1) = (k 1)c such that
and consequently,
Select a set V (G) = V with jV j = n and partition V into (2s + 1) sets
jU i j = k 1 for i = 1; :::; s; jV i j = + 1 (k 1) i for i = 1; :::; s:
Note that, in principle, V s+1 might be empty: De…ne the edge set E as follows: -add to E all edges within each of the sets U 1 ; :::; U s ; V 1 ; :::V s 1 ; V s [ V s+1 ; -for every i = 1; :::s; add to E all edges joining vertices in U i to vertices in [
For the graph G = (V; E) we shall prove that:
To prove (a) note that for every i 2 [s] and every u 2 U i we have
j=1 U j = k 2 + + 1 (k 1) i + (k 1) (i 1) = ;
On the other hand, for every i 2 [s] and every u 2 V i ,
Finally, if u 2 V s+1 ; then
To prove (b) let P be any k-cutting procedure of G: Note …rst that all vertices of U 1 are dominating, so U 1 is the only cutset of G of fewer than k vertices; hence, P must remove U 1 : Now, the same argument applies to U 2 ; so P must remove U 2 too, and consequently U 3 ; :::; U s ; completing the proof of (b).
Hence, in view of (ii), P removes at least
' (n; ) k 1 > ' (n; ) k + 1 vertices, completing the proof. 2 .
