In this paper, we present a convergence rate analysis for the inexact Krasnosel'skiȋ-Mann iteration built from nonexpansive operators. Our results include two main parts: we first establish global pointwise and ergodic iteration-complexity bounds, and then, under a metric subregularity assumption, we establish local linear convergence for the distance of the iterates to the set of fixed points. The obtained iteration-complexity result can be applied to analyze the convergence rate of various monotone operator splitting methods in the literature, including the Forward-Backward, the Generalized Forward-Backward, Douglas-Rachford, ADMM and Primal-Dual splitting methods. For these methods, we also develop easily verifiable termination criteria for finding an approximate solution, which can be seen as a generalization of the termination criterion for the classical gradient descent method. We finally develop a parallel analysis for the non-stationary Krasnosel'skiȋ-Mann iteration. The usefulness of our results is illustrated by applying them to a large class of structured monotone inclusion and convex optimization problems. Experiments on some large scale inverse problems in signal and image processing problems are shown.
Introduction

Monotone inclusion and operator splitting
In various fields of science and engineering, such as signal/image processing and machine learning, many problems can be cast as solving a structured monotone inclusion problem. A prototypical example that has attracted a wave of interest recently, see e.g. [68, 20, 57] , takes the form
where B is cocoercive, A i is a set-valued maximal monotone operator acting on a real Hilbert space G i with scalar product and associated norm, and L i is a bounded linear operator from H to G i . Even more complex problems (e.g. with parallel sums) will be discussed in detail in Section 5. The first operator splitting method has been developed from the 70's to solve structured monotone inclusion problems. Since then, the class of splitting methods have been regularly enriched with increasingly sophisticated algorithms as the structure of problems to handle becomes more complex. Splitting methods are iterative algorithms which may evaluate (possibly approximately) the individual operators, their resolvents, the linear operators, all separately at various points in the course of iteration, but never the resolvents of sums nor of composition by a linear operator. Popular splitting algorithms to solve special instances of (1.1) include the Forward-Backward splitting method (FBS) [47, 54] , the Douglas-Rachford splitting method (DRS) [27, 44] and Peaceman-Rachford splitting method (PRS) [55] , ADMM [29, 30, 31, 32] which is DRS applied to the dual [28] . Other splitting methods were designed to solve (1.1) or even more complex problems (e.g. with parallel sums), see for instance [15, 66, 62, 8, 14, 57, 20, 23, 68] .
Many splitting algorithms (including FBS, DRS, ADMM, and many others) can be cast as the Krasnosel'skiȋ-Mann fixed point iteration [38, 45] perhaps in its inexact form to handle errors,
where T is a non-expansive operator acting on an appropriate Hilbert space, (λ k ) k∈N ∈]0, 1[, and ε k is the error when computing T z k . The sequence z k is built in way that it can be easily related to the original sequence x k .
Contributions
In this paper, for the inexact Krasnosel'skiȋ-Mann iteration built from non-expansive operators with absolutely summable errors, global pointwise and ergodic iteration-complexity bounds are presented. Then under a metric subregularity [26] assumption, we establish local linear convergence of the iteration in the sense that the distance of the iterate to the set of fixed points converges linearly. Of course, when the fixed point is unique, the sequence itself converges linearly to it. Our result can be applied to analyze the convergence behaviour of the iterates generated by a variety of monotone operator splitting methods. One crucial property of these methods is that they have an equivalent fixed point formulation whose corresponding fixed point operator is non-expansive 1 . Such methods include the FBS, Generalized Forward-Backward (GFB) [57] , DRS, ADMM, and several Primal-Dual splitting (PDS) methods [68, 17] . In particular, for the GFB method developed by two of the co-authors, which adresses the case when L i 's in (1.1) equal to identity, we demonstrate that O(1/ǫ) iterations are needed to find a pair (u i ) i , g with the termination criterion ||g + B( i ω i u i )|| 2 ≤ ǫ, where g ∈ i A i (u i ). This termination criterion can be viewed as a generalization of the classical one based on the norm of the gradient for the gradient descent method [52] . The iteration-complexity improves to O(1/ √ ǫ) in ergodic sense for the same termination criterion. Similar interpretation is also provided for the DRS/ADMM and PDS considered in Section 5.
We finally study the iteration-complexity of the non-stationary version of the Krasnosel'skiȋ-Mann iteration, by appropriatly absorbing the non-stationarity into an additional error term. Under reasonable conditions, we show that the iteration-complexity bounds developed above remain valid. We illustrate this on the GFB method.
Related work
Global iteration-complexity bounds
Relation with [33] In (1.1), if B = 0, n = 2 and L i = Id, i = 1, 2, then the problem can be solved by the DRS algorithm described in Algorithm 2. The iteration-complexity of the exact DRS is studied in [33] , under the assumption that A 2 is single-valued, an error term is defined,
where z k is the iterate and J γA 1 = (Id + γA 1 ) −1 is the resolvent of A 1 . By relying on firm non-expansiveness of the resolvent [2] , the authors show that ||e k || converges to 0 at the rate of O(1/ √ k). In fact, it can be easily verified that
without assuming A 2 to be single-valued. The operator 1 2 ((2J γA 1 − Id)(2J γA 2 − Id) + Id) is firmly non-expansive, hence (1/2)-averaged non-expansive. Our results in Section 3 goes much beyond this work by considering a more general iterative scheme with an operator that is only non-expansive and that may be evaluated approximately.
Relation with [22] In [22] , the authors consider the exact Krasnosel'skiȋ-Mann iteration and showed that ||z k − z k−1 || = O(1/ √ k). Our work differs from [22] in 3 aspects: 1) we consider the inexact scheme; 2) we provide a shaper monotonicity property compared to [22, Proposition 11] ; 3) we establish pointwise and ergodic iteration-complexity bounds as well as local linear convergence analysis.
Relation with [63] Based on the enlargement of maximal monotone operators, in [63] , a hybrid proximal extragradient method (HPE) is introduced to solve monotone inclusion problem of the form Find x ∈ H such that 0 ∈ Ax.
The HPE framework encompasses some splitting algorithms of the literature, see [49] . Convergence of HPE is established in [63] and in [9] for its inexact version. The pointwise and ergodic iteration-complexities of the exact HPE on a similar error criterion as in our work were established in [49] . Some of the splitting methods we consider in Section 5 are also covered by HPE, and thus our iteration complexity bounds coincide with those of HPE, but only for the ergodic case. In the pointwise case, our bound is uniform while theirs is not.
Local linear convergence
Relation with [41, 43] In [41] , local lineare convergence of the distance to the set of zeros of a maximal monotone operator using the exact proximal point algorithm (PPA [46, 59] ) is established by assuming metric subregularity of the operator. Local convergence rate analysis of PPA under a higher-order extension of metric subregularity, namely metric q-subregularity q ∈]0, 1], is conducted in [43] . In our work, metric subregularity is assumed on Id − T , where T is the fixed point operator, i.e. the resolvent, rather than the maximal monotone operator in the case of PPA. Relation between metric subregularity of these operators is intricate in general and is beyond the scope of this paper, though we provide an instructive discussion for a simple case at the end of Section 4. Note also that the work of [41, 43] considers PPA only in its classical form, i.e. without errors nor relaxation.
Local linear rate for feasibility problems Based on strong regularity, [42] proved local linear convergence of the Method of Alternating Projections (MAP) in the non-convex setting, where the sets are closed and one of which is suitably regular. The linear rate is associated with a modulus of regularity. This is refined later in [3] . In [35] , the authors develop local linear convergence results for the MAP and DRS to solve non-convex feasibility problems. Their analysis relies on a local version of firm non-expansiveness together with a coercivity condition. It turns out that this coercivity condition holds for mapping T for which the fixed points are isolated and Id−T is metrically regular [36, Lemma 25] . The linear rate they establish, however, imposes a bound on the metric regularity modulus.
Other local linear rates with DRS For the case of a sphere intersecting a line, or more generally a proper affine subset, typically in R 2 , [4] establishes local linear convergence of DRS. Local linear convergence of (the relaxed) DRS to solve the affinely constraint ℓ 1 -minimization problem (basis pursuit) is shown in [24] . For this particular instance, their interiority assumption can be related to metric subregularity of the DRS fixed point operator. Given the level of details this relation requires, we defer it (in an even more general setting) to a forthcoming paper, hence we do not dwell on it further.
Paper organization
The organization of the paper is as follows. In Section 2 we recall some preliminary results on monotone operator theory and define the product space. Global iteration-complexity bounds and local convergence rate of the inexact Krasnosel'skiȋ-Mann iteration are established in Section 3 and Section 4 respectively. In Section 5, illustrative examples of existing monotone operator splitting methods to which our iteration-complexity result can be applied are described. Extension to the non-stationary fixed point iterations is discussed in Section 6. Some numerical experiments are shown in Section 7. The proofs are collected in the appendix.
Preliminaries
Notations
Throughout the paper, N is the set of non-negative integers and H is a real Hilbert space with scalar product ·, · , norm || · ||. Id denotes the identity operator on H. The subdifferential of a proper function h : H →] − ∞, +∞] is the set-valued operator,
Γ 0 (H) denotes the class of proper, lower semicontinuous, convex function from
If h ∈ Γ 0 (H), then prox h denotes the Moreau proximity operator [51] , moreover, the Moreau envelope of index δ ∈]0, +∞[ of h is the function,
and its gradient is δ −1 -Lipschitz continuous [50] . Let A : H → 2 H be a set-valued operator, then, the domain of A is domA = {x ∈ H|Ax = ∅}; the range of A is ranA = {y ∈ H|∃x ∈ H : y ∈ Ax}; the graph of A is the set graA = {(x, y) ∈ H 2 |y ∈ Ax}; the inverse of A is the operator whose graph is graA −1 = {(y, x) ∈ H 2 |x ∈ A −1 y}; and its zeros set is zerA = {x ∈ H|0 ∈ Ax} = A −1 (0).
The resolvent of A is the operator J A = (Id + A) −1 , and the reflection operator associated to J A is R A = 2J A − Id.
Finally, denote ℓ 1 + the set of summable sequences in [0, +∞[, define the index set 1, n = {1, 2, · · · , n} and through out the paper let i ∈ 1, n .
Non-expansive operators
Definition 2.1 (Non-expansive operator). An operator T : H → H is non-expansive if ∀x, y ∈ H, ||T x − T y|| ≤ ||x − y||.
For any α ∈]0, 1[, T is α-averaged if there exists a non-expansive operator R such that T = αR + (1 − α)Id.
We denote A(α) the class of α-averaged operators on H, in particualr A( 1 2 ) is the class of firmly non-expansive operators, whose property is presented in Lemma 2.3.
The following lemma gives some useful characterizations of firmly non-expansive operators.
Lemma 2.3. The following statements are equivalent:
(i) T is firmly non-expansive;
(ii) 2T − Id is non-expansive;
(iv) T is the resolvent of a maximal monotone operator A, i.e. T = J A .
Proof. For (i)-(iii), see [2, Chapter 4, Proposition 4.2]; For (i) ⇔ (iv), see [48] .
The next lemma shows that α-averaged operators are closed under relaxations, convex combinations and compositions. Lemma 2.4. Let (T i ) i∈ 1,n be a finite family of non-expansive operators from H to H, (ω i ) i ∈ ]0, 1] n and i ω i = 1, and let (α i ) i ∈]0, 1] n such that, for every i ∈ 1, n , T i ∈ A(α i ). Then, Remark 2.5. For the composite operator T 1 · · · T n , a sharper bound of α can be obtained if n = 2,
Lemma 2.6. Let T : H → H be non-expansive, then the set of fixed points fixT = {x ∈ H|x = T x} is closed and convex. 
Monotone operators
Definition 2.8 (Monotone operator). An operator A is monotone if
it's moreover maximal monotone if graA is not strictly contained in the graph of any other monotone operator. 
Product Space
Let (ω i ) i ∈]0, +∞] n , consider H = H n endowed with the scalar product and norm defined as
Define the non-empty closed convex set S ⊂ H, and its orthogonal complement S ⊥ ⊂ H which is a closed linear subspace. Let Id denotes the identity operator on H, then for ∀z = (z i ) i ∈ H, the project of z to S is defined as z S = P S (z).
Define ι S : H →] − ∞, +∞] and N S : H → 2 H the indicator function and the normal cone of the subspace S,
Since S is non-empty closed and convex, it is straightforward that N S is maximal monotone. For arbitary maximal monotone operators A i , i ∈ 1, n and
n , and define γA :
Obviously, both γA and B are maximal monotone on H since A 1 , · · · , A n and B are maximal monotone.
Iteration-complexity bounds
In this section, we present the global iteration-complexity bounds of the inexact Krasnosel'skiȋ-Mann iteration [38, 45] .
Definition 3.1 (Inexact Krasnosel'skiȋ-Mann iteration). Let T : H → H be a nonexpansive operator such that fixT = ∅, let λ k ∈]0, 1], then the inexact Krasnosel'skiȋ-Mann iteration of T is defined by:
where ε k is the error of approximating T z k . Define T ′ = Id − T and the error of the iteration
We start by collecting some useful results characterizing the above iteration.
Proposition 3.2. Tollowing statements hold,
(1) e k converges strongly to 0.
(2) Sequence (z k ) k∈N is quasi-Fejér monotone with respect to fixT , and converges weakly to a point z ⋆ ∈ fixT .
Proof. We are now in position to present the global iteration-complexity bounds for (3.1). The proofs are deferred to Appendix B. Define 
3) (i) Finding z ⋆ ∈ fixT is equivalent to finding a zero of T ′ , see Proposition 3.2. Thus, Theorem 3.3 tells us that O(1/ǫ) iterations are needed for (3.1) to reach an ǫ-accurate in terms of the error criterion ||T ′ z k || 2 ≤ ǫ.
(ii) For the case of first-order methods for solving smooth optimization problems, i.e. the gradient descent where T ′ is just the gradient, the obtained pointwise bound is the bestknown complexity bound [52] .
(iii) When the fixed point iteration (3.1) is exact, the sequence (||e k ||) k∈N is non-increasing (Lemma A.5), hence we get
which recovers the result of [22, Propositon 11] .
When T is α-averaged operator, the above result still holds under a slight modification.
and the conlusions of Theorem 3.3 still hold with τ k = λ k 1 α − λ k and C 1 defined accordingly.
We now turn to the ergodic iteration-complexity bound of (3.1). For this, let's define
Theorem 3.6 (Ergodic iteration-complexity bound
Again, this result holds when T is α-averaged, where now λ k is allowed to vary in ]0, 1/α]. From Theorem 3.3 and 3.6, it is immediate to get the convergence rate bounds on the sequence ||z k − z k+1 || k∈N in the exact case. To lighten notation, let v k = z k − z k+1 and
Local convergence rate
For many splitting algorithms applied to a range of optimization problems we consider in Section 7, see also the instructive example of gradient descent discussed at the end of this section, a typical convergence profile shows a global sublinear rate, and after a sufficiently large number of iterations, the algorithm enters a new regime where a local linear convergence takes over. This has also been observed by several authors, for instance with DRS or FBS to solve ℓ 1 -minimization problems, see e.g. [24] . In this section, we study the rationale underlying this local linear convergence behavior. Our analysis relies on metric subregularity of the operator T ′ = Id − T , where we recall that T is the fixed point operator, see Definition 3.1.
Definition 4.1 (Metric subregularity [26]). A set-valued mapping
The infimum of κ for which this holds is the modulus of metric subregularity, denoted by subreg(F ;z|ũ). The absence of metric regularity is signaled by subreg(F ;z|ũ) = +∞.
Metric subregularity implies that, for any z ∈ Z, d(ũ, F z) is bounded below. The metric (sub)regularity of multifunctions plays a crucial role in modern variational analysis and optimization. These properties are a key to study the stability of solutions of generalized equations, see the dedicated monograph [26] .
Let's specialize this definition to the operator T ′ andũ = 0. T ′ is single-valued and T ′−1 (0) = fixT . Thus if T ′ is metrically subregular at some z ⋆ ∈ fixT for 0, then from (4.1) we have
Metric subregularity implies that (4.1) gives an estimate for how far a point z is from being the fixed point set of T in terms of the residual ||z − T z||. This is the rationale behind using such a regularity assumption on the operator T ′ to quantify the convergence rate on d(z k , fixT ). Thus, starting from z 0 ∈ H, and by virtue of Theorem 3.3, one can recover a O(1/ √ k) rate on d(z k , fixT ). In fact, we can do even better as shown in the following theorem. We use the shorthand notation
Then for any starting point z 0 ∈ B a (z ⋆ ), we have for all k ∈ N,
where
(iv) If the set of fixed points fixT = {z ⋆ } is a singleton, then
∈ ℓ 1 + , and lim
and linear convergence rate is obtained if
2 A sequence (x k ) k∈N is said to converge Q-linearly tox if there exists a constant r ∈]0, 1[ such that ||x k+1 − x||/||x k −x|| ≤ r, and (x k ) k∈N is said to converge R-linearly tox if ||x k −x|| ≤ σ k and (σ k ) k∈N converges Q-linearly to 0. (i) For simplicity, suppose the iteration is exact, and let
Then we have
, which means that locally, ||e k || also converges linearly to 0.
(ii) As far as the claim in Theorem 4.2 (iii) is concerned, if there exists Remark 4.5. Equivalent characterizations of metric subregularity can be given, for instance in terms of derivative criteria. In particular, as T ′ is single-valued, metric subregularity of T ′ holds if T ′ is differentiable on a neighbourhood of z ⋆ with non-singular derivatives at z around z ⋆ , and the operator norms of their inverses are uniformly bounded [25, Theorem 1.2] . Computing the metric regularity modulus κ is however far from obvious in general even for the differentiable case and these details are left to a future work.
Example: Gradient Descent
The aim of this example is to illustrate the meaning of the metric subregularity assumption on T ′ and the entailed linear rate of Theorem 4.2 when minimizing a convex smooth function whose gradient is Lipschitz continuous. Let's consider the minimization of the function
where f δ is the Moreau enveloppe of x ∈ R → |x| of order δ > 0
Denote δ min = min(δ 1 , δ 2 ) and δ max = max(δ 1 , δ 2 ). It is easy to see that f is a continuous differentiable convex function, whose gradient ∇f is 1/δ min -Lipschitz continuous. Moreover, it has a unique minimizer at 0, and is locally 1/δ max -strongly convex in ] − δ min , δ min [ 2 .
For simplicity, consider the non-relaxed gradient descent method for minimizing f with constant step-size, i.e.
where γ ∈]0, 2δ min [. This can be cast in our above framework by setting T = Id − γ∇f , where obviously, T is
For any x ∈ Z, the Jacobian of T ′ is just γ∇ 2 f (x), where ∇ 2 f (x) is the Hessian of f at x, which is non-singular and its inverse is uniformly bounded by δ max from local strong convexity. Thus, by virtue of [26, Theorem 4B.1], T ′ is metrically regular, hence subregular, and the metric regularity modulus κ is precisely δ max /γ. In fact we could have anticipated this directly from the local strong monotonicity of ∇f . Specializing the rate of Theorem 4.2, we get
where we set t = γ/δ min ∈]0, 2[, and cnd = δ max /δ min can be seen as the condition number of the Hessian of
It is clear that the best rate 3 is attained for t = 1, i.e. γ = δ min . The observed and theoretical convergence profiles of ||e k || = ||x k − x k+1 || are illustrated in Figure 2 where gradient descent was run with γ ∈ {δ min /2, δ min }. As predicted by our result, the convergence profile exhibits two regimes, a global sublinear one, and then a local linear one. This will be confirmed on more elaborated high-dimensional numerical experiments in Section 7.
Applications
In this section, we apply the obtained results to conduct quantitative convergence analysis of a class of monotone operator splitting methods proposed in the literature, and mainly focus on the global iteration-complexity bounds. As stated in the introduction, we will rely on the fact that all the considered iterative schemes (GFB/FBS, DRS/ADMM and PDS) can be cast as Krasnosel'skiȋ-Mann iteration. Furthermore, based on the structure of the corresponding monotone inclusion problem, we also derive specific error criteria which can serve termination tests. The proofs of the main theorems are deferred to Appendix D.
Generalized Forward-Backward splitting
The GFB algorithm is proposed in [57] to address the monotone inclusion problem (1.1) when L i = Id, i ∈ 1, n . Details of the algorithm are given in Algorithm 1. By lifting the problem into the product space, the method achieves the full splitting of the A i 's, and like the classic Forward-Backward splitting method [21] , the cocoercive operator B is directly applied to the minimizer. It can be observed that when n = 1, GFB recovers FBS, and when B = 0, GFB recovers the DRS in the product space. In the literature, the convergent property of the FBS and DRS has been extensively studied [5, 16, 21, 30, 65, 67, 33] . Hence in this section, we mainly focus on the GFB method.
In the following context, we first briefly recall the product space and the fixed point formulation of GFB ([57, Section 4]), then establish two types of iteration-complexity bounds for GFB based on the iteration itself and the structure of the monotone inclusion problem (1.1).
Algorithm 1: Generalized Forward-Backward splitting algorithm
From Algorithm 1 we can obtain the product space of GFB. Let S = x = (x i ) i ∈ H|x 1 = · · · = x n and its orthogonal complement
then according to Subsection 2.4, we have
clearly P S is self-adjoint, and the reflection operator is R S = 2P S − Id. Define operator B S = B • P S , J γA = J γ i A i i and R γA = 2J γA − Id.
Fixed point formulation
Define T 1,γ = 1 2 R γA R S + Id , T 2,γ = Id − γB S . Then we have the following proposition.
Proposition 5.1. The following statements hold:
n , then the iterates of Algorithm 1 can be reformulated to the following:
we can obtain the fixed point iteration of GFB. , then Algorithm 1 is equivalent to the following inexact relaxed fixed point iteration,
To lighten the notation, let
2) can be written as
Obviously, this is exactly the form of (3.1). Therefore, the convergence of GFB is guaranteed by Theorem 3.3 (see also [57, Theorem 4.1]), and the iteration-complexity bounds are as same as in Theorem 3.3 and 3.6. Moreover, Proposition 5.1 indicates that we can establish certain iteration-complexity bounds for GFB method based on the composed structure of the fixed point operator T γ . Therefore, in the following context, we provide two forms of generalization of iteration-complexity bounds for the GFB method, one is based on the property of the fixed point operator T γ , the other is based on the GFB algorithm 1 itself. We assume in the following that sequence (λ k ) k∈N ∈ [
Iteration-complexity bounds
From Proposition 5.1 we have J A ′ γ ∈ A( 1 2 ) and Id − γB S ∈ A( γ 2β ), and also the following equivalence holds
We can thus establish the first type of iteration-complexity bounds for GFB.
, under the conditions of Theorem 3.3, the following statements hold:
.
Proposition 5.4 (Ergodic iteration-complexity bounds).
Under the conditions of Theorem 3.6, the following statements hold:
where C 2 is the same as in Theorem 3.6.
Similarly to Corollary 3.7, pointwise convergence rates of O 1/ √ k can be obtained for the sequences ||z k − z k+1 || and ||x k − x k+1 ||, and O(1/k) for their ergodic counterparts.
Iteration-complexity bounds of the monotone inclusion (1.1)
We now develop the iteration-complexity bounds of GFB for the monotone inclusion (1.1). This can serve as a termination criterion of GFB in practice.
Let
Proposition 5.5 (Pointwise iteration-complexity bound). We have g k+1 ∈ i A i u k+1 i , moreover, under the assumptions of Theorem 3.3,
Proposition 5.6 (Ergodic iteration-complexity bound).
Under the assumptions of Theorem 3.6, we have
where C 2 is the same in Theorem 3.6.
Remark 5.7.
(i) Theorem 5.5 indicates that GFB provides an ǫ-accurate solution in at most O(1/ǫ) iterations for the termination criterion d 0,
This can then be viewed as a generalization of the best-known complexity bounds of the gradient descent method [52] .
(ii) The product space S of GFB is defined by S = {x ∈ H|x 1 = · · · = x n } ⊂ H. In [7] , the result is generalised to any subspace V ⊂ H. In fact, if we redefine However, there are two important aspects we would like to point out. First, the HPE framework is "conceptual" in the sense that though one can cast GFB into the HPE framework, the implementable iterative scheme cannot be recovered from HPE. Secondly, to establish the iteration-complexity bounds for GFB under the HPE framework, no relaxation nor errors are handled, and the iteration-complexity bound would be non-uniform [49] 4 .
Douglas-Rachford splitting and ADMM
As mentioned in the introduction, the Douglas-Rachford splitting method [44] can be applied to solve (1.1) when B = 0, n = 2 and L i = Id, i = 1, 2.
Algorithm 2: Douglas-Rachford splitting method
If for instance L 1 : H → G is some bounded linear operator, then the problem can be solved by the Alternating Direction method of Multipliers (ADMM) [30] , which is applying DRS method to the dual formulation of the problem [28] . 4 Let (x k , v k ) ∈ graA be a sequence generated by an iterative method for solving the monotone inclusion problem 0 ∈ Ax, then the non-uniform iteration-complexity bound means that for every k ∈ N, there exists a j ≤ k such that ||v
then the fixed point formulation of the DRS with respect to z k is exactly of the form (3.1). Moreover, T ∈ A( 1 2 ) is firmly non-expansive and (ε k ) k∈N ∈ ℓ 1 + owing to the summability of (ε k 1 ) k∈N , (ε k 2 ) k∈N . Therefore, the DRS method obeys the iteration-complexity bounds established in Section 3.
Next, we turn to the corresponding monotone inclusion problem (1.
3) Remark 5.9.
(i) The summability assumption of (ε k 1 ) k∈N and (ε k 1 ) k∈N implies (c k ) k∈N is summable too, hence decays faster than 1/k, which means the right hand side of (5.3) is dominated by the first term.
However, to ensure the convergence of the DRS method, one only needs λ k ||ε k || k∈N to be summable, which does not necesary mean that (ε k 1 ) k∈N and (ε k 1 ) k∈N should be summable. In [18, Remark 5.7] , an example is provided where k∈N ||ε k || may diverge while λ k ||ε k || k∈N is summable. Suppose ||ε k || ≤ 1 + 1 − 1/k /k q , q ∈]0, 1], and λ k = 1 − 1 − 1/k /2, then it can be verified that k∈N ||ε k || diverges but k∈N λ k ||ε k || < +∞ and k∈N λ k (2 − λ k ) = +∞.
(ii) The obtained result can be easily extended to the ADMM method, where we can prove that the sequences generated by the ADMM iteration converge at the rate of O 1/ √ k pointwisely, a similar result under different metric is presented in [34] .
Vũ's primal-dual splitting
In [68] , a more general monotone problem is considered. Let H be a real Hilbert space, C : H → 2 H is maximal monotone, B : H → H is µ-cocoercive for some µ ∈]0, +∞[. n is a strictly positive integer, let 4) and the corresponding dual problem,
denote by P and D the solution sets of (5.4) and (5.5) respectively.
Algorithm 3: Vũ's Primal-Dual splitting algorithm
where β = min{µ, ν 1 , ..., ν n }, and λ k ∈]0, 
Note that in finite-dimension, if n = 1, r = 0, D = 0 and let the iteration errorless, then if λ k ≡ 1, the algorithm reduces to the method proposed in [14, Algorithm 1].
Fixed point formulation
In this subsection, we briefly recall the derivation of the fixed point iteration for Algorithm 3, more details can be found in [68, Section 3] . Define G = G i × · · · × G n be the real Hilbert space with the scalar product and the associated norm respectively defined as, for ∀v 1 , v 2 ∈ G,
Next, let K = H ⊕ G, be the Hilbert direct sum, then the scalar product and norm of K are respectively defined by
and define the following operators on K,
then it can be proved that C and D are maximal monotone, E is β-cocoercive, and F is self-adjoint and η-strongly positive.
We further define
and the corresponding error
are firmly non-expansive, we have ||ε k s || ≤ ||ε k 1 || and ||ε k t,i || ≤ ||ε k 3,i ||.
then there holds
Then the fixed point equation of Algorithm 3 is
where A = F −1 (C + D) and B = F −1 E. Also u k+1 = J A (z k − Bz k − ε k 2 ) + ε k 1 and t k+1 = J A (z k − Bz k ). Now define the real Hilbert product space K F with the scalar product and the associated norm defined by, ∀z 1 , z 2 ∈ K,
then it can be verified that A is maximal monotone on K F , B is ηβ-cocoercive on K F with 2ηβ > 1, this means Algorithm 3 is the FBS method under the metric F . Define T = J A • (Id − B), based on Proposition 5.1, we have
, then from (5.6) we have k∈N ||ε k || < +∞, and (5.7) is equivalent to
Iteration-complexity bounds
In the following, we present the pointwise and ergodic iteration-complexity bounds for Algorithm 3 under the product Hilbert space K. First we have
Proposition 5.10 (Pointwise iteration-complexity bounds).
For the relaxed fixed point iteration (5.7), there holds
and
,
Remark 5.11. Since z ⋆ ∈ fix(A + B) ⇔ z ⋆ ∈ zerF −1 (C + D + E), Proposition 5.10 means that for the monotone inclusion 0 ∈ F −1 (C + D + E)z, we have
, namely, the method can find an ǫ-accurate solution for 0 ∈ C + D + E z in at most O(1/ǫ) iterations.
Proposition 5.12 (Ergodic iteration-complexity bounds). The following statements hold
Furthermore, if we reformulated (5.5) to the following format, 9) then from Algorithm 3, we have
and for every i ∈ 1, n ,
Define operator,
then we have
Denote the right hand side term of the inclusion as M v k , t k+1 , y k+1
Proposition 5.13 (Iteration-complexity bound for Dual inclusion (5.9)). For the Algorithm 3, there holds
Remark 5.14. Criterion ||g k+1 || K demonstrates that the algorithm can find an ǫ-solution of (5.5), i.e., a pair (z, u) such that
. . .
6 Non-stationary Krasnosel'skiȋ-Mann iteration
General case
The fixed point iteration discussed in Section 3 is stationary, that is, operator T is fixed during the iterations. In this section, we study the non-stationary case of (3.1), and show that, under mild assumptions, the non-stationary case can be seen as a perturbation of the stationary one. In order to ensure convergence, the perturbation error should be absolutely summable. For the methods discussed in Section 5, FBS/GFB and DRS methods for instance, their fixed point operators are characterised by a parameter γ, which is a constant along the iterations. For the FBS method, as stated in [21, Theorem 3.4] , if λ k ∈]0, 1[, (γ k ) k∈N can be varying in ]0, 2β[. In the following context, we first investigate the convergence and iteration-complexity bounds of the non-stationary version of (3.1), and then specialize the result to the GFB method. Let T Γ : H → H be a family of non-expansive operators depending on a parameter Γ, λ k ∈]0, 1[, and the non-stationary fixed point iteration is defined by
If we define ε k
and the corresponding e k of (6.1) is
When comparing this iteration (6.2) .1)). If the following assumptions
and the property is translation invariant;
(e) for ∀ρ ∈ [0, +∞[, sequence (λ k ∆ k,ρ ) k∈N is summable, where
are satisfied, then (e k ) k∈N converges strongly to 0, (z k ) k∈N converges weakly to a point z ⋆ ∈ fixT Γ .
This theorem indicates that the perturbed approximate method can be seen as an approximate version of the exact method with an extra error term which should also be summable owing to assumption (e) of Theorem 6.1.
Next, we discuss one specific scenario that ∀k ∈ N, 
Assumptions (d), (e) of Theorem 6.1 imply that
therefore, if we can further impose an assumption on (π k ) k∈N as in Theorem 3.3, then we can obtain the iteration-complexity bounds for the non-stationary iteration (6.1). Define
λ j e j , and let d 0 be the distance from the starting point z 0 to the fixed point set fixT Γ .
Theorem 6.3. If the following assumptions
are hold, then we have (i) Pointwise iteration-complexity bound:
(ii) Ergodic iteration-complexity bound: let C ′ 2 = j∈N λ j ||π j || < +∞, then,
If inf k∈N λ k > 0, we get O(1/k) ergodic iteration-complexity bound for (6.1).
Example: Non-stationary GFB As discussed in Subsection 5.1, the fixed point operator T γ of GFB depends on a parameter γ. Now let γ varies during the iteration, and we have the following corresponding operators
+ ε k , then the non-stationary version of (5.2) is defined by
For γ ∈]0, 2β[, there exists a non-expansive operator R γ : H → H such that T γ = αR γ + (1 − α)Id, and for ∀k ∈ N, there exists a non-expansive operator R γ k : H → H such that
Theorem 6.4. For the non-stationary iteration (6.3), if the following assumptions hold
, and (|γ k − γ|) k∈N is summable; then, the sequence (z k ) k∈N generated by (6.3) converges weakly to a point in fixT γ . If we further assume that k∈N (k + 1)||π k || < +∞, then we obtain the iteration-complexity bounds for the non-stationary version of GFB algorithm as stated in Theorem 6.3.
Remark 6.5. Corollary 6.4 is also applicable to the Douglas-Rachoford splitting method and the FDRS method [7] .
Numerical experiments
To demonstrate the established iteration-complexity bounds and local convergence rate. In this section, we take 3 inverse problems as example: 1) anisotropic total variation (TV) based deconvolution with box constraint, 2) matrix completion with non-negativity constraints (NMC), 3) principal component pursuit problem (PCP) with application to video background and foreground decomposition. All the problems are solved by both GFB and Vũ's algorithm (vPDS).
Anisotropic TV deconvolution
Suppose the blurred observation y ∈ R n is the convolution of x 0 ∈ R n and a point spread function (PSF) h contanminated with additive white Gaussian noise w, which reads
where M : R n → R n is the linear operator associated to h. The deconvolution procedure is to provably recover or approximate x 0 from y, here we consider the anisotropic TV [61] based deconvolution model which is
where µ > 0 is the regularization parameter determined based on the noise level, ι Ω (·) is the indicator funciton of box constraint, for instance Ω = [0, 255] n if x is gray scale image. The problem can be solved by both GFB and vPDS methods, where the proximity operator of ι Ω (·) is projection onto Ω, and for GFB method, the proximity operator of ||∇ · || 1 is computed by minimum graph-cut [13, 37] . Figure 3 displays the observed pointwise and ergodic rates of ||e k || and the theoretical bounds given by Theorem 3.3 and 3.6. Pointwise convergence rate is shown in subfigure (a) and (c), whose left half is log-log plot while the right half is semilog plot. As predicted by Theorem 3.3, globally ||e k || converges at the rate of O 1/ √ k . Then for a sufficiently large iteration number, a linear convergence regime takes over as clearly seen from the semilog plot, which is in consistent with the result of Theorem 4.2. Let us mention that the local linear convergence curve (dashed line) is fitted to the observed one, since the regularity modulus necessary to compute the theoretical rate in Theorem 4.2 is not easy to estimate. For the ergodic convergence, subfigure (b) and (d) of Figure 3 , O(1/k) convergence rates are observed which coincides with Theorem 3.6. 
Non-negative matrix completion
Suppose we observe measurements y ∈ R p of a low rank matrix X 0 ∈ R m×n with non-negative entries
where M : R m×n → R p is a measurement operator, and w is the noise. In our experiment here, M selects p entries of its argument uniformly at random. The matrix completion problem consists in recovering X 0 , or finding an approximation of it, by solving a convex optimization problem, namely the minimization of the nuclear norm [11, 12, 58] . In penalized form, the problem reads
where ι P + (·) is the indicator function of the non-negative orthant accounting for the nonnegativity constraint, and µ > 0 is a regularization parameter typically chosen proportional to the noise level. The proximity operator of both ||·|| * , ι P + (·) have explicit forms, since prox ||·|| * (X) amounts to soft-thresholding the singular values of X and prox ι P + (X) is the projector on the non-negative orthant. Figure 4 displays the observed pointwise and ergodic rates of ||e k || and the theoretical bounds computed given by Theorem 3.3 and 3.6. Both global and local convergence behaviours are similar to those observed in Figure 3 . 
Principal component pursuit
In this experiment, we consider the PCP problem [10] , and apply it to decompose a video sequence into its background and foreground components. The rationale behind this is that since the background is virtually the same in all frames, if the latter are stacked as columns of a matrix, it is likely to be low-rank (even of rank 1 for perfectly constant background). On the other hand, moving objects appear occasionally on each frame and occupy only a small fraction of it. Thus the corresponding component would be sparse.
Assume that a real matrix M ∈ R m×n can be written as where X L,0 is low-rank, X S,0 is sparse and w is a perturbation matrix of variance σ that accounts for model imperfection (noise). The PCP proposed in [10] attempts to provably recover (X L,0 , X S,0 ) to a good approximation, by solving a convex optimization. Here, toward an application to video decomposition, we also add a non-negativity constraint to the low-rank component, which leads to the following convex problem
where || · || F is the Frobenius norm.
Observe that for fixed X L , the minimizer of (7.3) is We first use a synthetic example to demonstrate the comparison of the two methods, as shown in Figure 5 . Pointwise convergence rate of ||e k || is shown in subfigure (a) and (c). Then in subfigure (b) and (d), we display the convergence behaviour of the criteria provided in Proposition 5.5 and 5.13.
Campus view video
The video sequence consists of 400 frames, each of resolution 288 × 384 stacked as a column of the matrix M . Hence M is of size 110592 × 400. We then solved (7.4) to decompose the video into its foreground and background.
For the video test, we choose GFB method to solve the problem since it's faster than vPDS. Figure 6 displays the observed pointwise and ergodic rates and those predicted by Proposition 5.3-5.6. Figure 7 shows the decomposition of the video sequence, column (a) shows 3 frames from the video, column (b) and (c) are the corresponding low-rank component X L and sparse component X S . Notice that X L correctly recovers the background, while X S correctly identifies the moving pedestrians and their shadows.
Comparison of different choices of the relaxation parameter λ k
In this part, we discuss the differences of the choice of γ and λ k on the convergence of the error sequence ||e k ||. The comparison is conducted via the PCP problem and GFB method.
From Proposition 2.4 (ii) and Remark 2.5, we have two bounds for the averaged modulus of the fixed point operator T of GFB, for λ k ∈]0, Figure 8 . The plot is split into two parts, the first 100 steps of error are plotted in log-log scale, while the rests are plotted by semilog scale.
Comparing the log-log part of the errors, it can be observed that, (i) At the first step k = 1, ||e k || obtains the deepest decay, for different γ's, it happens when λ k = 1;
(ii) The bigger |λ k − 1| is, the slower ||e k || decreases; For the theoretical bounds in Section 3, Corollary 3.5 and Theorem 4.2, the results imply that when λ k = 1 2α , theoretical bounds obtain the best constant, while the practical error sequence shows that, for a given α, λ ≈ 1 α obtains the fastest convergence speed.
Non-stationary iteration
Now we illustrate the non-stationary iteration of GFB applied to PCP problem. The above comparison indicates that in practice we can choose the relaxation parameter λ k as λ 1 = 1 and λ k ≈ 1 α , ∀k ≥ 2. Next, we compare this setting with the non-stationary GFB, for the stationary case, we let γ = 1.5β, λ k = {1, 1 1.05α , · · · }, for the non-stationary case, let γ 0 = 1.5β, then 2 scenarios of γ k are considered, γ 1,k = γ 0 +
The result is given in Figure 9 . Note that for both varying γ k 's, (|γ k − 1.5β|) k∈N ∈ ℓ 1 + , however, much more iterations are required by (γ 2,k ) k∈N as it converges slower to 1.5β than (γ 1,k ) k∈N . 200 300 400 500
Figure 8: Global and local convergence property of GFB method applied to the PCP problem. The setting of the problem is: the matrix size is 400 × 300, the rank(X L,0 ) = 10, the sparsity of X S,0 is 25% (25% of the elements of X S,0 are non-zero), and the noise level is σ = 0.01std(M ). 
Conclusion
In this paper, we present global iteration-complexity bounds for the inexact Krasnosel'skiȋ-Mann iteration built from non-expansive operator. Under metric subregularity, we also provided a unified quantitative analysis of local linear convergence. Extension to the non-stationary version is also proposed. The obtained results are applied to several monotone operator splitting algorithms and illustrated through several examples including matrix completion and PCP problems, where both global sublinear and local linear convergence profiles are observed. The local linear convergence rate depends on the subregularity modulus of the fixed point operator, which is not straightforward to compute in general. This is an important perspective that we will investigate in a future work.
A Preparatory lemmas
Before we present the proofs of the main theorems in Section 3, we need some preparatory lemmas.
Lemma A.1. For the error term e k , the following inequality holds
) is firmly non-expansive (Lemma 2.2), therefore for ∀p, q ∈ H, we have || 
then from Lemma A.5, for ∀j ≤ k,
substitute this into (B.1) we get,
finally since (k + 1)τ ≤ k j=0 τ j , then we have,
which leads to (3.4) .
[ is non-decreasing implies that τ k is non-increasing, hence from (B.2) we get (3.5).
Proof of Theorem 3.6. From (3.1), since T λ k is non-expansive, then
together with the definition ofē k , we have
, and by metric subregularity we have
(iv) If the set of fixed points fixT = {z ⋆ } is a singleton, then d k = ||z k − z ⋆ ||, and we can obtain the result from the above statements.
D Proofs of Section 5
D.1 Generalized Forward-Backward splitting
Proof of Proposition 5.2. Start from the Algorithm 1, we have
Proof of Proposition 5.3. (i) For v k , the proof is the same as the Proof of Corollary 3.7 only that the bound for ||e k || is given by Corollary 3.5. Since v = i ω i v i , then
, 
Sum up the two inclusion, we get
where ε k 1,2 = ε k 1 + ε k 2 . Note that v k − z k = Id − J γA 2 z k and Id − J γA 2 is firmly non-expansive (Lemma 2.2), therefore
For the error ||ε k ||, we have 
D.3 Vũ's primal-dual splitting
Proof of Proposition 5.10. First, we show that || · || F is lower-/upper-bounded by || · || K , define operator V V :
− 1, then θ > 0 and
from the initial of Algorithm 3, we have τ i ω i σ i ||L i || 2 < 1, then for ∀z ∈ K, we have 
, and ||g
, then combine (D.4) and (D.5) we obtain the desired result.
Proof of Proposition 5.12. The result of a combination of (D.4), Theorem 3.6, Corollary 3.7 and 5.4.
(i) Forē k , we have
Replacing Λ k with k + 1 obtains the result for ||v k || K .
(ii) Id − γB S is non-expansive (Lemma 2.11 (ii)), then from Theorem 3.6,
Proof of Proposition 5.13. From Lemma 2.11 (ii) we have Id−τ B ∈ A( ), i ∈ 1, n are non-expansive, denote them G B and G D i respectively, then we have
where ||R γ 0|| is bounded, and for |α k − α|, we have
Therefore we get ∀ρ ∈ [0, +∞[,
where C = 1 2β 2ρ + ||R γ 0|| < +∞. Consequently, (e) of Theorem 6.1 is fulfilled. When k∈N (k + 1)||π k || < +∞, like Theorem 6.3, the problem boils down to the scenarios considered in Theorem 3.3 and 3.6, and we can easily obtain the corresponding iterationcomplexity bounds.
