Selective tap algorithms have been proposed as a means of reducing complexity for adaptive filtering. MMax tap selection has been employed in many algorithms due to its straightforward implementation. This paper formulates the analysis of two MMax-based algorithms under time-varying unknown system conditions as are often found in practical applications. The steady-state misalignment for the MMax normalized least mean square and the MMax recursive least squares algorithms are derived and their performance is compared to that of their respective full-update algorithms. The tradeoff between computational complexity and misalignment performance is also shown for the MMax normalized least mean square case.
INTRODUCTION
Adaptive filters are widely used in many applications of signal processing. The normalized least-mean-square (NLMS) algorithm [1] is common in practice due to its straightforward implementation and relatively low complexity. The recursive least squares (RLS) is better performing but requires substantially more computation. The demands made of adaptive filters by the deployment of new technologies call for ever-increasing performance, modelling of longer impulse responses and lower computational complexity for system identification applications such as acoustic echo cancellation (AEC) as shown in Fig1. A result of efforts to reduce the complexity of adaptive algorithms is a class of selective tap adaptive algorithms that share the characteristic of executing tap update operations on only a subset of the filter coefficients at each iteration. This can be achieved by selecting the taps using one of several criteria. Examples include decimation in the space of the tap-update vector such as in Sequential-LMS [2] , temporal decimation such as in Periodic-LMS [2] , imposition of a sparse approximation to the tap-update vector such as in MMax normalized least-mean-square (MMax-NLMS) [3] , MMax recursive least squares (MMax-RLS) [4] and Selective Partial-update algorithms [5] that can be built around both NLMS and the affine projection algorithm [6] . Although partial-update algorithms were originally proposed to address computational complexity issues as has been discussed, a class of selective-tap algorithms have also been applied to stereophonic AEC [4] [7] giving improved performance.
Important performance measures for adaptive filters characterize the initial convergence rate, the residual error after convergence, the ability to track time-varying systems and the computational complexity. This paper focuses on the steady-state misalignment performance of MMax-NLMS and MMax-RLS algorithms when tracking non-stationary systems. Consideration of algorithms' performanceˆn under such dynamic conditions is important since the unknown system is often non-stationary in practical applications. It is therefore necessary to include a time-varying system model in the analysis of such adaptive algorithms as indicated in several studies including [8] [9] . Although performance in terms of mean square error has been analyzed for the MMax-NLMS algorithm [3] , this considered only stationary systems. Our new analysis describes the performance of a generalized class of adaptive algorithms, including both fully updating and selective tap updating for non-stationary unknown systems. This work considers the trade-off between computational complexity and misalignment under such non-stationary unknown system conditions.
THE MMAX-NLMS AND MMAX-RLS ALGORITHMS
In this section, we review the MMax-NLMS and MMax-RLS algorithms. Figure 1 shows a system identification structure in which, at the n th iteration, yn = x T n hn and the tap-input vec-
T and L is the length of hn. An
T is used to estimate hn by adaptively minimizing the error signal en = yn + wn −ŷn, where the b yn = x T n b hn and wn is measurement noise.
The MMax-NLMS algorithm
In the MMax-NLMS algorithm [10] , only those taps corresponding to the M largest magnitude tap-inputs are selected for updating at each iteration. Defining the subselected tap-input vector
where
2 as the squared l2-norm, the MMax-NLMS tap-update equation is then given by
where δ and μ are the regularization parameter and step-size respectively. To select the M maxima of |xn|, MMax-NLMS employs the SORTLINE algorithm [11] . The computational complexity in terms of multiplications and sorting operations for MMax-NLMS is
Further reduction in sorting operations can be achieved using the Short-sort algorithm [12] .
The MMax-RLS algorithm
The MMax-RLS algorithm [4] sub-samples the tap-input vectors at each time iteration based on the MMax tap selection criterion given in (1) where the subselected tap-input vectors propagate consistently through the memory of the RLS algorithm. Defining e xn = Qnxn, the MMax-RLS tap-update equation is given by
where e Rn = P n j=1 λ n−j e xj e x T j and the modified Kalman gain is
n−1 e xn
and using the matrix inversion lemma [1] , e R
. Although MMax-RLS updates all taps, complexity is reduced by the sparseness of e xn. The complexity in terms of multiplication and sorting operations for the MMax-RLS algorithm
ANALYSIS OF THE MISALIGNMENT
We consider adaptive algorithms of the form
where Γn = 2μQn/( xn
n Qn are the L × L control matrices for MMax-NLMS and MMax-RLS respectively.
Non-stationary system model
A modified first-order Markov model [13] [14] is employed to represent a time-varying unknown system
s is the variance of sn. As shown in [13] , this model has the key features that (i) the parameter 0 ξ < 1 controls the relative contributions to the instantaneous values of the coefficients of 'system memory' (the term ξhn) and 'innovations' (the term p 1 − ξ 2 sn), (ii) the average power of the coefficients is independent of ξ. It is shown in [13] that the system variation, which notionally indicates the difficulty of tracking by an adaptive filter, is a monotonic decreasing function of ξ. It has been found experimentally, that ξ = 0.9999 is approximately equivalent to a source moving at 0.2 ms −1 for acoustic impulse responses hn generated using the method of images [15] .
Defining E{·} as the expectation operator, we first assume E{hn} = 0, E{wn} = 0 and that hn and wn are independent 1 .
The dimension of b hn has been chosen to match the dimension of hn. We then define the misalignment vn = b hn − hn which results in the error signal given by en = wn − x T n vn . Hence, we obtain ( 8) where I is the identity matrix and
Rv,nE˘xnxnΓ
T nā nd, from the definition of the first-order Markov model in (6) , E{hnh
Following the approach adopted in [1] , we assume that the time variations of hn are sufficiently slow that the adaptive filter is able to track the unknown system to within a time lag, and that after convergence, vn is wide-sense stationary ∀ n so that E{vn+1v
T n+1 } ≈ E{vnv
T n } = Rv,n. We define Rv as the autocorrelation matrix of the mean weight error vector which is approximately time-invariant under these assumptions. Defining the normalized misalignment as
the steady-state misalignment can then be expressed as η = tr{Rv} where tr{·} is the trace operator.
Misalignment analysis of MMax-NLMS
For misalignment, we consider (8) and evaluate E{Γnxnx T n }. We note that elements qn(i), i = 1, . . . , L, are not independent of xn(i) since only the M largest |xn(i)| are selected. The M selected samples are assumed to have zero mean and exploiting the mean ergodic theorem [1] , the variance of e xn is e σ
n (i).
Assuming that xnx
T n is diagonal and using E{μn} = c, a scalar constant, we can evaluate E˘Γnxnx
We can proceed to evaluate tr{Rv,n} using
Substituting (10) into (8), we obtain
The misalignment for MMax-NLMS can be found using the relation E{vn+1v T n+1 } ≈ E{vnvn} = Rv,n and c = 2μ/(Lσ 2 x ) hence giving the steady-state misalignment as
where the term φ = 1 − cσ 2 x (1 + 0.5L). Adopting the terminology of [9] , the first term corresponds to the estimation variance and is dependent on measurement noise wn while the second term corresponds to the lag variance and is due to system time variation ξ. We note that an additional factor of Lσ 2 x /(e σ 2 x M ) arises in the lag variance for MMax-NLMS compared 2 to NLMS. To quantify the closeness of tap selection to that of a full tap-input vector in an MMax sense, we employ the M-ratio [7] given by M = Qnxn
As shown in [7] , M exhibits only a modest reduction for 0.5L ≤ M < L and hence a graceful reduction in convergence rate is expected over this range of M as compared to fully updated NLMS. The steady-state misalignment due to tap selection M is apparent by noting from (12) that, under a time-varying unknown system condition ξ < 1, the lag variance is proportional to More importantly, ψ increases smoothly with reducing M within the region 0.5L ≤ M < L and hence, for this range of M , we would expect only a graceful degradation in steady-state misalignment performance for time-varying case ξ < 1. This is consistent with results shown in [4] for a stationary system when ξ = 1.
Misalignment analysis of MMax-RLS
Using (3) and (4), the tap update equation for the MMax-RLS algorithm can be expressed as
n Qn in (5) and
and hence Γn = (1 − λ)(L/(M e σ 2 x ))Qn. We may express the following terms in (8) as the case of MMax-NLMS, there is a degradation in misalignment performance of ∼ 5 dB for MMax-RLS compared to RLS even for a time-invariant system ξ = 1. Fig. 5 shows the tradeoff between complexity reduction and degradation in misalignment performance for MMax-NLMS in a time-varying system condition of ξ = 0.999999 over a range of
. The theoretical and experimental steady-state misalignment is plotted against the number of multiplications assuming the sorting complexity is 2 log 2 L = 20 as in the SORTLINE algorithm [11] . The experimental curves are consistent with the theoretical results to within about 0.5 dB for this time-varying case of unknown system.
CONCLUSION
We have presented an analytical framework to compare the performance of MMax-NLMS and MMax-RLS with NLMS and RLS respectively under time-varying unknown system conditions. Insights into the performance of MMax-NLMS and MMax-RLS is provided through this mathematical analysis. It is shown that under timeinvariant system conditions, the MMax-NLMS has the same steadystate normalized misalignment as NLMS. Under time-varying system conditions, degradation in misalignment performance is found and quantified. The performance in steady-state misalignment for MMax-RLS is degraded compared to RLS even under time-invariant system conditions. The tradeoff between computational complexity and normalized misalignment indicates the MMax tap-selection does not degrade convergence significantly for M = L/2 even for a timevarying unknown system whereas M = L/8 costs an additional 2 to 2.5 dB in misalignment whilst saving a further 43% of the multi- plications. Our new analysis results are verified by simulations.
