Many of the tasks that are performed with objects in a virtual environment, such as collision detection, rendering, and visibility culling, are based on the geometric structure of the objects. These operations are most e cient when the objects are represented with well-balanced trees of hierarchical components that re ect the geometric structure of the object at resolution levels appropriate for the particular task. This paper presents a framework for automatically generating hierarchical 2D object representations specialized for geometric tasks.
Introduction
Many of the tasks that are performed with objects in a virtual environment, such as collision detection, rendering, and visibility culling, are based on the geometric structure of the objects. E cient implementations of these tasks rst remove objects from processing that are not relevant to the current computation. This culling involves a test: Is the object visible? (visibility culling), Is the object in contact with any other object? (collision detection). The test must be conservative, i.e. an object may be included in the computation even if it is not relevant, but must not be excluded if it is. These operations are most e cient when the objects are represented with well-balanced trees of hierarchical components that re ect the geometric structure of the object at resolution levels appropriate for the particular 1 task. A hierarchical representation allows the elision of multiple objects with a single test, and a balanced hierarchy provides optimal worst case performance behavior when processing representations at the leaf levels. While many systems utilize such specialized models, the process of generating representations automatically for a wide range of objects and geometric tasks remains a di cult problem. This paper presents a framework for automatically generating hierarchical object representations for various geometric tasks. We discuss our approach in the context of the task of Collision Detection in two-dimensional environments. More details can be found in 1].
Overview of Approach
The problem of generating task-speci c representations is broken down into two phases. Phase one produces a representation, the Geometry Representation (GRep), that encapsulates the salient geometric features of an object, as well as its topological decomposition into parts. The second phase constructs a hierarchical representation based on the geometric information provided by the G-Rep, and guided by metrics that quantify the desirable characteristics of a representation for the task at hand.
Multi-Resolution Geometry Representation
Our Geometry Representation (G-Rep) utilizes a combination of simpli cation and decomposition to characterize the hierarchical geometric structure of an object. Its main components are a Cell-Based Representation (CBR) that provides spatial ltering at the desired feature resolution, and an Axial Shape Graph (ASG) that captures local shape information as well as the overall geometric structure and connectivity of the object. The CBR and ASG components are calculated at multiple resolutions and linked together to form the G-Rep hierarchy.
Cell-Based Representation
The rst component of the Geometry Representation, the Cell-Based Representation (CBR), is a set of regular grid cells, the size of which is chosen depending on the required resolution. The original object description is inserted into this grid by marking each cell covered by the object as occupied; all other cells are labeled as empty. The spatial ltering inherent to the insertion process performs object simpli cation; any details smaller than the grid cell resolution are ltered out. If the cell size is chosen based on the resolution of the task, only those features relevant to the current task are preserved.
For geometric tasks that require a conservative approximation of the spatial occupancy of the object, any cell that gets touched by the object is marked as occupied. In the case of polygonal input, the insertion process we have implemented is a scan-line approach designed to be conservative: a grid cell is considered part of the representation if and only if it is touched by some part of the object. This di ers from other grid-based conversion algorithms, which are based upon discrete sample points 2].
Axial Shape Graph
The second component of the Geometry Representation is the Axial Shape Graph (ASG). The ASG captures information about the intrinsic hierarchical, geometric structure of the object so that we can decompose it into a balanced tree of components, where each component corresponds to a fundamental part. For our purposes, a fundamental part refers to a convex, spatially coherent area of the object. The union of the parts should cover the object with minimal overlap between parts. Each such component can be represented up to some resolution by a linear axis segment with an associated width de ned at each segment point.
There is a vast amount of literature on axial representations (often called skeletons) of 2D images, originating with the work of Blum 3] . Most of the skeleton construction methods are based on one of the following approaches: iterative or parallel thinning 4], analytical calculation of the medial axis (Delaunay triangulation and calculation of Voronoi regions 5, 6]), and calculation of a Distance Map and its Medial Axis Transform (MAT) 3, 7, 8, 9, 10, 11, 12, 13, 14, 15] .
Our implementation is a MAT-based method. The MAT approach to skeletonization rst calculates the Distance Map for the object, and then identi es a set of ridge points, or generalized local maxima, in this Map. In a discretized representation, the nal skeleton consists of such ridge points with the possible addition of a set of points necessary to form a connected structure. Many of the MAT-based methods 9, 7, 14, 13], di er only in the choice of distance metric, the de nition of ridge points, and the method for assembling the points into a connected skeleton.
Our Axial Shape Graph is constructed from the Cell-Based Representation in two stages. First, Axial Points are identi ed in the spatial representation and connected to form Axis Segments. Then, the Axial Shape Graph is constructed by mapping the Axis Segments to graph nodes, and connecting with edges those nodes that correspond to adjacent geometric components. Once the graph is formed, each node in the graph is weighted with the size of the geometric component that it represents. The following sections discuss each step in more detail.
Calculating the Distance Map
The identi cation of Axial Points proceeds by rst calculating the Distance Map (DM) from the CBR. The Distance Map labels each cell with the distance to the closest boundary cell on the object. A discrete distance value is used as an approximation to the true Euclidean distance so that integer math can be used. We have used both the 2-3 and the 3-4 distance measures 16] with good results.
We have implemented a two-pass algorithm to calculate the Distance Map 17] . Each cell is annotated with the direction(s) from which it received its lowest distance value. These directions are referred to as the cell's Distance Map Direction(s) (DMD) (see Figure 1a) . Following a path along these directions produces a shortest path to the object's boundary. Figure 1b) , the MAT is the set of ridge points. We de ne three types of ridge points: strong, weak, and strict. A strong ridge point is a cell with one or more pairs of DMD vectors that are at 180 . Each pair of directions present is referred to as an Axial Normal Direction (AND) of the cell. The remaining set of ridge points are referred to as weak ridge points. A strict ridge point is a true local maximum and has distance value d greater than the distance value of any of its eight closest neighbors. The set of Axial Points is the union of all strict and strong ridge cells. Our approach does not consider the non-strict, weak ridge points when forming Axial Segments. The Axial Points are indicative of the fundamental parts of the object that we wish to represent. The weak ridge points do not necessarily correspond to geometric regions of interest and increase the complexity of the axial structure. Figure 2 shows the set of all ridge point cells, and the Axial Points, for three example objects.
Creating the Axis Segments from Axial Points
Once the set of Axial Points has been identi ed, the corresponding cells are organized into linear Axis Segments. Axis Segments are composed by incrementally adding connected axial cells with the same set of Axial Normal Directions. Axial Segments are constrained to be linear, and the current axis segment is tested for linearity after the addition of each cell. If the test fails, the current axis is ended, and a new axis is started. To test whether an axis is linear, we run a procedure to determine if a line segment exists that stays within the bounds of all of the cells belonging to the current Axis Segment. This test is implemented by casting the problem as a test for linear separability between the left/bottom and right/top cell boundaries.
The skeletonization process of di Baja and Thiel 18] also forms linear segments from skeletal points. Their process has the advantage of being independent of the order in which points are processed. A nal segment splitting is performed by di Baja and Thiel where concavities occur in the boundary of the portion of the object represented by the segment, indicated by local minima in the discrete width values along the segment. Our axes maintain this width information internally, but are not automatically split at these locations. The decomposition process may use these features to further subdivide that axis segment once the associated component has been partitioned from the rest of the object.
Our approach is unique in that it does a preliminary high-level segmentation; Axial Points are not considered for grouping into a segment unless they have the same Axial Normal Directions. This approach has the advantage of utilizing local shape information, and results in Axis Segments that map naturally to fundamental parts.
Creating the Axial Shape Graph
The Axis Segments are connected into a graph structure re ecting the connectivity relationships between the fundamental parts of the object. The graph structure is composed of nodes and edges. Nodes represent Axis Segments and the associated fundamental parts. When referring to the Axial Shape Graph, the terms node and axis are used interchangeably. Edges connect each pair of nodes that represent the Axis Segments of adjacent object features, or parts that meet so as to form at least one concave boundary region. For the following discussion, we need to distinguish edges that are attached to either of the two ends of an Axis Segment, or somewhere interior to the Segment so as to form a \T" junction with two concave regions on the boundary. We call the latter T edges. The former are called Left and Right edges respectively if the corresponding adjacent object component is linked to the left/bottom end or to the right/top end. T edges are stored with the Axial Point that they are linked to. A node may therefore have several groups of T edges, where each group corresponds to a single Axial Point. For each node n we de ne the Left Graph of n to be the set of all nodes reachable from the Left edges of the node. The Right Graph contains all nodes reachable from the Right edges. A T Graph is de ned for each group of T edges associated with a particular Axial Point. Each T Graph contains the set of nodes reachable from that set of T edges. Figure 3 shows an example object with three Axis Segments and the resulting graph structure. The graph structure is formed by associating a node with each Axis Segment. An edge is added between each pair of nodes that represent Axis Segments of adjacent fundamental parts. The Axis Segments may be directly connected, or indirectly connected via ridges in the Distance Map. We connect each axis endpoint to all other axes that are directly reachable by walking out from the axis endpoint along Distance Map ridges. We follow the ridge climbing approach of Niblack et al 9], extended to perform ridge walking between pairs of axis endpoints. This is similar to the methods employed by Dorst 7] and by Arcelli and di Baja 8] .
Connections are added as edges in the graph structure. When a connection is made, each end of the edge is labeled with a Connectivity Type: type L speci es that the edge connects to a cell that is the left/bottom endpoint cell of an Axis Segment, type R to the right/top endpoint cell of the Axis Segment, and type T (for T-connection) to an axial cell internal to the Axis Segment.
Assigning Weights to the Graph Nodes
The Axial Shape Graph is a weighted graph. Each node has an Axis Weight, W, which is an estimate of the size of the associated geometric component. This size is approximated as follows: if l is the length of the segment and w max is the maximum distance (i.e. half-width) along the axis: W = lw max . The Weight of any ASG subgraph is the sum of all the node weights in this subgraph. Three additional types of weights are calculated for each node, corresponding to the three edge types. The Left/Right Weights are the sums of the weights of all nodes in the Left/Right Graphs. The T Weight is the sum of all the T Graphs. The node weights are calculated by running a graph traversal and recursively summing the weights of each subgraph. At each node, the Axis Weight is a measure of the shape of the object in its neighborhood, providing local geometric information. The Left, Right and T Weights provide global information about the geometric structure of the object as a whole. Figure 4 illustrates the Axial Shape Graph for the cactus example.
Hierarchical Decomposition of the Geometry Representation
Most objects can naturally be represented as a hierarchy of components. Our goal is to decompose the object into a well-balanced tree of hierarchical components that re ect its geometric structure. Our partitioning process is guided by two main desirable qualities: Shape and Balance.
Partitioning based on shape is equivalent to nding the fundamental parts of an object. The second property favors balanced trees. The relative importance of each will be weighted according to the needs of the task. The G-Rep is well suited for decomposition based on both properties. The axes of the Axial Shape Graph identify the fundamental parts of the object. The shape property can therefore be satis ed by partitioning the graph at axis endpoints. We utilize the Axis Weights to achieve a balanced hierarchy by casting the decomposition process into a graph partitioning problem based on these weights. At each step in the decomposition, a partitioning point is chosen in the graph such that the resulting two sets of subgraphs have roughly equal weight. The G-Rep decomposition occurs in two steps: the rst selects a Partition Point P, and the second partitions the G-Rep into two components de ned by P.
Selecting a Partitioning Point
We rst nd an Axis Segment at which to partition the graph structure. Once a node had been selected, we choose one of its axial cells as a Partition Point.
Choosing a Graph Partition Node
For now we assume that the graph is partitioned only at axis endpoints. The graph is decomposed by selecting a node and removing all its Left edges or Right edges. This partitions the nodes of the graph into two sets. We want a balanced decomposition, and therefore we choose a Partition Node that will break the graph into two sets of nodes with roughly equal weight. We de ne Left and Right Partition Ratios as the relative weights of the resulting subgraphs if we partition the graph at the left or right end of the Axis Segment, respectively. We are interested only in the relative balance of weights when calculating R l and R r and therefore constrain all ratio values to lie in (0; 1].
We choose nodes with high Axis Partition Ratios (i.e. those with ratios closest to 1.0) as potential Partition Nodes. The nodes are stored in a list sorted in descending order on the Axis Partition Ratios, and therefore the process of nding the node with maximum Axis Partition Ratio for each decomposition step is very e cient. Figure 5 illustrates the calculation of Ratios for a single node. An Axis Segment may have a collection of T graphs attached to Axial Points along the segment. If the partitioning is performed at either end of the axis, the sum of all these T weights yields W t , which is included in the ratio as described above. If partitioning is to occur within a segment, each Axial Point corresponding to a T node has its own Axis Partition Ratio, where all T nodes to the left(right) are included in the Left(Right) weight in the calculation.
Choosing an Axis Segment Partition Point
Once a graph node has been chosen for partitioning, we select one of its axial cells as the Partition Point. The Partition Point is used to de ne the actual cut that partitions the G-Rep into two components. When selecting a Partition Point, we favor axis endpoints because these points are associated with concave points on the object's boundary. If the Axis and T Weights are large relative to the Left and Right Weights, however, partitioning at either end of the node will result in an unbalanced tree. To satisfy the balance properties, we then consider points on the axis between the endpoints. We rst consider any points with adjacent T- edges as potential Partition Points. If there are no such points, or they do not have an acceptable balance potential, we next examine any points associated with width discontinuities. These points also correspond to concave points on the object boundaries and thus suggest good partitions. Finally, if we have still not found an acceptable Partition Point, we choose the Axial Point that best balances Left and Right Weights calculated from that point. This point is called the axial balance point. This results in a process that prefers partitions at axis endpoints, assuming these will coincide with component boundaries, but will favor a more balanced cut if the balance potential is below a speci ed balance threshold. Figure 6 illustrates the selection process.
Partitioning the Geometry Representation
The Partition Point is used to nd a pair of boundary or shore points that de ne the actual cut. Every axis point is associated with at least two boundary cells on \opposite" shores. These cells are reached by following the Distance Map Direction vectors. These shore points constitute a natural termination of the part associated with the Axis Segment. A straight cut made between such a pair of boundary points will create a partitioning that separates the part from the rest of the object,without introducing any new concavities. After the two components have been isolated, the Axial Shape Graph is reconstructed for each component. Figure 7 illustrates a single G-Rep decomposition step.
Our approach is structurally similar to the approach of Rom selectively joined into Axis Segments based on the local shape characteristics of the object, not just by proximity. Second, the use of a weighted Axial Shape Graph allows us to produce balanced part trees. Our partitioning process applied to the Cell-Based Representation produces a strict decomposition with no overlap between object components.
Generating Representations for Collision Detection
As an example, we will now describe the use of our framework to automatically generate representations well suited for the task of Collision Detection in 2D environments.
Representations for Collision Detection
Many Collision Detection systems 6, 19, 20, 21] utilize a hierarchical representation. In these approaches, intersection testing occurs in two main phases: a broad phase followed by a narrow phase 6]. In the broad phase, intersection tests are made against simpli ed approximations of the object. If a possible intersection is detected by these approximate tests, the actual object is tested in the nal narrow phase. We are assuming that the Collision Detection algorithm used is some variant of the Lin-Canny approach 20], such that intersection testing is performed very e ciently between convex objects, and that non-convex objects can also be handled, although with a higher performance cost 19]. For our study, we choose to generate a hierarchical representation composed of Conservative Hulls (CH's). The Conservative Hull is a convex representation that fully encloses the object. The tightest tting Conservative Hull corresponds to the object's convex hull. If the original object is not convex, the Conservative Hull may be a very poor approximation. To produce more e cient representations for the task, we decompose the object and generate convex representations for the resulting components such that the object is better approximated by the union of the Conservative Hulls.
We assume that the Collision Detection test is performed against the external boundaries of the object (i.e. the probe approaches from outside of the object). In this domain, interior space bounded by holes in the object cannot be reached by any probe. The CBR representation marks the interior cells as \occupied", resulting in a genus zero representation. The Axial Shape Graph in this context is a tree.
Quality and Cost Metrics
In order to generate representations for Collision Detection that t the speci ed requirements of the task, we must rst develop a quality/cost metric.
Our Absolute Quality measures are based on the accuracy and shape of a representation. In the context of the Collision Detection task, a rst measure of quality, Area Quality, is the area di erence (measured in cells) between the original and the representation. The representations are conservative, and therefore the area of the representation is always greater than or equal to that of the object component. A second measure, Aspect Ratio, favors representations with approximately square bounding boxes, i.e. close to circular in shape. This is a desirable property because such components are well approximated by axis-aligned bounding boxes, at any orientation, and therefore these very simple and e cient representations can be used e ectively as the coarsest level approximation. A third Quality, Size, discourages large components; if the representation encompasses a large area relative to the environment, it will need to be tested against any object that is close to any portion of it.
We also characterize the cost of a representation hierarchy by assigning a Cost value to each possible decomposition. We want to decompose the object into components that are well-approximated by Conservative Hulls and axis-aligned bounding boxes. Each time a component is decomposed, however, an additional level is added to the representation hierarchy. Since the cost of building, maintaining, and traversing the hierarchy increases at least linearly with each additional component, we set an Incremental Quality Threshold, which speci es the minimum acceptable improvement in representation quality between subsequent levels in the hierarchy. Another threshold, Minimum Size, also attempts to balance the quality/cost tradeo by discouraging the creation of individual representations for very small components. The Representation Generation Framework is structured as a feedback loop that recursively generates potential representations for components of the object based upon its geometric structure. The resulting representations are evaluated at each step, and this information is used to guide the process. Figure 8 shows the basic steps of the Representation Generation Framework schematically.
Representation Generation Framework
The user supplies Absolute Quality Thresholds to guide the process. For example, if the Area Quality Threshold for the Conservative Hull is 0:1, the area of the Conservative Hull representation must not di er from the area of the object by more than 10%. The user also speci es Incremental Quality Thresholds, indicating the minimum improvement necessary for a decomposition step to be accepted. In addition, Minimum Size and Maximum Size values are provided, indicating the smallest and largest allowable size for a component, measured in cells.
In each pass, the lowest quality component is chosen from the set of components that do not meet the Absolute Quality Thresholds. The rst step Decomposes the part into two geometric components. The next step Generates a task-speci c representation (e.g. Conservative Hull) for each component. These representations are then Evaluated in the next step according to quality/cost metrics. The quality values of the new representations are Compared to the value of the parent representation, and if the improvement in value exceeds the Incremental Quality Threshold, the representation is accepted. Finally, a component is removed from further processing if the representation meets the overall Absolute Quality Thresholds. If the quality is still below threshold, the component is sent back to the rst step for further processing. Figure 9 illustrates the step-by-step decomposition of the dinosaur example. Step-by-step decomposition of dinosaur: for each step, the Conservative Hull decomposition is shown, as well as the recalculated Axial Shape Graph of each part
Results
We have utilized our framework to generate a conservative hierarchical representation for a variety of 2D objects. Figure 10 shows the representation hierarchies produced for two examples. In all cases the application was able to meet the speci ed representation Quality Thresholds.
The examples in this paper were generated on a Silicon Graphics 200MHZ Indigo2 with 64MB of main memory, taking the CBR representation as input. The amount of per-cell computation is signi cant in the current implementation, resulting in an overall process requiring minutes for any object of reasonable detail (e.g. 8527 cells in the dinosaur generated a 37 part hierarchy in 5 minutes). The run- ning time depends on the number of cells representing the object in the Cell-Based Representation, and on the number of parts produced. The running time is also dependent on the number of partitions that are tried and rejected. This is related to the shape complexity of the object, but hard to quantify. In this prototype implementation, no e ort was made at code optimization. We feel that if recoded for e ciency, the generation process could be accelerated by one to two orders of magnitude.
E ects of Object Rotation
The decomposition process of our representation generation application utilizes the Axial Shape Graph, which is based on the discretized, axis-aligned Cell-Based Representation. The CBR is intrinsically sensitive to rotations, and to noise and small perturbations in the object boundary. The rightmost entry in each triple in Figure 11 illustrates the ASG for the dinosaur rotated 5,15,45, and 90 degrees. The Axial Shape Graphs vary, but the main structure is preserved. The di erences appear as small branch details o the main structure. The decomposition process is rather insensitive to these extra branches. The ASG is utilized as a hint only, and the evaluation of any possible cuts generated by these branches shows them to be inappropriate partitions. While not invariant to rotation, our method of axis construction lters out much of the noisy information found in many skeletonization approaches.
To determine the sensitivity of the approach to object rotation, we have run the application on rotated versions of a single input object and compared the representation hierarchies generated to rotated versions of the hierarchy generated for the original, un-rotated object (see Figure 11) . The resulting decompositions are very similar in that the same features are captured, and all of them are well suited for the Collision Detection task. 
Conclusion
This paper makes two main contributions: rst, the G-Rep hierarchy is introduced as a means of encapsulating the geometric characteristics of an object; second, a generation framework is presented that utilizes the G-Rep in conjunction with task-speci c metrics to automatically produce representations for geometric tasks.
We have shown how this structure can be utilized to generate representations specialized for the task of Collision Detection in 2D environments. The general framework has proved successful in generating representations that meet the task speci cations for a variety of 2D objects.
The current implementation is a prototype, and many of the steps could take a di erent approach. To increase e ciency and stability, the Axial generation module could be replaced by an alternate construction method such as used in producing cores 22].
We believe this basic framework can be extended to accommodate a variety of geometric tasks. Moreover, this work provides a solid stepping stone towards the development of an analogous approach for 3D environments, a realm in which there is a strong need for practical and e cient task-speci c representations. In order to handle 3D objects, the approach outlined in this paper requires some extensions. Axial Sheets as well as Segments must be supported as primitives in the Axial Shape Graph, and since the Cell-Based Representation may produce objects with genus greater than zero, the partitioning method has to be extended to handle more
