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Computational resolution limit: a theory
towards super-resolution
Ping Liu* and Hai Zhang†
Given an image generated by the convolution of point sources with a band-
limited function, the deconvolution problem is to reconstruct the source number,
positions, and amplitudes. This problem arises from many important applications
in imaging and signal processing. It is well-known that it is impossible to resolve
the sources when they are close enough in practice. Rayleigh investigated this
problem and formulated a resolution limit, also called Rayleigh limit, for the case
of two sources with identical amplitudes. On the other hand, many numerical ex-
periments demonstrate that a stable recovery of the sources is possible even if the
sources are separated below the Rayleigh limit. This is so-called “super-resolution”.
In this paper, a new mathematical theory for super-resolution will be developed.
The theory will address the issue when one can recover the source number ex-
actly from noisy datum. The key is a new concept “computational resolution limit”
which is defined to be the minimum separation distance between the sources such
that exact recovery of the source number is possible. This new resolution limit is
determined by the signal-to-noise ratio and the sparsity of sources, in addition
to the cutoff frequency of the image. Sharp upper bound for this limit is derived,
which reveals the importance of the sparsity as well as the signal-to-noise ratio to
the recovery problem. The stability for recovering the source positions is further
derived when the separation distance is beyond the upper bound. Moreover, a
MUSIC-type algorithm is proposed to recover the source number and to verify
our theoretical results on the computational resolution limit. Its performance in
the super-resolution regime when the sources are separated below the Rayleigh
limit is analyzed both theoretically and numerically. The results are based on a
multipole expansion method and a novel non-linear approximation theory in
Vandermonde space.
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1 INTRODUCTION
1.1 PROBLEM SETTING AND BACKGROUND
In numerous imaging and signal processing problems, an image is obtained by convoluting
point sources with a band-limited function which is called the point spread function. The
problem of recovering the source number, positions and amplitudes is called deconvolution. It
has many applications in biology, medical imaging, and astronomy. This paper mainly focuses
on recovering the source number and positions from their image under a certain noise level.
It’s well-known that it is impossible to resolve the sources when they are sufficiently close in
practice. Rayleigh investigated this issue and formulated a resolution limit, which is also called
Rayleigh limit, for the case of two sources with identical amplitudes. It is defined to be 1.22 piΩ
for two-dimensional images whereΩ is the cutoff frequency of the point spread function. The
Rayleigh limit is empirical and only applicable to classical instrumental imaging methods.
Mathematically, when there is no noise, it is known that one can recover the sources uniquely.
Thus, the resolution limit for the deconvolution problem should take into account the noise.
In view of this and the limitation of the classical resolution limit, we propose a new concept
named computational resolution limit which is defined to be the minimum distance required
to recover the source number from the image with a certain noise level.
More precisely, we assume the collection of point sources is a discrete measure
µ∗ =
n∑
j=1
a∗j δy∗j ,
where y∗1 , · · · , y∗n are the locations of point sources and a∗1 , · · · , a∗n the amplitudes. We assume
that the amplitudes are real numbers. We denote
m∗min = minj=1,··· ,n |a
∗
j |, m∗ = ‖µ∗‖T V =
n∑
j=1
|a∗j |.
Figure 1.1: coordinate system
Let f be the band-limited point spread function. Throughout the paper, we let f (x)= sin xx
for ease of explanation. The corresponding cutoff frequency is one and the Rayleigh limit is
pi. We assume that the sources are located in [−d ,d ] as in Figure 1.1 with d of order one. The
general cutoff frequency case will be addressed in Section 6 by using a scaling argument. We
remark that our results and techniques can be adapted to other band-limited or essentially
band-limited functions such as ( sin xx )
2 and e−x
2
. The extension to smooth functions with
certain decay property is also straightforward.
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The noiseless image is the convolution of µ∗ and f . We sample the image at evenly spaced
points x1 =−R, x2 =−R +h, x3 =−R +2h, · · · , xN = R, where R is a large truncation number
such that the image outside is negligible, and h is the spacing of the sample points. We employ
the Shannon sampling strategy by assuming that h ≤pi. The measurements are
Y(xt )=µ∗∗ f (xt )+W(xt )=
n∑
j=1
a∗j f (xt − y∗j )+W(xt ), t = 1, · · · , N (1.1)
where W(x) is band-limited noise. More precisely, W(x)= 12pi
∫ +∞
−∞ w(ω)e
iωx dω with w(ω)= 0
for |ω| > 1. We assume the noise level ||w ||2 =
√∫ +∞
−∞ |w(ω)|2dω≤
p
2piσ.
We denote
Y= (Y(x1), · · · ,Y(xN ))T , [µ∗ f ]= (µ∗ f (x1), , · · · ,µ∗ f (xN ))T , W= (W(x1), · · · ,W(xN ))T .
Then the following estimate holds
p
h||W||2 ≤ 1p
2pi
||w ||2 ≤σ. (1.2)
The deconvolution problem is to recover the source number n and their locations y∗j ’s and
amplitudes a∗j ’s from the measurements in (1.1). The traditional resolution limit problem is
concerned with the minimum distance between the two sources such that one can distinguish
them from their image. Without noise, by the linear independence of the functions f (x− y∗i )
for different y∗i ’s, the locations and amplitudes can be uniquely figured out. What is more
interesting is the case with noise as will be addressed in this paper. We shall answer the
question when one can recover the source number and positions from their noisy image?
For a discrete measure µ, it is natural to view it as a solution to the deconvolution problem
if the image µ∗ f is very close to Y. We thus introduce the following concept of admissible
measures.
Definition 1.1. For given a priori noise level σ, interval size d, and total-variation norm bound
M ≥m∗, we say that µ=∑kj=1 a jδy j is a (d ,σ, M)-admissible discrete measure for the image Y
only if µ is supported in [−d ,d ] such that ‖µ‖T V =∑kj=1 |a j | ≤M and
p
h||[µ∗ f ]−Y||2 ≤σ.
The set of admissible measures of Y characterizes all possible solutions to the deconvolution
problem with the given image Y. A good reconstruction algorithm should give an admissible
measure. If there exists one admissible measure with less than n sources, then one may say
that the image Y is generated by less than n sources, and hence miss the exact source number.
On the other hand, if all admissible measures have at least n sources, then one can determine
the source number n correctly if one restricts to the sparsest admissible measures. This leads
to the following definition of computational resolution limit.
Definition 1.2. For an image Y generated by n point sources, the computational resolution
limit is defined as the minimum separation distance between the sources beyond which there
does not exist any (d ,σ, M)-admissible measure for Y with less than n supports.
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The above limit will be determined by the signal-to-noise ratio (SNR) and sparsity of the
sources, in addition to the cutoff frequency and a few other a priori information of the sources.
We note that it is independent of the algorithms of reconstruction. According to the definition,
determining the source number is impossible if the sources are separated below this limit.
In this paper, we mainly focus on estimating the bounds of this computational resolution
limit. This gives a quantification of the actual limit of resolution which has been a long-
standing problem in signal processing, spectral estimation and the fields related. The idea
that the actual resolution limit is determined by SNR was known at a very early age. To our
knowledge, as early as 1980, it was pointed out in [43] that, Rayleigh limit is adequate if one
relies on the direct observation of the data for the determination of sources, however, not
useful if the data are subjected to elaborate processing. In that paper, the authors proposed
an extrapolation method and described an application in medical ultrasound which claimed
that Rayleigh limit was exceeded in some examples. Apart from the extrapolation methods
[42, 43, 50], there were a large group of methods based on statistics and time series, see
for instance, the maximum entropy method (MEM) [1, 10, 30] and the maximum likelihood
method(MLM) [15, 34]. Besides, the CLEAN method [28] used in astronomy also involves
finding a small set of sources that nearly generate the measurements by convoluting with
the point spread function. However, the CLEAN method is designed for the case that the
brightness distribution contains only a few sources at well separated, small regions [49]. We
refer to [31, 32] for the summaries of these early year methods.
To understand the puzzle of resolution limit and the performance of these early year al-
gorithms, Donoho gave the first attempt to unravel the mystery and meanwhile quantified
the ill-posedness of the deconvolution problem. In [19], he developed a theory from the
optimal recovery point of view to explain the possibility and difficulties of superresolution
via sparsity constraint. He considered a grid setting where a discrete measure is supported a
lattice and the available measurement is its low frequency information. He derived bounds for
the minimax error of the recovery of a special class of sparse measures. These bounds are given
by noise amplification, and increase polynomially with the super-resolution factor which is
defined to be the ratio between Rayleigh limit and the grid spacing. His results emphasize the
importance of sparsity in superresolution which is embodied in the order of the polynomial.
Further discussed in [18], Demanet and Nguyen obtained shaper bounds using estimate of the
minimum singular value for the measurement matrix. In [39], using novel extremal functions,
Moitra demonstrated a phase transition phenomenon for ill-posedness of the inverse problem
when the cutoff frequency is near the inverse of the grid spacing. We remark that all these
theoretical results deal with the grid setting where the locations of the sources are given and
one need only recover their amplitudes. This approach reduces the nonlinear problem into a
linear one. However, the grid setting brings unavoidable model error when the sources are off
grids [17]. The off grid
In addition to the early year algorithms mentioned above, a class of algorithms called
subspace method have gained popularity for achieving superresolution. Specific examples
including MUltiple SIgnal Classification (MUSIC) [48], Estimation of Signal Parameters via Ro-
tational Invariance Technique (ESPRIT) [45], and Matrix Pencil Method [29]. These algorithms
date back to the work of Prony [44]. In [53], a statistical analysis of MUSIC was provided along
with the performance limits based on Cramer-Rao bound. In the case of two sources, [51, 52],
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gave the characterization of the trade-off between resolution and SNR (signal to noise ratio).
Moreover, recently in the grid setting, a mathematical theory was developed in [37] to explain
the numerical superresolution observed in [38]. Their theory is based on a sharp bound of
the minimax error of recovery. We also note that in a series of papers [2, 5–8], the authors con-
sidered the resolution limit for the near colliding point sources for both on-grid and off-grid
cases. By carefully analyzing the associated “Prony-type system” with dedicated quantitative
singularity theory, sharp minimax error rate for the reconstruction of the source supports was
obtained. As a consequence, optimal scaling of attainable resolution with clustered sparsity
and SNR is obtained. Moreover, they showed that the Matrix Pencil Method can achieve the
accuracy bound. These results resonate with ours in the same sprit, although the techniques
used are different
The success of l1 penalty in seismic imaging at early stage [36, 47] and the recent develop-
ment of the theory of compressive sensing [14, 20] provide new ideas and methods for the
deconvolution problem, namely, sparsity promoting algorithms. In [13], it is demonstrated
that, in the grid setting, when there is no noise, well-separated sources can be exactly recovered
by the sparsity promoting convex optimization. Moreover, if the separation distance is beyond
several Rayleigh limits, the measurement matrix may have a good restricted isometry property
which guarantees a stable recovery. Spectral compressive sensing [21] and MUSIC method
in [23] also employ this idea. In the presence of noise, stability results are further established
in [12] for well-separated sources but without the grid constraint. Many interesting results are
obtained in this research line, see, for instance, [9,11,16,22,24,54]. We remark that in order for
most of the sparsity promoting convex optimization to work, it is necessary to assume that
the sources are well-separated [22, 39]. As a consequence, these results may not be applicable
to the super-resolution regime which we are interested in. In [22, 40], the restriction on the
separation distance is relaxed. However, they only deal with positive sources.
1.2 OUR MAIN RESULTS
In this paper, we investigate the deconvolution problem for a cluster of closely spaced sources
separated below the Rayleigh limit and derive a sharp upper bound for the computational
resolution limit we introduced. Contrary to all the previously mentioned work where Fourier
measurements were used for the reconstruction, we use direct measurements of the convo-
luted image. To achieve the goal, we developed a multiple expansion method and reduced the
original problem to a non-linear approximation problem in the so-called Vandermonde space.
We obtained a sharp bound to the approximation problem. This yields an upper bound for the
computational resolution limit in the following explicit form
4.7(1+d) 2n−2
√
3
σmin(s∗)
σ
m∗min
,
where d is the a priori estimate of the size of the interval where the sources are located, n is
the source number, σmin(s∗) is the minimum singular value of certain multipole matrix and
σ
m∗min
is the noise-to-signal ratio. The order 2n−2 quantitatively indicates the importance of
sparsity to the deconvolution problem. The factor σmin(s∗) characterizes the correlation of
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multipoles and is determined by the point spread function. This upper bound characterizes
the ill-posedness of the recovery problem. It also manifests that beyond this upper bound the
inverse problem is regularized, and any algorithm finding the sparsest solution in the set of
admissible measures can recover the source number. As a consequence, provided that SNR is
sufficiently large, one can recover the source number exactly even if they are separated below
the Rayleigh limit to achieve the so-called “super-resolution”.
We also considered the stability of recovering the source positions. We showed that when
the separation distance exceeds
6.24(1+d) 2n−1
√
3
σmin(s∗)
σ
m∗min
,
we can have a stable recovery of the source positions from the admissible measures. It implies
that any algorithm searching among the sparest admissible measures can stably recover the
source positions. We also demonstrate the sharpness of this condition.
Finally, we proposed a preliminary MUSIC-type algorithm to recover the source number.
Our numerical results show that this algorithm can recover the exact number in the super-
resolution regime when the source separation distance is comparable to the upper bound we
derived for the computational resolution limit.
1.3 COMMENT OF SUPER-RESOLUTION
The motivation of this work is to understand various results of "super-resolution". While the
definition of "super-resolution" varies from fields to fields. Here, we restrict to the deconvo-
lution problem (1.1), which arises from optical microscopy. We define resolution to be the
minimum distance between the sources so that one can resolve their number correctly. It is
well-known, since Abbe’s work, that there is a fundamental limit on the resolution due to the
diffraction of light. This limit has its origin in the physics of waves, which is independent of
noise. In our work, all the physics is encoded in the shape of point spread function. On the
other hand, from data processing (or computational) point of view, it is well-known that one
can recover the source number exactly in the deconvolution problem if there is no noise. As
a consequence, one can achieve infinite resolution if there is no noise in the measurement.
Therefore, a proper definition of resolution in the deconvolution problem should take into
account of SNR, as is discussed in this paper. We characterize an upper bound of the computa-
tional resolution limit in terms of SNR and the sparsity of sources. Beyond this upper bound,
we can stably recover the source number. We also demonstrate that, as sources separated
further, we can stably recover their positions. These results indicate that breaking the Rayleigh
limit to achieve the so-called super-resolution by mathematical algorithms is possible for
suitable SNR.
On the other hand, our result unveils the fundamental limit of recovering the source number
in the presence of noise by using a single snap-shot image of the sources. It indicates that
if one needs to resolve the sources beyond this computational resolution limit, there are
only physical ways. We here propose two methods for reference. The first is to break the
diffraction limit by using various super-lens in the microscopy which can yield a sharper
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point spread function [55]. See also a very promising way to break the diffraction limit by
using subwavelength resonators [3, 4, 35]. The second way is to use multi-illuminations to
generate multi images of sources. Loosely speaking, SIM [26],STED [27] [33],STROM [46] can
be viewed in this category. In a forthcoming paper, we shall quantitatively demonstrate that
multi-illumination can indeed break the computational resolution limit significantly.
1.4 ORGANIZATION OF THIS PAPER
The rest of the paper is organized as follows. In Section 2, we introduce the multipole expansion
method and derive the upper bound of the computational resolution limit. In Section 3, we
introduce the nonlinear approximation problem in the Vandermonde space. In Section 4, we
derive the stability of support recovery from admissible measures. In Section 5, we propose
a MUSIC-type algorithm. In Section 6, we discuss the general frequency case. In Section 7,
we show numerical experiments. The conclusion and future work are discussed in Section 8.
Finally, technical lemmas and their proofs are given in the appendix.
2 UPPER BOUND OF THE COMPUTATIONAL RESOLUTION LIMIT
2.1 MULTIPOLE EXPANSION
The usual way to solve the deconvolution problem is to consider the following linear problem Y(x1)...
Y(xN )
=
 f (x1− y1) · · · f (x1− yK )... ... ...
f (xN − y1) · · · f (xN − yK )

 a1...
aK
+
 W(x1)...
W(xN )
 (2.1)
where y1, · · · , yK are given grid points. In this setting, the sources are assumed to be lied on
the grid points and one only need to reconstruct their amplitudes. This approach introduces
model errors when the sources are off the grid [17]. To avoid this issue, we propose a novel
multipole expansion method. The key observation is that the measurement Y has the following
multipole expansion:
Y=
+∞∑
r=0
c∗r hr +W, (2.2)
where c∗r ’s are the multipole coefficients and hr ’s are the multipoles defined as
hr =
p
2r +1( f (r )(x1), · · · , f (r )(xN ))T ,r = 0,1, · · · .
Here
p
2r +1 is a normalization factor. Especially, We call h0 = ( f (0)(x1), · · · , f (0)(xN ))T the
monopole, h1 =
p
3( f (1)(x1), · · · , f (1)(xN ))T the dipole and h2 =
p
5( f (2)(x1), · · · , f (2)(xN ))T the
quadrapole. For subsequent derivation, the following estimate is needed:
h
N∑
t=1
f (r )(xt )
2 ≤ h
+∞∑
j=−∞
f (r )( j h)2 =
∫ +∞
−∞
| f (r )|2d x = pi
2r +1 . (2.3)
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By Taylor expansion of f (x− y∗j ), j = 1, · · · ,n around origin we have
c∗r =
n∑
j=1
a∗j
(d∗j )
r
r !
p
2r +1 ,
where d∗j = 0− y∗j , j = 1, · · · ,n. By (2.3), the 2-norm of each multipole satisfies the following
estimate
p
h||hr ||2 =
p
2r +1
√√√√h N∑
t=1
f (r )(xt )2 ≤
p
pi. (2.4)
The analysis of the resolution limit is based on the idea that for a certain level of SNR, we can
only stably recover a finite number of low-order multipole coefficients from measurements
(2.2). We shall show that these partial multipole coefficients set a limit to the resolution. For
the purpose, we introduce multipole matrix
H(s)=
(
h0,h1, · · · ,hs−1
)
.
We denote the minimum singular value of
p
hH(s) as
σmin(s)=σmin(
p
hH(s)).
We remark thatσmin(s) is determined by s and the point spread function. Note thatσmin(
p
hH(s))≤
||phH(s)v ||2 ≤
p
pi by (2.4) for v = (1,0, · · · ,0)T . We have the following estimate
σmin(s)≤
p
pi, ∀ s ≥ 1. (2.5)
2.2 LOWER BOUND OF THE COMPUTATIONAL RESOLUTION LIMIT
As a first application of the multipole method introduced in the previous part, we show that
to recover the number of sources, the minimum separation distance is at least of the order
O( 2n−2
√
σ
m∗ ).
Proposition 2.1. For given σ> 0, integer n ≥ 2, and m∗ > 0, choose d satisfying
d
n−1 =
2
e
2n−2
√
(2n−2)
ed
2n−2
√
σ
m∗
. (2.6)
Then there exist two measures µ∗ =∑nj=1 a∗j δy∗j with n supports and µ with n−1 supports, both
supported in [−d ,d ], such that ‖µ‖T V ≤ ‖µ∗‖T V =m∗ and
min
i 6= j
|y∗i − y∗j | =
d
n−1 .
Moreover, p
h
∣∣∣∣∣∣[µ∗ f ]− [µ∗∗ f ]∣∣∣∣∣∣
2
≤σ.
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Proof: Let d1 = −d ,d2 = −d + dn−1 , · · · ,d2n−2 = d − dn−1 ,d2n−1 = d . We consider the linear
system
Aa = 0 (2.7)
where
A =

1 1 · · · 1
d1p
3
d2p
3
· · · d2n−1p
3
...
...
. . .
...
(d1)2n−3
(2n−3)!p4n−5
(d2)2n−3
(2n−3)!p4n−5 · · ·
(d2n−1)2n−3
(2n−3)!p4n−5
 , a =

a1
a2
...
a2n−1
 .
Since A is underdetermined, there exists a nonzero a = (a1, · · · , a2n−1) satisfying (2.7). Using
the linear independence of the column vectors in the matrix A, we can show that all a j ’s are
not zero. Without loss of generality, we assume that
∑n
j=1 |a j | ≥
∑2n−1
j=n+1 |a j |. By scaling a, we
may also assume that
∑n
j=1 |a j | =m∗. We define
µ∗ =
n∑
j=1
a jδ−d j and µ=
2n−1∑
j=n+1
−a jδ−d j .
Then d∗min =mini 6= j |y∗i − y∗j | = dn−1 . We consider the expansion
[µ∗∗ f ]− [µ∗ f ]=
2n−3∑
r=0
(c∗r − cr )hr +Res, (2.8)
where Res=∑+∞r=2n−2(c∗r − cr )hr . By (2.7),∑2n−3r=0 (c∗r − cr )hr = 0. On the other hand,
p
h
∣∣∣∣∣∣Res∣∣∣∣∣∣
2
=
p
h
∣∣∣∣∣∣ +∞∑
r=2n−2
(c∗r − cr )hr
∣∣∣∣∣∣
2
≤
p
h
+∞∑
r=2n−2
∣∣∣∣∣∣(c∗r − cr )hr ∣∣∣∣∣∣2
=
p
h
+∞∑
r=2n−2
∣∣∣∣∣∣( n∑
j=1
a j
(d j )r
r !
p
2r +1 +
2n−1∑
p=n+1
ap
(dp )r
r !
p
2r +1 )hr
∣∣∣∣∣∣
2
≤
+∞∑
r=2n−2
2m∗d r
r !
p
2r +1
p
h
∣∣∣∣∣∣hr ∣∣∣∣∣∣
2
≤ 2m
∗d 2n−2
(2n−2)!p4n−3
( +∞∑
r=2n−2
d r−(2n−2)
[r − (2n−2)]!
)p
pi
(
by (2.4)
)
=2e
dppim∗d 2n−2
(2n−2)!p4n−3 =
2
p
pi(n−1)2n−2(2n−2)
(2n−2)!p4n−3 (
2
e
)2n−2σ
(
by (2.6)
)
≤σ. (by Lemma 9.4)
Thus,
p
h||[µ∗∗ f ]− [µ∗ f ]||2 ≤
p
h||
2n−3∑
r=0
(c∗r − cr )hr ||2+
p
h||Res||2 ≤σ.
2.3 UPPER BOUND OF COMPUTATIONAL RESOLUTION LIMIT
We derive an upper bound for the computational resolution limit introduced in Definition 1.2.
For given σ, M and d , we define
s∗ :=min
{
l ∈N : d
l
l !
p
2l +1
≤ σ
2ed
p
piM
}
, (2.9)
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which can be understood as the maximum number of multipoles one can expect to recover
stably with the given SNR.
Theorem 2.1. Let n ≥ 2 and let µ∗ =∑nj=1 a∗j δy∗j be a measure supported in [−d ,d ]. Assume
that the following separation condition is satisfied
min
i 6= j
|y∗i − y∗j | ≥ 4.7(1+d) 2n−2
√
3
σmin(s∗)
σ
m∗min
, (2.10)
then any discrete measure µ with k < n supports cannot be a (d ,σ, M)-admissible measure.
Proof: Step 1. We show that s∗ ≥ 2n−1. Let d∗min =mini 6= j |y∗i − y∗j |. Then d ≥
(n−1)d∗min
2 . We
have
d 2n−2
(2n−2)!p4n−3 ≥
( 12 )
2n−2(n−1)2n−2(d∗min)2n−2
(2n−2)!p4n−3
≥ (
1
2 )
2n−2(n−1)2n−24.72n−2(1+d)2n−2
(2n−2)!p4n−3
3σ
σmin(s∗)m∗min
(
by (2.10)
)
≥ (n−1)
2n−22.352n−2(1+d)2n−2
e(2n−2)2n−2+ 12 e−(2n−2)p4n−3
3σ
σmin(s∗) Mn
(
since m∗min ≤
m∗
n
≤ M
n
)
≥e
2n−31.1752n−2(1+d)2n−2
2
p
2
3
σmin(s∗)
σ
M
> 1
2edσmin(s∗)
σ
M
≥ 1
2ed
p
pi
σ
M
,
(
by (2.5)
)
which implies that s∗ ≥ 2n−1.
Step 2. For µ=∑kj=1 a jδy j with k < n, we have
Y− [µ∗ f ]=
+∞∑
r=0
(c∗r − cr )hr +W, (2.11)
where
c∗r =
n∑
j=1
a∗j
(d∗j )
r
r !
p
2r +1 , cr =
k∑
j=1
a j
(d j )r
r !
p
2r +1 , r = 0,1, · · · .
It follows that
||Y− [µ∗ f ]||2 ≥ ||
s∗−1∑
r=0
(c∗r − cr )hr ||2−||W||2−||Res||2, (2.12)
where Res=∑∞r=s∗(c∗r −cr )hr is the residual term. Note that∑kj=1 |a j | ≤M ,∑nj=1 |a∗j | =m∗ ≤M ,
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and |d j | ≤ d . We have
p
h
∣∣∣∣∣∣Res∣∣∣∣∣∣
2
=
p
h
∣∣∣∣∣∣ +∞∑
r=s∗
(c∗r − cr )hr
∣∣∣∣∣∣
2
=
p
h
∣∣∣∣∣∣ +∞∑
r=s∗
(
n∑
j=1
a∗j
(d∗j )
r
r !
p
2r +1 −
k∑
p=1
ap
d rp
r !
p
2r +1 )hr
∣∣∣∣∣∣
2
≤
+∞∑
r=s∗
p
h
∣∣∣∣∣∣( n∑
j=1
a∗j
(d∗j )
r
r !
p
2r +1 −
k∑
p=1
ap
d rp
r !
p
2r +1 )hr
∣∣∣∣∣∣
2
≤
+∞∑
r=s∗
2Md r
r !
p
2r +1
p
h||hr ||2
< 2Md
s∗
s∗!
p
2s∗+1
( +∞∑
r=s∗
d r−s
∗
(r − s∗)!
)p
pi
(
by (2.4)
)
≤2e
dppiMd s∗
s∗!
p
2s∗+1 ≤σ.
(
since
d s
∗
s∗!
p
2s∗+1 ≤
σ
2ed
p
piM
)
(2.13)
Step 3. We estimate the term
p
h
∣∣∣∣∣∣∑s∗−1r=0 (c∗r −cr )hr ∣∣∣∣∣∣2 in this step. Recall the multipole matrix
H(s∗)=
(
h0 h1 · · · hs∗−1
)
.
Denote
b(s∗)=
(
c∗0 − c0, · · · ,c∗s∗−1− cs∗−1
)T
.
Then we have
p
h
∣∣∣∣∣∣ s∗−1∑
r=0
(c∗r − cr )hr
∣∣∣∣∣∣
2
=
p
h
∣∣∣∣∣∣H(s∗)b(s∗)∣∣∣∣∣∣
2
≥σmin(
p
hH(s∗))
∣∣∣∣∣∣b(s∗)∣∣∣∣∣∣
2
=σmin(s∗)
∣∣∣∣∣∣b(s∗)∣∣∣∣∣∣
2
,
where σmin(s∗)=σmin(
p
hH(s∗)) is defined in Section 2.1. Note that b(s∗) can be written in
the form A˜a− A˜∗a∗ with A˜, A˜∗, a, a∗ being defined as in Corollary 3.2. An application of the
result therein yields
||b(s∗)||2 ≥ ||b(2n−1)||2 ≥
1.15m∗min(d
∗
min)
2n−2
28n−8(n−1)(1+d)2n−2 .
Using the separation condition (2.10), we further get
||b(s∗)||2 ≥
1.15m∗min(d
∗
min)
2n−2
28n−8(n−1)(1+d)2n−2 ≥
3σ
σmin(s∗)
.
It follows that
p
h
∣∣∣∣∣∣ s∗−1∑
r=0
(c∗r − cr )hr
∣∣∣∣∣∣
2
≥ 3σ. (2.14)
Step 4. Finally, combining (2.12) (2.13) and (2.14), we have
p
h||Y− [µ∗ f ]||2 > 3σ−2σ=σ,
which proves that any discrete measure µ with only k < n supports cannot be a (d ,σ, M)-
admissible measure.
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We have derived an upper bound for the computational resolution limit. This upper bound
shows that the inverse problem of recovering source number is not ill-posed when the sources
are separated beyond this limit. Any algorithm finding the sparsest admissible measure can
determine the exact source number. This result highlights the significance of sparsity in the
ill-posedness of the inverse problem.
Example of the upper bound
We set d = 1 and consider the following measure in the interval [−1,1]
µ∗ = δ−0.38+δ0.38.
Then n = 2,m∗ = 2,m∗min = 1. We set the noise level σ= 5.8×10−5 and the priori amplitude
bound M = 2. We can calculate that
s∗ =min{l ∈N : d
l
l !
p
2l +1
≤ σ
2ed
p
piM
}= 8.
We sample the image of µ∗ evenly in [−100,100] with 101 sample points (this corresponds to
letting R = 100,h = 2). The measurements are
Y(xt )=µ∗∗ f (xt )+W(xt ), t = 1, · · · ,101,
where W(xt ) is a uniformly distributed random number in (0,
σp
2R
). The upper bound for the
computational resolution limit is
4.7(1+d) 2n−2
√
3
σmin(s∗)
σ
m∗min
= 0.7597.
The graph of Y is shown in Figure 2.1:a. It is hard to determine visually that there are two
sources. However, by Theorem 2.1, only discrete measures with at least two supports can be a
(d ,σ, M)-admissible measure.
Discussion of σmin(s)
The separation distance in Proposition 2.1 shows that, the lower bound for the computational
resolution limit is at least of the order O( 2n−2
√
σ
m∗ ). The upper bound derived is
4.7(1+d) 2n−2
√
3
σmin(s∗)
σ
m∗min
.
The major gap lies in the factor σmin(s∗) which is determined by s∗ in (2.9) and the point
spread function. This gap is due to the correlation between the multipoles which amplifies
the noise to signal ratio σm∗min
when one reconstructs the multipole coefficients. We remark
that this seems to be a disadvantage of our reconstruction by using direct measurements of
the convoluted image. One may expect that this unpleasant amplification of noise may be
mitigated if one uses the Fourier measurements and exploit the special structure therein. This
will be discussed in a forthcoming work.
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(a) (b)
Figure 2.1: a: The noisy image. b: behavior of σmin(s)
In what follows, we estimate this factor σmin(s). Recall that
σmin(s)=σmin(
p
hH(s))=
√
λmin(hH(s)T H(s)).
For f = sin xx ,
f̂ =pi1[−1,1], f̂ (1) =pi(iω)1[−1,1], f̂ (2) =pi(iω)21[−1,1], · · ·
where f̂ = ∫ +∞−∞ f e−iωx d x denotes the Fourier transform of f . We have∫ +∞
−∞
f (p) f ( j )d x = 1
2pi
∫ +∞
−∞
f̂ (p) f̂ ( j )dω= pi
2
∫ 1
−1
(iω)p (−iω) j dω
=
{
(−1) p− j2 pip+ j+1 , if p+ j is even,
0, if p+ j is odd.
Now consider the (p, j )-th entry in hH(s)T H(s), we have
hhTp h j →
√
2p+1
√
2 j +1
∫ +∞
−∞
f (p)(x) f ( j )(x)d x
as R →+∞. Thus
hhTp h j ≈Hp, j (s)=
 (−1)
p− j
2 pi
p
2p+1
p
2 j+1
p+ j+1 , if p+ j is even, p, j ≤ s,
0, if p+ j is odd, p, j ≤ s.
The singular values of the matrix hH(s)T H(s) can be calculated using the above approximation.
The behavior of σmin(s) as s increases is shown in Figure 2.1:b. We see that for s > 20, σmin(s)
oscillate above 10−8.
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3 NON-LINEAR APPROXIMATION IN VANDERMONDE SPACE
In this section, we introduce the nonlinear approximation theory which is used to derive the
upper bound for the computational resolution limit. We first introduce some definitions. For
a given positive integer s and ω ∈R, we define the Vandermonde vector
φs(ω)= (1,ω, · · · ,ωs)T .
We also define the Vandermonde space
Ws = span
{
φs(ω) :ω ∈R
}
,
and k dimensional Vandermonde subspace
W ks (ω1, · · · ,ωk ) := span
{
φs(ω1), · · · , φs(ωk )
}
.
For a given vector
v =
k+1∑
j=1
a∗j φs(d
∗
j ),
we consider the following nonlinear optimization problem in the Vandermonde space
min
a j ,d j∈R,|d j |≤d , j=1,··· ,k
∣∣∣∣∣∣ k∑
j=1
a jφs(d j )− v
∣∣∣∣∣∣
2
. (3.1)
We shall derive a sharp lower bound for this minimization problem. This lower bound shall
lead to the upper bound for the computational resolution limit we introduced. The key idea
is a volume method to calculate the projection of φs(ω) onto the Vandermonde subspace
W ks (ω1, · · · ,ωk ). We first introduce some preliminary about the volume of parallelotope and
Vandermonde matrices.
3.1 PRELIMINARY
Definition 3.1. For s ≥ k −1, the k-dimensional volume of the parallelotope spanned by the
vectors φs(ω j ),ω j ∈R, j = 1, · · · ,k is
√
det(AT A) where
A = (φs(ω1), · · · ,φs(ωk )).
We denote
S j1n := {(τ1, · · · ,τ j ) : τp ∈ {1, · · · ,n}, p = 1, · · · , j and τp 6= τq , for p 6= q}.
and
Vn(n)=

1 · · · 1
d1 · · · dn
...
. . .
...
d n1 · · · d nn
 , Vn(n−1)=

1 · · · 1
d1 · · · dn
...
. . .
...
d n−11 · · · d n−1n
 . (3.2)
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Lemma 3.1. The matrix Vn(n) can be reduced to the following form by using elementary
column-addition operations
Vn(n)G(1) · · ·G(n−1)DQ(1) · · ·Q(n−1)=

1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
v(n+1)1 v(n+1)2 · · · v(n+1)n

where G(1), · · · ,G(n − 1),Q(1), · · · ,Q(n − 1) are elementary column-addition matrices, D =
di ag (1, 1(d2−d1) , · · · ,
1
Πn−1p=1(dn−dp )
) and
v(n+1) j = (−1)n− j
∑
(τ1,··· ,τn+1− j )∈Sn+1− j1n
dτ1 · · ·dτn+1− j . (3.3)
Proof: See Appendix C.
Lemma 3.2. We have √
det(Vn(n)T Vn(n))
det(Vn(n−1)T Vn(n−1))
=
√√√√ n∑
j=0
v2j , (3.4)
where
v j =
∑
(τ1,··· ,τ j )∈S j1n
dτ1 · · ·dτ j .
Proof: Note that in Lemma 3.1, all the elementary column-addition matrices have unit
determinant. As a result, det(Vn(n)T Vn(n))= det(F T F ) · 1(detD)2 , where F is the final reduced
matrix. A direct calculation shows that
det(F T F )=
n∑
j=0
v2j .
On the other hand, Vn(n−1) is a standard Vandermonde matrix. It determinant det(Vn(n−1))=
det(Vn(n−1)T )= 1detD . Therefore (3.4) follows.
Corollary 3.1. If |d j | < d , j = 1, · · · ,n, for Vn(n),Vn(n−1) in Lemma 3.2, we have√
det(Vn(n)T Vn(n))
det(Vn(n−1)T Vn(n−1))
≤ (1+d)n . (3.5)
Proof: Use (3.4) and the estimate that√√√√ n∑
j=0
v2j ≤
n∑
j=0
|v j | ≤
n∑
j=0
(
n
j
)
d j = (1+d)n .
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Lemma 3.3. Let V =W kk (ω1, · · · ,ωk ) where ω1, · · · ,ωk are k different real numbers and let V ⊥
is the orthogonal complement of V in Rk+1. Let P be the orthogonal projection onto V ⊥, then
||P (v)||2 =
√
det(AˆT Aˆ)
det(AT A)
,
where
A =
(
φk (ω1) φk (ω2) · · · φk (ωk )
)
and Aˆ =
(
A, v
)
.
Proof: The conclusion follows from the observation that the k+1-dimensional volume of
the parallelotope spanned by the vectors φk (ω1), · · ·φk (ωk ) and v can be computed as the
product of ||P (v)||2 and the k-dimensional volume of the parallelotope spanned by the k
vectors φk (ω1), · · · ,φk (ωk ).
3.2 LOWER BOUND FOR THE APPROXIMATION IN VANDERMONDE SPACE
In this section we derive a lower bound for the non-linear approximation problem (3.1). We
first introduce two notations. We define for integer k ≥ 1,
ζ(k+1)=
{
( k+12 )!(
k−1
2 )!, k is odd,
( k2 !)
2, k is even,
ξ(k)=

1
2 , k = 1,
( k−12 )!(
k−3
2 )!
4 , k is odd, k ≥ 3,
( k−22 !)
2
4 , k is even.
(3.6)
Theorem 3.1. Let k ≥ 1. Assume that −d ≤ d∗1 < d∗2 < ·· · < d∗k+1 ≤ d and |a∗j | ≥ m∗min, j =
1, · · · ,k+1. Let d∗min :=mini 6= j |d∗i −d∗j |. For q ≤ k, let
A(q)=

1 · · · 1
d1 · · · dq
...
...
...
d 2k1 · · · d 2kq
 , a(q)=

a1
a2
...
aq
 , A∗ =

1 · · · 1
d∗1 · · · d∗k+1
...
...
...
(d∗1 )
2k · · · (d∗k+1)2k
 , a∗ =

a∗1
a∗2
...
a∗k+1
 .
Then
min
ap ,dp∈R,|dp |≤d ,p=1,··· ,q
||A(q)a(q)− A∗a∗||2 ≥
ζ(k+1)ξ(k)m∗min(d∗min)2k
(1+d)2k .
Proof: Step 1. Note that for q < k, we have
min
ap ,dp∈R,|dp |≤d ,p=1,··· ,q
||A(q)a(q)− A∗a∗||2 ≥ min
ap ,dp∈R,|dp |≤d ,p=1,··· ,k
||A(k)a(k)− A∗a∗||2.
So we need only to consider the case when q = k. It suffices to show that for any given
−d ≤ d1 < d2 < ·· · < dk ≤ d , the following holds
min
ap∈R,p=1,··· ,k
||A(k)a(k)− A∗a∗||2 ≥
ζ(k+1)ξ(k)m∗min(d∗min)2k
(1+d)2k .
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So we fix d1, · · · ,dk in our subsequent argument.
Step 2. We claim that
max
l=0,··· ,k
min
a∈Rk
||Al a− A∗l a∗||2 ≥
ζ(k+1)ξ(k)m∗min(d∗min)2k
(1+d)2k ,
where
Al =

d l1 · · · d lk
d l+11 · · · d l+1k
...
...
...
d l+k1 · · · d l+kk
 A∗l =

(d∗1 )
l · · · (d∗k+1)l
(d∗1 )
l+1 · · · (d∗k+1)l+1
...
...
...
(d∗1 )
l+k · · · (d∗k+1)l+k
 .
The claim will be proved in subsequent two steps.
Step 2.1. For each l , from the decomposition
Al =

d l1 · · · d lk
d l+11 · · · d l+1k
...
...
...
d l+k1 · · · d l+kk
=

1 · · · 1
d1 · · · dk
...
...
...
d k1 · · · d kk


d l1 0 · · · 0
0 d l2 · · · 0
...
...
...
...
0 0 · · · d lk
 ,
and the similar decomposition for A∗l , we have
min
a∈Rk
||Al a− A∗l a∗||2 ≥ min
αl∈Rk
||A0αl − A∗0α∗l ||2, (3.7)
where α∗l = (a∗1 (d∗1 )l , · · · , ak+1(d∗k+1)l )T . Let V be the space spanned by column vectors of
A0. Then the dimension of V is k, and V ⊥, the orthogonal complement of V in Rk+1 is of
dimension one. We let v be a unit vector in V ⊥ and let P2 be the orthogonal projection onto
V ⊥. Observe that
min
αl∈Rk
||A0αl − A∗0α∗l ||2 = ||P2(A∗0α∗l )||2 =
∣∣∣∣∣∣k+1∑
j=1
a∗j (d
∗
j )
l P2(φk (d
∗
j ))
∣∣∣∣∣∣
2
,
where φk (d
∗
j )= (1,d∗j , · · · , (d∗j )k )T . We write
P2(φk (d
∗
j ))= (−1)σ( j )|P2(φk (d∗j ))|v, (3.8)
where σ( j )= 0 or 1 depends on the direction of P2(φk (d∗j )). Denote
Aˆ j =

1 · · · 1 1
d1 · · · dk d∗j
...
...
...
d k−11 · · · d k−1k (d∗j )k−1
d k1 · · · d kk (d∗j )k
 , Aˆ =

1 · · · 1
d1 · · · dk
...
...
...
d k−11 · · · d k−1k
 .
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We have ∣∣∣∣∣∣k+1∑
j=1
a∗j (d
∗
j )
l P2(φk (d
∗
j ))
∣∣∣∣∣∣
2
=
∣∣∣k+1∑
j=1
(−1)σ( j )a∗j (d∗j )l |P2(φk (d∗j ))|
∣∣∣ (by (3.8))
=
∣∣∣ n∑
j=1
(−1)σ( j )a∗j (d∗j )l
√√√√det(AˆTj Aˆ j )
det(AT0 A0)
∣∣∣ (by Lemma 3.3)
= 1√
det(AT0 A0)
∣∣∣k+1∑
j=1
(−1)σ( j )a∗j (d∗j )l |Π1≤i<p≤k (di −dp )Πkq=1(d∗j −dq )|
∣∣∣
≥ |Π1≤i<p≤k (di −dp )|
(1+d)k
√
det(AˆT Aˆ)
∣∣∣k+1∑
j=1
(−1)σ( j )a∗j (d∗j )l |Πkq=1(d∗j −dq )|
∣∣∣ (by Corollary 3.1)
= 1
(1+d)k
∣∣∣k+1∑
j=1
(−1)σ( j )a∗j (d∗j )l |Πkq=1(d∗j −dq )|
∣∣∣. (3.9)
Step 2.2. For l = 0,1, · · · ,k, we let
βl =
k+1∑
j=1
(−1)σ( j )a∗j (d∗j )l |Πkq=1(d∗j −dq )|,
and write the above k+1 equations into the following matrix form
Bη=β,
where β= (β0,β1, · · · ,βk )T and
B =

a∗1 a
∗
2 · · · a∗k+1
a∗1 d
∗
1 a
∗
2 d
∗
2 · · · a∗k+1d∗k+1
...
...
...
...
a∗1 (d
∗
1 )
k a∗2 (d
∗
2 )
k · · · a∗k+1(d∗k+1)k
 , η=

(−1)σ(1)|(d∗1 −d1) · · · (d∗1 −dk )|
(−1)σ(2)|(d∗2 −d1) · · · (d∗2 −dk )|
...
(−1)σ(k+1)|(d∗k+1−d1) · · · (d∗k+1−dk )|
 .
By Corollary 9.1, we have
||η||∞ = ||B−1β||∞ ≤ ||B−1||∞||β||∞ ≤ (1+d)
k
ζ(k+1)m∗min(d∗min)k
||β||∞.
Therefore,
||β||∞ ≥
ζ(k+1)m∗min(d∗min)k
(1+d)k ||η||∞
≥ ζ(k+1)ξ(k)m
∗
min(d
∗
min)
2k
(1+d)k . (by Lemma 3.4)
Recall (3.9), we have
max
l=0,··· ,k
∣∣∣∣∣∣k+1∑
j=1
a∗j (d
∗
j )
l P2(φk (d
∗
j ))
∣∣∣∣∣∣
2
≥ ||β||∞
(1+d)k ≥
ζ(k+1)ξ(k)m∗min(d∗min)2k
(1+d)2k ,
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or equivalently,
max
l=0,··· ,k
min
αl∈Rk
||A0αl − A∗0α∗l ||2 ≥
ζ(k+1)ξ(k)m∗min(d∗min)2k
(1+d)2k .
Thus by (3.7),
max
l=0,··· ,k
min
a∈Rk
||Al a− A∗l a∗||2 ≥
ζ(k+1)ξ(k)m∗min(d∗min)2k
(1+d)2k .
Step 3. Finally, observing that
min
a(k)∈Rk
||A(k)a(k)− A∗a∗||2 ≥ max
l=0,··· ,k
min
a∈Rk
||Al a− A∗l a∗||2,
we have
min
a(k)∈Rk
||A(k)a(k)− A∗a∗||2 ≥
ζ(k+1)ξ(k)m∗min(d∗min)2k
(1+d)2k .
This proves the theorem.
We next demonstrate the sharpness of the lower bound above.
Proposition 3.1. Let k ≥ 1. There exist−d ≤ d∗1 < d∗2 < ·· · < d∗k+1 ≤ d and nonzero real numbers
a∗1 , · · · , a∗k+1 with
∑k+1
j=1 |a∗j | =m∗ such that
min
ap ,dp∈R,|dp |≤d ,p=1,··· ,k
||A(k)a(k)− A∗a∗||2 ≤ 2m∗k2k (d∗min)2k ,
where A(k), a(k), A∗, a∗,d∗min are defined in Theorem 3.1.
Proof: Let
dˆ1 =−d , dˆ2 =−d + d
k
, · · · , dˆ2k = d −
d
k
, dˆ2k+1 = d .
There exists nonzero aˆ such that
Qaˆ = γ, (3.10)
where
Q =

1 · · · 1 · · · 1
dˆ1 · · · dˆk · · · dˆ2k+1
(dˆ1)2 · · · (dˆk )2 · · · (dˆ2k+1)2
...
...
...
...
...
(dˆ1)2k · · · (dˆk )2k · · · (dˆ2k+1)2k
 , aˆ =

aˆ1
aˆ2
...
aˆ2k+1
 , γ=

0
...
0∑2k+1
j=1 aˆ j (dˆ j )
2k
 .
Using the linear independence of the column vectors in the matrix Q, we can show that all aˆ j ’s
are nonzero. Without loss of generality, we assume that the first (k+1)-largest components
of (aˆ1, · · · , aˆ2k+1)T are given by aˆ1, · · · , aˆk+1. We then define d∗1 = dˆ1, · · · ,d∗k+1 = dˆk+1, a∗1 =
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aˆ1, · · · , a∗k+1 = aˆk+1, m∗ =
∑k+1
j=1 |aˆ j |, d1 = dˆk+2, · · · ,dk = dˆ2k+1 and a1 =−aˆk+2, · · · , ak =−aˆ2k+1.
Note that d∗min =mini 6= j |d∗i −d∗j | ≥ dk . We have
||A∗a∗−A(k)a(k)||2 = ||Qaˆ||2 = ||γ||2 = |
2k+1∑
j=1
aˆ j (dˆ j )
2k | ≤ 2m∗d 2k ≤ 2m∗(kd∗min)2k = 2m∗k2k (d∗min)2k .
It follows that
min
ap ,dp∈R,|dp |≤d ,p=1,··· ,k
||A(k)a(k)− A∗a∗||2 ≤ 2m∗k2k (d∗min)2k .
Finally, as a consequence of Theorem 3.1, we have the following result.
Corollary 3.2. Let k ≥ 1. Assume that −d ≤ d∗1 < d∗2 < ·· · < d∗k+1 ≤ d and a∗1 , · · · , a∗k+1 with
|a∗j | ≥m∗min, j = 1, · · · ,k+1. For q ≤ k, we have
min
ap ,dp∈R,|dp |≤d ,p=1,··· ,q
||A˜(q)a(q)− A˜∗a∗||2 ≥
1.15m∗min(d
∗
min)
2k
24k k(1+d)2k ,
where d∗min :=mini 6= j |d∗i −d∗j | and
A˜(q)=

1 · · · 1
d1p
3
· · · dqp
3
d 21
2!
p
5
· · · d
2
q
2!
p
5
...
. . .
...
d 2k1
(2k)!
p
4k+1 · · ·
d 2kq
(2k)!
p
4k+1

, a(q)=

a1
a2
a3
...
aq
 , A˜
∗ =

1 · · · 1
d∗1p
3
· · · d
∗
k+1p
3
(d∗1 )
2
2!
p
5
· · · (d
∗
k+1)
2
2!
p
5
...
. . .
...
(d∗1 )
2k
(2k)!
p
4k+1 · · ·
(d∗k+1)
2k
(2k)!
p
4k+1

, a∗ =

a∗1
a∗2
a∗3
...
a∗k+1
 .
Proof: Observing that
A˜(q)= diag(1, 1p
3
, · · · , 1
(2k)!
p
4k+1
)A(q), A˜∗ = diag(1, 1p
3
, · · · , 1
(2k)!
p
4k+1
)A∗
where A(q), A∗ are defined as in Theorem 3.1. By Theorem 3.1 we have
min
ap ,dp∈R,|dp |≤d ,p=1,··· ,q
||A˜(q)a(q)− A˜∗a∗||2 ≥ 1
(2k)!
p
4k+1
min
ap ,dp∈R,|dp |≤d ,p=1,··· ,q
||A(q)a(q)− A∗a∗||2
≥ ζ(k+1)ξ(k)m
∗
min(d
∗
min)
2k
(1+d)2k (2k)!p4k+1
,
where ζ(k+1),ξ(k) is defined in (3.6). Combining this with Lemma 9.6 yield the corollary.
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3.3 STABILITY OF THE NONLINEAR APPROXIMATION IN VANDERMONDE SPACE
In the section we present a stability result for the nonlinear approximation problem (3.1).
Theorem 3.2. Let k ≥ 2. Assume that −d ≤ d∗1 < d∗2 < ·· · < d∗k ≤ d and |a∗j | ≥m∗min, j = 1, · · · ,k.
Let d∗min :=mini 6= j |d∗i −d∗j |. Assume that −d ≤ d1 < d2 < ·· · < dk ≤ d and let
η=

(d∗1 −d1) · · · (d∗1 −dk )
(d∗2 −d1) · · · (d∗2 −dk )
...
(d∗k −d1) · · · (d∗k −dk )
 . (3.11)
If
||Aa− A∗a∗||2 <σ, (3.12)
where
A =

1 · · · 1
d1 · · · dk
...
...
...
d 2k−11 · · · d 2k−1k
 , a =

a1
a2
...
ak
 , A∗ =

1 · · · 1
d∗1 · · · d∗k
...
...
...
(d∗1 )
2k−1 · · · (d∗k )2k−1
 , a∗ =

a∗1
a∗2
...
a∗k
 . (3.13)
Then
||η||∞ < (1+d)
2k−1
ζ(k)(d∗min)
k−1
σ
m∗min
.
Proof: Since ||Aa− A∗a∗||2 <σ, we have
min
α∈Rk
||Aα− A∗a∗||2 <σ. (3.14)
Similar to the proof of Theorem 3.1, we consider
max
l=0,··· ,k−1
min
α∈Rk
||Alα− A∗l a∗||2,
where
Al =

d l1 · · · d lk
d l+11 · · · d l+1k
...
...
...
d l+k1 · · · d l+kk
 , A∗l =

(d∗1 )
l · · · (d∗k )l
(d∗1 )
l+1 · · · (d∗k )l+1
...
...
...
(d∗1 )
l+k · · · (d∗k )l+k
 .
For each l , from the decomposition
Al =

d l1 · · · d lk
d l+11 · · · d l+1k
...
...
...
d l+k1 · · · d l+kk
=

1 · · · 1
d1 · · · dk
...
...
...
d k1 · · · d kk


d l1 0 · · · 0
0 d l2 · · · 0
...
...
...
...
0 0 · · · d lk
 ,
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and the similar decomposition for A∗l , we have
min
α∈Rk
||Alα− A∗l a∗||2 ≥ min
αl∈Rk
||A0αl − A∗0α∗l ||2, (3.15)
whereα∗l = (a∗1 (d∗1 )l , · · · , ak (d∗k )l )T . Let V be the space spanned by column vectors of A0. Then
the dimension of V is k, and V ⊥, the orthogonal complement of V in Rk+1 is of dimension one.
We let v be a unit vector in V ⊥ and let P2 be the orthogonal projection onto V ⊥. We observe
that
min
αl∈Rk
||A0αl − A∗0α∗l ||2 = ||P2(A∗0α∗l )||2 =
∣∣∣∣∣∣ k∑
j=1
a∗j (d
∗
j )
l P2(φk (d
∗
j ))
∣∣∣∣∣∣
2
,
where φk (d
∗
j )= (1,d∗j , · · · , (d∗j )k )T . We write
P2(φk (d
∗
j ))= (−1)σ( j )|P2(φk (d∗j ))|v,
where σ( j )= 0 or 1 depends on the direction of P2(φk (d∗j )). Similar to Step 2.1 in the proof of
Theorem 3.1, we have
∣∣∣∣∣∣ k∑
j=1
a∗j (d
∗
j )
l P2(φk (d
∗
j ))
∣∣∣∣∣∣
2
≥ 1
(1+d)k
∣∣∣ k∑
j=1
(−1)σ( j )a∗j (d∗j )l |Πkq=1(d∗j −dq )|
∣∣∣. (3.16)
For l = 0, · · · ,k−1, we let
βl =
k∑
j=1
(−1)σ( j )a∗j (d∗j )l |Πkq=1(d∗j −dq )|,
and β= (β0, · · · ,βk−1)T . Similar to Step 2.2 in the proof of Theorem 3.1, we have
||β||∞ ≥
ζ(k)m∗min(d
∗
min)
k−1
(1+d)k−1 ||η||∞.
Recall (3.16), we have
max
l=0,··· ,k−1
∣∣∣∣∣∣ k∑
j=1
a∗j (d
∗
j )
l P2(φk (d
∗
j ))
∣∣∣∣∣∣
2
≥ ζ(k)m
∗
min(d
∗
min)
k−1
(1+d)2k−1 ||η||∞,
or equivalently,
max
l=0,··· ,k−1
min
αl∈Rk
||A0αl − A∗0α∗l ||2 ≥
ζ(k)m∗min(d
∗
min)
k−1
(1+d)2k−1 ||η||∞.
Thus by (3.15),
max
l=0,··· ,k−1
min
α∈Rk
||Alα− A∗l a∗||2 ≥
ζ(k)m∗min(d
∗
min)
k−1
(1+d)2k−1 ||η||∞.
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Recall (3.14) and observe that
σ>min
α∈Rk
||Aα− A∗a∗||2 ≥ max
l=0,··· ,k−1
min
α∈Rk
||Alα− A∗l a∗||2 ≥
ζ(k)m∗min(d
∗
min)
k−1
(1+d)2k−1 ||η||∞,
we have
||η||∞ < (1+d)
2k−1
ζ(k)(d∗min)
k−1
σ
m∗min
.
Corollary 3.3. Let k ≥ 2. Assume that−d ≤ d∗1 < d∗2 < ·· · < d∗k ≤ d and |a∗j | ≥m∗min, j = 1, · · · ,k.
Let −d ≤ d1 < d2 < ·· · < dk ≤ d and assume that
||A˜a− A˜∗a∗||2 <σ, (3.17)
where
A˜ =

1 · · · 1
d1p
3
· · · dkp
3
d 21
2!
p
5
· · · d
2
k
2!
p
5
...
. . .
...
d 2k−11
(2k−1)!p4k−1 · · ·
d 2k−1k
(2k−1)!p4k−1

, a =

a1
a2
a3
...
ak
 , A˜
∗ =

1 · · · 1
d∗1p
3
· · · d
∗
kp
3
(d∗1 )
2
2!
p
5
· · · (d
∗
k )
2
2!
p
5
...
. . .
...
(d∗1 )
2k−1
(2k−1)!p4k−1 · · ·
(d∗k )
2k−1
(2k−1)!p4k−1

, a∗ =

a∗1
a∗2
a∗3
...
a∗k
 .
Then
||η||∞ < (2k−1)!
p
4k−1(1+d)2k−1
ζ(k)(d∗min)
k−1
σ
m∗min
,
where η,d∗min,ζ(k) defined in Theorem 3.2.
Proof: By Theorem 3.2 and a similar argument as in proof of Corollary 3.2.
Finally, we present useful lemma which will be used in Section 4, and whose proof is given
in Appendix B.
Lemma 3.4. Let k ≥ 1. Assume that d∗1 < d∗2 < ·· · < d∗k+1 and let d∗min =mini 6= j |d∗i −d∗j |. Then
for real numbers d1 ≤ d2 ≤ ·· · ≤ dk , we have the following estimate
||η||∞ ≥ ξ(k)(d∗min)k ,
where
η=

(d∗1 −d1) · · · (d∗1 −dk )
(d∗2 −d1) · · · (d∗2 −dk )
...
(d∗k+1−d1) · · · (d∗k+1−dk )
 . (3.18)
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4 STABILITY ANALYSIS OF SUPPORT RECOVERY
In this section, we study the stability of recovering source supports from the admissible
measures and quantitatively demonstrate its dependence on the super-resolution factor. In
the grid setting, the super-resolution factor can be defined as the ratio between Rayleigh limit
and the grid spacing, see for instance [13]. In our non-grid setting, recalling that the point
spread function is sin xx and the associated Rayleigh limit is pi, we define the super-resolution
factor as
SRF := pi
d∗min
.
We have the following stability result.
Theorem 4.1. Let n ≥ 2 and let µ∗ =∑nj=1 a∗j δy∗j be a measure such that −d ≤ y∗1 < y∗2 < ·· · <
y∗n ≤ d. Assume that the following separation condition holds
d∗min =mini 6= j |y
∗
i − y∗j | ≥ 6.24(1+d) 2n−1
√
3
σmin(s∗)
σ
m∗min
,
where s∗ is defined in (2.9). If µ = ∑nj=1 a jδy j is a (d ,σ, M)-admissible measure such that
−d ≤ y1 < y2 < ·· · < yn ≤ d, then
|yi − y∗i | <
d∗min
2
, i = 1, · · · ,n.
Morover,
|yi − y∗i | <C (n,d)SRF 2n−2
3σ
σmin(s∗)m∗min
,
where
C (n,d)= 7.73
p
4n−1(2n−1)(4+4d)2n−1
4epi2n−
1
2
.
Proof: Step 1. We show that s∗ ≥ 2n. Since d ≥ (n−1)d
∗
min
2 , we have
d 2n−1
(2n−1)!p4n−1 ≥
( 12 )
2n−1(n−1)2n−1(d∗min)2n−1
(2n−1)!p4n−1
≥ (
1
2 )
2n−1(n−1)2n−16.242n−1(1+d)2n−1
(2n−1)!p4n−1
3σ
σmin(s∗)m∗min
(
by separation condition
)
≥ (n−1)
2n−13.122n−1(1+d)2n−1
e(2n−1)2n−1+ 12 e−(2n−1)p4n−1
3σ
σmin(s∗) Mn
(
since m∗min ≤
m∗
n
≤ M
n
)
≥e
2n−31.562n−1(1+d)2n−1
2
p
2
3
σmin(s∗)
σ
M
> σ
2edσmin(s∗)M
≥ σ
2ed
p
piM
.
(
by (2.5)
)
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Recalling (2.9), we get s∗ ≥ 2n.
Step 2. Let µ=∑nj=1 a jδy j be a (d ,σ, M)-admissible measure such that
p
h||Y− [µ∗ f ]||2 ≤σ. (4.1)
Based on the decomposition,
Y− [µ∗ f ]=
+∞∑
r=0
(c∗r − cr )hr +W,
where c∗r =
∑n
j=1 a
∗
j
(d∗j )
r
r !
p
2r+1 and cr =
∑n
j=1 a j
d rj
r !
p
2r+1 , we have
p
h||Y− [µ∗ f ]||2 ≥
p
h||
s∗−1∑
r=0
(c∗r − cr )hr ||2−
p
h||W||2−
p
h||Res||2. (4.2)
Here Res is the residual term and s∗ is defined in (2.9). By a similar argument as in Step 2 and
3 of the proof of Theorem 2.1, we have
p
h||Res|| <σ, and
p
h||
s∗−1∑
r=0
(c∗r − cr )hr ||2 ≥ ||b(s∗)||2σmin(s∗), (4.3)
where
b(s∗)= (c∗0 − c0, · · · ,c∗s∗−1− cs∗−1)T , σmin(s∗)=σmin(
p
hH(s∗)).
Here recall that H(s∗) =
(
h0 h1 · · · hs∗−1
)
is the multipole matrix. Therefore, by con-
straint (4.1) and estimate (4.2)-(4.3), we have
||b(s∗)||2 < 3σ
σmin(s∗)
.
Since by Step 1, s∗ ≥ 2n, we have ||b(2n)||2 ≤ ||b(s∗)||2 < 3σσmin(s∗) . Note that b(2n) can be written
in the form A˜a− A˜∗a∗ with A˜, A˜∗, a, a∗ being defined as in Corollary 3.3. An application of the
result therein yields
||η||∞ < (1+d)
2n−1
ζ(n)(d∗min)
n−1
p
4n−1(2n−1)!3σ
σmin(s∗)m∗min
, (4.4)
where
η=

(d∗1 −d1) · · · (d∗1 −dn)
(d∗2 −d1) · · · (d∗2 −dn)
...
(d∗n −d1) · · · (d∗n −dn)
 . (4.5)
Step 3. By the separation condition and Lemma 9.7 in appendix D, we have
d∗min ≥
2n−1
√
4(1+d)2n−1p4n−1(2n−1)!
ζ(n)λ(n)
2n−1
√
3
σmin(s∗)
σ
m∗min
, (4.6)
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where
λ(n)=
{
1, n = 2,
ξ(n−2), n ≥ 3, ξ(n−2)=

1
2 , n = 3,
( n−32 )!(
n−5
2 )!
4 , n is odd,n ≥ 5,
( n−42 !)
2
4 , n is even, n ≥ 4.
Or equivalently,
(d∗min)
2n−1 ≥ 4(1+d)
2n−1p4n−1(2n−1)!
ζ(n)λ(n)
3σ
σmin(s∗)m∗min
. (4.7)
Step 4. We prove the case when n = 2. We first claim that for each d∗i , there is one d j such that
|d∗i −d j | <
d∗min
2 . By contradiction, assume that
|d∗1 −d1| ≥
d∗min
2
, |d∗1 −d2| ≥
d∗min
2
.
Then, ||η||∞ ≥ |d∗1 −d1||d∗1 −d2| ≥
(d∗min)
2
4 . On the other hand, by letting n = 2 in (4.7), we have
(d∗min)
3 ≥ 4(1+d)
2n−1p4n−1(2n−1)!
ζ(n)
3
σmin(s∗)
σ
m∗min
.
Therefore,
(d∗min)
2
4
≥ (1+d)
2n−1
d∗minζ(n)
p
4n−1(2n−1)!3σ
σmin(s∗)m∗min
.
It follows that
||η||∞ ≥ (1+d)
2n−1
d∗minζ(n)
p
4n−1(2n−1)!3σ
σmin(s∗)m∗min
.
This contradicts (4.4) and hence proves the claim for d∗1 . Similarly, we can prove the claim for
d∗2 . As a result, we have
|d∗i −di | <
d∗min
2
, i = 1,2, (4.8)
which further implies that |d∗1 −d2| ≥
d∗min
2 . On the other hand, by letting n = 2 in (4.4), we
obtain
|d∗1 −d1| · |d∗1 −d2| <
(1+d)2n−1
ζ(n)(d∗min)
n−1
p
4n−1(2n−1)!3σ
σmin(s∗)m∗min
.
It follows that
|d∗1 −d1| <
2(1+d)2n−1p4n−1(2n−1)!
ζ(n)
(
1
d∗min
)2n−2
3σ
σmin(s∗)m∗min
.
In the same fashion, similar estimate holds for |d∗2 −d2|. Using Lemma 9.8 in appendix D, we
have
|d∗i −di | ≤
7.73
p
4n−1(2n−1)(4+4d)2n−1
4epi
3
2
(
1
d∗min
)2n−2
3σ
m∗minσmin(s
∗)
, i = 1,2.
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Step 5. We prove the case n ≥ 3 in this step and the next. We claim that for each d∗i , there is
one d j satisfies |d∗i −d j | <
d∗min
2 . We prove the claim by excluding the following two cases.
Case 1: There exists j0 such that |d∗i −d j0 | ≥
d∗min
2 for all i = 1, · · · ,n.
Denote
ηˆ=
 (d
∗
1 −d1) · · · (d∗1 −d j0−1)(d∗1 −d j0+1) · · · (d∗1 −dn)
...
(d∗n −d1) · · · (d∗n −d j0−1)(d∗n −d j0+1) · · · (d∗n −dn)
 .
By Lemma 3.4, we have
||ηˆ||∞ ≥ ξ(n−1)(d∗min)n−1.
Note that η= diag(d∗1 −d j0 , · · · ,d∗n−d j0 )ηˆ. Using the assumption of this case and (4.7), we have
||η||∞ ≥
d∗min
2
||ηˆ||∞ ≥ ξ(n−1)
2
(d∗min)
n ≥ ξ(n−2)
4
(d∗min)
n ≥ (1+d)
2n−1
ζ(n)(d∗min)
n−1
p
4n−1(2n−1)!3σ
σmin(s∗)m∗min
,
which contradicts to (4.4).
Case 2: There exist j1, j2 and i0 such that |d∗i0 −d j1 | <
d∗min
2 , |d∗i0 −d j2 | <
d∗min
2 .
Then for all j 6= i0, we have
|(d∗j −d j1 )(d∗j −d j2 )| ≥
(d∗min)
2
4
. (4.9)
Denote
η˜=

(d∗1 −d1) · · · (d∗1 −d j1−1)(d∗1 −d j1+1) · · · (d∗1 −d j2−1)(d∗1 −d j2+1) · · · (d∗1 −dn)
...
(d∗i0−1−d1) · · · (d∗i0−1−d j1−1)(d∗i0−1−d j1+1) · · · (d∗i0−1−d j2−1)(d∗i0−1−d j2+1) · · · (d∗i0−1−dn)
(d∗i0+1−d1) · · · (d∗i0+1−d j1−1)(d∗i0+1−d j1+1) · · · (d∗i0+1−d j2−1)(d∗i0+1−d j2+1) · · · (d∗i0+1−dn)
(d∗n −d1) · · · (d∗n −d j1−1)(d∗n −d j1+1) · · · (d∗n −d j2−1)(d∗n −d j2+1) · · · (d∗n −dn)
 .
By Lemma 3.4 (applied to the points d∗1 < ·· · < d∗i0−1 < d∗i0+1 < ·· · < d∗n ), we have
||η˜||∞ ≥ ξ(n−2)(d∗min)n−2. (4.10)
Note that the components of η˜ differ from those of η only by the factors (d∗j −d j1 )(d∗j −d j2 ) for
j = 1, · · · , i0−1, i0+1, · · · ,n. Using (4.10), (4.9) and (4.7), we have
||η||∞ ≥ ξ(n−2)
4
(d∗min)
n ≥ (1+d)
2n−1
ζ(n)(d∗min)
n−1
p
4n−1(2n−1)!3σ
σmin(s∗)m∗min
,
which contradicts to (4.4) and hence proves the claim.
Step 6. By the claim in Step 5, we have |d∗i −di | <
d∗min
2 , i = 1, · · · ,n. It follows that
|d∗i −d j | ≥
(2|i − j |−1)d∗min
2
.
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Thus, for each i ∈ {1, · · · ,n}, we have
min
j=1,··· ,n
|(d∗j −d1) · · · (d∗j −dn)| ≥ |d∗i −di |(
d∗min
2
)n−1(2i −3)!!(2(n− i )−1)!!
≥ |d∗i −di |(
d∗min
2
)n−1(n−2)!.
Using (4.4), we further get
|d∗i −di |(
d∗min
2
)n−1(n−2)!< (1+d)
2n−1
ζ(n)(d∗min)
n−1
p
4n−1(2n−1)!3σ
σmin(s∗)m∗min
.
Hence
|d∗i −di | <
2n−1(1+d)2n−1(2n−1)!p4n−1
ζ(n)(n−2)! (
1
d∗min
)2n−2
3σ
m∗minσmin(s
∗)
.
Finally, using Lemma 9.8 in appendix D, we have
|d∗i −di | <
7.73
p
4n−1(2n−1)(4+4d)2n−1
4epi
3
2
(
1
d∗min
)2n−2
3σ
m∗minσmin(s
∗)
.
This proves the theorem by substituting SRF into the above inequality.
The theorem above states that when the sources separated sufficiently, one can stably
recover the source positions from admissible measures. With proper separation condition,
the inverse problem is not ill-posed in the sense that any algorithms targeting at the sparsest
admissible measure can recover the source positions stably. We next demonstrate that the
order O( 2n−1
√
σ
m∗ ) is sharp for stablility.
Proposition 4.1. For given σ,n ≥ 2 and m∗ > 0, choose d satisfying
d
n
= 2
e
2n−1
√
2n−1
e1+d
2n−1
√
σ
m∗
, (4.11)
and let τ = dn . Then there exist two measures µ∗ and µ, supported in {−τ,−2τ, · · · ,−nτ} and
{τ,2τ, · · · ,nτ}, respectively, such that ‖µ‖T V ≤ ‖µ∗‖T V =m∗ and
p
h
∣∣∣∣∣∣[µ∗ f ]− [µ∗∗ f ]∣∣∣∣∣∣
2
≤σ.
Proof: Let d1 = −d = −nτ,d2 = −(n−1)τ, · · · ,dn = −τ, and dn+1 = τ, · · · ,d2n = nτ. We con-
sider the linear system
Aa = 0, (4.12)
where
A =

1 1 · · · 1
d1p
3
d2p
3
· · · d2np
3
...
...
. . .
...
(d1)2n−2
(2n−2)!p4n−3
(d2)2n−2
(2n−2)!p4n−3 · · ·
(d2n )2n−2
(2n−2)!p4n−3
 , a =

a1
a2
...
a2n
 .
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Since A is underdetermined, there exists nonzero aˆ = (aˆ1, aˆ2, · · · , aˆ2n)T satisfying (4.12). More-
over, we can show that all a j ’s are not zero by using the linear independence of the column
vectors in A. Without loss of generality, we assume that
∑n
j=1 |aˆ j | ≥
∑2n
j=n+1 |aˆ j |. By scaling aˆ,
we may assume that
∑n
j=1 |aˆ j | =m∗. We define
µ∗ =
n∑
j=1
aˆ jδ−d j , µ=
2n∑
j=n+1
−aˆ jδ−d j .
Consider the expansion
[µ∗∗ f ]− [µ∗ f ]=
2n−2∑
r=0
(c∗r − cr )hr +Res, (4.13)
where Res=∑+∞r=2n−1(c∗r − cr )hr . By (4.12),∑2n−2r=0 (c∗r − cr )hr = 0. On the other hand
p
h
∣∣∣∣∣∣Res∣∣∣∣∣∣
2
=
p
h
∣∣∣∣∣∣ +∞∑
r=2n−1
(c∗r − cr )hr
∣∣∣∣∣∣
2
≤
p
h
+∞∑
r=2n−1
∣∣∣∣∣∣(c∗r − cr )hr ∣∣∣∣∣∣2
=
p
h
+∞∑
r=2n−1
∣∣∣∣∣∣( n∑
j=1
aˆ j
(d j )r
r !
p
2r +1 +
2n∑
p=n+1
aˆp
(dp )r
r !
p
2r +1 )hr
∣∣∣∣∣∣
2
≤
+∞∑
r=2n−1
2m∗d r
r !
p
2r +1
p
h
∣∣∣∣∣∣hr ∣∣∣∣∣∣
2
< 2m
∗d 2n−1
(2n−1)!p4n−1
( +∞∑
r=2n−1
d r−(2n−1)
[r − (2n−1)]!
)p
pi
(
by (2.4)
)
=2e
dppim∗d 2n−1
(2n−1)!p4n−1 ≤
2
p
pin2n−1(2n−1)
e(2n−1)!p4n−1 (
2
e
)2n−1σ
(
by (4.11)
)
≤σ. (by Lemma 9.5)
Thus,
p
h||[µ∗∗ f ]− [µ∗ f ]||2 ≤
p
h||
2n−3∑
r=0
(c∗r − cr )hr ||2+
p
h||Res||2 ≤σ.
This completes the proof of the proposition.
Proposition 4.1 reveals that the lower bound of the separation distance to ensure a stable
recovery of the source positions is at least of the order O( 2n−1
√
σ
m∗ ). This is comparable to the
order O( 2n−1
√
3
σmin(s∗)
σ
m∗min
) of the separation condition in Theorem 4.1.
5 A MUSIC-TYPE ALGORITHM
In this section, we propose a preliminary MUSIC-type algorithm to recover the source num-
ber. We shall show that the algorithm can recover the source number correctly in the super-
resolution regime where the minimum separation distance is comparable to the computational
resolution limit.
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5.1 RECOVERY OF MULTIPOLE COEFFICIENT
We first consider the recovery of multipole coefficients. For given d ,σ, M ≥m∗, we define s∗
as in (2.9) and write the measurements as Y(x1)...
Y(xN )
=
 f (x1− y
∗
1 ) · · · f (x1− y∗n )
...
...
...
f (xN − y∗1 ) · · · f (xN − y∗n )

 a
∗
1
...
a∗n
+
 W(x1)...
W(xN )

= ( h0 h1 · · · hs∗−1 )

c∗0
c∗1
...
c∗s∗−1
+
 W(x1)...
W(xN )
+Res,
(5.1)
where c∗r =
∑n
j=1 a
∗
j
(d∗j )
r
r !
p
2r+1 , and Res is the residual term of the expansion. We have
p
h
∣∣∣∣∣∣Res∣∣∣∣∣∣
2
=
p
h
∣∣∣∣∣∣ +∞∑
r=s∗
n∑
j=1
a∗j (d
∗
j )
r
r !
p
2r +1 hr
∣∣∣∣∣∣
2
≤
+∞∑
r=s∗
n∑
j=1
|a∗j |d r
r !
p
2r +1
p
h
∣∣∣∣∣∣hr ∣∣∣∣∣∣
2
≤m∗
+∞∑
r=s∗
d r
r !
p
2r +1
p
pi
(
by (2.4)
)
≤m∗ppi d
s∗
s∗!
p
2s∗+1
+∞∑
r=0
d r
r !
= e
d m∗
p
pid s
∗
s∗!
p
2s∗+1
≤σ.
(
by (2.9)
)
(5.2)
For the reconstruction, we first find the multipole coefficients by solving the following linear
system  Y(x1)...
Y(xN )
= ( h0 h1 · · · hs∗−1 )
 c0...
cs∗−1
 . (5.3)
Recall that
H(s∗)= ( h0,h2, · · · ,hs∗−1 ) . (5.4)
We denote
(c∗0 ,c
∗
1 , · · · ,c∗s∗−1)T = θ∗, (c0,c1, · · · ,cs∗−1)T = θ.
Then
H(s∗)(θ−θ∗)=W+Res
=⇒
p
h||H(s∗)(θ−θ∗)||2 ≤
p
h||W||2+
p
h||Res||2
=⇒
p
h||H(s∗)(θ−θ∗)||2 ≤ 2σ.
(
by (5.2)
) (5.5)
On the other hand
p
h||H(s∗)(θ−θ∗)||2 ≥σmin(
p
hH(s∗))||θ−θ∗||2.
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Recall that σmin(s∗) is the minimum singular value of the matrix
p
hH(s∗). We have
||θ−θ∗||2 ≤ 2σ
σmin(s∗)
. (5.6)
This gives a bound for the matching error of multipole coefficients.
5.2 DETERMINE THE EXACT SOURCE NUMBER
In this section, we determine the source number from the recovered multipole coefficients.
Note that for n sources, we have n positions and n amplitudes to recover. But our available
data is the s∗ multipole coefficients. So we assume that the source number n ≤ s∗−12 . Note that
in general 2n multipole coefficients are enough to uniquely determine the n sources and their
amplitudes. We shall only use the first s multipole coefficients with 2n+1≤ s ≤ s∗ since the
other higher-order multipole coefficients are less reliable. From (5.6), we have the following
equations for the first s multipole coefficients:
cr = c∗r +δr , r = 0, · · · , s−1, (5.7)
where δr is the perturbation caused by noise. We need to recover the source number n from
(5.7). We rewrite (5.7) as
r !
p
2r +1cr =
n∑
j=1
a∗j (d
∗
j )
r + r !p2r +1δr for r = 0, · · · , s−1.
For convenience, we suppose s is odd. We put these coefficients into a data matrix
X =

c0
p
3c1 · · · ( s−12 )!
p
sc s−1
2p
3c1 2!
p
5c2 · · · ( s+12 )!
p
s+2c s+1
2
...
...
...
...
( s−12 )!
p
sc s−1
2
( s+12 )!
p
s+2c s+1
2
· · · (s−1)!p2s−1cs−1
 .
We observe that the data matrix X has the decomposition that
X =D ADT +∆, (5.8)
where
A =

a∗1 0 · · · 0
0 a∗2 · · · 0
...
...
. . .
...
0 0 · · · a∗n
 , D =

1 · · · 1
d∗1 · · · d∗n
...
...
...
(d∗1 )
s−1
2 · · · (d∗n )
s−1
2
 ,
and
∆=

δ0
p
3δ1 · · · ( s−12 )!
p
sδ s−1
2p
3δ1 2!
p
5δ2 · · · ( s+12 )!
p
s+2δ s+1
2
...
...
...
...
( s−12 )!
p
sδ s−1
2
( s+12 )!
p
s+2δ s+1
2
· · · (s−1)!p2s−1δs−1
 .
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Recall that s ≥ 2n+1, so s−12 +1≥ n+1. We denote the singular value decomposition of X as
X = Uˆ ΣˆUˆ∗,
where Σˆ= diag(σˆ1, σˆ2, · · · , σˆn , σˆn+1, · · · , σˆ s+1
2
) with the singular values σˆ j ’s ordered in a decreas-
ing manner.
Note that when there is no noise, X =D ADT . We have the following estimate for the singular
values of D ADT .
Theorem 5.1. Let n ≥ 2 and let UΣU∗ be the singular value decomposition of the matrix D ADT .
Let Σ= diag(σ1, · · · ,σn ,0, · · · ,0), then the following estimate holds
σn ≥
m∗minζ(n)
2(d∗min)
2n−2
n(1+d)2n−2 ,
where ζ(n) is defined in (3.6).
Proof: Note that σn is the minimum nonzero singular value of the matrix D ADT . Let S(DT )
be the kernel space of DT and S⊥(DT ) be its orthogonal complement, we have
σn = min||x||2=1,x∈S⊥(DT )
||D ADT x||2 ≥σmin(D A)σn(DT )≥σmin(D)σmin(A)σmin(D).
Since s ≥ 2n+1, by Lemma 9.2 and Corollary 9.1, we have
σmin(D)≥ 1p
n
ζ(n)(d∗min)
n−1
(1+d)n−1 .
Thus
σn ≥σmin(A)
( 1p
n
ζ(n)(d∗min)
n−1
(1+d)n−1
)2
.
On the other hand, note that σmin(A)=m∗min, we have
σn ≥
m∗minζ(n)
2(d∗min)
2n−2
n(1+d)2n−2 ,
which completes the proof of the theorem.
Theorem 5.1 illustrates that the minimum singular value of D ADT will increase as the
minimum separation distance increases. With presence of noise, X =D ADT +∆. For a given
noise level, by Theorem 5.1, we expect to be able to distinguish singular values from the real
sources and from the noise when the sources are separated sufficiently. Precisely, we have
following result.
Corollary 5.1. Let n ≥ 2 and let s∗ be defined in (2.9). Assume that 2n+1≤ s ≤ s∗ and that the
minimum separation distance of the measure µ∗ =∑nj=1 a∗j δy∗j satisfies the following condition
min
i 6= j
|y∗i − y∗j | > (1+d) 2n−2
√
4pin(s−1)!p2s−1p
6ζ(n)2
2n−2
√
σ
σmin(s∗)m∗min
. (5.9)
Then the following estimate on the singular values of the data matrix X holds
σˆn > 2pi(s−1)!
p
2s−1σp
6σmin(s∗)
, σˆ j ≤ 2pi(s−1)!
p
2s−1σp
6σmin(s∗)
, j = n+1, · · · , s+1
2
.
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Proof: First, by (5.6), we have
||∆||2 ≤ ||∆||F ≤
√(
[(s−1)!]2(2s−1)+ [(s−2)!]2(2s−3)+·· ·+ [( s−1
2
)!]2s
)
(
2σ
σmin(s∗)
)2
=(s−1)!p2s−1 2σ
σmin(s∗)
√
1+ 2s−3
(s−1)2(2s−1) +·· · ≤
2pi(s−1)!p2s−1σp
6σmin(s∗)
.
(
by
+∞∑
j=1
1
j 2
= pi
2
6
)
By Theorem 5.1 and the separation condition (5.9), we have
σn ≥
m∗minζ(n)
2(d∗min)
2n−2
n(1+d)2n−2 >
4pi(s−1)!p2s−1σp
6σmin(s∗)
≥ 2||∆||2.
On the other hand, Weyl’s theorem implies that
|σˆn −σn | ≤ ||∆||2.
Thus
σˆn > ||∆||2 ≥ 2pi(s−1)!
p
2s−1σp
6σmin(s∗)
.
In the same fashion, we have that for j = n+1, · · · , s+12 ,
|σˆ j | ≤ ||∆||2 ≤ 2pi(s−1)!
p
2s−1σp
6σmin(s∗)
.
This completes the proof of the corollary.
We note that the minimum separation distance in Corollary 5.1 is comparable to the upper
bound we derived in Theorem 2.1. Indeed, for s = 2n+1, the required separation distance is
(1+d) 2n−2
√
4pin(2n)!
p
4n+1p
6ζ(n)2
2n−2
√
σ
σmin(s∗)m∗min
≤ 4.75(1+d) 2n−2
√
(n+1)3.2
σmin(s∗)
σ
m∗min
.
In comparison, the upper bound in Theorem 2.1 is 4.7(1+d) 2n−2
√
3
σmin(s∗)
σ
m∗min
. Under the
separation condition, the lower bound of the first n singular values 2pi(s−1)!
p
2s−1σp
6σmin(s∗)
gives a
natural threshold to differentiate the singular values which are generated by the real sources
and those by the noise.
In conclusion, our preliminary MUSIC-type algorithm can be summarized as follows. First,
we choose a priori estimate of (d ,σ, M) for the unknown measure, and compute s∗ which
is the number of multiple coefficients that can be stably recovered from the given image.
Second, we solve a linear system to get the first s∗ multipole coefficients; Third, we choose
suitable s, rearrange the coefficients to form a data matrix and compute the singular value
of the matrix. Finally, we determine the source number by counting the number of singular
values that exceed the threshold in Corollary 5.1. Numerical examples of this algorithm will
be given in Section 7. We remark that this preliminary algorithm is more of theoretical value
than practical one because of the assumption of a priori information such as the number of
multipole coefficients to be used in the reconstruction. In a future work, the algorithm will
be improved and augmented to be able to detect not only the number of the sources but also
their support.
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6 GENERAL CUTOFF FREQUENCY CASE
In this section, we generalize the theoretical results on the computational resolution limit in
the previous sections to the general cutoff frequency case by using a proper scaling argument.
We consider the point spread function fΩ(x)= 1p
Ω
sinΩx
x with cutoff frequencyΩ. Let µ
∗ =∑n
j=1 a
∗
j δy∗j . We assume the sources y
∗
j ’s are located in [
−d
Ω ,
d
Ω ] with d =O(1). We denote
m∗min = minj=1,··· ,n |a
∗
j |, m∗ = ‖µ∗‖T V =
n∑
j=1
|a∗j |.
The image is measured at evenly spaced sample points x1 = −RΩ , x2 = −RΩ + hΩ , · · · , xN = RΩ , with
spacing hΩ ≤ piΩ . The measured data at xt is
Y(xt )=µ∗∗ f (xt )+
p
ΩW(xt )=
n∑
j=1
a∗j fΩ(xt − y∗j )+
p
ΩW(xt ), (6.1)
where W(x) is a band-limited noise with cutoff frequency atΩ.
We use the same notation for Y, [µ∗ fΩ] and W as in Section 1, and we define admissible
measures similarly with d being replaced by dΩ and h by
h
Ω . Similar to (1.2), we assume that
p
h||W||2 ≤σ.
Note that
Y− [µ∗ fΩ]=
+∞∑
r=0
(
n∑
j=1
a∗j
(
d∗j
Ω )
r
r !
p
2r +1 −
k∑
j=1
a j
(
d j
Ω )
r
r !
p
2r +1 )Jr +
p
ΩW
where
d∗j
Ω = 0−y∗j ,
d j
Ω = 0−y j and Jr =
p
2r +1( f (r )Ω (x1), · · · , f (r )Ω (xN ))T . Since f (r )Ω (x)=
p
ΩΩr f (r )(Ωx),
we have
Y− [µ∗ fΩ]=
p
Ω
+∞∑
r=0
(
n∑
j=1
a∗j
(d∗j )
r
r !
p
2r +1 −
k∑
j=1
a j
d rj
r !
p
2r +1 )hr +
p
ΩW (6.2)
where
hr =
p
2r +1( f (r )(Ωx1), · · · , f (r )(ΩxN ))T .
Denote H(s) = (h0, · · · ,hs−1) and σmin(s) = σmin(
p
hH(s)). Note H(s) is the same as the one
defined in Section 2 and so isσmin(s). As a consequence, the condition for admissible measure√
h
Ω
||[µ∗ fΩ]−Y|| ≤σ,
is equivalent to
p
h
∣∣∣∣∣∣+∞∑
r=0
(
n∑
j=1
a∗j
(d∗j )
r
r !
p
2r +1 −
k∑
j=1
a j
d rj
r !
p
2r +1 )hr +W
∣∣∣∣∣∣
2
≤σ,
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which is of the same form as the case when Ω = 1. As a result, the previous results can be
applied readily to our case.
We first show that to be able to recover the number of sources, the minimum separation
distance is required to be at least of the order O( 1Ω · 2n−2
√
σ
m∗ ).
Proposition 6.1. For given σ> 0,n ≥ 2,m∗ > 0, choose d satisfying
d
n−1 =
2
e
2n−2
√
(2n−2)
ed
2n−2
√
σ
m∗
.
Then there exist two measures µ∗ = ∑nj=1 a∗j δy∗j with n supports and another µ with n − 1
supports, both supported in [−dΩ ,
d
Ω ], such that ‖µ‖T V ≤ ‖µ∗‖T V =m∗ and
min
i 6= j
|y∗i − y∗j | =
d
(n−1)Ω .
Moreover, √
h
Ω
∣∣∣∣∣∣[µ∗ f ]− [µ∗∗ f ]∣∣∣∣∣∣
2
≤σ.
Next, for given σ, M ,d , we define s∗ as (2.9). We can derive the following upper bound for
the computational resolution limit.
Theorem 6.1. Let n ≥ 2 and let µ∗ =∑nj=1 a∗j δy∗j be a measure supported in [− dΩ , dΩ ]. Assume
that it satisfies the separation condition that
min
i 6= j
|y∗i − y∗j | ≥
4.7(1+d)
Ω
2n−2
√
3
σmin(s∗)
σ
m∗min
, (6.3)
then any discrete measure µ with k < n supports cannot be a (d ,σ, M)-admissible measure.
Now, let d∗min =mini 6= j |y∗i − y∗j |, we define the super-resolution factor
SRF = pi
Ωd∗min
.
We can prove the following stability result for the support recovery.
Theorem 6.2. Let n ≥ 2 and let µ∗ =∑nj=1 a∗j δy∗j with − dΩ ≤ y∗1 < y∗2 < ·· · < y∗n ≤ dΩ . Assume
that the following minimum separation condition is satisfied
min
i 6= j
|y∗i − y∗j | ≥
6.24(1+d)
Ω
2n−1
√
3
σmin(s∗)
σ
m∗min
.
If µ=∑nj=1 a jδy j with − dΩ ≤ y1 < y2 < ·· · < yn ≤ dΩ is a (d ,σ, M)-admissible measure, then we
have
|yi − y∗i | <
d∗min
2
, i = 1, · · · ,n.
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Moreover,
|yi − y∗i | ≤
C (n,d)
Ω
SRF 2n−2
3σ
σmin(s∗)m∗min
,
where
C = 7.73
p
4n−1(2n−1)(4+4d)2n−1
4epi2n−
1
2
.
The sharpness of the above stability estimate can be seen from the proposition below.
Proposition 6.2. For given σ,n ≥ 2,m∗ > 0, choose d satisfying
d
n
= 2
e
2n−1
√
2n−1
e1+d
2n−1
√
σ
m∗
.
Let τ = dnΩ . Then there exist two measures µ∗ and µ, supported in {−τ,−2τ, · · · ,−nτ} and
{τ,2τ, · · · ,nτ}, respectively, such that ‖µ‖T V ≤ ‖µ∗‖T V =m∗ and√
h
Ω
∣∣∣∣∣∣[µ∗ f ]− [µ∗∗ f ]∣∣∣∣∣∣
2
≤σ.
7 NUMERICAL EXPERIMENTS
We perform numerical experiments for our MUSIC-type algorithm in this section.
Experiment 1: We consider the recovery of the discrete measure
µ∗ = δy∗1 +δy∗2 ,
where y∗1 = 0.37, y∗2 =−0.37. Then the source number n = 2, m∗ = 2,m∗min = 1. We set the noise
level σ= 7.1×10−6, d = 0.5 and M = 3. We let R = 100,h = 2 and sample the image evenly in
[−100,100] with 101 samples points as follows:
Y(xt )=µ∗∗ f (xt )+W(xt ) t = 1, · · · ,101.
where W (xt ) are uniformly distributed random numbers in (0,
σp
2R
).
The measurements are shown in Figure 7.1:a. It’s impossible to determine visually that the
source number is two. Note that the number of multipole coefficients that we can stably recover
is s∗ =min
{
l ∈N : d l
l !
p
2l+1 ≤
σ
2Med
p
pi
}
= 7. We consider the multipole matrix H(7)= (h0 · · ·h6)
and solve the linear equation
H(7)θ = Y.
We get θ = (2.0,−1.5912×10−6,0.2738,−2.3621×10−5,0.0379,−1.9360×10−4,0.0129)T . We
use the first 5 multipole coefficients to recover the source number. Consider singular value
decomposition of the data matrix
X =
 θ(1)
p
3θ(2) 2!
p
5θ(3)p
3θ(2) 2!
p
5θ(3) 3!
p
7θ(4)
2!
p
5θ(3) 3!
p
7θ(4) 4!
p
9θ(5)
= Uˆ ΣˆUˆ∗.
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(a) (b)
Figure 7.1: a: The noisy image. b: behavior of the second singular value
We have Σˆ= diag(2.0375,0.2738,4.2763×10−4) and the threshold derived in Corollary 5.1 is
2pi(s−1)!p2s−1σp
6σmin(s∗)
= 0.0227. Thus, the first two singular values exceed this threshold and we are
able to recover the source number two exactly by the MUSIC-type algorithm. On the other
hand, we note that the minimum separation distance required in Corollary 5.1 is
(1+d) 2n−2
√
4pin(s−1)!p2s−1p
6ζ(n)2
2n−2
√
σ
σmin(s∗)m∗min
= 0.4519,
which is smaller than the actual separation distance |y∗1 − y∗2 | = 2×0.37= 0.74.
We now investigate the minimum separation distance required in this example beyond
which one can figure out the source number by this MUSIC-type algorithm. For the purpose,
we draw a graph about the relation between σˆ2 and the separation distance between y∗1 and
y∗2 , |y∗1 − y∗2 |. For simplicity, we only consider y∗1 = −y∗2 =
|y∗1−y∗2 |
2 . The relation is shown by
Figure 7.1:b. The threshold derived in Corollary 5.1 is
2pi(s−1)!p2s−1σp
6σmin(s∗)
= 0.0227.
As shown by Figure 7.1:b, when sources are separated beyond 0.2, we are able to determine the
source number by the MUSIC-type algorithm. To demonstrate the efficiency of the algorithm,
we calculate the upper bound for the computational resolution limit in Theorem 2.1, which is
equal to
4.7(1+d) 2n−2
√
3
σmin(s∗)
σ
m∗min
= 0.1353.
In comparison, the minimum separation distance required for our MUSIC-type algorithm in
the above example is 0.2.
Experiment 2: We give an example of 3 sources. We consider the recovery of the measure
µ∗ = δy∗1 +δy∗2 +δy∗3
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(a) (b)
Figure 7.2: a: The noisy image. b: behavior of the third singular value
where y∗1 = 0.4, y∗2 = 0, y∗3 = −0.4. Then the source number n = 3, m∗ = 3,m∗min = 1. We set
d = 0.5,σ= 1.38×10−9 and M = 4. We sample the image evenly in [−100,100] with 101 samples
(with R = 100,h = 2) as follows:
Y(xt )=µ∗∗ f (xt )+W(xt ), t = 1, · · · ,101,
where W(xt )’s are uniformly distributed random numbers in (0,
σp
2R
).
The measurements are shown in Figure 7.2:a. It is impossible to discern visually that
the source number is three. Note that the number of multipole coefficients that we can
stably recover is s∗ =min
{
l ∈N : d l
l !
p
2l+1 ≤
σ
2Med
p
pi
}
= 10. We consider the multipole matrix
H(10)= (h0 · · ·h9) and solve the following linear equations
H(10)θ = Y.
We have θ = (3.0,−1.6171×10−10,0.32,−1.8209×10−9,0.0512,1.8293×10−7,0.0082,2.1694×
10−5,0.0016,0.001)T . We use the first 7 multipole coefficients to recover the source number.
Consider the singular value decomposition of the data matrix
X =

θ(1)
p
3θ(2) 2!
p
5θ(3) 3!
p
7θ(4)p
3θ(2) 2!
p
5θ(3) 3!
p
7θ(4) 4!
p
9θ(5)
2!
p
5θ(3) 3!
p
7θ(4) 4!
p
9θ(5) 5!
p
11θ(6)
3!
p
7θ(4) 4!
p
9θ(5) 5!
p
11θ(6) 6!
p
13θ(7)
= Uˆ ΣˆUˆ∗.
We have Σˆ = diag(3.0343,0.3282,0.0169,1.2608×10−5) and the threshold in Corollary 5.1 is
2pi(s−1)!p2s−1σp
6σmin(s∗)
= 0.0017. Thus we can determine exactly the source number 3 by the MUSIC-
type algorithm. We next investigate the minimum separation distance required to determine
the exact source number. Figure 7.2:b illustrates the relation between σˆ3 and the minimum
separation distance of y∗1 , y
∗
2 , y
∗
3 . For simplicity, we consider y
∗
1 = −y∗3 and y∗2 = 0. The
threshold in Corollary 5.1 is
2pi(s−1)!p2s−1σp
6σmin(s∗)
= 0.0017.
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It is shown in Figure 7.2:b that, when the sources separated beyond 0.23, we are able determine
the source number by the MUSIC-type algorithm. To show the efficiency of our MUSIC-type
algorithm, we calculate the upper bound for the computational resolution limit, which is equal
to
4.7(1+d) 2n−2
√
3
σmin(s∗)
σ
m∗min
= 0.2083.
It is comparable to the separation distance required for our MUSIC-type algorithm.
8 CONCLUSIONS AND FUTURE WORK
In this paper, we introduced a new concept computational resolution limit to the recovery
of source number in the deconvolution problem and derived sharp upper bound for the
limit. The bound quantitatively demonstrates the dependence on the SNR and sparsity
of the sources. Our results reveal that one can achieve super-resolution when the SNR is
sufficiently large such that the computational resolution limit is below the Rayleigh limit. It
also demonstrates the challenges when the sources are not sparse. We further derived a sharp
stability result for recovering source positions when the sources are separated beyond the
computational resolution limit. We finally proposed a preliminary MUSIC-type algorithm,
based on the multipole expansion method we introduced, to find the source number. Its
promising performance in the super-resolution regime when the sources are separated below
the Rayleigh limit is analyzed both theoretically and numerically.
The work in this paper opens many research avenues. First, the MUSIC-type algorithm
may be improved to use less a priori information and augmented to be able to determine not
only the source number but also the source supports. Second, one may consider the case
of multiple clusters of sources. By using multipole expansion for each of the clusters, one
may reduce the global deconvolution problem to multiple parallel local problems in which
one can have an efficient local solver. Third, the methods developed in the paper can be
readily applied to the spectral estimation problem which may be viewed as a Fourier space
deconvolution. Fourth, in practice, multiple images of the same distribution of sources under
different illuminations are used to enhance resolution in many super-resolution techniques,
see for instance: SIM [26], STED [27] and STROM [46]. It is expected that the computational
resolution limit in such cases will improve the one for a single image. Finally, the extension of
the results to higher-dimensional space is also possible. All these works will be reported in
forthcoming papers.
9 APPENDICES
9.1 APPENDIX A: SOME ESTIMATES OF VANDERMONDE MATRICES
In this section, we give some estimates for the Vandermonde matrices that used in this paper.
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Lemma 9.1. Let di 6= d j for i 6= j , i , j = 1, · · · ,n. For the Vandermonde matrix
V =

1 · · · 1
d1 · · · dn
...
...
...
d n−11 · · · d n−1n
 , (9.1)
we have the following operator norm estimate of its inverse,
||V −1||∞ ≤ max
1≤i≤n
Π1≤p≤n,p 6=i
1+|dp |
|di −dp |
.
Proof: see [25].
Corollary 9.1. Let dmin =mini 6= j |di −d j | and assume that maxi=1,··· ,n |di | ≤ d. Then we have
the operator norm estimate of inverse of the Vandermonde matrix V in (9.1)
||V −1||∞ ≤ (1+d)
n−1
ζ(n)(dmin)n−1
,
where ζ(n) is defined in (3.6).
Proof: WLOG, we may arrange di such d1 < d2 < ·· · < dn . Then, |di −dp | ≥ |i −p|dmin. By
Lemma 9.1 we have
||V −1||∞ ≤ max
1≤i≤n
Π1≤p≤n,p 6=i
1+|dp |
|di −dp |
.
It follows that
max
1≤i≤n
Π1≤p≤n,p 6=i
1+|dp |
|di −dp |
≤ max
1≤i≤n
Π1≤p≤n,p 6=i
1+d
|i −p|dmin
≤ (1+d)
n−1
ζ(n)(dmin)n−1
.
Lemma 9.2. For the Vandermonde matrices
V =

1 · · · 1
d1 · · · dn
...
...
...
d n−11 · · · d n−1n
 , W =

1 · · · 1
d1 · · · dn
...
...
...
d S1 · · · d Sn
 ,
assume that S > n−1. Then the following estimate on their singular values holds:
1p
n
min
1≤i≤n
Π1≤p≤n,p 6=i
|di −dp |
1+|dp |
≤ 1||V −1||2
≤σmin(V )≤σmin(W ).
Proof: Because V is invertible, by Lemma 9.1 we have
||V −1||∞ ≤ max
1≤i≤n
Π1≤p≤n,p 6=i
1+|dp |
|di −dp |
.
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Then
||V −1||2 ≤
p
n||V −1||∞ ≤
p
n max
1≤i≤n
Π1≤p≤n,p 6=i
1+|dp |
|di −dp |
.
It follows that
σmin(V )≥ 1||V −1||2
≥ 1p
n
min
1≤i≤n
Π1≤p≤n,p 6=i
|di −dp |
1+|dp |
.
Therefore, we have
1p
n
min
1≤i≤n
Π1≤p≤n,p 6=i
|di −dp |
1+|dp |
≤σmin(V )≤σmin(W ),
where the last inequality follows from the observation that
min
x∈Rn ,||x||2=1
||V x||2 ≤ min
x∈Rn ,||x||2=1
||W x||2.
9.2 APPENDIX B: PROOF OF LEMMA 3.4
We prove Lemma 3.4 in this section.
Proof: Step 1. Define
η j (d1, · · · ,dk )=Πkq=1(d∗j −dq ), ||η(d1, · · · ,dk )||∞ = maxj=1,··· ,k+1 |η j (d1, · · · ,dk )|.
We only need to prove that
min
d1,··· ,dk
||η(d1, · · · ,dk )||∞ ≥ ξ(k)(d∗min)k . (9.2)
It is easy to verify the result for k = 1. For k ≥ 2, we argue as follows. It is clear that the
minimizer to (9.2) exists (may not be unique) and mind1,··· ,dk ||η||∞ > 0. Let (dˆ1, · · · , dˆk ) be such
a minimizer with dˆ1 ≤ dˆ2 · · · ≤ dˆk .
Step 2. We prove that dˆ1, · · · , dˆk ∈ [d∗1 ,d∗k+1]. By contradiction, if dˆp < d∗1 for some p, then
for those j ’s such that η j (dˆ1, · · · , dˆk ) 6= 0, we have
|(d∗j − dˆ1) · · · (d∗j − dˆp−1)(d∗j − dˆp )(d∗j − dˆp+1) · · · (d∗j − dˆk )|
>|(d∗j − dˆ1) · · · (d∗j − dˆp−1)(d∗j −d∗1 )(d∗j − dˆp+1) · · · (d∗j − dˆk )|,
i.e.,
|η j (dˆ1, · · · , dˆk )| > |η j (dˆ1, · · · , dˆp−1,d∗1 , dˆp+1, · · · , dˆk )|.
While for those j ’s such that η j (dˆ1, · · · , dˆk )= 0, we have η j (dˆ1, · · · , dˆp−1,d∗1 , dˆp+1, dˆk )= 0. This
contradicts to the assumption that (dˆ1, · · · , dˆk ) is a minimizer and hence proves that dˆp ≥ d∗1
for all p = 1, · · · ,k. Similarly, we can prove that dˆp ≤ d∗k+1 for all p = 1, · · · ,k.
Step 3. We claim that each interval [d∗j ,d
∗
j+1) contains only one dˆq for some 1≤ q ≤ k. We
prove the claim by excluding the following three cases.
Case 1: There exist j0, p such that d∗p < dˆ j0 < dˆ j0+1 < d∗p+1.
Let j1 be the integer such that
||η(d1, · · · ,dk )||∞ = |η j1 (d1, · · · ,dk )| > 0. (9.3)
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If 1≤ j1 ≤ p, then for ∆> 0 sufficiently small, we have
|η j1 (dˆ1, · · · , dˆ j0 −∆, dˆ j0+1+∆, dˆ j0+2, · · · , dˆk )|− |η j1 (dˆ1, · · · , dˆk )|
=
[
(d∗j1 − dˆ j0 +∆)(d∗j1 − dˆ j0+1−∆)− (d∗j1 − dˆ j0 )(d∗j1 − dˆ j0+1)
]∣∣∣Πkq=1,q 6= j0, j0+1(d∗j1 − dˆq )∣∣∣
=
[
∆(dˆ j0 − dˆ j0+1)−∆2
]∣∣∣Πkq=1,q 6= j0, j0+1(d∗j1 − dˆq )∣∣∣
<0.
(
by dˆ j0 < dˆ j0+1 and (9.3)
)
(9.4)
On the other hand, if p+1≤ j1 ≤ k+1, then in the same fashion, for ∆ sufficiently small, we
have
|η j1 (dˆ1, · · · , dˆ j0 −∆, dˆ j0+1+∆, dˆ j0+2, · · · , dˆk )|− |η j1 (dˆ1, · · · , dˆk )| < 0.
Thus in all cases we have
||η(dˆ1, · · · , dˆ j0 −∆, dˆ j0+1+∆, · · · , dˆk )||∞ < ||η(dˆ1, · · · , dˆk )||∞.
This contradicts the assumption that (dˆ1, · · · , dˆk ) is a minimizer.
Case 2: There exist j0, p such that dˆ j0 = d∗p , d∗p < dˆ j0+1 < d∗p+1.
We still denote j1 the integer in {1, · · · ,k +1} satisfying (9.3). Since ηp = 0, j1 6= p. Let ∆ > 0
be sufficiently small. Similar to (9.4), we can show that in both cases 1 ≤ j1 ≤ p − 1 and
p+1≤ j1 ≤ k+1,
|η j1 (dˆ1, · · · , dˆ j0 −∆, dˆ j0+1+∆, dˆ j0+2, · · · , dˆk )|− |η j1 (dˆ1, · · · , dˆk )| < 0.
Thus,
||η(dˆ1, · · · , dˆ j0 −∆, dˆ j0+1+∆, · · · , dˆk )||∞ < ||η(dˆ1, · · · , dˆk )||∞.
This contradicts the assumption that (dˆ1, · · · , dˆk ) is a minimizer.
Case 3: There exist j0, p such that dˆ j0 = dˆ j0+1 = d∗p .
Denote j1 the integer in {1, · · · ,k + 1} satisfying (9.3). Since ηp = 0, j1 6= p. Let ∆ > 0 be
sufficiently small, we have for 1≤ j1 ≤ p−1,
|η j1 (dˆ1, · · · , dˆ j0 −∆, dˆ j0+1+∆, dˆ j0+2, · · · , dˆk )|− |η j1 (dˆ1, · · · , dˆk )|
=
[
(d∗j1 − dˆ j0 +∆)(d∗j1 − dˆ j0+1−∆)− (d∗j1 − dˆ j0 )(d∗j1 − dˆ j0+1)
]∣∣∣Πkq=1,q 6= j0, j0+1(d∗j1 − dˆq )∣∣∣
=−∆2|Πkq=1,q 6= j0, j0+1(d
∗
j1
− dˆq )| < 0.
On the other hand, for p+1≤ j1 ≤ k+1, in the same fashion, we have
|η j1 (dˆ1, · · · , dˆ j0 −∆, dˆ j0+1+∆, dˆ j0+2, · · · , dˆk )|− |η j1 (dˆ1, · · · , dˆk )| < 0. (9.5)
Thus,
||η(dˆ1, · · · , dˆ j0 −∆, dˆ j0+1+∆, · · · , dˆk )||∞ < ||η(dˆ1, · · · , dˆk )||∞.
This contradicts the assumption that (dˆ1, · · · , dˆk ) is a minimizer.
Finally, combining the results in the above three cases proves the claim.
Step 4. By the result in Step 3, we have for j = 1, · · · ,k,
d∗j ≤ dˆ j < d∗j+1. (9.6)
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We then prove the lemma by considering the following two cases.
Case 1: For all 1≤ j ≤ k, dˆ j −d∗j <
d∗min
2 .
Clearly |d∗k+1− dˆk | >
d∗min
2 . Thus
|Πkq=1(d∗k+1− dˆq )| = |Πk−1q=1(d∗k+1− dˆq )||d∗k+1− dˆk |
≥|Πk−1q=1(d∗k+1−d∗q+1)||d∗k+1− dˆk |
(
by (9.6)
)
≥(k−1)!(d∗min)k−1
d∗min
2
≥ ξ(k)(d∗min)k ,
which implies that ||η||∞ ≥ ξ(k)(d∗min)k .
Case 2: There exist some j such that dˆ j −d∗j ≥
d∗min
2 .
We let j0 be the smallest integer such that dˆ j0 ≥ d∗j0 +
d∗min
2 . Then
|d∗j0 − dˆ j0−1| ≥
d∗min
2
, |d∗j0 − dˆ j0 | ≥
d∗min
2
. (9.7)
It follows that
|Πkq=1(d∗j0 − dˆq )| = |Π
j0−2
q=1 (d
∗
j0
− dˆq )| |d∗j0 − dˆ j0−1||d∗j0 − dˆ j0 | |Πkq= j0+1(d
∗
j0
− dˆq )|
≥|Π j0−2q=1 (d∗j0 −d∗q+1)||Πkq= j0+1(d
∗
j0
−d∗q )||d∗j0 − dˆ j0−1||d∗j0 − dˆ j0 | (by (9.6))
≥( j0−2)!(d∗min) j0−2(k− j0)!(d∗min)k− j0 |d∗j0 − dˆ j0−1||d∗j0 − dˆ j0 |
≥( j0−2)!(k− j0)!(d∗min)k−2(
d∗min
2
)2
(
by (9.7)
)
= ( j0−2)!(k− j0)!
4
(d∗min)
k .
Minimizing ( j0−2)!(k− j0)!4 (d
∗
min)
k over j0 = 1, · · · ,k gives
min
j0=1,··· ,k
( j0−2)!(k− j0)!
4
(d∗min)
k ≥

( k−12 )!(
k−3
2 )!
4 (d
∗
min)
k , k is odd,
( k−22 !)
2
4 (d
∗
min)
k , k is even.
(9.8)
It follows that ||η||∞ ≥ ξ(k)(d∗min)k .
9.3 APPENDIX C: PROOF OF LEMMA 3.1
We prove Lemma 3.1 in this section. Denote
S jln =
{
(τ1, · · · ,τ j ) : τp ∈ {l , l +1, · · · ,n}, p = 1, · · · , j ,τp 6= τq for p 6= q
}
.
and
D jln =
{
(τ1, · · · ,τ j ) : τp ∈ {l , l +1, · · · ,n}, p = 1, · · · , j
}
.
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Let Mt (d1, · · · ,d j ) be the sum of all monomials of degree t (t ≥ 0) in d1, · · · ,d j , more precisely,
Mt (d1, · · · ,d j )=
∑
(τ1,··· ,τ j )∈D j0t ,
∑ j
p=1 τp=t
(d1)
τ1 · · · (d j )τ j , 0≤ t ≤ n. (9.9)
We first note that by a result in [41], the Vandermonde matrix Vn(n) defined in (3.2) can
be reduced to the following form by applying a sequence of elementary column-addition
matrices G(1),G(2), · · · ,G(n−1),
W =

w11 0 0 · · · 0
w21 w22 0 · · · 0
w31 w32 w33 · · · 0
...
...
...
. . .
...
wn1 wn2 wn3 · · · wnn
w(n+1)1 w(n+1)2 w(n+1)3 · · · w(n+1)n

, (9.10)
where
wi j =Mi− j (d1, · · · ,d j )Π j−1p=1(d j −dp ), i ≥ j . (9.11)
After extracting the common factors, we get
V (0)=

1 0 0 · · · 0
v21(0) 1 0 · · · 0
v31(0) v32(0) 1 · · · 0
...
...
...
. . .
...
vn1(0) vn2(0) vn3(0) · · · 1
v(n+1)1(0) v(n+1)2(0) v(n+1)3(0) · · · v(n+1)n(0)

=W D,
where D = diag(1, 1(d2−d1) , · · · ,
1
Πn−1p=1(dn−dp )
). We note that vi j (0)=Mi− j (d1, · · · ,d j ) for j ≤ i . Es-
pecially v(n+1)n(0)=∑np=1 dp .
We now perform further Gaussian eliminations to the matrix V (0), using only elementary
column-addition matrices.
Step 1: Eliminate vn1(0), · · · , vn(n−1)(0) by elementary column operations to get
V (1)=

1 0 0 · · · 0 0
v21(1) 1 0 · · · 0 0
v31(1) v32(1) 1 · · · 0 0
...
...
...
. . .
...
...
v(n−1)1(1) v(n−1)2(1) v(n−1)3(1) · · · 1 0
0 0 0 · · · 0 1
v(n+1)1(1) v(n+1)2(1) v(n+1)3(1) · · · v(n+1)(n−1)(1) v(n+1)n(1)

=V (0)Q(1).
Precisely, we have
vi j (1)=

Mi− j (d1, · · · ,d j ), j < i ≤ n−1,
0, j < i = n,
v(n+1) j (0)− v(n+1)n(0)vn j (0), j ≤ n−1, i = n+1,
v(n+1) j (0), j = n, i = n+1.
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Step 2: In the same fashion, eliminate v(n−1)1(1), v(n−1)2(1), · · · , v(n−1)(n−2)(1) by elementary
column operations to get V (2)=V (1)Q(2). Precisely, we have
vi j (2)=

Mi− j (d1, · · · ,d j ), j < i ≤ n−2,
0, j < i = n,n−1,
v(n+1) j (1)− v(n+1)(n−1)(1)v(n−1) j (1), j ≤ n−2, i = n+1,
v(n+1) j (1), j = n,n−1, i = n+1.
· · · · · ·
Step t: Eliminate v(n−t+1)1(t −1), v(n−t+1)2(t −1), · · · , v(n−t+1)(n−t )(t −1) by elementary column
operations to get V (t )=V (t −1)Q(t ). Precisely, we have
vi j (t )=

Mi− j (d1, · · · ,d j ), j < i ≤ n− t ,
0, j < i = n, · · · ,n− t +1,
v(n+1) j (t −1)− v(n+1)(n−t+1)(t −1)v(n−t+1) j (t −1), j ≤ n− t , i = n+1,
v(n+1) j (t −1), j = n, · · · ,n− t +1, i = n+1.
(9.12)
· · · · · ·
Step n-1: Eliminate v21(n−2) by elementary column operations to get
V (n−1)=

1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
0 0 · · · 0 1
v(n+1)1(n−1) v(n+1)2(n−1) · · · v(n+1)(n−1)(n−1) v(n+1)n(n−1)

=V (n−2)Q(n−1).
Precisely,
vi j (n−1)=

0, j < i = n,n−1, · · · ,1,
v(n+1) j (n−2)− v(n+1)2(n−2)v2 j (n−2), j = 1, i = n+1,
v(n+1) j (n−2), j = n,n−1, · · · ,2, i = n+1.
We now present some useful observations. First, by (9.12) we have
vi j (t )=Mi− j (d1, · · · ,d j ), for j < i ≤ n− t . (9.13)
and
v(n+1) j (n−1)= v(n+1) j (t ), t = n− j , · · · ,n−2. (9.14)
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Second, by (9.12)and an induction argument we can calculate that
v(n+1) j (n−1)= v(n+1) j (n− j ) (by (9.14))
=v(n+1) j (n− j −1)− v(n+1)( j+1)(n− j −1)v( j+1) j (n− j −1) (by (9.12))
=v(n+1) j (n− j −1)− v(n+1)( j+1)(n−1)v( j+1) j (n− j −1) (by (9.14))
=v(n+1) j (n− j −1)− v(n+1)( j+1)(n−1)M1(d1, · · · ,d j ) (by (9.13))
=v(n+1) j (n− j −2)− v(n+1)( j+2)(n− j −2)v( j+2) j (n− j −2)− v(n+1)( j+1)(n−1)M1(d1, · · · ,d j ) (by (9.12))
=v(n+1) j (n− j −2)− v(n+1)( j+2)(n−1)M2(d1, · · · ,d j )− v(n+1)( j+1)(n−1)M1(d1, · · · ,d j ) (by (9.13)-(9.14))
=Mn− j+1(d1, · · · ,d j )− v(n+1)n(n−1)Mn− j (d1, · · · ,d j )− v(n+1)(n−1)(n−1)Mn− j−1(d1, · · · ,d j )
−·· ·− v(n+1)( j+1)(n−1)M1(d1, · · · ,d j ).
It follows that for j = 1, · · · ,n,
v(n+1) j (n−1)=Mn− j+1(d1, · · · ,d j )− v(n+1)n(n−1)Mn− j (d1, · · · ,d j )− v(n+1)(n−1)(n−1)Mn− j−1(d1, · · · ,d j )
−·· ·− v(n+1)( j+1)(n−1)M1(d1, · · · ,d j ). (9.15)
To prove Lemma 3.1, the following result is needed.
Lemma 9.3. The following identity holds for 0≤ t ≤ n−1,
Mt+1(d1, · · · ,dn−t )− (
n∑
p=1
dp )Mt (d1, · · · ,dn−t )− (−1)(
∑
(τ1,τ2)∈S21n
dτ1 dτ2 )Mt−1(d1, · · · ,dn−t )
−·· ·− (−1)t−1( ∑
(τ1,··· ,τt )∈S t1n
dτ1 · · ·dτt )M1(d1, · · · ,dn−t ).
=(−1)t ∑
(τ1,··· ,τt+1)∈S t+11n
dτ1 · · ·dτt+1 . (9.16)
Proof: We prove by induction. It is clear (9.16) holds for n = 1. Suppose that (9.16) holds for
n = k−1, we need to prove for the case n = k. We argue as follows. For 0≤ t ≤ k−2,
Mt+1(d1, · · · ,dk−t )− (
k∑
p=1
dp )Mt (d1, · · · ,dk−t )− (−1)(
∑
(τ1,τ2)∈S21k
dτ1 dτ2 )Mt−1(d1, · · · ,dk−t )
−·· ·− (−1)t−1( ∑
(τ1,··· ,τt )∈S t1k
dτ1 · · ·dτt )M1(d1, · · · ,dk−t )=: I + I I .
where
I =
[
Mt+1(d1, · · · ,dk−t )−Mt+1(d2, · · · ,dk−t )
]
−
[( k∑
p=1
dp
)
Mt (d1, · · · ,dk−t )−
( k∑
p=2
dp
)
Mt (d2, · · · ,dk−t )
]
− (−1)
[( ∑
(τ1,τ2)∈S21k
dτ1 dτ2
)
Mt−1(d1, · · · ,dk−t )−
( ∑
(τ1,τ2)∈S22k
dτ1 dτ2
)
Mt−1(d2, · · · ,dk−t )
]
−·· ·
−(−1)t−1
[( ∑
(τ1,··· ,τt )∈S t1k
dτ1 · · ·dτt
)
M1(d1, · · · ,dk−t )−
( ∑
(τ1,··· ,τt )∈S t2k
dτ1 · · ·dτt
)
M1(d2, · · · ,dk−t )
]
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and
I I =Mt+1(d2, · · · ,dk−t )− (
k∑
p=2
dp )Mt (d2, · · · ,dk−t )− (−1)(
∑
(τ1,τ2)∈S22k
dτ1 dτ2 )Mt−1(d2, · · · ,dk−t )
−·· ·− (−1)t−1( ∑
(τ1,··· ,τt )∈S t2k
dτ1 · · ·dτt )M1(d2, · · · ,dk−t ).
A direct calculation shows that
I =
[
d1Mt (d1, · · · ,dk−t )
]
−
[
d1Mt (d1, · · · ,dk−t )+d1
( k∑
p=2
dp
)
Mt−1(d1, · · · ,dk−t )
]
− (−1)
[
d1
( k∑
p=2
dp
)
Mt−1(d1, · · · ,dk−t )+d1
( ∑
(τ1,τ2)∈S22k
dτ1 dτ2
)
Mt−2(d1, · · · ,dk−t )
]
−·· ·
− (−1)t−1
[
d1
( ∑
(τ1,··· ,τt−1)∈S t−12k
dτ1 · · ·dτt−1
)
M1(d1, · · · ,dk−t )+d1
( ∑
(τ1,··· ,τt )∈S t2k
dτ1 · · ·dτt
)
M0(d1, · · · ,dk−t )
]
=(−1)t d1
∑
(τ1,··· ,τt )∈S t2k
dτ1 · · ·dτt . (9.17)
On the other hand, by the assumption for n = k−1, we have
I I = (−1)t ∑
(τ1,··· ,τt+1)∈S t+12k
dτ1 · · ·dτt+1 , 0≤ t ≤ k−2. (9.18)
Therefore for 0≤ t ≤ k−2,
I + I I =(−1)t d1
∑
(τ1,··· ,τt )∈S t2k
dτ1 · · ·dτt + (−1)t
∑
(τ1,··· ,τt+1)∈S t+12k
dτ1 · · ·dτt+1
=(−1)t ∑
(τ1,··· ,τt+1)∈S t+11k
dτ1 · · ·dτt+1 ,
and hence (9.16) holds. Finally, for t = k−1, using the decomposition∑
(τ1,··· ,τq )∈Sq1k
dτ1 · · ·dτq = d1(
∑
(τ1,··· ,τq−1)∈Sq−12k
dτ1 · · ·dτq−1 )+
∑
(τ1,··· ,τq )∈Sq2k
dτ1 · · ·dτq , q = 1,2, · · · ,k−1,
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we have
Mk (d1)− (
k∑
p=1
dp )Mk−1(d1)− (−1)(
∑
(τ1,τ2)∈S21k
dτ1 dτ2 )Mk−2(d1)
−·· ·− (−1)k−2( ∑
(τ1,··· ,τt )∈Sk−11k
dτ1 · · ·dτt )M1(d1)
=[Mk (d1)−d1Mk−1(d1)]− [(
k∑
p=2
dp )Mk−1(d1)−d1(
k∑
p=2
dp )Mk−2(d1)]
− (−1)[( ∑
(τ1,τ2)∈S22k
dτ1 dτ2 )Mk−2(d1)−d1(
∑
(τ1,τ2)∈S22k
dτ1 dτ2 )Mk−3(d1)]
−·· ·− (−1)k−2( ∑
(τ1,··· ,τk−1)∈Sk−12k
dτ1 · · ·dτk−1 )M1(d1)
=(−1)k−1d1d2 · · ·dk .
This completes the proof for the case n = k and hence the proof of the lemma.
Finally, we prove Lemma 3.1, we need only to show that
v(n+1) j (n−1)= (−1)n− j
∑
(τ1,··· ,τn+1− j )∈Sn+1− j1n
dτ1 · · ·dτn+1− j . (9.19)
Recall (9.15), we have
v(n+1) j (n−1)=Mn− j+1(d1, · · · ,d j )− v(n+1)n(n−1)Mn− j (d1, · · · ,d j )− v(n+1)(n−1)(n−1)Mn− j−1(d1, · · · ,d j )
−·· ·− v(n+1)( j+1)(n−1)M1(d1, · · · ,d j ). (9.20)
For j = n, it is clear that v(n+1)n(n−1)=∑np=1 dp . By (9.20),
v(n+1)(n−1)(n−1)=M2(d1, · · · ,dn−1)− v(n+1)n M1(d1, · · · ,dn−1)
=M2(d1, · · · ,dn−1)− (
n∑
p=1
dp )M1(d1, · · · ,dn−1)=−
∑
(τ1,τ2)∈S21n
dτ1 dτ2 . (by (9.16))
Continuing the procedure (using (9.20) and (9.16)), we can show that (9.19) holds for j =
n,n−1, · · · ,1. This completes the proof of the lemma.
9.4 APPENDIX D: SOME INEQUALITIES
In this section, we present some inequalities that are used in this paper. We first recall the
following Stirling approximation of factorial
p
2pinn+
1
2 e−n ≤ n!≤ enn+ 12 e−n , (9.21)
which will be used frequently in subsequent derivation.
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Lemma 9.4. For n ≥ 2,
2
p
pi(n−1)2n−2(2n−2)
(2n−2)!p4n−3 (
2
e
)2n−2 ≤ 1.
Proof: By (9.21), for n ≥ 2,
2
p
pi(n−1)2n−2(2n−2)
(2n−2)!p4n−3 (
2
e
)2n−2 ≤ 2
p
pi(n−1)2n−2(2n−2)
p
2pi(2n−2)2n−2+ 12 e−(2n−2)p4n−3
(
2
e
)2n−2
≤
p
2(2n−2)p
2n−2p4n−3 ≤ 1.
Lemma 9.5. For n ≥ 2,
2
p
pin2n−1(2n−1)
e(2n−1)!p4n−1 (
2
e
)2n−1 ≤ 1.
Proof: By (9.21), for n ≥ 2,
2
p
pin2n−1(2n−1)
e(2n−1)!p4n−1 (
2
e
)2n−1 ≤ 2
p
pin2n−1(2n−1)
e
p
2pi(2n−1)2n−1+ 12 e−(2n−1)p4n−1
(
2
e
)2n−1
≤
p
2(2n−1)
e
p
2n−1p4n−1 (
n
n− 12
)2n−1 ≤ 1.
Lemma 9.6. For k = 1,2, · · · , the following estimate holds
ζ(k+1)ξ(k)
(2k)!
p
4k+1
≥ 1.15
24k k
.
where ζ(k+1),ξ(k) are defined in (3.6).
Proof: For k = 1,2,3, the inequality holds. For odd k ≥ 4, by (9.21),
ζ(k+1)ξ(k)
(2k)!
p
4k+1
= (
k+1
2 )!(
k−1
2 )!(
k−1
2 )!(
k−3
2 )!
4(2k)!
p
4k+1
≥ 4pi
2( k+12 )
k+2
2 ( k−12 )
k ( k−32 )
k−2
2 e−2k+2
4e(2k)2k+
1
2 e−2k
p
4k+1
= epi
2( 12 )
2k
22k
p
2k
p
4k+1
(
k+1
k
)
k+2
2 (
k−1
k
)k (
k−3
k
)
k−2
2 ≥ epi
2( 12 )
2k
22k
p
2k
p
4k+1
1
e2
= 1
24k k
pi2
p
4k
e
p
8
p
4k+1
≥ 1.15
24k k
.
(
because k ≥ 4
)
For even k ≥ 4,
ζ(k+1)ξ(k)
(2k)!
p
4k+1
= (
k
2 )
2( k−22 !)
2!
4(2k)!
p
4k+1
≥ 4pi
2( k2 )
k+1( k−22 )
k−1e−2k+2
4e(2k)2k+
1
2 e−2k
p
4k+1
= epi
2( 12 )
2k
22k
p
2k
p
4k+1
(
k−2
k
)k−1 ≥ 1
24k k
epi2
p
k
8
p
2
p
4k+1
≥ 1.15
24k k
.
(
because k ≥ 4
)
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Lemma 9.7. For n = 2,3, · · ·
2n−1
√
4(1+d)2n−1p4n−1(2n−1)!
ζ(n)λ(n)
≤ 6.24(1+d), (9.22)
where ζ(n) is defined in (3.6) and
λ(n)=
{
1, n = 2,
ξ(n−2), n ≥ 3, ξ(n−2)=

1
2 , n = 3,
( n−32 )!(
n−5
2 )!
4 , n is odd, n ≥ 5,
( n−42 !)
2
4 , n is even, n ≥ 4.
Proof: For n = 2,3,4,5, the inequality holds. For even n ≥ 6, by (9.21),
4
p
4n−1(2n−1)!
ζ(n)λ(n)
= 16
p
4n−1(2n−1)!
( n2 )!(
n−2
2 )!(
n−4
2 !)
2
≤ 16
p
4n−1e(2n−1)2n− 12 e−(2n−1)
(2pi)2( n2 )
n+1
2 ( n−22 )
n−1
2 ( n−42 )
n−3e−(2n−5)
=
p
4n−1(2n−1) 52 22n−1
4pi2e3( 12 )
2n−1
(n− 12 )
n+1
2 (n− 12 )
n−1
2 (n− 12 )n−3
n
n+1
2 (n−2) n−12 (n−4)n−3
≤e
p
4n−1(2n−1) 52 42n−1
4pi2
≤ (6.24)2n−1.
For odd n ≥ 7,
4
p
4n−1(2n−1)!
ζ(n)λ(n)
= 16
p
4n−1(2n−1)!
( n−12 !)
2( n−32 )!(
n−5
2 )!
≤ 16
p
4n−1e(2n−1)2n− 12 e−(2n−1)
(2pi)2( n−12 )
n( n−32 )
n−2
2 ( n−52 )
n−4
2 e−(2n−5)
=
p
4n−1(2n−1) 52 22n−1
4pi2e3( 12 )
2n−1
(n− 12 )n(n− 12 )
n−2
2 (n− 12 )
n−4
2
(n−1)n(n−3) n−22 (n−5) n−42
≤e
p
4n−1(2n−1) 52 42n−1
4pi2
≤ (6.24)2n−1.
This completes the proof of the Lemma.
Lemma 9.8. For n = 2,3,4, · · ·
2n−1(2n−1)!p4n−1
ζ(n)(n−2)! ≤
7.73
p
4n−1(2n−1)42n−1
4epi
3
2
,
where ζ(n) is defined in (3.6).
Proof: For n = 2, the inequality holds. For odd n ≥ 3, by Stirling approximation formula
(9.21),
2n−1(2n−1)!p4n−1
ζ(n)(n−2)! =
2n−1(2n−1)!p4n−1
( n−12 !)
2(n−2)! ≤
2n−1
p
4n−1e(2n−1)2n− 12 e−(2n−1)
(
p
2pi)3( n−12 )
n(n−2)n−2+ 12 e−(2n−3)
≤
p
4n−1(2n−1)42n−1
4epi
3
2
(n− 12 )n(n− 12 )n−
3
2
(n−1)n(n−2)n− 32
≤ 7.73
p
4n−1(2n−1)42n−1
4epi
3
2
.
(
since n ≥ 3
)
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For even n ≥ 4,
2n−1(2n−1)!p4n−1
ζ(n)(n−2)! =
2n−1(2n−1)!p4n−1
( n2 )!(
n−2
2 )!(n−2)!
≤ 2
n−1p4n−1e(2n−1)2n− 12 e−(2n−1)
(
p
2pi)3( n2 )
n+1
2 ( n−22 )
n−1
2 (n−2)n−2+ 12 e−(2n−3)
≤
p
4n−1(2n−1)42n−1
4epi
3
2
(n− 12 )
n+1
2 (n− 12 )
n−1
2 (n− 12 )n−
3
2
n
n+1
2 (n−2) n−12 (n−2)n− 32
≤ 7.73
p
4n−1(2n−1)42n−1
4epi
3
2
.
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