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COMMUTATORS OF SINGULAR INTEGRALS REVISITED
ANDREI K. LERNER, SHELDY OMBROSI, AND ISRAEL P. RIVERA-RI´OS
Abstract. We obtain a Bloom-type characterization of the two-weighted boundedness of
iterated commutators of singular integrals. The necessity is established for a rather wide
class of operators, providing a new result even in the unweighted setting for the first order
commutators.
1. Introduction
Given a linear operator T and a locally integrable function b, define the commutator [b, T ]
of T and b by
[b, T ]f(x) = b(x)T (f)(x)− T (bf)(x).
The iterated commutators Tmb , m ∈ N, are defined inductively by
Tmb f = [b, T
m−1
b ]f, T
1
b f = [b, T ]f.
We say that a linear operator T is an ω-Caldero´n-Zygmund operator on Rn if T is L2
bounded, and can be represented as
(1.1) Tf(x) =
∫
Rn
K(x, y)f(y)dy for all x 6∈ supp f,
with kernel K satisfying the size condition |K(x, y)| ≤ CK
|x−y|n
, x 6= y, and the smoothness
condition
|K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤ ω
( |x− x′|
|x− y|
)
1
|x− y|n
for |x − y| > 2|x − x′|, where ω : [0, 1] → [0,∞) is continuous, increasing, subadditive and
ω(0) = 0. We say that ω satisfies the Dini condition if
∫ 1
0
ω(t)dt
t
<∞.
In this paper, we will prove the following result.
Theorem 1.1. Let µ, λ ∈ Ap, 1 < p <∞. Further, let ν =
(
µ
λ
) 1
p and m ∈ N.
(i) If b ∈ BMOν1/m , then for every ω-Caldero´n-Zygmund operator T on Rn with ω
satisfying the Dini condition,
(1.2) ‖Tmb f‖Lp(λ) ≤ cn,m,T‖b‖mBMO
ν1/m
(
[λ]Ap [µ]Ap
)m+1
2
max{1, 1p−1} ‖f‖Lp(µ).
(ii) Let TΩ be an operator defined by (1.1) with K(x, y) = Ω
(
x−y
|x−y|
)
1
|x−y|n
, where Ω is a
measurable function on Sn−1, which does not change sign and is not equivalent to
zero on some open subset from Sn−1. If there is c > 0 such that for every bounded
measurable set E ⊂ Rn,
‖(TΩ)mb (χE)‖Lp(λ) ≤ cµ(E)1/p,
then b ∈ BMOν1/m .
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Remark 1.2. We emphasize that in part (ii) of Theorem 1.1, no size and regularity assump-
tions on Ω are imposed. It will be useful, however, to distinguish a class of operators satisfying
both parts of the theorem. Assume that
TΩf(x) = p.v.
∫
Rn
f(x− y)Ω(y/|y|)|y|n dy,
where Ω is continuous on Sn−1, not identically zero and
∫
Sn−1
Ω dσ = 0. Assuming addition-
ally that
ω(δ) = sup
|θ−θ′|≤δ
|Ω(θ)− Ω(θ′)|
satisfies the Dini condition, we obtain that TΩ satisfies both parts of Theorem 1.1.
Recall that b ∈ BMOη (for a given weight η) if
‖b‖BMOη = sup
Q
1
η(Q)
∫
Q
|b(x)− bQ|dx <∞,
where the supremum is taken over all cubes Q ⊂ Rn. Here we use the standard notations
η(Q) =
∫
Q
η and bQ =
1
|Q|
∫
Q
b. We also recall that w ∈ Ap, 1 < p <∞, if
[w]Ap = sup
Q⊂Rn
(
1
|Q|
∫
Q
w
)(
1
|Q|
∫
Q
w−
1
p−1
)p−1
<∞.
In what follows, we present a brief history preceding Theorem 1.1, and, in parallel, we
outline our novel points.
• Assume first that m = 1 and λ = µ ≡ 1. In this case Theorem 1.1 was obtained in the
celebrated work by Coifman, Rochberg and Weiss [4].
The necessity of BMO, expressed in part (ii), was obtained in [4] under the assumption
that [b, Rj ] is bounded on L
p for every Riesz transform Rj . Later this assumption was
relaxed in the works by Janson [14] and Uchiyama [19]. It was shown there that the
boundedness of [b, TΩ] on L
p (where TΩ is defined as in Remark 1.2 with Ω ∈ C∞(Sn−1) in
[14] and Ω is Lipschitz continuous in [19]) implies b ∈ BMO.
Our novel points in part (ii) (even in the unweighted case and when m = 1) are a much
wider class of operators (which includes, for instance, a class of rough singular integrals)
and the fact that the restricted strong type (p, p) of [b, TΩ] (instead of the usual strong
type (p, p) in [4, 14, 19]) implies b ∈ BMO.
• Assume that m = 1 and λ, µ ∈ Ap. In the one-dimensional case this result was obtained by
Bloom [2]. Recently it was extended to higher dimensions by Holmes, Lacey and Wick [9].
Later, a quantitative form of this statement, expressed in estimate (1.2), was obtained by
the authors in [17].
As in the unweighted case, part (ii) is new in such generality. In [9] this part was
obtained, similarly to [4], assuming that [b, Rj ] is bounded from L
p(µ) to Lp(λ) for every
Riesz transform Rj .
• Assume that m ≥ 2. In the unweighted setting the necessity of BMO for the Hilbert
transform has been recently established by Accomazzo, Parissis and Pe´rez [1].
Suppose now that λ, µ ∈ Ap. In the early 90s, Garc´ıa-Cuerva, Harboure, Segovia and
Torrea [7] proved for a class of strongly singular integrals S that b ∈ BMOν1/m implies
Smb : L
p(µ)→ Lp(λ). It was pointed out in [7] that similar methods can be used to obtain
the corresponding estimates for Caldero´n-Zygmund operators.
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Estimate (1.2) represents a quantitative version of that statement. It looks like a natural
extension of the case m = 1 obtained in [17]. Notice, however, that it does not seem that
this estimate can be deduced via a simple inductive argument. Observe also that in the
case of equal weights, (1.2) recovers the sharp dependence on the Ap constant established
by Chung, Pereyra and Pe´rez [3] for every m ≥ 1. This indicates that the exponent m+1
2
in (1.2) cannot be improved.
Recently, Holmes and Wick [10] obtained the Lp(µ)→ Lp(λ) boundedness of Tmb under
the different assumption b ∈ BMO ∩ BMOν with ν =
(
µ
λ
) 1
p . Hyto¨nen [12] provided a
simpler argument for this result based on the conjugation method. We will show below
(see Remark 4.6 in Section 4) that the assumption b ∈ BMOν1/m is less restrictive than
b ∈ BMO ∩BMOν .
Part (ii) of Theorem 1.1 for m ≥ 2 is new even for the commutators of the Hilbert
transform. Notice that in [7] the necessity of b ∈ BMOν1/m was deduced from the Lp(µ)→
Lp(λ) boundedness of the commutators of the Hardy-Littlewood maximal operator.
Summarizing, our new contribution in Theorem 1.1 is the following.
• If m ≥ 2, then both parts of Theorem 1.1 are new.
• If m = 1, then part (ii) provides a much wider class of operators comparing to the previous
works, both in weighted and unweighted cases.
• In part (ii), the necessity of BMOν1/m follows from the weighted restricted strong type
(p, p) estimates.
The rest of the paper is organized as follows. Section 2 is devoted to present some needed
preliminary results. In Section 3 we prove Theorem 1.1. The last section contains some
further comments and remarks related to Theorem 1.1.
2. Preliminaries
2.1. A∞ weights. Define the A∞ class of weights by A∞ = ∪p>1Ap. We mention several well
known properties of A∞ weights (see, e.g., [8, Ch. 9]). First, if w ∈ A∞, then w is doubling,
that is, for every λ > 1, there is c > 0 such that for all cubes Q,
(2.1) w(λQ) ≤ cw(Q),
where λQ denotes the cube with the same center as Q and side length λ times that of Q.
Second, for every 0 < α < 1, there exists 0 < β < 1 such that for every cube Q and every
measurable set E ⊂ Q with |E| ≥ α|Q| one has
(2.2) w(E) ≥ βw(Q).
Next, there exists γ > 0 such that for every cube Q,
|{x ∈ Q : w(x) ≥ γwQ}| ≥ 1
2
|Q|.
In particular, this property implies immediately that for every cube Q and for all 0 < δ < 1,
(2.3)
1
|Q|
∫
Q
w ≤ 2
1/δ
γ
(
1
|Q|
∫
Q
wδ
)1/δ
.
2.2. Sparse families and mean oscillations. Given a cube Q0 ⊂ Rn, let D(Q0) denote the
set of all dyadic cubes with respect to Q0, that is, the cubes obtained by repeated subdivision
of Q0 and each of its descendants into 2
n congruent subcubes.
A dyadic lattice D in Rn is any collection of cubes such that
(i) if Q ∈ D , then each child of Q is in D as well;
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(ii) every 2 cubes Q′, Q′′ ∈ D have a common ancestor, i.e., there exists Q ∈ D such that
Q′, Q′′ ∈ D(Q);
(iii) for every compact set K ⊂ Rn, there exists a cube Q ∈ D containing K.
A family of cubes S is called sparse if there exists 0 < α < 1 such that for every Q ∈ S
one can find a measurable set EQ ⊂ Q with |EQ| ≥ α|Q|, and the sets {EQ}Q∈S are pairwise
disjoint.
Given a measurable function f on Rn and a cube Q, the local mean oscillation of f on Q
is defined by
ωλ(f ;Q) = inf
c∈R
(
(f − c)χQ
)∗(
λ|Q|) (0 < λ < 1),
where f ∗ denotes the non-increasing rearrangement of f .
By a median value of f over a measurable set E of positive finite measure we mean a
possibly nonunique, real number mf (E) such that
max
(|{x ∈ E : f(x) > mf(E)}|, |{x ∈ E : f(x) < mf (E)}|) ≤ |E|/2.
Notice that, by Chebyshev’s inequality,
(2.4) sup
Q
ωλ(f ;Q) ≤ 1
λ
‖f‖BMO (0 < λ < 1).
By a well known result due to John [15] and Stro¨mberg [18], the converse estimate holds as
well for λ ≤ 1
2
, thus providing an alternative characterization of BMO in terms of local mean
oscillations.
Similarly to (2.4), for every weight η,
sup
Q
ωλ(f ;Q)
|Q|
η(Q)
≤ 1
λ
‖f‖BMOη (0 < λ < 1).
We will show that assuming η ∈ A∞, the full analogue of the John-Stro¨mberg result holds
for λ ≤ λn. This fact is a simple application of the following result due to the first author
[16] and stated below in the refined form obtained by Hyto¨nen [11]: for every measurable
function f on a cube Q, there exists a (possibly empty) 1
2
-sparse family S of cubes from
D(Q) such that for a.e. x ∈ Q,
(2.5) |f(x)−mf (Q)| ≤ 2
∑
P∈S
ω 1
2n+2
(f ;P )χP (x).
Lemma 2.1. Let η ∈ A∞. Then
(2.6) ‖f‖BMOη ≤ c sup
Q
ωλ(f ;Q)
|Q|
η(Q)
(
0 < λ ≤ 1
2n+2
)
,
where c depends only on η.
Proof. Since ωλ(f ;Q) is non-increasing in λ, it sufficed to prove (2.6) for λ =
1
2n+2
. Let Q be
an arbitrary cube. Then, by (2.5),∫
Q
|f − fQ|dx ≤ 2
∫
Q
|f −mf (Q)|dx ≤ 4
∑
P∈S,P⊆Q
ω 1
2n+2
(f ;P )|P |
≤ 4
(
sup
P
ω 1
2n+2
(f ;P )
|P |
η(P )
) ∑
P∈S,P⊆Q
η(P ).
Using that S is sparse and applying (2.2), we obtain∑
P∈S,P⊆Q
η(P ) ≤ c
∑
P∈S,P⊆Q
η(EP ) ≤ cη(Q),
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which, along with the previous estimate, completes the proof. 
We will also use the following result proved recently in [17, Lemma 5.1] and closely related
to (2.5): given a dyadic lattice D and a sparse family S ⊂ D , there exists a sparse family
S˜ ⊂ D containing S and such that if Q ∈ S˜, then for a.e. x ∈ Q,
(2.7) |f(x)− fQ| ≤ 2n+2
∑
P∈S˜, P⊆Q
(
1
|P |
∫
P
|f − fP |
)
χP (x).
3. Proof of Theorem 1.1
3.1. Proof of part (i). The proof consists in a careful generalization of the techniques used
to establish this result in the case m = 1 in [17].
We rely upon the following sparse bound obtained in [13]: there exist 3n dyadic lattices
Dj and sparse families Sj ⊂ Dj such that
|Tmb f(x)| ≤ cn,T
3n∑
j=1
m∑
k=0
(
m
k
) ∑
Q∈Sj
|b(x)− bQ|m−k
(
1
|Q|
∫
Q
|b− bQ|k|f |
)
χQ(x).
Hence it suffices to provide suitable estimates for
Am,kb f(x) =
∑
Q∈S
|b(x)− bQ|m−k
(
1
|Q|
∫
Q
|b− bQ|k|f |
)
χQ(x),
where S is a sparse family from some dyadic lattice D .
We start observing that, by duality,
(3.1) ‖Am,kb f‖Lp(λ) ≤ sup
‖g‖
Lp
′
(λ)
=1
∑
Q∈S
(∫
Q
|gλ||b− bQ|m−k
)
1
|Q|
∫
Q
|b− bQ|k|f |.
By (2.7), there exists a sparse family S˜ ⊂ D containing S and such that if Q ∈ S˜, then for
a.e. x ∈ Q,
|b(x)− bQ| ≤ 2n+2
∑
P∈S˜, P⊆Q
(
1
|P |
∫
P
|b− bP |
)
χP (x).
From this, assuming that b ∈ BMOη, where η is a weight to be chosen later, we obtain
|b(x)− bQ| ≤ 2n+2‖b‖BMOη
∑
P∈S˜, P⊆Q
ηPχP (x).
Hence,
∑
Q∈S
(∫
Q
|gλ||b− bQ|m−k
)
1
|Q|
∫
Q
|b− bQ|k|f |
≤ c‖b‖mBMOη
∑
Q∈S˜
( 1
|Q|
∫
Q
|gλ|
( ∑
P∈S˜, P⊆Q
ηPχP
)m−k)
×
( 1
|Q|
∫
Q
( ∑
P∈S˜, P⊆Q
ηPχP
)k
|f |
)
|Q|.
(3.2)
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Now we notice that since the cubes from S˜ are dyadic, for every l ∈ N,
 ∑
P∈S˜, P⊆Q
ηPχP


l
=
∑
P1,P2,...,Pl⊆Q,Pi∈S˜
ηP1ηP2 . . . ηPlχP1∩P2∩···∩Pl
≤ l!
∑
Pl⊆Pl−1⊆···⊆P1⊆Q,Pi∈S˜
ηP1ηP2 . . . ηPlχPl.
Therefore, ∫
Q
|h|
( ∑
P∈S˜, P⊆Q
ηPχP
)l
≤ l!
∑
Pl⊆Pl−1⊆···⊆P1⊆Q,Pi∈S˜
ηP1ηP2 . . . ηPl |h|Pl|Pl|.
Further, ∑
Pl⊆Pl−1⊆···⊆P1⊆Q,Pi∈S˜
ηP1ηP2 . . . ηPt |h|Pl|Pl|
=
∑
Pl−1⊆···⊆P1⊆Q,Pi∈S˜
ηP1ηP2 . . . ηPl−1
∑
Pl⊆Pl−1,Pl∈S˜
|h|Pl
∫
Pl
η.
≤
∑
Pl−1⊆···⊆P1⊆Q,Pi∈S˜
ηP1ηL2 . . . ηPl−1
∫
Pl−1
AS˜(|h|)η.
=
∑
Pl−1⊆···⊆P1⊆Q,Pi∈S˜
ηP1ηL2 . . . ηPl−1
(
AS˜,η|h|
)
Pl−1
|Pl−1|,
where AS˜,ηh = AS˜(h)η and AS˜(h) =
∑
Q∈S˜ hQχQ. Iterating this argument, we conclude that∫
Q
|h|
( ∑
P∈S˜, P⊆Q
ηPχP
)l
.
∫
Q
Al
S˜,η
|h|,
where Al
S˜,η
denotes the operator AS˜,η iterated l times. From this we obtain that the right-
hand side of 3.2 is controlled by
c‖b‖mBMOη
∑
Q∈S˜
(
1
|Q|
∫
Q
Ak
S˜,η
(|f |)
)(
1
|Q|
∫
Q
Am−k
S˜,η
(|g|λ)
)
|Q|
= c‖b‖mBMOη
∫
Rn
AS˜
(
Ak
S˜,η
(|f |))Am−k
S˜,η
(|g|λ).
Using that the operator AS˜ is self-adjoint, we proceed as follows:∫
Rn
AS˜
(
Ak
S˜,η
(|f |))Am−k
S˜,η
(|g|λ) =
∫
Rn
AS˜
(
Ak
S˜,η
(|f |))AS˜(Am−k−1S˜,η (|g|λ))η
=
∫
Rn
AS˜
(
AS˜
(
Ak
S˜,η
(|f |))η)Am−k−1
S˜,η
(|g|λ) =
∫
Rn
AS˜
(
Ak+1
S˜,η
(|f |))Am−k−1
S˜,η
(|g|λ)
= · · · =
∫
Rn
AS˜
(
Am
S˜,η
(|f |))|g|λ.
Combining the obtained estimates with (3.1) yields
(3.3) ‖Am,kb f‖Lp(λ) . ‖b‖mBMOη‖AS˜
(
Am
S˜,η
(|f |))‖Lp(λ).
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Applying that ‖AS˜‖Lp(w) . [w]
max
{
1, 1
p−1
}
Ap
(see, e.g., [5]), we obtain
‖AS˜
(
Am
S˜,η
(|f |))‖Lp(λ) . [λ]max{1, 1p−1}Ap ‖AmS˜,η(|f |)‖Lp(λ)
= [λ]
max{1, 1p−1}
Ap
‖AS˜
(
Am−1
S˜,η
(|f |))‖Lp(ληp)
.
(
[λ]Ap [λη
p]Ap
)max{1, 1p−1}‖Am−1
S˜,η
(|f |)‖Lp(ληp)
.
(
[λ]Ap [λη
p]Ap[λη
2p]Ap . . . [λη
mp]Ap
)max{1, 1p−1}‖f‖Lp(ληmp).
Hence, setting η = ν1/m, where ν = (µ/λ)1/p and applying (3.3), we obtain
‖Am,kb f‖Lp(λ) . ‖b‖mBMO
ν1/m
(
[λ]Ap[µ]Ap
m−1∏
i=1
[λ1−
i
mµ
i
m ]Ap
)max{1, 1p−1}
‖f‖Lp(µ).
By Ho¨lder’s inequality,
m−1∏
i=1
[λ1−
i
mµ
i
m ]Ap ≤
m−1∏
i=1
[λ]
1− i
m
Ap
[µ]
i
m
Ap
= ([λ]Ap[µ]Ap)
m−1
2 ,
which, along with the previous estimate, yields
‖Am,kb f‖Lp(λ) . ‖b‖mBMO
ν1/m
(
[λ]Ap[µ]Ap
)m+1
2
max{1, 1p−1} ‖f‖Lp(µ),
and therefore the proof of part (i) is complete.
3.2. Proof of part (ii). Since µ, λ ∈ Ap, by Ho¨lder’s inequality, it follows that ν1/m ∈ A2.
Therefore, by Lemma 2.1, it suffices to show that there exists c > 0 such that for all Q,
(3.4) ω 1
2n+2
(b;Q) ≤ c(ν1/m)Q.
The proof of (3.4) is based on the following auxiliary statement.
Proposition 3.1. There exist 0 < ε0, ξ0 < 1 and k0 > 1 depending only on Ω and n such
that the following holds. For every cube Q ⊂ Rn, there exist measurable sets E ⊂ Q,F ⊂ k0Q
and G ⊂ E × F with |G| ≥ ξ0|Q|2 such that
(i) ω 1
2n+2
(b;Q) ≤ |b(x)− b(y)| for all (x, y) ∈ E × F ;
(ii) Ω
(
x−y
|x−y|
)
and b(x)− b(y) do not change sign in E × F ;
(iii)
∣∣∣Ω( x−y|x−y|)∣∣∣ ≥ ε0 for all (x, y) ∈ G.
Let us show first how to prove (3.4) using this proposition. Combining properties (i) and
(iii) yields
ω 1
2n+2
(b;Q)m|G| ≤ 1
ε0
∫∫
G
|b(x)− b(y)|m
∣∣∣∣Ω
(
x− y
|x− y|
)∣∣∣∣ dxdy.
From this, and using also that |x− y| ≤ k0+1
2
diamQ for all (x, y) ∈ G, we obtain
ω 1
2n+2
(b;Q)m|G| ≤ 1
ε0
(k0 + 1
2
√
n
)n
|Q|
∫∫
G
|b(x)− b(y)|m
∣∣∣∣Ω
(
x− y
|x− y|
)∣∣∣∣ dxdy|x− y|n .
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By property (ii),
(
b(x)− b(y))mΩ( x−y
|x−y|
)
does not change sign in E ×F . Hence, taking also
into account that |G| ≥ ξ0|Q|2, we obtain
ω 1
2n+2
(b;Q)m ≤ 1
ε0ξ0
(k0 + 1
2
√
n
)n 1
|Q|
∫
E
∫
F
|b(x)− b(y)|m
∣∣∣∣Ω
(
x− y
|x− y|
)∣∣∣∣ dydx|x− y|n
=
1
ε0ξ0
(k0 + 1
2
√
n
)n 1
|Q|
∫
E
∣∣∣∣
∫
F
(
b(x)− b(y))mΩ( x− y|x− y|
)
dy
|x− y|n
∣∣∣∣ dx.
Observing that (TΩ)
m
b is represented as
(TΩ)
m
b f(x) =
∫
Rn
(
b(x)− b(y))mΩ( x− y|x− y|
)
f(y)
dy
|x− y|n (x 6∈ supp f),
the latter estimate can be written as
(3.5) ω 1
2n+2
(b;Q)m ≤ c|Q|
∫
E
|(TΩ)mb (χF )|dx,
where c depends only on Ω and n.
By Ho¨lder’s inequality,
1
|Q|
∫
E
|(TΩ)mb (χF )|dx ≤
1
|Q|
(∫
E
|(TΩ)mb (χF )|pλdx
)1/p(∫
Q
λ−
1
p−1
)1/p′
.
Using the main assumption on TΩ along with the facts that F ⊂ k0Q and µ ∈ Ap and taking
into account (2.1), we obtain(∫
E
|(TΩ)mb (χF )|pλdx
)1/p
≤ cµ(F )1/p ≤ cµ(Q)1/p,
which, along with the previous estimate and (3.5), implies
ω1/2n+2(b;Q)
m ≤ c
(
1
|Q|
∫
Q
µ
)1/p(
1
|Q|
∫
Q
λ−
1
p−1
)1/p′
.
By (2.3), 1
|Q|
∫
Q
µ ≤ c
(
1
|Q|
∫
Q
µ1/r
)r
for r > 1. Further, by Ho¨lder’s inequality,(
1
|Q|
∫
Q
µ1/r
)r
≤
(
1
|Q|
∫
Q
ν1/m
)mp(
1
|Q|
∫
I
λ
1
r−mp
)r−mp
.
Therefore, taking r = mp+ 1, we obtain
ω1/2n+2(b;Q)
m ≤ c
(
1
|Q|
∫
Q
ν1/m
)m(
1
|Q|
∫
Q
λ
)1/p(
1
|Q|
∫
Q
λ−
1
p−1
)1/p′
≤ c
(
1
|Q|
∫
Q
ν1/m
)m
,
which proves (3.4).
Proof of Proposition 3.1. Let Σ ⊂ Sn−1 be an open set such that Ω does not change sign and
not equivalent to zero there. Then there exists a point θ0 ∈ Σ of approximate continuity
(see, e.g., [6, p. 46] for this notion) of Ω and such that |Ω(θ0)| = 2ǫ0 for some ǫ0 > 0. By the
definition of approximate continuity, for every ε > 0,
lim
δ→0
σ{θ ∈ B(θ0, δ) ∩ Sn−1 : |Ω(θ)− Ω(θ0)| < ε}
σ{B(θ0, δ) ∩ Sn−1} = 1,
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where B(θ0, δ) denotes the open ball centered at θ0 of radius δ, and σ denotes the surface
measure on Sn−1. Therefore, for every 0 < α < 1, one can find δα > 0 such that
B(θ0, δα) ∩ Sn−1 ⊂ Σ
and
(3.6) σ{θ ∈ B(θ0, δα) ∩ Sn−1 : |Ω(θ)| ≥ ε0} ≥ (1− α)σ{B(θ0, δα) ∩ Sn−1}.
Let Q ⊂ Rn be an arbitrary cube. Take the smallest r > 0 such that Q ⊂ B(x0, r). Let
θ ∈ B(θ0, δα/2)∩ Sn−1 and let y = x0 +Rθ, where R > 0 will be chosen later. Our goal is to
choose R such that the estimate
∣∣∣ x−y|x−y| − θ0∣∣∣ < δα will hold for all x ∈ B(x0, r).
Write x ∈ B(x0, r) as x = x0 + γν, where ν ∈ Sn−1 and 0 < γ < r. We have
x− y
|x− y| = θ +
γν − (R− |x− y|)θ
|x− y| .
Further, ∣∣∣γν − (R− |x− y|)θ|x− y|
∣∣∣ ≤ γ|x− y| + |R− |x− y|||x− y|
≤ 2γ|x− y| ≤
2γ
R − γ ≤
2r
R− r .
For every R ≥ (4+δα)r
δα
we have 2r
R−r
≤ δα
2
and therefore,∣∣∣ x− y|x− y| − θ0
∣∣∣ ≤ |θ − θ0|+ 2r
R− r < δα.
Hence, setting
Fα =
{
x0 +Rθ : θ ∈ B(θ0, δα/2) ∩ Sn−1, (4 + δα)r
δα
≤ R ≤ (4 + δα)2r
δα
}
,
we obtain that
(3.7)
x− y
|x− y| ∈ B(θ0, δα) ∩ S
n−1 ⊂ Σ ((x, y) ∈ Q×Fα).
Also, it follows easily from the definition of Fα that
(3.8) Fα ⊂ k(δα, n)Q and |Fα| ≥ ρn |Q|
δα
.
By (3.7), Ω
(
x−y
|x−y|
)
does not change sign on Q × Fα. Let us show now that choosing α
small enough, we obtain that
∣∣∣Ω( x−y|x−y|)∣∣∣ < ε0 on a small subset of Q×Fα. Set
N = {θ ∈ B(θ0, δα) ∩ Sn−1 : |Ω(θ)| < ε0}
and
Gα =
{
(x, y) ∈ Q×Fα : x− y|x− y| ∈ N
}
.
Let us estimate |Gα|. For x ∈ Q denote
Gα(x) =
{
y ∈ Fα : x− y|x− y| ∈ N
}
.
Notice that by (3.6),
σ(N) ≤ ασ(B(θ0, δα) ∩ Sn−1) ≤ cnαδn−1α .
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Next, for all (x, y) ∈ Q× Fα we have |x− y| ≤ c′n rδα , and hence,
|Gα(x)| ≤
∣∣∣{sθ : 0 ≤ s ≤ c′n rδα , θ ∈ N
}∣∣∣ ≤ c′′n |Q|δnα σ(N) ≤ βnα
|Q|
δα
.
Therefore,
|Gα| =
∫
Q
|Gα(x)|dx ≤ βnα |Q|
2
δα
.
Combining this with the second part of (3.8), we obtain that there exists α0 < 1 depending
only on n such that
(3.9) |Gα0 | ≤
1
2n+5
|Fα0 ||Q|.
By the definition of ω1/2n+2(b;Q), there exists a subset E ⊂ Q with |E| = 12n+2 |Q| such that
for every x ∈ E ,
(3.10) ω1/2n+2(b;Q) ≤ |b(x)−mb(Fα0)|.
Next, there exist subsets E ⊂ E and F ⊂ Fα0 such that |E| = 12n+3 |Q| and |F | = 12 |Fα0 |,
and, moreover,
(3.11) |b(x)−mb(Fα0)| ≤ |b(x)− b(y)|
for all x ∈ E, y ∈ F and b(x) − b(y) does not change sign in E × F . Indeed, take E as a
subset of either
E1 = {x ∈ E : b(x) ≥ mb(Fα0)} or E2 = {x ∈ E : b(x) ≤ mb(Fα0)}
with |Ei| ≥ 12 |E|, and the corresponding F will be either {y ∈ Fα : b(y) ≤ mb(Fα0)} with
|F | = 1
2
|Fα0| or its complement.
Combining (3.10) and (3.11) yields property (i) of Proposition 3.1. Also, since Ω
(
x−y
|x−y|
)
does not change sign on Q × Fα0, we have that property (ii) holds as well. Next, setting
G = (E × F ) \ Gα0 , we obtain, by the second part of (3.8) and (3.9), that
|G| ≥ |E||F | − |Gα0 | ≥
1
2n+5
|Fα0 ||Q| ≥ ν0|Q|2,
where ν0 depends only on Ω and n, and, moreover, property (iii) follows from the definition
of Gα0 . Finally, notice that by the first part of (3.8), F ⊂ Fα0 ⊂ k0Q with k0 = k(δα0 , n).
Therefore, Proposition 3.1 is completely proved. 
4. Remarks and complements
Remark 4.1. The second part of Theorem 1.1 leaves an interesting question whether the
assumption on Ω that it does not change sign on some open subset from Sn−1 can be further
relaxed. In particular, one can ask whether this part holds for arbitrary measurable function
Ω, which is not equivalent to zero.
Remark 4.2. Similar to [4, 9, 19], Theorem 1.1 can be applied to provide a weak factoriza-
tion result for Hardy spaces. For example, following Holmes, Lacey and Wick [9], one can
characterize the weighted Hardy space H1(ν) but in terms of a single singular integral, as
this was done by Uchiyama [19]. To be more precise, under the hypotheses and notation of
Theorem 1.1 and for the class of operators TΩ described in Remark 1.2, we have
‖f‖H1(ν) ≃ inf
{ ∞∑
i=1
‖gi‖Lp′(λ1−p′ )‖hi‖Lp(µ) : f =
∞∑
i=1
(
gi(TΩ)hi − hi(TΩ)∗gi
)}
.
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This can be proved exactly as Corollary 1.4 in [9].
Remark 4.3. Comparing both parts of Theorem 1.1, for the class of operators described in
Remark 1.2 we have that the Lp(µ) → Lp(λ) boundedness of (TΩ)mb is equivalent to the
restricted Lp(µ) → Lp(λ) boundedness. It is interesting that BMOν1/m does not appear in
this statement, though it plays the central role in the proof.
Remark 4.4. Theorem 1.1 answers the following question: what is the relation between the
boundedness properties of commutators of different order? Again, let TΩ be a singular integral
as in Remark 1.2. Assume that w ∈ Ap. Then Theorem 1.1 implies immediately that for
every fixed k,m ∈ N, k 6= m,
(4.1) (TΩ)
m
b : L
p(w)→ Lp(w)⇔ (TΩ)kb : Lp(w)→ Lp(w).
As in the previous remark, this implication is linked by BMO.
However, in the case of different weights, an analogue of (4.1) is not true in any direction,
as the following example shows.
Example 4.5. Let n = 1 and let H be the Hilbert transform. Set µ = |x|1/2 and λ = 1. Then
we obviously have that µ, λ ∈ A2. Define ν = (µ/λ)1/2 = |x|1/4 and let b = ν1/2 = |x|1/8.
Then b ∈ BMOν1/2 , since for every interval I ⊂ R,
1
ν1/2(I)
∫
I
|ν1/2 − (ν1/2)I |dx ≤ 2.
Therefore, by Theorem 1.1, H2b : L
2(µ) → L2. On the other hand, taking Iε = (0, ε) with ε
arbitrary small, we obtain
1
ν(Iε)
∫
Iε
|ν1/2 − (ν1/2)Iε|dx =
5
4ε5/4
∫ ε
0
∣∣x1/8 − 8
9
ε1/8
∣∣dx ≥ c
ε1/8
.
Therefore, b 6∈ BMOν and hence, by Bloom’s theorem, [b,H ] : L2(µ) 6→ L2.
On the other hand, set µ = |x|−1/2 and λ = 1. Then again µ, λ ∈ A2. Define ν = (µ/λ)1/2 =
|x|−1/4 and let b = ν. Then, arguing exactly as above, we obtain that b ∈ BMOν (and hence,
[b,H ] : L2(µ)→ L2) and b 6∈ BMOν1/2 . Therefore, by Theorem 1.1, H2b : L2(µ) 6→ L2.
Remark 4.6. Compare the condition b ∈ BMO
ν
1
m
with b ∈ BMO ∩ BMOν from the works
[10, 12]. First, as we mentioned before, if µ, λ ∈ Ap, then ν =
(
µ
λ
) 1
p ∈ A2.
Lemma 4.7. Let u ∈ A2 and r > 1. Then
(4.2) BMOu ∩ BMO ⊆ BMOu 1r .
Furthermore, the embedding (4.2) is strict, in general. Namely, for every r > 1, there exists
a weight u ∈ A2 and a function b ∈ BMOu 1r \BMO.
Proof. By (2.3),
1
u
1
r (Q)
∫
Q
|b(x)− bQ|dx ≤ c
u(Q)
1
r |Q| 1r′
∫
Q
|b(x)− bQ|dx
= c
(
1
u(Q)
∫
Q
|b(x)− bQ|dx
) 1
r
(
1
|Q|
∫
Q
|b(x)− bQ|dx
) 1
r′
,
from which (4.2) readily follows.
To show the second part of the lemma, we use the same idea as in Example 4.5. Let
u(x) = |x|α, 0 < α < n. Then u ∈ A2. Let b = u1/r = |x|α/r. Then b ∈ BMOu1/r . However,
b 6∈ BMO, since it is clear that b does not satisfy the John-Nirenberg inequality. 
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Take an integer m ≥ 2. In accordance with Lemma 4.7, take u ∈ A2 and b ∈ BMO
u
1
mp
\
BMO. Then, setting µ = u and λ = 1, by Theorem 1.1 we obtain that Tmb : L
p(u)→ Lp for
every p ≥ 2. This kind of estimates is not covered in [10] due to the fact that b 6∈ BMO.
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