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Consistent procedures are constructed for testing independence between the regressor
and the error in non-parametric regression models. The tests are based on the Fourier
formulation of independence, andutilize the joint and themarginal empirical characteristic
functions of the regressor and of estimated residuals. The asymptotic null distribution as
well as the behavior of the test statistic under alternatives is investigated. A simulation
study compares bootstrap versions of the proposed tests to corresponding procedures
utilizing the empirical distribution function.
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1. Introduction
Assume the general model
Y = m(X)+ σ(X)e, (1)
where (X, Y ) are observed,m(·) and σ(·) denote the unspecified regression and scale functions, respectively, and e denotes
the (unobserved) error.
On the basis of independent observations {Yj, Xj}, j = 1, 2, . . . , n, we wish to test the null hypothesis of independence
H0 : FX,e ≡ FXFe,
where FX,e denotes the joint distribution function (DF) of X and e, and FX and Fe denotemarginal DFs of X and e, respectively.
In view of the uniqueness of the characteristic function (CF), the null hypothesis may equivalently be stated as
H0 : ϕX,e ≡ ϕXϕe, (2)
where ϕX,e denotes the joint CF of X and e, and ϕX and ϕe denote marginal CFs of X and e, respectively.
There is sufficient motivation for considering the hypothesis of independence in the context of non-parametric
regression, and on this issue the reader is referred to [2,3] where the authors develop tests for H0 based on the empirical DF
(EDF); for an EDF test which can be easily applied to multivariate regressor we refer to the recent paper of Neumeyer [11].
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The tests of Einmahl and Van Keilegom [2,3] are proper modifications of the well known independence procedures of
Kolmogorov and Smirnov, of Cramér and von Mises and of Anderson and Darling. Here we consider the generalization
of the CF tests considered by Meintanis and Iliopoulos [9] for testing independence in the multivariate setting; for CF-
based independence tests see also [8,4,1]. The need for the aforementioned generalization lies in the fact that unlike in
the classical bivariate i.i.d. case where the two variables are directly observed, in the current setting the errors e1, e2, . . . , en
are unobserved, and therefore they should be replaced by suitably estimated residuals. In particular we shall employ
ej = {Yj − m(Xj)}/σ(Xj), j = 1, 2, . . . , n, (3)
wherem(·) andσ 2(·) are kernel-based estimators ofm(·) and σ 2(·), respectively. Then in view of Eq. (2) we suggest to reject
the null hypothesis H0 for large values of the test statistic
Tn,W = n
∫ ∞
−∞
∫ ∞
−∞
|Dn(t1, t2)|2W (t1, t2)dt1dt2, (4)
where Dn(t1, t2) = ϕˆ(t1, t2)− ϕˆX (t1)ϕˆeˆ(t2) andW (t1, t2) denotes a suitable weight function. In the test statistic in (4), the
joint ECF
ϕˆ(t1, t2) = 1n
n−
j=1
eit1Xj+it2 eˆj ,
corresponding to (X, e), as well as the marginal ECFs
ϕˆX (t) = 1n
n−
j=1
eitXj , and ϕˆeˆ(t) = 1n
n−
j=1
eiteˆj ,
corresponding to X and e, respectively, is employed.
Note that in the multivariate i.i.d. setting considered byMeintanis and Iliopoulos [9], independence procedures based on
the ECF often outperform corresponding classical ones incorporating the EDF. However, there is some extra motivation for
considering the Fourier formulation in (4) in the context of non-parametric regression. In particular, some recent studies
suggest that under model (1), procedures based on the ECF may prove competitive to corresponding methods based on the
EDF; cf. [6,7].
The remainder is organized as follows. In Section 2 we discuss the limit null distribution of Tn,W . Section 3 is devoted to
some aspects related to the implementation and interpretation of the test statistic. The results of aMonte Carlo power study
are presented in Section 4. Finally, Section 5 contains proofs of results presented in Section 2.
2. Asymptotic behavior
Here we study the limit behavior of the test statistics Tn,W under H0 and discuss the results.
We assume that (X1, Y1), . . . , (Xn, Yn) are independent identically distributed (i.i.d.) random vectors such that
Yj = m(Xj)+ σ(Xj)ej, j = 1, . . . , n, (5)
where e1, . . . , en, X1, . . . , Xn,m(.) and σ(.) satisfy under H0:
A.1. Let e1, . . . , en be i.i.d. random variables with zero mean, unit variance and Ee4j < ∞ and characteristic function
ϕe(t), t ∈ R1.
A.2. X1, . . . , Xn are i.i.d. on [0, 1] with common positive continuously differentiable density fX and characteristic function
ϕx.
A.3. Let (e1, . . . , en) and (X1, . . . , Xn) be independent.
A.4. Letm be a function on [0, 1]with Lipschitz first derivative.
A.5. Let σ(x), x ∈ [0, 1] be positive on [0, 1]with Lipschitz first derivative.
A.6. The weight function W is nonnegative and such that W (t1, t2) = W (−t1, t2) = W (t1,−t2), tj ∈ R, j = 1, 2 and
R2(t
4
1 + t42 )W (t1, t2)dt1dt2 <∞.
Our procedure depends on the estimators of unknown functions m(.), σ (.), and density fX . Here are the assumptions
on the kernel K(·) and the bandwidth h = hn involved in the estimation ofm(.) and σ 2(.).
A.7. Let K be a symmetric twice continuously differentiable density on [−1, 1]with K(−1) = K(1) = 0.
A.8. Let {hn} be a sequence of the bandwidth such that limn→∞ nh2n = ∞ and limn→∞ nh3+δn = 0 for some δ > 0.
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We use the following kernel estimators of the density function fX (.) of Xj’s, regression function m(.) and variance function
σ 2(.):
fX (x) = 1nhn
n−
j=1
K{(Xj − x)/hn}, x ∈ [0, 1], (6)
mn,hn(x) = 1nhnfX (x)
n−
j=1
K{(Xj − x)/hn}Yj, x ∈ [0, 1], (7)
σ 2n,hn(x) = 1nhnfX (x)
n−
j=1
K{(Xj − x)/hn}{Yj − mn(x)}2, x ∈ [0, 1]. (8)
Recall that the residualsej are defined in (3).
Notice that assumption (A.3) corresponds to the null hypothesis.
Theorem 1. Let assumptions (A.1)–(A.8) be satisfied. Then, as n →∞,
Tn,W
d→
∫
R2
|Z(t1, t2)|2W (t1, t2)dt1dt2,
where {Z(t1, t2), t ∈ R2} is a Gaussian process with zero mean function and the covariance structure as the process
{Z0(t1, t2), (t1, t2) ∈ R2} defined as
Z0(t1, t2) = {cos(t2e1)− Ce(t2)+ e1Se(t2)+ (e21 − 1)C ′e(t2)/2} × {cos(t1X1)+ sin(t1X1)− CX (t1)− SX (t1)}
+ {sin(t2e1)− Se(t2)− e1Ce(t2)− (e21 − 1)S ′e(t2)/2} × {cos(t1X1)− sin(t1X1)− CX (t1)+ SX (t1)},
where Ce and Se are the real and the imaginary part of the CF of ej and C ′e and S ′e are respective derivatives. Similarly, CX and SX
denote the real and the imaginary part of the CF of Xj.
Proof. It is postponed to Section 5. 
An explicit form of the limit distribution of Tn,W is unknown even under the null hypothesis. It depends on the
hypothetical distribution of the error terms. Therefore the limit distribution does not provide an approximation for the
critical values. (Surprisingly this limit distribution depends neither on the functions m(.) and σ(.) nor on particular choice
of the kernel K(.) and the bandwidth hn.) However, a special bootstrap discussed below provides approximations.
Notice also that no assumption on smoothness of the distribution of ei’s is assumed unlike in the papers byNeumeyer [11]
and Einmahl and Van Keilegom [3].
Next we study the limit behavior under alternatives. We start with fixed alternatives. Instead of (A.1) we assume
A.1∗ Let e1, . . . , en be i.i.d. random variables such that E(ej|Xj) = 0, a.s., E(e2j |Xj) = 1, a.s. and Ee4j < ∞ and characteristic
function ϕe(t), t ∈ R1.
Here is the assertion on limit behavior of Tn,W under general fixed alternatives.
Theorem 2. Let assumptions (A.1∗), (A.2) and (A.4)–(A.8) be satisfied. Then, as n →∞,
Tn,W
n
→P
∫
R2
|D(t1, t2)|2 W (t1, t2)dt1dt2,
where D(t1, t2) = ϕX,e(t1, t2)− ϕX (t1)ϕe(t2).
Proof. It is postponed to Section 5. 
Note that Theorem 2 implies the consistency of the test which rejects H0 for large values of Tn,W against arbitrary fixed
deviations from the null hypothesis of independence of the random variables X and e.
Finally, we briefly look at limit behavior under local alternatives. Particularly, we assume that
A.1Hn (X1,n, e1,n), . . . , (Xn,n, en,n) are independent random vectors with the common density
fn(x, e) = fx(x)fe(e)(1+ g(x, e)n−1/2), x ∈ (0, 1), e ∈ R1
where fx(.), fe(.), are densities, fx(.) is positive continuously differentiable on [0, 1] and g(., .) is ameasurable function
with the properties:∫ ∞
−∞
efe(e)de = 0,
∫ ∞
−∞
e2fe(e)de = 1,
∫ ∞
−∞
e4fe(e)de <∞, (9)∫ 1
0
∫ ∞
−∞
fe(e)fx(x)g(x, e)dedx = 0,
∫ 1
0
∫ ∞
−∞
fe(e)fx(x)g2(x, e)dedx <∞. (10)
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Notice that this assumption covers a class of contiguous alternatives and if g(x, e) = 0, a.s. random variables ej,n and Xj,n
are independent hence the null hypothesis holds true.
Theorem 3. Let assumptions (A.1Hn ) and (A.4)–(A.8) be satisfied. Then the limit distribution of Tn,W is the same as∫
R2
|Z(t1, t2)+ µ(t1, t2)|2W (t1, t2)dt1dt2
where the process {Z(t1, t2), (t1, t2) ∈ R2} defined in Theorem 1 has the same distribution as under H0 and
µ(t1, t2) =
∫ 1
0
∫ ∞
−∞
{cos(t2e)− Ce(t2)+ eSe(t2)+ (e2 − 1)C ′e(t2)/2} × {cos(t1x)+ sin(t1x)− CX (t1)− SX (t1)}
+ {sin(t2e)− Se(t2)− eCe(t2)− (e2 − 1)S ′e(t2)/2} × {cos(t1x)− sin(t1x)− CX (t1)+ SX (t1)}
× fe(e)fx(x)g(x, e)dedx.
Proof. It is postponed to Section 5. 
Hence our testing procedure is sensitive w.r.t. contiguous alternatives. Notice that under the additional assumption∫ ∞
−∞
efe(e)g(Xj, e)de = 0,
∫ ∞
−∞
e2fe(e)g(Xj, e)de > 0, a.s.
the expression for µ(t1, t2) simplifies considerably.
3. Some aspects of the test
3.1. Computation of the test statistic
By some algebra we can write the test statistic in (4) as
Tn,W = n
∫ ∞
−∞
∫ ∞
−∞
|Dn(t1, t2)|2 W (t1, t2)dt1dt2, (11)
where
Dn(t1, t2) = 1n
n−
j=1
cos(t1Xj + t2ej)− 1n2
n−
j,k=1
cos(t1Xj + t2ek)
+ i

1
n
n−
j=1
sin(t1Xj + t2ej)− 1n2
n−
j,k=1
sin(t1Xj + t2ek) .
Then one obtains after straightforward calculation,
Tn,W = 1n
n−
j,k=1
IW (Xj − Xk,ej −ek)+ 1n3
n−
j,k,l,m=1
IW (Xj − Xl,ek −em)− 2n2
n−
j,k,l=1
IW (Xj − Xl,ek −el), (12)
where
IW (x, y) =
∫ ∞
−∞
∫ ∞
−∞
cos(t1x+ t2y)W (t1, t2)dt1dt2.
3.2. Limit statistics
It is illuminating to work through Eq. (11), in order to see what factors come into play in the test statistic. In fact by the
Taylor expansion of the trigonometric functions involved and by some further algebra, we have that for some irrelevant
constants cjklm (emerging from the Taylor coefficients of sin(·) and cos(·))
|Dn(t1, t2)|2 =
−
cjklmt
j+l
1 t
k+m
2 MjkMlm +
−
cjklmt
j+l
1 t
k+m
2 MjkMlm + higher order terms
whereMkm = n−1∑nj=1 Xkjemj − (n−1∑nj=1 Xkj )(n−1∑nj=1emj ), and the first summation runs for {1 ≤ j, k, l,m ≤ 3 : j+k, l+
m : even, j + k ≤ l + m ≤ 4, j ≤ l} while the second summation runs for {1 ≤ j, k, l,m ≤ 2 : j+ k, l+m : odd, j ≤ l}.
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Now assume that the weight function may be written as W (t1, t2) = w(t1)w(t2), where w(t) is such that

tkw(t)dt <
∞, k = 1, 2, . . . . Then putting the above expression in (11) and integrating out yields (ignoring higher order terms)
Tn,W ≈ n
−
cjklmβjlβkmMjkMlm +
−
cjklmβjlβkmMjkMlm

, (13)
where βkm =
∞
−∞ t
k+mw(t)dt . (Notice that if we further assume that w(t) = w(−t), −∞ < t < ∞, each coefficient
βkm (and hence the corresponding term) involving an odd power of t , vanishes.) It is now evident that empirical product
and marginal moments are involved in the test statistic. In particular Tn,W involves moment matching of the empirical
product moment of Xkem to the product of the empirical moments of Xk and em, k,m = 1, 2, . . . . In fact, these matchings
are properly weighted by corresponding weights βkm which are in turn determined by the particular choice of the weight
function. Additionally, representation (13) makes the emergence of limit statistics evident by suitably choosing the weight
function. For instance it is clear that the weight functionW (t1, t2) = e−γ (|t1|+|t2|), γ > 0, gives
Tn,W = nM211
16
γ 6
+ o(γ−6), γ →∞
and consequently
lim
γ→∞ γ
6Tn,W = 16nM211,
where M11 = n−1∑nj=1 Xjej − n−1∑nj=1 Xj n−1∑nj=1ej. Hence choosing a large value of γ amounts to neutralizing
the effect that higher moments (product and marginal) have on the test statistic. In particular, the limit statistic involves
the empirical moment equation resulting from the product moment of the lowest possible order, properly normalized.
Of course this moment equation vanishes asymptotically under the null hypothesis H0. Anticipating one more convenient
weight functionwe putW (t1, t2) = e−γ (t21+t22 ), γ > 0. Then by following analogous reasoning one obtains the limit statistic,
lim
γ→∞ γ
3Tn,W = π4 nM
2
11.
4. Simulation results
The setup of the simulation study is based on [2,11]. The design variable X is uniformly distributed on (0, 1) and we use
the regression function m(x) = x − x2/2. The scale function is σ 2(x) := σ 2ν,a(x) = ν2(1 + ax) with parameters ν > 0
and a ≥ 0 controlling respectively the variance of the random error and the level of heteroscedasticity. Notice that a = 0
corresponds to the homoscedastic case.
In Section 4.1, we will investigate a homoscedastic version of the test. The heteroscedastic version of the test statistic is
investigated in Section 4.2
4.1. Homoscedastic case
Throughout this section, the scale function is assumed to be constant. The regression function is estimated by the locally
linear kernel estimator implemented in the procedure sm.regression() from library sm in R.
4.1.1. Choice of parameters of the weight function
We consider the weight functions W1(t1, t2) = e−(γ1,1|t1|+γ1,2|t2|) and W2(t1, t2) = e−(γ2,1t21+γ2,2t22 ) and investigate
the behavior of the test statistic (12) calculated from the observations of the design variable Xi and the residuals eˆi =
Yi − mn,hn(Xi), where mn,hn(Xi) is the kernel regression estimate (7) with the bandwidth hn chosen by cross-validation.
(Note that in the homoscedastic case we assume that σ(X) = 1, and therefore do not scale the residuals in Eq. (3).)
In order to guarantee that the resulting test statistic is scale invariant, we choose the parameters γi,j of Wi(t1, t2)
proportionally to the observed standard deviations sd(X) =

n−1
∑n
k=1(Xk − X)2 and sd(e) = n−1∑nk=1(ek −e)2, wheree = n−1∑nj=1ej denotes the sample mean of the residuals.
More precisely, for i = 1, 2, γi,1 = γisd(X) and γi,2 = γisd(e). This choice of parameters γi,j is replicated also within the
bootstrap scheme outlined in Section 4.1.2. Practical recommendations concerning the choice of the parameters γ1 and γ2
in homoscedastic and heteroscedastic cases are given in Sections 4.1.4 and 4.2.2, respectively.
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4.1.2. Bootstrap statistic
The critical values are obtained by the bootstrap scheme similarly as in [2,11].
We define the bootstrap errors e˜∗1, . . . , e˜∗n as a random sample of size n from the standardized residuals e˜1, . . . , e˜n, where
e˜i = (ei −e)/sd(e). The bootstrap resampling scheme is based on oversmoothing of the regression function [5]:
Y ∗j = mn,h0.8n (Xj)+ sd(e)e˜∗j , j = 1, . . . , n
and the bootstrap version T ∗n,W of the test statistic is defined as Tn,W with (Xj, Yj), replaced by (Xj, Y
∗
j ), j = 1, . . . , n, where
the bootstrap kernel regression estimatem∗n,hn(x) is calculated using the same bandwidth hn as the kernel estimatem(x)n,hn .
For each bootstrap resample, the parameters γ ∗i,j of the weight functionsWi(t1.t2) are chosen as described in Section 4.1.1,
i.e., γ ∗i,1 = γi,1 = γisd(X) and γ ∗i,2 = γisd(e∗) for i ∈ {1, 2}.
We draw B = 400 random samples from e˜j, j = 1, . . . , n, and thus we obtain an approximation of the bootstrap
distribution of the test statistic. If the observed value of Tn,W belongs to the right α-tail of this distribution, we declare
this value as significant at level of significance equal to α.
4.1.3. Hypotheses considered
We study the empirical significance level of the test for the following distributions of the random errors:
HA : e|X = x ∼ N (0, 1) ,
HB(d) : e|X = x ∼ (χ2d − d)/
√
2d,
HC(d) : e|X = x ∼ td/

d/(d− 2).
Under the homoscedastic null hypothesis, we assume that σ 2ν,a(x) = ν2(1+ ax) = ν2, where the parameter ν controls the
variance and a = 0.
The power of the test is investigated against the following alternatives:
HAalt : e|X = x ∼ Q ,
HBalt : e|X = x ∼ (Wx − rx)/

2rx, whereWx ∼ χ2rx , rx = 1/(bx),
HCalt : e|X = x ∼

[1− (cx)1/4]Tx, where Tx ∼ t2/(cx)1/4 ,
where Q has one of the distributions just mentioned above. Note that the parameters a > 0, b > 0, and c ∈ [0, 1] control,
respectively, the dependency of the variance, skewness, and kurtosis on the design variable.
4.1.4. Comparison with other tests of independence
Let us now compare the test statistic (12) based on the characteristic function using the weight functions W1(t1, t2)
(denoted as CF1) and W2(t1, t2) (CF2) to the Kolmogorov–Smirnov (KS), Cramér–von Mises (CM), and Anderson–Darling
(AD) tests proposed by Einmahl and Van Keilegom [2] and to the Neumeyer–Zheng test (NZ) proposed by Neumeyer [11].
The critical values were obtained using the bootstrap scheme described in Section 4.1.2.
In practice, we recommend to use the value of the parameter γ1 = 2 for the weight function W1(t1, t2) and γ2 = 1
forW2(t1, t2). These recommended values were determined by initial simulation results and constitute compromise values
which result in test statistics that achieve reasonable power and at the same time respect the nominal size of the tests.
For smaller values of the tuning parameter, the simulated significance level of the test was either too large (for random
errors with χ21 distribution) of too small (for random errors with Normal, t4, or χ
2
4 distribution). For higher values of the
tuning parameter, the power of the test was decreasing against the alternative of changing skewness (both for W1(t1, t2)
and W2(t1, t2)) and the observed power was either stable (for W1(t1, t2)) or decreasing (for W2(t1, t2)) when we were
considering changes in kurtosis. The aforementioned initial simulation results are not reported here but are available upon
request. The bandwidth needed for the calculation of the Neumeyer–Zheng (NZ) statistic was chosen by the rule of thumb
hn =
∑n
i=2(e[i+1] −e[i])2/{2n(n− 1)}1/5, wheree[i] are the residuals sorted according to increasing covariates xi [11].
In Table 1, we observe that the classical procedures KS, CM, and AD fail in capturing the nominal size α = 0.05 of the
tests to any satisfactory degree when sampling from the χ21 distribution and this problem persists for the AD statistic under
χ24 error distribution. Consequently, the power results of the classical test statistics in these cases (involving a χ
2 error
distribution) are unreliable and will not be taken into account. At the same time the observed levels for the CF1, CF2 and
the NZ statistics are reasonably close to the nominal value, with the two CF tests having a slight edge in this respect. The
same slight edge of the two CF tests over the NZ test can be observed in Table 2 corresponding to the power against the
alternativeHAalt, while from Table 3 we draw similar conclusions for the CF tests compared to the NZ test againstHBalt. (Note
that it is only for these three tests that the observed and the nominal size match closely under HB(1).) On the basis of the
aforementioned results, and the powers in Table 4 against HCalt where the CF tests rank second best (below the AD test), we
conclude that the new procedures are strong competitors of other more standard procedures, and suggest that they should
perhaps be preferred under homoscedastic errors.
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Table 1
Observed empirical significance level (in %) from 500 simulations for α = 5%, B = 400, homoscedastic case.
a ν n = 80 n = 160
KS CM AD NZ CF1 CF2 KS CM AD NZ CF1 CF2
HA
0 0.02 4.6 5.4 5.6 4.2 4.2 4.8 3.2 4.0 4.4 6.0 5.0 5.0
0 0.05 2.0 4.2 5.0 9.0 5.2 5.8 4.8 3.4 4.4 5.8 4.2 4.4
0 0.10 4.6 4.8 4.4 6.2 4.4 4.6 3.6 5.4 4.6 6.4 5.2 6.2
HB(1)
0 0.02 17.4 14.2 17.0 4.2 3.4 3.4 19.2 13.4 17.2 4.4 6.8 5.6
0 0.05 16.8 15.2 19.0 7.2 5.2 5.0 19.4 13.8 17.8 6.4 5.0 4.8
0 0.10 18.4 17.4 22.4 7.4 7.6 7.0 21.6 15.4 21.4 5.6 7.2 6.4
HB(4)
0 0.02 5.0 6.8 8.4 2.0 6.6 6.8 6.2 6.4 6.4 5.6 6.4 5.8
0 0.05 5.6 6.4 8.4 8.2 5.2 5.4 4.8 5.6 9.2 6.2 5.2 5.2
0 0.10 4.6 5.6 8.2 5.8 5.4 5.2 6.2 8.6 9.0 6.6 6.6 7.4
HC(4)
0 0.02 3.0 5.6 4.0 3.2 1.8 1.8 5.0 6.0 6.0 5.8 5.0 4.8
0 0.05 3.8 3.8 3.8 5.0 3.4 3.0 4.2 5.8 5.4 5.4 5.4 5.2
0 0.10 4.2 5.2 6.0 6.0 5.6 5.6 5.6 4.6 4.2 5.6 5.0 5.4
HC(5)
0 0.02 4.6 4.4 6.6 2.0 3.6 4.4 4.4 4.8 5.8 4.6 4.4 4.4
0 0.05 2.8 4.8 4.8 4.4 4.4 4.0 3.6 4.6 6.0 4.8 4.6 4.4
0 0.10 6.4 5.6 7.2 6.8 5.2 5.2 3.6 4.8 4.8 5.4 5.4 5.6
Table 2
Observed power (in %) against HAalt from 500 simulations for α = 5%, B = 400, homoscedastic case.
a ν n = 80 n = 160
KS CM AD NZ CF1 CF2 KS CM AD NZ CF1 CF2
HA
2 0.02 8.6 18.6 23.4 26.4 27.8 28.6 18.8 43.2 54.4 62.2 58.2 61.2
2 0.05 8.8 19.4 25.4 36.0 29.6 30.6 17.4 38.4 51.2 58.6 58.8 60.8
2 0.10 7.4 16.8 20.2 23.8 28.0 30.6 12.4 43.8 53.0 47.0 61.0 63.8
HB(1)
2 0.02 27.4 24.2 27.2 9.2 11.8 10.8 43.0 36.8 41.8 16.6 18.8 18.0
2 0.05 35.0 29.8 34.2 16.0 15.0 14.6 41.8 35.4 42.0 23.0 23.2 22.4
2 0.10 28.2 25.8 31.0 16.4 15.2 14.6 43.4 35.4 44.2 25.4 24.4 23.0
HB(4)
2 0.02 13.0 19.4 22.4 19.0 16.4 18.2 28.6 39.4 48.4 34.0 39.0 38.6
2 0.05 13.2 21.2 28.6 24.2 22.6 22.6 28.2 39.0 48.8 38.6 38.2 38.0
2 0.10 12.0 20.0 26.4 21.8 21.8 21.8 27.0 40.0 48.8 40.2 38.6 38.8
HC(4)
2 0.02 6.8 12.8 15.4 15.8 16.2 16.6 11.6 23.2 30.4 31.8 35.2 35.0
2 0.05 6.0 12.0 14.8 17.0 13.6 13.8 11.8 22.0 29.0 32.4 32.0 31.4
2 0.10 7.0 12.0 14.6 15.2 15.2 16.0 14.4 28.4 37.8 37.4 40.0 41.0
HC(5)
2 0.02 6.4 14.2 18.0 14.8 16.4 17.0 14.0 28.8 38.4 38.2 41.8 43.6
2 0.05 7.8 15.2 17.8 22.6 20.4 22.2 14.2 29.2 38.6 43.0 42.8 43.4
2 0.10 9.0 16.0 18.2 19.6 20.6 21.0 12.0 30.2 39.6 36.6 43.2 43.8
Table 3
Observed power (in %) against HBalt from 500 simulations for α = 5%, B = 400, homoscedastic case.
a b ν n = 80 n = 160
KS CM AD NZ CF1 CF2 KS CM AD NZ CF1 CF2
0
1 0.02 14.2 16.4 18.4 2.4 7.6 6.8 26.4 29.8 34.8 4.2 17.6 14.4
1 0.05 15.2 15.2 20.6 9.0 11.4 10.0 25.8 28.4 36.6 12.0 18.0 14.4
1 0.10 14.8 15.6 20.0 13.0 12.2 11.0 27.2 28.6 39.4 25.6 20.0 16.2
2 0.02 24.0 20.4 25.8 3.0 10.6 9.0 40.0 40.0 47.2 6.0 23.0 18.8
2 0.05 25.4 20.8 28.6 10.0 14.4 11.6 39.0 37.6 47.6 15.2 24.4 19.2
2 0.10 25.0 24.4 31.4 13.8 13.6 11.6 38.8 37.2 49.2 29.4 25.4 21.4
2
1 0.02 16.4 18.2 17.4 10.8 11.8 11.2 26.0 30.2 25.2 20.6 24.2 24.0
1 0.05 13.4 16.6 17.4 13.6 11.4 11.2 26.4 30.8 25.4 27.6 25.6 25.2
1 0.10 13.6 18.4 20.2 14.2 13.2 12.0 27.0 30.8 27.0 30.8 27.0 26.6
2 0.02 22.2 21.4 22.0 8.4 10.6 10.0 26.8 27.8 27.6 16.6 18.2 17.4
2 0.05 19.8 20.0 21.8 10.4 10.8 8.6 29.8 27.4 29.4 20.8 18.4 17.6
2 0.10 22.0 17.6 22.0 12.4 10.8 10.2 30.0 27.0 30.6 22.0 20.4 18.8
4.2. Heteroscedastic case
In this section, both the regression function and the scale function are estimated using the procedure sm.regression() from
library sm in R using, respectively, locally linear and locally constant kernel regression estimators with bandwidths chosen
by cross-validation.
We proceed similarly as in Section 4.1.2. The residuals are defined asei = (Yi −mn,hn(Xi))/σn,bn(Xi), wheremn,hn(x) andσn,bn(x) are defined in (7) and (8), respectively. Similarly as in Section 4.1.1, the test statistic (12) is calculated using the
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Table 4
Observed power (in %) against HCalt from 500 simulations for α = 5%, B = 400, homoscedastic case.
a c ν n = 80 n = 160
KS CM AD NZ CF1 CF2 KS CM AD NZ CF1 CF2
0
0.80 0.02 13.8 23.0 30.0 4.2 25.2 23.8 21.8 42.8 53.6 14.0 53.4 51.4
0.80 0.05 14.6 26.2 31.2 22.2 25.0 23.6 22.6 43.4 55.2 38.6 52.0 50.8
0.80 0.10 12.0 22.8 29.0 30.8 29.0 29.6 20.6 43.4 55.0 56.8 56.2 55.8
0.95 0.02 21.6 39.8 49.0 4.4 40.8 39.2 40.2 69.6 79.0 20.4 73.0 70.6
0.95 0.05 15.8 33.4 41.8 25.2 35.2 33.2 35.4 67.2 76.6 58.0 75.6 71.4
0.95 0.10 16.8 40.2 48.8 42.6 43.0 42.2 35.2 63.0 77.4 76.0 75.4 71.4
2
0.80 0.02 6.4 7.8 8.4 3.0 7.2 7.2 7.4 11.6 12.4 4.4 9.0 9.0
0.80 0.05 6.4 9.6 10.2 9.0 8.0 8.6 8.6 11.6 13.6 10.8 11.2 10.0
0.80 0.10 6.6 10.0 9.6 9.6 7.2 7.8 6.2 10.2 13.2 13.0 13.0 12.4
0.95 0.02 10.8 17.0 20.2 3.0 13.6 13.6 17.8 31.8 37.6 7.8 32.0 29.0
0.95 0.05 8.8 16.2 19.6 14.2 17.2 15.2 19.4 31.2 36.0 22.6 29.6 26.4
0.95 0.10 8.8 18.0 23.4 22.2 18.8 18.0 13.6 29.0 36.4 38.6 32.4 30.0
weight functions W1(t1, t2) = e−(γ1,1|t1|+γ1,2|t2|) and W1(t1, t2) = e−(γ2,1t21+γ2,2t22 ), where γi,1 = γisd(X) and γi,2 = γisd(e),
for i ∈ {1, 2}.
4.2.1. Bootstrap statistic
The bootstrap errors e˜∗1, . . . , e˜∗n are defined as a randomsample of sizen from the standardized residuals e˜1, . . . , e˜n, where
e˜i = (ei −e)/sd(e) and the bootstrap resampling scheme is based on oversmoothing of the regression function similarly as
in Section 4.1.2:
Y ∗j = mn,h0.8n (Xj)+ sd(e)σn,b0.8n (Xj)e˜∗j , j = 1, . . . , n.
The bootstrap version T ∗n,W of the test statistic is defined as Tn,W with (Xj, Yj), replaced by (Xj, Y
∗
j ), j = 1, . . . , n, where the
bootstrap kernel estimates m∗n,nn(x) andσ 2,∗n,bn are calculated using bandwidths hn and bn and where the parameters γ ∗i,j are
chosen adaptively from the bootstrap sample, (Xj, Y ∗j )⊤, j = 1, . . . , n, exactly as in Section 4.1.2.
4.2.2. Comparison with other tests of independence
We study the empirical significance level of the test against the alternatives HA,HB(d), and HC(d). Recall that σ 2ν,a(x) =
ν2(1 + ax), where the parameters ν and a control respectively the variance of the random error and the level of
heteroscedasticity.
In the heteroscedastic regression, we investigate the power of the test only against the hypotheses HBalt and HCalt. For
the CF tests and in order to achieve reasonable power and, at the same time, control the significance level of the test, we
suggest the values γ1 = 0.75 and γ2 = 0.50, which were determined by initial simulation results. These initial simulation
results were similar as in the homoscedastic case (Section 4.1.4) but both the significance level and the power of the test
were additionally influenced by the level of heteroscedasticity.
Let us now compare the test to the Kolmogorov–Smirnov, Cramér–von Mises, Anderson–Darling, and the
Neumeyer–Zheng tests with the critical values obtained using the bootstrap scheme described in Section 4.2.1. Looking
at the empirical significance levels in Table 5, we see that all the tests fail for heteroscedastic χ21 random errors. For the
homoscedastic χ21 random errors, only CF1 and CF2 test statistics achieve empirical significance levels close to 0.05. The two
CF tests perform reasonably in this respect also in most other cases, with the exception of heteroscedastic t5 errors where
they considerably overshoot the 5% nominal size for n = 160. On the other hand, the CM and AD tests almost consistently
overshoot the nominal size, and at times to a great degree, while the KS and NZ tests, and apart of χ21 random errors, respect
the nominal size to the most reasonable degree.
The empirical powers against HBalt and HCalt are summarized in Tables 6 and 7, respectively. The best power against the
alternative HBalt is achieved by the NZ test. Also, the powers of the CM and AD tests are higher than those of the KS and
CF1 tests, but this observation should be weighted with the fact that the former tests overshoot the nominal size much
more than the latter tests. Similar level/power characteristics suggest that the NZ should also be preferred over the AD
and KS tests under HCalt alternatives, and lead to the general conclusion that under heteroscedasticity the NZ test ranks at
the top.
5. Proof of theorems
The proofs are quite technical therefore we present the main steps only. The main line of the proofs follows that in [7],
however some extensions are needed. The standard technique from non-parametric regression is applied together with
functional central limit theorems. Most of the results on the kernel estimators are from the work of Neumeyer [10].
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Table 5
Observed empirical significance level (in %) from 500 simulations for α = 5%, B = 400, heteroscedastic case.
a ν n = 80 n = 160
KS CM AD NZ CF1 CF2 KS CM AD NZ CF1 CF2
HA
0 0.01 3.0 2.2 2.0 4.6 2.4 2.2 3.2 2.4 2.2 3.6 2.8 2.6
0 0.02 2.8 4.0 2.8 3.2 4.4 4.8 3.2 3.4 2.2 3.4 3.2 3.4
0 0.05 2.4 2.0 2.0 2.6 2.2 1.2 3.6 3.6 3.0 2.8 4.6 4.2
2 0.01 5.0 4.4 4.0 5.8 4.8 5.4 5.2 6.4 4.4 4.6 5.0 5.2
2 0.02 3.6 5.6 6.2 4.8 5.4 6.0 4.8 6.0 5.4 5.2 5.0 5.6
2 0.05 5.2 5.2 5.8 4.0 4.2 4.8 5.2 6.0 5.6 4.2 4.2 5.0
HB(1)
0 0.01 13.2 10.6 15.8 11.8 6.6 4.4 11.6 10.0 15.8 11.8 7.2 5.0
0 0.02 13.4 9.6 15.0 8.8 6.0 3.6 15.4 10.8 15.8 10.2 4.8 4.0
0 0.05 12.8 13.8 20.2 9.4 8.2 5.6 20.0 13.8 21.4 11.8 8.2 5.4
2 0.01 19.2 17.8 22.2 14.0 6.2 4.2 28.4 24.8 30.0 23.2 10.8 8.0
2 0.02 18.4 18.2 23.4 15.2 11.2 8.0 24.2 21.8 26.6 19.0 10.0 7.6
2 0.05 20.8 18.8 26.2 14.4 14.0 10.8 29.6 23.4 32.0 20.6 14.0 10.6
HB(4)
0 0.01 3.8 4.2 5.4 4.0 4.0 3.0 3.6 4.0 4.6 4.0 3.8 3.8
0 0.02 3.4 5.0 7.0 2.6 3.6 3.4 3.4 4.2 4.0 3.0 4.2 4.0
0 0.05 3.0 3.8 5.6 2.6 3.4 4.2 3.4 3.6 5.0 4.0 3.0 4.0
2 0.01 4.4 6.4 8.0 4.6 4.4 5.0 6.8 9.0 10.4 7.4 8.2 8.4
2 0.02 5.0 7.2 8.4 6.2 6.4 5.8 6.0 10.0 13.6 7.0 7.0 7.4
2 0.05 6.0 7.2 8.6 5.4 6.2 6.2 5.4 10.0 13.0 8.4 7.8 8.4
HC(5)
0 0.01 4.8 4.6 3.6 4.0 3.2 4.0 4.8 6.0 4.8 4.6 4.4 4.8
0 0.02 5.0 6.6 5.8 4.8 4.8 5.8 4.0 6.2 6.6 3.6 6.8 7.2
0 0.05 5.0 5.2 5.2 4.4 5.0 6.0 4.0 4.6 4.0 3.0 4.2 4.4
2 0.01 4.2 6.4 6.6 5.4 5.6 6.2 7.0 8.8 10.8 4.8 8.8 8.6
2 0.02 3.6 5.6 6.2 3.4 4.0 5.8 7.6 9.2 10.0 6.8 10.2 10.8
2 0.05 4.2 7.2 7.4 3.8 6.6 6.8 6.8 7.8 8.2 5.4 8.8 10.4
Table 6
Observed power (in %) against HBalt from 500 simulations for α = 5%, B = 400, heteroscedastic case.
a b ν n = 80 n = 160
KS CM AD NZ CF1 CF2 KS CM AD NZ CF1 CF2
0
1 0.01 10.6 16.2 22.6 18.4 15.2 15.4 24.0 36.2 46.0 46.4 32.8 28.2
1 0.02 11.6 16.2 19.4 20.2 15.4 13.4 24.8 38.0 48.6 49.4 34.0 30.2
1 0.05 10.8 19.6 24.2 21.2 16.4 15.0 25.4 34.4 47.8 47.6 36.6 31.4
2 0.01 24.8 29.4 37.0 34.6 26.2 20.6 41.2 51.6 62.2 69.0 48.8 37.6
2 0.02 26.4 26.2 35.4 35.2 23.6 17.8 41.8 51.4 64.4 69.4 49.8 39.0
2 0.05 26.2 30.6 42.4 38.8 28.8 23.2 41.8 49.6 63.8 67.0 46.6 39.6
2
1 0.01 10.4 14.6 16.0 13.2 12.0 11.0 21.8 32.2 30.6 34.2 26.8 22.6
1 0.02 11.0 12.8 13.2 12.6 11.4 9.6 21.8 31.4 30.8 34.6 28.0 23.6
1 0.05 11.2 15.8 17.4 17.6 15.4 14.0 21.0 32.4 35.0 39.2 30.0 26.4
2 0.01 19.4 21.8 25.8 23.2 17.2 11.0 30.8 37.4 40.4 49.0 32.0 25.4
2 0.02 24.0 25.0 28.2 25.8 17.8 15.2 30.4 40.8 43.6 53.4 36.4 29.4
2 0.05 21.0 23.8 31.2 26.6 23.8 19.6 31.0 37.0 44.4 51.0 38.0 31.8
Table 7
Observed power (in %) against HCalt from 500 simulations for α = 5%, B = 400, heteroscedastic case.
a c ν n = 80 n = 160
KS CM AD NZ CF1 CF2 KS CM AD NZ CF1 CF2
0
0.80 0.01 12.0 15.6 16.4 11.0 15.0 14.0 15.6 21.4 25.4 22.8 24.8 24.8
0.80 0.02 9.6 12.8 14.6 10.8 12.8 12.2 13.6 22.2 26.6 23.4 25.2 25.2
0.80 0.05 6.8 13.2 15.2 9.4 14.6 16.4 11.0 20.4 25.0 18.6 21.6 23.2
0.95 0.01 13.4 23.2 26.4 17.8 20.0 20.2 17.8 32.0 43.0 32.0 33.8 32.0
0.95 0.02 11.4 21.2 25.2 17.8 20.8 21.6 15.2 29.8 39.6 32.0 34.6 33.4
0.95 0.05 11.6 20.4 26.2 18.0 20.2 21.0 12.4 30.0 40.4 31.0 35.8 34.8
2
0.80 0.01 6.6 7.6 7.6 5.0 8.2 7.6 8.8 10.8 10.4 8.4 10.4 9.8
0.80 0.02 7.8 8.0 8.0 9.0 7.8 8.4 8.8 10.4 11.8 10.2 13.0 13.8
0.80 0.05 6.6 8.2 6.8 6.8 8.0 8.6 8.0 10.2 11.2 10.2 11.6 11.0
0.95 0.01 8.6 13.6 14.2 11.8 13.2 13.0 12.2 19.8 25.2 16.8 21.2 20.8
0.95 0.02 10.4 14.4 15.0 12.4 13.6 13.6 12.2 16.2 20.4 17.8 20.8 20.0
0.95 0.05 8.2 14.0 14.6 11.4 14.0 14.6 7.4 15.8 22.6 16.2 19.0 20.4
Proof of Theorem 1. Notice that by assumption (A.6) and elementary properties of the functions sinus and cosinus
Tn,W =
∫∫ In,1(t1, t2)+ In,2(t1, t2)2 W (t1, t2)dt1dt2, (14)
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where
In,1(t1, t2) = 1√n
n−
j=1

cos(t2ej){cos(t1Xj)+ sin(t1Xj)} + sin(t2ej){cos(t1Xj)− sin(t1Xj)}
and
In,2(t1, t2) = 1n3/2
n−
j=1
n−
v=1
[cos(t2ev){cos(t1Xj)+ sin(t1Xj)} + sin(t2ev){cos(t1Xj)− sin(t1Xj)}].
Weneed suitable asymptotic representations for both In,1(t1, t2) and In,2(t1, t2). The desired assertions are formulated in the
following two lemmas. 
Lemma 1. Let the assumptions of Theorem 1 be satisfied then, as n →∞,∫∫ In,1(t1, t2)− Qe,X,c(t1, t2)− Qe,X,s(t1, t2)2 W (t1, t2)dt1dt2→P 0,
where
Qe,X,c(t1, t2) = 1√n
n−
j=1
{cos(t2ej)+ ejSe(t2)+ (e2j − 1)C ′e(t2)/2}{cos(t1Xj)+ sin(t1Xj)},
Qe,X,s(t1, t2) = 1√n
n−
j=1
{sin(t2ej)− ejSe(t2)− (e2j − 1)C ′e(t2)/2}{cos(t1Xj)− sin(t1Xj)},
where Ce and Se are the real and the imaginary part of the CF of ej and C ′e and S ′e are respective derivatives.
Lemma 2. Let the assumptions of Theorem 1 be satisfied then, as n →∞,∫∫
|In,2(t1, t2)−Me,X (t1, t2)− Le,X,c(t1, t2)− Le,X,s(t1, t2)− Qe,c(t2){CX (t1)+ SX (t1)}
−Qe,s(t2){CX (t1)− SX (t1)}|2W (t1, t2)dt1dt2→P 0,
where CX and SX denote the real and the imaginary part of the CF of Xj and
Qe,c(t2) = 1√n
n−
j=1
{cos(t2ej)− Ce(t2)+ ejSe(t2)+ (e2j − 1)C ′e(t2)/2},
Qe,s(t2) = 1√n
n−
j=1
{sin(t2ej)− Se(t2)− ejCe(t2)− (e2j − 1)S ′e(t2)/2},
Le,X,c(t1, t2) = 1√n
n−
j=1
{cos(t1Xj)− CX (t1)}{Ce(t2)+ Se(t2)},
Le,X,s(t1, t2) = 1√n
n−
j=1
{sin(t1Xj)− SX (t1)}{Ce(t2)− Se(t2)},
Me,X (t1, t2) =
√
n[Ce(t2){CX (t1)+ SX (t1)} + Se(t2){−SX (t1)+ CX (t1)}].
Proof of Lemma 2. Recall that the residualsej can be expressed as
ej = ej + ej  σ(Xj)σn(Xj) − 1

+ m(Xj)− mn(Xj)σn(Xj) , j = 1, . . . , n, (15)
and then by the Taylor expansion we have
cos(tej) = cos(tej)− t sin(tej) [ej  σ(Xj)σn(Xj) − 1

+ m(Xj)− mn(Xj)σn(Xj)
]
+ t2Rcnj(t), (16)
j = 1, . . . , n, where Rcnj(t)’s are remainders. Similar relations can be obtained for sin(tej)’s.
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Lemmas 3.2–3.4 in [6] imply∫∫ 

1√
n
n−
j=1
{cos(t2ej)− Ce(t2)}− Qe,c(t2)

2
W (t1, t2)dt1dt2→P 0
∫∫ 

1√
n
n−
j=1
{sin(t2ej)− Se(t2)}− Qe,s(t2)

2
W (t1, t2)dt1dt2→P 0.
This together with standard properties of ECF related to i.i.d. random variables implies that∫
R2
n|ϕ˜e(t2)− ϕe(t2)|2W (t1, t2)dt1dt2 = OP(1),∫
R2
n|ϕX (t1)− ϕX (t1)|2W (t1, t2)dt1dt2 = OP(1),
where ϕ˜e(t) is the ECF of the true error terms.
Using the above relations we get after some tedious but straightforward calculations∫∫ 

1
n3/2
n−
j=1
n−
v=1
{cos(t2ev)− Ce(t2)}{cos(t1Xj)+ sin(t1Xj)}− {CX (t1)+ SX (t1)}Qe,c(t2)

2
= oP(1),
∫∫ 

1
n3/2
n−
j=1
n−
v=1
{sin(t2ev)− Se(t2)}{cos(t1Xj)− sin(t1Xj)}− {CX (t1)− SX (t1)}Qe,s(t2)

2
= oP(1).
Combining these relations we get the assertion of Lemma 2. 
Proof of Lemma 1. We proceed as in the proofs of Lemmas 3.2–3.4 in [7]. More precisely, instead of treating
1√
n
n−
j=1
cos(t2ej)
we have to study
1√
n
n−
j=1
cos(t2ej){cos(t1Xj)+ sin(t1Xj)}.
We use also the Taylor expansion (16) and we receive after some standard considerations∫∫ 

1√
n
n−
j=1
cos(t2ej){cos(t1Xj)+ sin(t1Xj)}− Qe,X,c(t1, t2)

2
W (t1, t2)dt1dt2
P→ 0 (17)
and ∫∫ 

1√
n
n−
j=1
sin(t2ej){cos(t1Xj)− sin(t1Xj)}− Qe,X,s(t1, t2)

2
W (t1, t2)dt1dt2
P→ 0. (18)
The proof of Lemma 1 can be easily completed. 
Continuation of the proof of Theorem 1. Combining the above assertions we get that under H0 Tn,W has the same limit
distribution as∫
R2
J2n (t1, t2)W (t1, t2)dt1dt2
where
Jn(t1, t2) = 1√n
n−
j=1
[{cos(t2ej)− Ce(t2)+ ejSe(t2)+ (e2j − 1)C ′e(t2)/2}
× {cos(t1Xj)+ sin(t1Xj)− CX (t1)− SX (t1)} + {sin(t2ej)− Se(t2)− ejCe(t2)− (e2j − 1)S ′e(t2)/2}
× {cos(t1Xj)− sin(t1Xj)− CX (t1)+ SX (t1)}].
The assertion of Theorem 1 follows. 
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Proof of Theorem 2. It is clear that |Dn(t1, t2)|2 ≤ 4. Following the proof of Theorem 1 and utilizing the consistency of the
ECFs it follows that, as n →∞,
sup
|t1|+|t2|≤dn
|ϕˆ(t1, t2)− ϕ(t1, t2)|→P 0,
sup
|t|≤dn
|ϕˆX (t)− ϕX (t)|→P 0, sup
|t|≤dn
|ϕˆeˆ(t)− ϕe(t)|→P 0,
for some dn →∞, which implies that sup|t1|+|t2|≤dn |Dn(t1, t2)−D(t1, t2)|2→P 0. Then the conclusion of the theorem follows
from Eq. (4) by invoking Lebesgue’s Theorem of dominated convergence. 
Proof of Theorem 3. Under the assumptions of Theorem 3 the sequence
∏n
j=1 fn(ej, xj)

n
is contiguous w.r.t. {∏nj=1
fe(ej)fx(xj)}n and hence the results for contiguity alternatives can be applied; see e.g., [12]. Moreover under H0 (i.e. g(x, e) =
0, a.s.) the limit behavior of the process {In1(t1, t2) + In1(t1, t2), (t1, t2) ∈ R2}, defined below (14) is Gaussian {Z(t1, t2),
(t1, t2) ∈ R2} described in Theorem 1 that has zero mean function. Therefore under Hn the limit behavior of this process is
again Gaussianwith the dependence structure as underH0 butwith generally nonzeromean function that is the expectation
of the process Z0(t1, t2) under our setup. This gives after simple calculation the function µ(t1, t2). 
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