This paper proposes a marginalized model for repeated or otherwise hierarchical, overdispersed time-to-event outcomes, adapting the so-called combined model for time-to-event outcomes of Molenberghs et al (2012) , who combined gamma and normal random effects. The two sets of random effects are used to accommodate simultaneously correlation between repeated measures and overdispersion. The proposed version allows for a direct marginal interpretation of all model parameters. The outcomes are allowed to be censored. Two estimation methods are proposed: full likelihood and pairwise likelihood. The proposed model is applied to data from a so-called comet assay and to data from recurrent asthma attacks in children. Both estimation methods perform very well. From simulation results, it follows that the marginalized combined model behaves similarly to the ordinary combined model in terms of point estimation and precision. It is also observed that the pairwise likelihood required more computation time on the one hand but is less sensitive to starting values and stabler in terms of bias with increasing sample size and censoring percentage than full likelihood, on the other, leaving room for both in practice.
Introduction
presented a general framework for modeling (non-)Gaussian overdispersed and hierarchical outcomes. To allow for both overdispersion and correlation simultaneously, they combined conjugate random effects with normal random effects, the latter like in generalized linear mixed models (GLMM; Engel and Keen, 1994; Breslow and Clayton, 1993; Wolfinger and O'Connell, 1993) . This so-called combined model can flexibly handle all outcomes types commonly encountered in a generalized linear models setting (McCullagh and Nelder, 1989) . Here, we focus on time-toevent outcomes, by means of a Weibull distribution with both gamma and normal random effects. A distinctive feature is the potential occurrence of right-censoring, which needs to be incorporated. As such, this model has been studied already in Molenberghs et al (2012) . These authors fitted their combined Weibull-gamma-normal model with censoring using both full likelihood as well as pairwise likelihood (Molenberghs and Verbeke, 2005) . The combined model here is different from the additive frailty model, one of the proposals by Rondeau et al (2012) , that embeds two correlated random effects, intercept and slope, for proportional hazard models.
The parameters in GLMM are known to have a subject-specific interpretation and not necessarily a population-averaged one. This is perhaps best known for binary data, where often generalized estimating equations (GEE; Liang and Zeger, 1986 ) are considered as a marginal counterpart to the logistic-normal model. However, GEE lack a likelihood basis, which rules out certain inferential routes and, at the same time, poses challenges when data are incomplete (Molenberghs and Verbeke, 2005) . It is therefore useful to make available methodology that simultaneously allows for a marginal as well as a subject-specific interpretation. Depending on the research question, one or the other may be of interest, and sometimes even both. For example, apart from the marginal assessment of treatment effect, one may have an interest in subject-specific effects such as empirical Bayes predictions of random effects, etc. Thus, using both marginal and conditional models at the same time can offer flexibility. Heagerty (1999) and Heagerty and Zeger (2000) proposed a so-called marginalized multilevel model (MMM). These authors presented an alternative parameterization for the multilevel model in which the marginal mean, rather than the mean conditional on random effects, is regressed on covariates. An important feature of their approach is that marginal regression parameters are adopted while still permitting individual-level predictions. Furthermore, Griswold and Zeger (2004) reformulated the MMM to render the connection between marginal and conditional models transparent, and then constructed marginalized models in terms of their conditional model counterparts. These authors' formulation did not capture overdispersion (Hinde and Demétrio , 1998) , important though it is for non-Gaussian hierarchical data, whereas the combined model does. These considerations lead us to bring together the MMM idea and overdispersion for censored time-to-event outcomes. A related development was made by Iddi and Molenberghs (2012) for binary and count outcomes. As estimation strategies, we use full likelihood estimation with iterative numerical quadrature methods, as well as pairwise likelihood (Molenberghs and Verbeke, 2005) . These techniques allow for easy implementation in standard statistical software packages.
The rest of this manuscript is organized as follows. In Section 2, two motivating case studies are described, with their analyses reported in Section 5. The combined model, especially for time-toevent outcomes, is reviewed in Section 3, where we also present our marginalized combined model for time-to-event outcomes. Estimation strategies are the subject of Section 4. A simulation study is reported in Section 6.
Motivating Case Study

Comet Assay Data
A comet assay refers to an easy-to-perform and sensitive technique for the detection of DNA damage at the level of an individual eukaryotic cell. The data used here were collected in four groups of six male rats that received a daily oral dose of a compound in one of three dose levels (low, medium, high) or vehicle control. The treatments were randomized to the rats. On the day of necropsy, an extra group of three animals received a single dose of a positive control (200 mg/kg ethyl methanesulfonate, EMS, PC). The animals were sacrificed three hours after the last dose administration, their liver removed, and processed for the comet assay. A cell suspension was prepared for each animal, from each of which three replicate samples were prepared for scoring. There were 50 randomly selected non-overlapping cells per sample, scored for DNA damage using a semi-automated scoring system. A total of 150 liver cells per animal was scored. DNA damage was assessed through the software system by measuring tail migration, percentage of tail intensity, and tail moment. We are focusing in this paper on the tail-intensity percentage measurement, being the percentage of DNA fragments The resulting data present themselves in a multilevel structure where a cell suspension or slide, containing three replicate samples, is nested within an animal. In this paper, we use one cluster, slide. Extension is possible but would complicate the illustration aimed at here. In addition, for simpler analysis and focusing on medium-level dose, we target two dose levels (low and medium). As a result, 36 slides, each slide contains roughly 50 measurements, are entered into the analysis. The first seven observation of the first slide can be seen in Table 1 .
Recurrent Asthma Data
The asthma data have been studied in Duchateau and Janssen (2008) ; they take the form of repeated time-to-event outcomes. Asthma occurs more and more frequently in very young children, i.e., between 6 and 24 months. Therefore, a new application of an existing anti-allergic drug is administered to children who are at higher risk for developing asthma in order to prevent it. A prevention trial is set up with such children randomized to placebo (standard application of the drug) or experimental drug, and the asthma events that developed over time are recorded in a diary. Typically, a patient has more than one asthma event. The intermittent events are thus clustered within a patient and ordered in time. This ordering can be taken into account in the model. The data are presented in a calendar time format, where the time at risk for a particular event is the time from the end of the previous event (asthma attack) to the start of the next event (start of the next asthma attack). A particular patient has different periods at risk throughout follow-up, which are separated either by an asthmatic event that lasts one or more days, or by a period in which the patient was not under observation. The start and end dates of each such risk period are required, together with the status indicator to denote whether the end of the risk period corresponds to an asthma attack or not. Data for the first patient are listed in Table 2 .
3 Methodology
The Combined Gamma Frailty and Normal Random Effects Model
For non-Gaussian outcomes, standard exponential-family models are ubiquitous. However, many of these models constrain mean-variance relationship, then raising extra-dispersion concerns. Hinde and Demétrio (1998) provides a general treatment of extra-dispersion. At the same time, hierarchical design, owing to, for example, repeated measures or clustering, have become common. The latter Engel and Keen, 1994; Breslow and Clayton, 1993; Wolfinger and O'Connell, 1993) , which includes normal random effects in the linear predictor. Taking both phenomena simultaneously into account, Molenberghs et al (2010) proposed a so-called combined model that brings together normal random effects in the linear predictor with a second set of random effects, usually of a conjugate type, in the sense of Cox and Hinkley (1974, p. 370) and Lee, Nelder, and Pawitan (2006, p. 278) .
Assume Y ij is the jth outcome for the ith subject, measured at a time t ij , (i = 1, . . . , N ; j = 1, . . . , n i ) and assumed to follow an exponential-family distribution, conditional upon random effects b i and θ i = (θ i1 , . . . , θ in i ) :
Here, λ ij is the natural parameter, transforming to the conditional mean
The components θ ij are assumed independent of one another and follow a distribution
with mean ϑ ij and variance σ 2 ij . For generality of notation, all aspects of these distribution are subscripted by i and j, whereas in practice one might choose all distributions to be common to a particular measurement occasion j or even common over values of i and of j. In the latter case, for example, the distribution simplifies to θ ij ∼ G(ϑ, σ 2 ). Because θ ij enter the mean directly, they need to satisfy the mean's scale. For example, for time-to-event outcomes, θ ij must have support over the positive half line. In contrast, the mean component κ ij = g −1 (x ij ξ + z ij b i ) is a conventional GLMM mean component, and hence a function of linear predictor η ij = x ij ξ + z ij b i , with link function g(·). For a Weibull distribution, g −1 (η) = exp(η) is an obvious choice. Further, ξ is the fixed-effects parameter vector and the random effects b i ∼ N (0, D). The advantage of a conjugate choice for θ ij is that not only the range for the mean is respected, but also that closed forms for the marginal mean and variance, and even for the entire marginal distribution, are possible, as shown in Molenberghs et al (2010) .
Given our focus on time-to-event-outcomes, it is natural to select the Weibull distribution for (1), and then the gamma distribution for (2), because of conjugacy. Assuming its mean ϑ ij ≡ ϑ j and variance σ 2 ij ≡ σ 2 j constant across subjects and measurements within subjects, and re-parameterizing it using the conventional gamma-distribution parameters, we write θ ij ∼ Γ(α j , β j ). This choice is also strongly conjugate in the sense of Molenberghs et al (2010) , taken to mean that conjugacy still applies even after incorporating normal random effects. With these choices, the model can be represented by its three densities:
the conditional outcome, conjugate, and normal random effects, respectively. Here, λ and ρ are the conventional additional Weibull scale and shape parameters, respectively. Setting ρ = 1 reduces the Weibull to the exponential density. The ξ is fixed effect parameter. In addition, we assume that both conjugate random effect θ ij and normal random effect b i are independent each other. Model (3)-(5) extends both a GLMM for time-to-event data as well as the gamma frailty model.
The Marginalized Combined Model
In spite of the combined model's flexibility in accommodating both overdispersion and hierarchical data structures, the fixed-effects vector ξ in (3) is interpreted conditional upon the normal random effects, not marginally, even though this is often desirable. Molenberghs et al (2010) show that the model can be marginalized in closed form and in particular that an elegant closed-form exists for the marginal mean function. Consistent with Zeger, Liang, and Albert (1988) , they showed that the marginal regression function does not alter, except for the marginal intercept, which depends on the conditional intercept, the scale parameter λ, and the overdispersion parameters α j and β j . For inferences regarding the intercepts, or a combination of covariate effects and intercepts, this is cumbersome. While one could proceed by the delta method, its application would be ad hoc because specific to every particular model and research question considered. It would require the user to write a piece of code for every particular situation.
To avoid this, we proceed instead by specifying the regression function marginally, with the normal random effects still entering the conditional mean function directly. To this effect, we formulate a so-called marginalized multilevel model (MMM), in the tradition of Heagerty (1999) , Heagerty and Zeger (2000) , and Griswold and Zeger (2004) . It takes the form:
The predictor on the right hand side of (7) replaces the conventional predictor in (3). The fixedeffects parameter vector ξ m is superscripted to emphasize its directly marginal interpretation. The dual mean specification (6)- (7) immediately leads to a defining equation for connector function ∆ ij (Griswold and Zeger, 2004) :
In the particular case of the Weibull-gamma-normal model, (8) admits a closed-form solution:
This is in contrast to the binary case (Iddi and Molenberghs, 2012) . Should there be no gamma random effects, then the first term on the right hand side of (9) simply drops.
Estimation 4.1 Full Likelihood Estimation
To conveniently apply full likelihood routines, and given that strong conjugacy applies, we use socalled partial marginalization, proposed in Molenberghs et al (2010) . The idea is to integrate conditional density (3) analytically over the gamma random effects, leaving the normal random effects to numerical integration. The corresponding marginal-conditional density in the Weibull case is:
with η ij = x ij ξ + z ij b i for the conventional formulation and η ij = ∆ ij + z ij b i for the MMM.
Furthermore, censoring can conveniently be accommodated. With focus on right-censored data, in the spirit of (10), the partial marginalization of a censored component takes the form:
Now, having only the normal random effects left, it is then straightforward to use numericalintegration-based full likelihood estimation as implemented in a common statistical software package, such as, for example, the SAS procedure NLMIXED. Indeed, given that the model expressions conditional upon the normal random effect, i.e., (10) and (11), the likelihood function can easily be programmed within the SAS procedure, using the so-called 'general likelihood' feature, which allows for a user-defined model, given normal random effects. The code is provided in Appendix B.
Pairwise Likelihood Estimation
As an alternative to full likelihood, we also use so-called pairwise likelihood (Renard, Molenberghs, and Geys, 2004) . Such an approach can alleviate the cumbersome nature of the joint model expressions needed for full likelihood, especially when there is a lot of within-cluster replication. It can also stabilize computations and make the iterative process less dependent on starting values, even though it may not always reduce computation time. le Cessie and van Houwelingen (1991) and Renard, Molenberghs, and Geys (2004) replace the proper contribution of a vector of correlated binary data to the full likelihood, written as f (y i1 , . . . , y in i ), by the product of all pairwise contributions f (y ij , y ik ) (1 ≤ j < k ≤ n i ), to obtain a so-called pseudo-likelihood function. The contribution of the ith cluster to the log pseudo-likelihood is:
This is evidently only for units with more than one observation. Otherwise, p i = f (y i1 ) is used instead. Pairwise likelihood is a special case of pseudo-likelihood, studied in detail in Arnold and Strauss (1991) and Molenberghs and Verbeke (2005) , among others. When it comes to implementation, the ideas of full likelihood are used, but applied to the pairs rather than to the full set of measurements for a particular unit. This leads to a consistent and asymptotically normal parameter estimator, but to obtain valid precision estimates, an information sandwich is required (Molenberghs and Verbeke, 2005) .
Data Analysis
We consider two examples to which the proposed methodology can usefully be applied. One is censored while the other is not. They exhibit different levels of overdispersion.
Comet Assay Data
Consider the (uncensored) tail-intensity outcome of the comet data, introduced in Section 2.1. We consider the Weibull-gamma-normal model, i.e., the ordinary combined model, together with its marginalized version. The fixed-effects structure is restricted to a treatment effect. Both full likelihood and pairwise likelihood estimation were used in the model fitting. Parameter estimation was effectuated using the SAS procedure NLMIXED.
Result are presented in Table 3 . In line with our earlier comments, it is not surprising that parameter estimates between the marginalized and ordinary combined model are virtually the same, except for the variance of the conjugate random effects, which contributes to the intercept. The treatment effect is highly significant. These considerations hold for both full likelihood and pairwise likelihood.
We see that that the pairwise-likelihood derived standard error estimates are larger than those with full likelihood. This is expected given the well-known optimality of the likelihood estimates. Because of this, and the complete absence of any convergence problems, it is sensible to prefer the full likelihood approach for this data analysis.
Recurrent Asthma Data
We now turn to the recurrent asthma data, described in Section 2.2. For each of the 226 patients, their treatment allocation and repeated time-to-event outcomes, the time between the end of the previous to onset of the next attack, Y ij is recorded; the outcome is subject to censoring. Also here, the combined model and its marginalized version are considered. Regarding the normal randomeffects structure, a random intercept b i1 (with variance σ 2 i ) and a random slope b i2 (with variance σ 2 e ) is included. While this could be relaxed, both random effects are assumed to be independently normally distributed. Model fitting is done using both full and pairwise likelihood. Parameter estimates (standard errors) are presented in Table 4 . (Griswold and Zeger, 2004 ). Because we now include two normally distributed random effects, the connector function (9) uses a different vector z ij . This now implies that the treatment effect estimate changes upon marginalization, although the change is minor.
Turning attention to results using pairwise likelihood estimation, it is found that the estimates before and after marginalization are still similar. We also see that the estimate of the random slope parameter is virtually zero in all cases, although more pronounced in the pairwise-likelihood case. This does not contradict the results from full likelihood, where this component was non-significant, although the numerical behavior is quite different.
In the four versions presented in the table, the conjugate random effect parameter is statistically significant. This is important and underscores that neither the standard GLMM nor the available marginalized model (Griswold and Zeger, 2004) fits the data adequately.
No convergence problems were encountered. This fact, together with the increased precision for full likelihood in terms of treatment effect and conjugate random effect, it would be sensible here as well to prefer full likelihood. The picture for the normal random effects is slightly different, but the boundary estimate for the standard deviation of the random slope urges caution.
Of course, once should be careful not to over-interpret the results derived from a couple of data analyses. Therefore, we turn to a simulation study.
Simulation Study
A simulation study was conducted to evaluate the performance of the Weibull-gamma-normal (WGN) model, as well as its marginalization (WGN-M). We chose the following true parameter values to generate data: ξ 1 = 2, λ = 0.2, α = 2, and √ d = 0.25. ξ 1 is the effect of a covariate, generated from N (0, 0.1). We set ρ = 1, turning the Weibull distribution into an exponential one. The design is reminiscent of the asthma data. The true parameter is also used as starting values for model fitting.
Various settings were considered to investigate the impact of different sample sizes (20, 40, 60, and 80 subjects), with 10 observations per subject, and different right-censoring percentages, i.e., 0, 10, 25, or 50 percent of the simulated time-to-event outcomes. Of course, we could expand the simulation settings to variable numbers of observations per subject, but this would considerably increase the size of the simulation study. We assume independent censoring. This leads to 16 scenarios, for each one of which 500 replications were generated. To each set of data, both the WGN and the WGN-M were fitted, using both full likelihood and pairwise likelihood. In analogy with Molenberghs et al 
and S is the covariance matrix. This quantity is straightforward to evaluate because the covariance matrix S follows as a by-product of the optimization process.
The simulation results are reported in Tables A.1-A.8. The average of the parameter estimates, average of standard error estimate (s.e.), the standard error of the estimates (s.e.MC), bias, and relative bias (Rbias) are reported. The bias of the estimates of the WGN are calculated from the true parameters while the bias for the WGN-M are computed from the corresponding marginalization.
The percentage of non-convergence, unsurprisingly, increases with censoring but reduces with higher number of sample sizes. Pairwise likelihood has a slight beneficial impact on convergence, at the cost of increased computation time. Computation time further increases with sample size and with censoring. Whereas the choice between standard or marginalized combined model has no impact on the computation time. The times for fitting a set of data in Tables A.1, A .2, A.3, and A.4 , on average are approximately 5 seconds, 30 seconds, 10 seconds, and 1 minute, respectively, using a VSC cluster computer device.
It also follows that the relative bias of the parameter estimates in all simulation settings is rather small, except with the gamma-distributed conjugate random effect, though this disappears with increasing sample size and decreasing censoring percentages. The model based and Monte Carlo standard errors are in good agreement, as one would expect. Relative bias is rather insensitive to estimation method. All of these observations are summarized visually in the Mahalanobis distance ( Figure A.1) .
Indeed, while the pairwise likelihood produces a higher Mahalanobis distance, increasing the sample sizes gradually removes this effect. We also see that the relative bias of all standard model settings behaves similarly with different percentage of censoring. Finally, with increasing sample size and censorship percentage, the Mahalanobis distance with full likelihood also tends to be higher whereas with pairwise likelihood it appears to be stable.
Additionally, the Mahalanobis distance summarized in Figure A .2 was presented to investigate the bias of the marginalized model from its standard form. It is shown that bias of models using pairwise likelihood is higher than with full likelihood, but then the gap reduced with increasing sample size.
We also see that the bias increases with censoring. This behavior occurs in all four different sample size settings.
Concluding Remarks
For time-to-event outcomes, we have shown that the combined model (Molenberghs et al, 2010 can be reformulated such that the parameters maintain a marginal interpretation. For this, we proposed a marginalized combined model, for hierarchically organized, overdispersed time-to-event outcomes. The marginalized combined model not only can capture the hierarchical structure in the data and accommodate overdispersion, it also admits a marginal interpretation. Such interpretation is what is needed in many studies set up to answer a (sub)population level question.
Practically, the marginalized multilevel model idea (Heagerty, 1999; Heagerty and Zeger, 2000) is adapted to this context. It is based on specifying marginal and conditional means separately and then linking them by a so-called connector function. Iddi and Molenberghs (2012) followed a similar approach for binary data. Censoring is also allowed for.
The model fitting for the marginalized combined model is straightforward and can be done easily through common statistical software. We made use of the SAS procedure NLMIXED. Both the standard and marginalized versions are easy to fit. Full likelihood and pairwise likelihood were considered, implemented, used for data analysis, and put to the test in a simulation study. The two model versions show similar behavior, across a range of sample sizes, censoring percentages, and estimation methods. In line with findings in Molenberghs et al (2012) , the pairwise likelihood gives stabler bias than full likelihood, when censoring percentages and sample sizes increase.
Regarding censoring, we restricted attention to right-censored outcomes, but extension of the proposed methodology to left-censoring and interval-censoring is immediate. 
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