We consider the numerical stability of discretisation schemes for continuous-time state estimation filters. The dynamical systems we consider model the indirect observation of a continuous-time Markov chain. Two candidate observation models are studied. These models are (a) the observation of the state through a Brownian motion, and (b) the observation of the state through a Poisson process. It is shown that for robust filters (via Clark's transformation), one can ensure nonnegative estimated probabilities by choosing a maximum grid step to be no greater than a given bound. The importance of this result is that one can choose an a priori grid step maximum ensuring nonnegative estimated probabilities. In contrast, no such upper bound is available for the standard approximation schemes. Further, this upper bound also applies to the corresponding robust smoothing scheme, in turn ensuring stability for smoothed state estimates.
Introduction
In much of the literature concerning stochastic numerics, for continuous-time filters, the main emphasis is placed upon minimising errors in estimation, for example, see [9] .
However, there are indeed other equally important criteria concerning the implementation of continuous-time filters. One example is the issue of numerical stability; in particular, there is a well-known flaw in the Euler-Maruyama scheme applied to the Wonham filter, that is, the estimated probabilities can be negative (see [9, page 448] ). Despite negative probabilities being meaningless in state estimation, this particular problem has received little attention in the literature.
In this paper, we show that one can guarantee nonnegative state estimation probabilities by using the so-called "robust" filter due to Clark and making a judicious choice for the maximum subinterval in a discretisation partition. It is shown that there exists athe context of Markov-modulated Poisson process observations. In this scenario, one can construct a robust filter; however, the meaning of continuous dependence in the space of sample paths relies on the Skorokhod metric, as the observations are cadlag and belong to the space D(0,∞). Continuous dependence in this sense is established for a robust filter driven by Poisson observations.
Model dynamics
Two observation models are considered, each describing an indirect observation of a continuous-time Markov chain, whose dynamics we now describe. Initially all processes are defined on the fixed probability space (Ω,Ᏺ,P).
State process dynamics.
Suppose a state process X = {X t , 0 ≤ t} is a finite-state time-homogeneous Markov chain evolving in continuous time. Without loss of generality, we can take the state space of X as ᏸ = {e 1 ,e 2 ,...,e n } ⊆ R n , where e i denotes a column vector in R n with unity in the ith position and zero elsewhere. The dynamics for this process are
where M is a (P,σ{X u , 0 ≤ u ≤ t})-martingale and A is an n × n rate matrix.
Observation process dynamics

Observation through a Brownian motion.
We suppose that the process X is not observed directly, rather, we observe a scalar-valued process
Here W is a standard Wiener process and g = ( g,e 1 ,..., g,e n ) ∈ R n is a vector of the so-called drift coefficients, or levels for the Markov chain.
Observation through a Poisson process.
We suppose that the process X is not observed directly, rather, we observe a scalar-valued univariate Poisson process with intensity model
Here λ = ( λ,e 1 ,..., λ,e n ) ∈ R n + . The dynamics for N have the form
To determine the corresponding normalised probability for the dynamics at (3.1), one computes, for example, 
Conversely, the process Γ q satisfies (3.7) when q satisfies (3.9) . The process Γ q satisfies (3.7).
Theorem 3.7 was established in [11] .
Lemma 3.8. The quantity
Proof of Lemma 3.8 . Suppose
are two counting process observation paths. The distance between the two counting process paths will be defined in terms of the Skorokhod metric:
Here, the infimum is taken over the set of increasing functions λ : 
(3.14)
. Therefore, it follows that 
Discretisation schemes
For all time discretisations, we will consider a partition, on the interval [0, T], and write
Here the partition is strict, that is, t 0 < t 1 < ··· .
To denote the mesh of the partition, we write
For brevity, we will use the notation ξ k ∆ = ξ tk , where ξ k denotes a process ξ at a time point t k .
Observation through a Brownian motion.
The discrete-time recursions given here are standard. These schemes can be developed by approximating stochastic Taylor series expansions; for example, see [9] .
(1) The Euler-Maruyama scheme:
(2) The Milstein scheme:
Order-1 strong Taylor scheme: (4) Robust discretisation schemes (see [1, 7] ):
Remark 4.1. Note that in each of the approximate recursions (4.3), (4.4), and (4.5), the difference y k − y k−1 appears explicitly. However, in the robust recursion at (4.6), this difference appears as an argument of the exponentials in the matrix product
Observation through a Poisson process
(2) Robust discretisation schemes (see [11] ):
Discretisation limits
Definition 5.1. A numerical implementation of dynamics to compute the estimated unnormalised probability q k , either for an observation of the process X through a Brownian motion, or a Poisson process, is said to be stable on Π (K) if for each i ∈ {1, 2,...,n} and for each k ∈ {1, 2,...,K}, the following inequality holds:
Observation through a Brownian motion
Theorem 5.2. The robust time-discretised dynamics at (4.6) are stable on a partition Π (K) , provided the following inequality is satisfied:
Proof of Theorem 5.2. Consider the ith component of the vector q k . Without loss of generality, we take q k−1 ,e i ≥ 0 for each i. Recalling the dynamics at (4.6), we see that
The stability condition given in Definition 5.1 requires that the left-hand side of (5.3) remain nonnegative, that is,
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Simplifying this inequality, we get
Since the off-diagonal elements of the matrix A are always nonnegative, the term concerning these elements in (5.5) is always nonnegative, that is,
So, to ensure the inequality at (5.5) is satisfied, we need only choose ∆ i t such that the
The corresponding global upper limit is, therefore,
It is interesting to note that the bound given by Theorem 5.2 does not depend upon the parameters g 1 ,...,g n and depends only on those elements along the main diagonal of the matrix A.
To emphasise the value of this result, consider a similar calculation for the corresponding Euler-Maruyama scheme given at (4.3). By imposing the same stability demand and carrying out calculation such as those above, we get an inconclusive result, that is,
Here there is simply no choice of ∆ i t one can make to ensure that inequality (5.9) is satisfied, as the left-hand side of this inequality is stochastic, depending both upon the magnitude and sign of the difference y k − y k−1 . Moreover, carrying out the same calculations for the Milstein and higher-order schemes also results in stochastic inequalities involving the difference y k − y k−1 . In contrast, the upper bound given by Theorem 5.2 is deterministic and therefore holds for any observation sample path.
Remark 5.4. The robust Wonham filter can be extended to a robust smoother using the ideas first introduced in [4, 11, 12] . For these smoothers, one computes a backward recursion very similar to the recursion at (4.6). Smoothed estimates are obtained by combining forward and backward recursions. It can also be shown, that the stability W. P. Malcolm et al. 379 in Definition 5.1 holds for the (robust) smoothed state estimates. Again, there is no such stability for the corresponding nonrobust discretisation of smoothing schemes. Further, in [5] , a discretization-step upper bound is obtained for M-ary detection filters.
Observation through a Poisson process
For the models with Poisson observations, one can apply the Euler scheme or the robust discretisation. In contrast to the Wonham filter, the stochastic integration in the filter at (3.7) is an integral against a process of bounded variation. Further, if N k − N k−1 = 0, then N k − N k−1 = 1, provided the discretisation is chosen so at most one jump can occur in any subinterval of time. 
The proof of Theorem 5.5 is very similar to the proof of Theorem 5.2 and so is omitted. To emphasise the value of the upper bound in Theorem 5.5, consider again a similar calculation for the corresponding Euler discretisation. The result of this calculation is
While the inequality at (5.11) is not stochastic, it does depend upon the parameters λ i . Further, it is strictly less than the upper bound at (5.10). What this means is that the robust discretisation will tolerate a "coarser" partition. This might be of advantage when considering reductions in computation. The filter for Poisson observations given at (3.7) is in some ways quite distinct to the Wonham filter. For example, in between jump events in the observation process, it is essentially a parabolic partial differential equation. Suppose, for example, that the first jump time is τ 1 (ω). Then on the interval (0, τ 1 (ω)), the filter dynamics are the matrix exponential which is not trivial [13] . To avoid this matrix exponential, one might consider a first-order approximation, that is,
However, these dynamics can result in negative probabilities, as is shown in the examples below.
Examples
The simulation studies here include two examples, each illustrating the benefits of using the discrete-time recursions based upon the robust filters. In the first example, we the Wonham filter at (3.1). It is clear from these plots that not only is the estimation performance very poor, but also it has also produced negative probabilities. In Figure 6 .2, we show the same state and observation process realisation, but in this case, the estimated filter probabilities have been computed using the robust recursion at (4.6).
In our second simulation study, we consider the filter driven by Poisson observations for the particular scenario described by (5.13). For this example, the two Poisson intensities used were λ,e 1 = 8, λ,e 2 = 5. (6.2) and the rate matrix A was again as above. The plots in Figure 6 .3 show the computed probabilities for three schemes: the Euler-Maruyama scheme, the Robust scheme, and the matrix exponential computed by a scaling and squaring algorithm with a Pade approximation [6] . Here the time step was coarse, set at ∆ = 0.25. The results show that the EulerMaruyama scheme produced negative probabilities. In contrast, the robust scheme produced positive probabilities and these estimates are in excellent agreement with the exact scheme. Similar calculations are repeated in Figure 6 .4, but with a finer time step, that is, ∆ = 0.125. In this scenario, the robust recursion again has given far better performance than the Euler-Maruyama scheme.
