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Résumé. Le présent article décrit le système WoDiS pour la tâche de substitution lexicale SemDis-TALN 2014.
L’algorithme mis en place exploite le WOLF (WordNet Libre du Français) pour générer des candidats de substitution ainsi
que pour induire un regroupement des sens fondé sur la structure des synsets. Un espace vectoriel est ensuite créé pour
caractériser les différents sens du mot cible à partir de données distributionnelles extraites d’un corpus. Lors de la désam-
biguïsation, cet espace est confronté au contexte par des méthodes empruntées au domaine de la classification thématique
de documents. Pour surmonter le problème de l’insuffisance des données pour les sens peu fréquents, une expansion
lexicale est appliquée au niveau des groupes de sens, qui permet de retrouver davantage de contextes caractéristiques et
compenser le biais que présentent les vecteurs de mots induits de corpus. Le système a fini quatrième (sur neuf systèmes
soumis) dans l’évaluation.
Abstract. In this paper we describe the WoDiS system, as entered in the SemDis-TALN2014 lexical substitution
task. Substitution candidates are generated from the WOLF (WordNet Libre du Français) and are clustered according to
the structure of the synsets containing them to reflect the different senses of the target word. These senses are represented
in a vector space specific to the target word, based on distributional data extracted from a corpus. This vector space is
then mapped to the context with simple topical similarity metrics used in document classification. To overcome the data
sparseness problem while representing the less frequent senses, we apply a lexical expansion method which allows to
extract a higher number of relevant contexts and to compensate for the bias present in corpus-based distributional vectors.
Our system ranked fourth in the final evaluation.
Mots-clés : substitution lexicale, désambiguïsation de sens, sémantique distributionnelle, WordNet, WOLF.
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1 Introduction
La tâche de substitution lexicale consiste à proposer une ou plusieurs unités de substitution (mots simples ou composés)
pour un mot dans une phrase, de manière à conserver le sens global de la phrase autant que possible. Il s’agit d’une adapta-
tion au français de la tâche SemEval 2007 « Lexical Substitution » (McCarthy & Navigli, 2009). Le choix du substitut est
libre : contrairement à la tâche de désambiguïsation de sens « standarde », aucun inventaire de sens ou de synonymes n’est
proposé au préalable. L’évaluation s’étend ainsi aux ressources lexicales et/ou à la méthode de génération de candidats
autant qu’à la désambiguïsation en contexte. L’évaluation des systèmes se fait en les confrontant aux réponses fournies
par des annotateurs humains.
Les approches fréquemment utilisées consistent à extraire des candidats à partir d’un inventaire de sens ou de synonymes
(typiquement un WordNet) et d’appliquer par la suite une méthode de désambiguïsation pour sélectionner le candidat qui
s’adapte le mieux au contexte. C’est le cas notamment de la plupart des systèmes aboutis lors de la tâche de substitution
lexicale pour SemEval 2007 (Hassan et al., 2007; Martinez et al., 2007). L’adéquation d’un répertoire de sens prédéfini a
toutefois été contestée à plusieurs reprises (Véronis, 2003; Ide & Wilks, 2006) en raison de l’imprécision des distinctions
de sens résultant d’une granularité trop fine, et de la rigidité des définitions due au caractère pré-établi de la ressource.
De nombreuses méthodes ont été proposées pour la désambiguïsation en contexte en s’appuyant sur des ressources ex-
ternes d’information comme des définitions venant de dictionnaires (Lesk, 1986), des distances sémantiques extraites de
WordNet (Aguirre & Rigau, 1996), de l’information sur la sélection sémantique (Carroll & McCarthy, 2000; Kohomban
& Lee, 2005), où une combinaison de celles-ci (Stevenson & Wilks, 1999). La limitation de ces systèmes réside en leur
dépendance d’une (ou plusieurs) ressources externes avec une couverture finie. Ce problème peut être compensé par l’uti-
lisation des résultats fournis par un moteur de recherche (Martinez et al., 2007) ou un système de traduction automatique
(Hassan et al., 2007). D’un autre côté, des algorithmes d’apprentissage supervisé ont été appliqués avec succès à la tâche
de désambiguïsation (Cabezas et al., 2001; Lee et al., 2004). Comme les modèles sont appris à partir de corpus annotés
sémantiquement, ces systèmes doivent faire face au biais dans la distribution des sens : l’exactitude de la désambiguï-
sation baisse lorsqu’il y a un écart entre la distribution des sens dans les données d’apprentissage et les données de test
(Aguirre & Martinez, 2000). L’exploration de dimensions sémantiques latentes, utilisées d’abord pour la classification de
documents, commence récemment à gagner du terrain dans l’induction et la désambiguïsation non-supervisées de sens
(Schütze, 1998; Véronis, 2004; Lin & Pantel, 2002; de Cruys & Apidianaki, 2011; de Cruys et al., 2011).
L’algorithme de substitution WoDiS que nous proposons exploite le WOLF, une ressource de type WordNet pour le fran-
çais, en tant que source primaire de candidats ; lorsque la couverture de celui-ci est insuffisante, il sera complété par une
approche distributionnelle. Les candidats à la substitution fournis par le WOLF sont regroupés par sens, où un sens cor-
respond à un ou plusieurs synsets imbriqués contenant le mot cible.
La phase de désambiguïsation est hybride : des connaissances venant de la structure du WordNet sont combinées avec un
calcul de compatibilité contextuelle à partir du corpus FrWiki (de la Clergerie, 2010). Au coeur de la méthode est la notion
« d’espace de désambiguïsation » spécifique à chaque mot cible. Il s’agit d’un espace vectoriel comprenant l’union des
contextes spécifiques à chacun des sens du mot cible. Cet espace est construit à la volée à partir du corpus. Pour assurer
une représentation équilibrée et ainsi minimiser le biais dans la distribution des sens, nous procédons à une expansion
lexicale en consultants les synsets liés aux sens moins représentés.
Dans ce qui suit, nous allons présenter les ressources utilisées (2) et les détails de l’algorithme et de ses paramètres (3 et 4).
La présentation est suivie de l’analyse des résultats (5). A la fin, nous tirons les conclusions et esquissons les perspectives
(6).
2 Ressources utilisées
2.1 Le WOLF, inventaire de sens et de synonymes
Le WOLF (WordNet Libre du Français) est une ressource lexicale sémantique libre pour le français, de type WordNet.
Cette ressource a été construite à partir du Princeton WordNet (PWN) (Fellbaum, 1998) et de diverses ressources multi-
lingues (Sagot & Fiser, 2008). La méthode utilisée pour créer le WOLF est une méthode par extension (Vossen, 1999),
suivant laquelle un ensemble de synsets (ensembles de synonymes) du PWN ont été traduits en français.
Dans la première version du WOLF, les traductions françaises des lexèmes monosémiques du PWN ont été notamment
extraites à partir de Wikipédia et d’autres ressources wiki. Un corpus parallèle multilingue (JRC-Acquis (Steinberger et al.,
2006)) a permis de traiter également les lexèmes polysémiques de la manière suivante. Les informations fournies dans les
lexiques obtenus à partir de l’alignement automatique du corpus multilingue en mots ont été combinées aux informations
trouvées dans le PWN et dans les WordNets de plusieurs autres langues présentes dans le corpus (WordNets du roumain,
du tchèque et du bulgare développés dans le cadre du projet BalkaNet). La désambiguïsation consistait à assigner un
identifiant de sens (identifiant de synset) à chaque entrée polysémique du lexique. Pour chaque mot trouvé dans une
entrée de ce type, à l’exception du lexème français, l’ensemble des identifiants des synsets auxquels il appartient ont été
repérés dans le PWN (version 2.0) et les WordNets des autres langues (alignés sur le PWN 2.0). Ensuite, l’intersection
des ensembles d’identifiants de synsets associés aux différents mots de chaque entrée était calculée. Si l’intersection était
non vide, les synsets qu’elle contenait étaient attribués au lexème français de l’entrée.
Par la suite, plusieurs méthodes d’extension automatique ont été appliquées au WOLF dans le cadre du projet ANR
EDyLex, notamment par induction et désambiguïsation de sens multilingues (Apidianaki & Sagot, 2012), ainsi que par
la détection automatique de liens de dérivation (Gábor et al., 2012). D’autres techniques ont été utilisées pour étendre le
WOLF de façon massive (Sagot & Fišer, 2012; Hanoka & Sagot, 2012).
La version actuelle du WOLF, telle qu’elle a été utilisée pour la présente tâche, a bénéficié d’une validation manuelle
partielle par deux annotateurs natifs. Des méthodes de filtrage automatique (Sagot & Fiser, 2012) ont également été
utilisées, suivies d’efforts de validation manuelle des intrus, qui ont été retirés du WOLF. Au total, 4463 synsets ont
été validés manuellement de façon partielle (pour certains lexèmes seulement) ou totale, pour un total de 7441 lexèmes
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validés.
La ressource résultant de ces travaux contient 32 351 synsets non vides regroupant 38 001 lexèmes distincts et couvrant les
quatre catégories principales (noms, verbes, adjectifs, adverbes). Pour comparaison, le WordNet français (Jacquin et al.,
2007) développé dans le cadre du projet EUROWORDNET (Vossen, 1999) ne contient que 22 121 synsets nominaux et
verbaux. Le WordNet JAWS (Mouton & de Chalendar, 2010) couvre 26 807 lexèmes nominaux. Néanmoins, les synsets
non vides du WOLF ne représentent qu’une partie des synsets de PWN, qui contient 115 24 synsets pour 145 627 lexèmes.
Un des objectifs du présent travail est d’évaluer la couverture et la précision/fiabilité du WOLF dans le cadre d’une tâche
sémantique.
2.2 Le corpus FrWiki
Ce corpus est utilisé par le système WoDiS pour compléter, selon la nécessité, la liste de candidats fournis par le WOLF
en générant des candidats par similarité distributionnelle, ainsi que pour ordonner les candidats dans la phase de désam-
biguïsation en contexte. Le composant distributionnel de l’algorithme exploite les résultats d’analyse syntaxique produits
par l’analyseur FRMG-TAG (de la Clergerie, 2010) sur le corpus FrWiki, constitué du Wikipedia français. Ce corpus
contient 17.97M de phrases et 178.9M de mots. Il a été choisi pour son caractère encyclopédique, représentatif du do-
maine général. Plus spécifiquement, nous nous attendons à ce que tous les sens du mot cible y soient représentés, avec
une distribution moins biaisée que dans le cas de corpus spécialisés tels que les corpus journalistiques où certains sens
peuvent être complètement absents.
avocat_nc modifieur politique_adj 400
avocat_nc modifieur français_adj 330
homme_nc et avocat_nc 224
profession_nc de avocat_nc 138
cabinet_nc de avocat_nc 131
avocat_nc modifieur mûr_adj 1
graine_nc de avocat_nc 1
avocat_nc attribut arbre_nc 1
TABLE 1 – Exemples de dépendances
Le corpus a été parsé avec l’analyseur FRMG-TAG et les résultats d’analyse (de la Clergerie, 2010) sont fournis sous
forme de dépendances (Tableau 1). Un triplet de dépendance tel qu’il est extrait du corpus contient une paire de mots
et l’étiquette de la relation qui les relie (p.ex. sujet, objet, modifieur, complément de préposition). Les vecteurs de co-
occurrence caractérisant la distribution des mots ont été calculés à partir de ces triplets, c’est-à-dire que l’espace sur
lequel la distribution des mots est représentée se limite aux mots du contexte qui entrent dans une relation de dépendance
directe avec celui-ci. Cependant, comme nous allons voir dans les sections 3.2 et 4.3, l’algorithme ne requiert pas d’analyse
syntaxique et peut être appliqué à un espace vectoriel obtenu à partir d’une représentation « sac de mots ».
3 Génération de candidats de substitution
Notre méthode consiste à extraire des candidats-synonymes par groupes, correspondant aux différents sens du mot cible.
Nous exploitons la structure du WOLF, identique à celle du Princeton WordNet. D’un côté, notre objectif est de retrouver
tous les sens distincts liés au mot cible pour 1) générer des candidats pour chaque sens et 2) générer une représentation
distributionnelle distinctive et caractéristique pour ces sens. De l’autre côté, nous souhaitons éliminer les synsets qui
correspondent à des distinctions issues d’une granularité trop fine et qui seraient ainsi trop difficiles à désambiguïser.
3.1 Candidats extraits du WOLF
Dans le WOLF, ainsi que dans le Princeton WordNet, les mots sont regroupés dans des classes de synonymes appelées
synsets. Pour obtenir des synonymes, nous avons besoin d’identifier les synsets qui contiennent le mot cible et d’extraire
les autres mots présents dans le synset. Le problème de manque de synonymes, rapporté par rapport au PWN (Hassan
et al., 2007) utilisé par la majorité des participants de la tâche de substitution SemEval 2007, nous a également amenés à
élargir la recherche aux hyperonymes. A défaut de synonymes dans un synset, nous avons donc extrait les hyperonymes
directs. Par exemple, le mot avocat qui figure dans les données d’essai n’a pas de synonyme dans le sens « fruit » ; alors
que les annotateurs ont recours à une paraphrase (fruit de l’avocatier), nous avons extrait l’hyperonyme « fruit ». Notons
que selon les instructions SemEval 2007, l’utilisation d’hyperonymes est permise aux annotateurs : « You may also put a
substitute that is close in meaning, even though it doesn’t preserve the meaning. In such cases, please aim for a word as
close as possible to the meaning of the test word, and preferably one more general than the target word 1. »
WordNet est une ressource sémantique caractérisée par une granularité fine : certains synsets proches correspondent à
des distinctions mineures et non pertinentes dans le cadre de la présente tâche. La construction du PWN et les autres
WordNets suivant son modèle s’adaptent à la tradition lexicographique basée sur une énumération des sens, plus ou moins
guidée par l’introspection. Cependant, il a été démontré (Véronis, 2003; Kuti et al., 2010) que ces ressources sémantiques
énumératives ne constituent pas un inventaire de sens fiable pour l’étiquetage en sens (dont la présente tâche est proche),
d’où l’accord inter-annotateurs faible rapporté pour la discrimination de sens en contexte. Véronis (2003) explique ce
problème par le manque d’informations distributionnelles dans les ressources actuellement utilisées, dont les WordNets.
Nous sommes ainsi confrontés à des distinctions sémantiques non pertinentes du point de vue de la tâche. Bien que nous
ne puissions pas induire la distance sémantique entre des noeuds du même niveau à partir de propriétés structurelles, nous
pouvons toujours accéder au contenu lexical des synsets. C’est pour cette raison que nous avons décidé d’unifier les paires
de synsets qui contenaient exactement les mêmes éléments lexicaux, ainsi que celles dont le plus petit constituait un sous-
ensemble du plus grand. Désormais, les synsets résultant d’une unification seront gérés comme les synsets extraits tels
quels ; pour les raisons mentionnées ci-dessus, nous n’accordons pas une présence supérieure aux candidats qui figurent
dans plusieurs synsets.
Le tableau 2 montre la proportion des candidats obtenus pour les données d’évaluation après les unifications.
catégorie # synsets # candidats # mots absents
par mot par mot dans le WOLF
verbe 7.2 22.7 1
adjectif 1.9 5.5 3
nom 5.9 11.4 1
TABLE 2 – Candidats dans le WOLF
Outre le degré de polysémie du mot cible, les facteurs qui influencent la quantité de synsets et de candidats extraits incluent
la granularité hérité du PWN et la couverture du WOLF pour les synsets en question.
3.2 Candidats extraits par similarité distributionnelle
Pour les mots cibles qui n’ont été trouvés dans aucun synset du WOLF, nous avons généré des candidats-synonymes par
similarité distributionnelle, calculée selon leur représentation extraite du corpus FrWiki. Un espace vectoriel a été créé
pour chaque mot absent du WOLF. Les vecteurs de co-occurrence ont été constitués en prenant les co-occurrences du mot
cible avec les lemmes figurant dans son contexte, notamment ceux qui ont une relation de dépendance avec le mot cible.
Toutes les relations sont considérées et le type de dépendance ne fait pas partie de la représentation. La méthode s’apprête
ainsi à l’utilisation pour un espace « sac de mots » à défaut d’un corpus parsé.
Pour chaque mot candidat c et chaque élément du contexte w, les vecteurs ont ensuite été pondérés par le poids tf-idf
adapté :
tf − idfc,w = (tfc,w × idfw) (1)
où tf correspond à la fréquence de co-occurrence de c avec w observée sur l’ensemble des relations de dépendance, à
l’échelle logarithmique 2 :
1. http ://www.informatics.susx.ac.uk/research/nlp/mccarthy/files/instructions.pdf
2. tfc,w = tf − idfc,w = 0 si freq(c, w) = 0
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tfc,w = log freq(c, w) (2)
et la mesure idf d’un élément de contexte w donne la spécificité de celui-ci sur la totalité des relations de dépendance R
extraits du corpus 3 :
idfw = log
|R|
|r ∈ R : w ∈ r| (3)
La similarité entre le vecteur du mot cible x et ceux des candidats y a été calculée par la similarité cosine simcos(x, y), en
prenant en compte leurs co-occurrences pondérées avec les éléments du contexte w :
sim(x, y) =
x · y
|x| |y| =
∑n
w=1 xw × yw√∑n
w=1 x
2
w ×
√∑n
w=1 y
2
w
(4)
Pour chaque mot cible, nous avons retenu les dix premiers candidats appartenant à la même catégorie grammaticale 4.
Comme notre approche distributionnelle ne permet pas d’induire un regroupement des sens du mot cible, nous ne savons
pas avec quel sens les candidats distributionnels sont mis en correspondance. Par conséquent, nous traitons chaque can-
didat comme correspondant à un sens distinct. Nous générons ainsi dix classes, c’est-à-dire des pseudo-synsets, avec un
candidat par classe.
4 Désambiguïsation en contexte
4.1 Caractérisation des sens - expansion lexicale
Bien que le corpus FrWiki soit une ressource encyclopédique, le tableau 1 indique un biais clair envers les sens dominants,
ne fournissant que des exemples sporadiques pour les contextes caractéristiques aux sens moins fréquents. Ceci implique
d’une part que nous ne disposons que d’un nombre limité de contextes pour les sens moins fréquents, dont l’apparition ou
l’absence dans le corpus reste aléatoire. Une classification non-supervisée des contextes d’apparition du mot cible permet
d’induire les différents sens de celui-ci, ainsi que d’associer des contextes spécifiques à chacun de ses sens ; cependant,
le biais observé dans la distribution des contextes rend cette classification difficile à réaliser. D’autre part, nous disposons
d’une classification de candidats basée sur la structure du WOLF et extraite lors de la génération de candidats (3.1). Nous
nous sommes donc concentrés sur cette classification de sens pour identifier les contextes distinctifs associés. Sachant que
dans le WOLF, qui est une ressource construite de manière automatique, les sens marginaux sont également moins bien
représentés, nous avons eu recours à une expansion lexicale pour peupler davantage ces synsets.
L’objectif de cette expansion lexicale est de pouvoir caractériser chaque candidat-synset par un ensemble de contextes
spécifiques et distinctifs : c’est-à-dire des contextes partagés entre les mots appartenant à ce synset ou y étant reliés
par une relation sémantique forte. Pour chaque synset marginal ne contenant qu’un seul candidat de substitution, nous
avons ainsi extrait les synsets reliés à celui-ci par une des relations suivantes : hyperonymie, « category_domain » ou
« mero_part ». Les mots appartenant aux synsets reliés ont été rajoutés au contenu de candidat-synset en question. Ces
synsets enrichis permettent de créer un espace vectoriel à partir des contextes distinctifs pour chaque sens de chaque mot
cible (4.2). Il est cependant à noter que l’expansion lexicale ne change pas la liste des candidats à la substitution, qui reste
limitée aux candidats générés comme décrit dans 3.1 et 3.2.
3. La mesure peut être adaptée à une représentation en sac de mots en remplaçant la spécificité des éléments de contexte sur les relations syntaxiques
par leur spécificté sur l’ensemble des mots cibles.
4. Nous avons décidé de limiter le nombre des candidats distributionnels par rapport à la moyenne des candidats extraits du WOLF pour les données
d’essai (14.5 par mot cible) : compte tenu du fait que le choix du candidat en fonction du contexte se fera également en s’appuyant sur des critères
distributionnels, les candidats distributionnels erronés seront plus difficiles à exclure
4.2 Création de l’espace de désambiguïsation
La méthode conçue pour désambiguïser le mot cible en contexte repose sur l’idée de créer un « espace de désambiguï-
sation » propre à chaque mot cible, qui permet de calculer une valeur de compatibilité entre les candidats de substitution
proposés et le contexte. Cet espace est constitué de l’union des contextes spécifiques aux différents sens du mot cible, sur
lequel chaque candidat sera représenté en fonction de ses co-occurrences observées dans le corpus.
L’espace de désambiguïsation est construit de la manière suivante. Pour chaque synset S retenu pour le mot cible et enrichi,
si besoin, selon ce qui est décrit dans 4.1, nous cherchons dans le corpus les contextes w (hors mots grammaticaux) qui
lui sont spécifiques selon la formule suivante :
specw,S =
∑
s∈S
tf − idfs,w (5)
Les contextes w seront donc ordonnés selon la somme de leurs valeurs tf-idf avec les mots s liés au synset 5. Ces contextes
peuvent être partagés entre les différents synsets du même mot cible, dans les cas des paires de synsets qui représentent
des sens proches. Ceci ne représente pas un inconvénient, puisque notre but est d’ordonner directement les candidats-
synonymes (qui peuvent éventuellement appartenir à plusieurs synsets), sans passer par l’étape de désambiguïser entre les
synsets. Les expériences menées sur les données d’essai nous ont amenés à fixer en 200 la limite des contextes retenus
par synset. L’espace de désambiguïsation du mot cible est créé en prenant l’union des contextes retenus pour chacun de
ses sens ; la taille de l’espace est variable en fonction du nombre des sens entre lesquels nous devons désambiguïser.
Par la suite, chaque candidat (indépendamment de son synset d’origine) sera représenté sur cet espace, à la base de ses
co-occurrences avec les éléments de contexte constituant l’espace. Trois représentations différentes ont été utilisées sur
les données d’essai (tableau 3). La première représentation correspond simplement à la fréquence de co-occurrence du
candidat c avec les éléments du contexte w ; la deuxième, à la fréquence relative ; la troisième est construite à partir de la
deuxième, en normalisant les vecteurs par la moyenne et l’écart type pour atténuer le biais vers les candidats plus fréquents.
co-occurrences freq(c, w)
fréquence relative
freq(c, w)
freq(c)
fréquence normalisée
freq(c,w)
freq(c)
− µ√
σ2
N
TABLE 3 – Représentations des candidats de substitution sur l’espace de désambiguïsation
4.3 Classement des candidats selon le contexte
La phase de désambiguïsation consiste à confronter le contexte de phrase à la représentation vectorielle de chaque candi-
dat. Pour ce faire, nous procédons d’abord à la lemmatisation de la phrase avec l’outil SxPipe (Sagot & Boullier, 2008).
Nous créons ensuite un vecteur de phrase sur le même espace vectoriel que nous utilisons pour désambiguïser le mot
cible. Le vecteur de phrase p est donné par la projection des mots i du vecteur de désambiguïsation par une simple
fonction caractéristique :
pi =
{
1, si i apparaît dans la phrase
0, ailleurs
5. La valeur est toujours calculée par rapport au corpus entier.
LE SYSTÈME WODIS POUR LA SUBSTITUTION LEXICALE
Notons que les mots grammaticaux, absents des vecteurs de désambiguïsation, ne seront pas pris en compte lors de la
désambiguïsation en contexte.
Finalement, pour associer une valeur aux candidats de substitution en fonction du contexte de phrase, nous prenons le
produit scalaire du vecteur de désambiguïsation du candidat c avec le vecteur de phrase p :
compatibility(c, p) = c · p =
n∑
i=1
ci × pi (6)
Autrement dit, la valeur de compatibilité du candidat est calculée à partir des mots de la phrase faisant partie de l’ensemble
des contextes de désambiguïsation du mot cible, avec le poids qui leur est associé par le candidat. Les candidats seront
ordonnés par la valeur de compatibilité, et les dix premiers seront retenus pour l’évaluation.
5 Résultats
Les trois représentations du tableau 3 ont été appliquées aux données d’essai avec les résultats indiqués par le tableau
4. Nous avons retenu la fréquence relative normalisée, qui a produit les meilleurs résultats sur les données d’essai, pour
l’évaluation.
données type de vecteur best oot
test co-occurrences 0.0402 0.2754
test fréquence relative 0.0545 0.2600
test fréquence normalisée 0.0601 0.2573
éval fréquence normalisée 0.0626 0.2048
TABLE 4 – Résultats
Comme le système WoDiS utilise un nombre limité de candidats à la substitution, la mesure oot peut être interprétée en
tant qu’indicateur de l’adéquation relative du WOLF comme source de candidats. Les résultats de l’évaluation suggèrent
que le dictionnaire Dicosyn, qui sert de baseline, est plus adapté à la tâche : nous observons une valeur oot de 0.2048 pour
WoDiS/WOLF contre une valeur de 0.3245 pour Dicosyn, qui s’est d’ailleurs montré meilleur que la plupart des systèmes
en compétition en termes de mesure oot. La couverture du WOLF paraît donc encore limitée pour cette tâche. Il est inté-
ressant de noter que le nombre des candidats trouvés dans le WOLF n’augmente pas automatiquement la probabilité d’y
retrouver le bon candidat pour un contexte donné (figure 1). Ceci est certainement dû au fait que le WOLF a été rempli de
manière automatique et non pas de manière exhaustive, à partir d’une liste de lemmes fréquents.
FIGURE 1 – Contextes couverts par le WOLF en fonction du nombre des candidats
Si nous nous limitons à l’évaluation des candidats distributionnels (10 candidats par mot cible pour 5 mots : notamment
le verbe taper, le nom montée et les adjectifs vaseux, hermétique et incorrect), nous voyons que la mesure oot monte à
0.2461, nous produisons donc davantage de bons candidats à partir du corpus qu’à partir du WOLF. La qualité de ces
candidats distributionnels reste cependant variable. Une des problématiques bien connues concernant la mise en relation
de lemmes par la similarité de leurs contextes est que cette méthode ne permet pas de distinguer la synonymie des autres
types de relations comme l’hyperonymie, l’antonymie ou une simple similarité thématique. Par exemple, les candidats
distributionnels proposés pour le mot incorrect incluent correct, exact, précis et approprié. De l’autre côté, nous retrou-
vons les sens bien distincts du mot taper dans les candidats distributionnels frapper, saisir, écrire et recevoir (pour se
taper).
Si nous nous concentrons sur la mesure best - plus informative que la mesure oot étant donné la quantité limitée de
candidats - l’analyse des erreurs nous révèle que 51% des mauvaises substitutions (les cas où la meilleure proposition du
système ne figure pas parmi les propositions des annotateurs) sont dues à l’absence d’un bon candidat, alors que dans 49%
des cas, la désambiguïsation est erronée. Une évaluation effectuée uniquement sur les 180 phrases pour lesquelles nous
avons pu extraire au moins un bon candidat du WOLF donne une mesure oot de 0.3342, soit proche du baseline Dicosyn,
alors que la précision de désambiguïsation monte jusqu’à une valeur best de 0.1031, comparable au meilleur système.
Nous constatons également que le WOLF, malgré sa couverture limitée, s’apprête mieux à la tâche de désambiguïsation.
Si nous comparons la performance en termes de la mesure best, nous observons une dégradation sur les mots pour lesquels
nous n’avons que des candidats distributionnels (0.0520).
Notons également que l’algorithme du système WoDiS n’utilise pas de dimensions latentes : les valeurs de compatibilité
sont estimées directement à partir de co-occurrences observées dans le corpus. Il peut arriver qu’aucun mot du contexte
de phrase ne figure parmi les contextes de désambiguïsation retenus ; dans ce cas, chaque candidat aura une valeur de
compatibilité de 0 et ils seront ordonnés de manière aléatoire. Il nous semblait donc judicieux de vérifier l’impact que peut
avoir le manque d’information sur les résultats. Nous avons trouvé que le nombre total des décisions non informées lors
du choix de candidat est de 29 (9.6%). Cependant, dans 5.6% des cas - soit la majorité des cas de manque d’information -
aucun des candidats extraits n’est correct, ce qui explique l’impossibilité de la mise en relation avec le contexte de phrase.
FIGURE 2 – Bonnes substitutions selon le nombre de candidats
Comme nous pouvons remarquer sur le tableau 2, la quantité des candidats varie fortement en fonction de la catégorie
du mot cible. Il est évident que la désambiguïsation devient plus difficile avec l’augmentation du nombre des candidats :
la figure 2 illustre la dégradation des résultats en fonction du nombre des candidats, pour montrer une légère remontée
pour les mots avec une très grande quantité de candidats, pour lesquels le problème de l’absence d’un bon candidat ne
se présente plus. Sur l’ensemble des tâches de génération de candidats et de désambiguïsation, les meilleurs résultats
sont obtenus pour les mots cible avec 3-6 candidats. Ceci peut expliquer que le résultat du système sur les adjectifs est
significativement meilleur que sur les autres catégories.
LE SYSTÈME WODIS POUR LA SUBSTITUTION LEXICALE
6 Conclusion et perspectives
Nous avons présenté le système de substitution lexicale WoDiS. La tâche de substitution est accomplie en deux étapes. Les
candidats à la substitution sont extraits à partir du WOLF ou, à défaut, à partir du corpus FrWiki par similarité distribu-
tionnelle. La méthode de désambiguïsation consiste à créer un espace vectoriel sur lequel chaque candidat sera représenté.
La confrontation de cet espace aux mots du contexte nous permet d’ordonner les candidats selon leur compatibilité avec
la phrase.
La méthode proposée s’appuie sur la structure du WOLF lors de la construction de l’espace de désambiguïsation. L’éva-
luation a permis de constater que la couverture de cette ressource est relativement limitée pour la tâche, puisque nous
trouvons davantage de candidats corrects proposés par la méthode distributionnelle qu’en consultant le WOLF. Cepen-
dant, la structure du WOLF peut être exploitée pour obtenir davantage d’informations sur les différents sens du mot cible,
et par conséquent, il permet d’aboutir à une meilleure désambiguïsation.
La méthode proposée est rapide et ne nécessite ni de données annotées, ni une analyse linguistique profonde. Bien que
nous nous soyons servis des relations de dépendance extraites d’un corpus avec une analyse syntaxique, l’algorithme peut
être également utilisé avec une représentation en sac de mots. Le problème de l’insuffisance des données est adressé par
une expansion lexicale au niveau des groupes de candidats.
Les limitations connues du système WoDiS portent d’une part sur sa forte dépendance sur l’inventaire de synonymes
utilisé, d’autre part sur le problème de l’insuffisance éventuelle des données contextuelles qui permettent d’ordonner les
candidats. Par conséquent, les améliorations envisagées incluent l’utilisation d’une expansion lexicale pour les données
du contexte. Une meilleure combinaison des candidats distributionnels avec les candidats proposés par le WOLF devrait
également permettre d’augmenter la précision.
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