Due to its excellent speed control characteristics, the DC motor has been widely used in industry even though its maintenance costs are higher than the induction motor. As a result, speed control of DC motor has attracted considerable research and several methods have evolved. PID controllers have been widely used for speed control of DC motor. In this paper the using Artificial Bees Colony (ABC) optimization algorithm for regulation parameters of PID controller of DC motors. The aim of the proposed method is to improve tracking performance of DC motor. At the end of the study, ABC algorithm showed better performance than the other population based optimization algorithm.
INTRODUCTION
Due to its excellent speed control characteristics, the DC motor has been widely used in industry even though its maintenance costs are higher than the induction motor. As a result, speed control of DC motor has attracted considerable research and several methods have evolved. To reduce the loading effect and minimize time delay, a Proportional-Integral-Derivative (PID) controller is added. The PID controller is by far the most dominating form of feedback in use today. Due to its functional simplicity and performance robustness, the proportional-integralderivative controller has been widely used in the process industries [10] . The standard PID control configuration is as shown in Figure 1 . This is a type of feedback controller whose output, a control variable, is generally based on the error between some user-defined set point and some measured process variable. A PID controller attempts to correct the error between a measured process variable and a desired set point by calculating and then outputting a corrective action that can adjust the process accordingly. So by integrating the PID controller to the DC motor were able to correct the error made by the DC motor and control the speed or the position of the motor to the desired point or speed. However, PID controllers cannot be tuned in such way that the optimum step response is achieved for different inertia, load and speed reference, to achieve the desired step response of the system has minimal rise time and without overshoot. For design and tuning of PID controller parameters
K , an optimization methods are used. There are a variety of PID controllers tuning methods have been developed such as Ziegler-Nichols rules, Cohen-Coon rule and so on [1, 2, 8] . These methods are applied directly since they provide simple tuning rules to determine the PID parameters. However, since they rely on a minimum amount of dynamic information by making a certain assumption about nature of the controlled process, such as linearity, weak interactions within the process, absence of noise, etc.
Fig 1: PID Controlled System
The realized closed loop response is less than optimum since the real world processes are non-linear and very complex. Since the PID controllers are usually poorly tuned for the systems with above said features, a higher degree of experience and technology are required for tuning. Recently, the inspiration from natural developed a host of natural-inspired algorithms in evolution (genetic algorithms, etc.), neurology (artificial neural networks), immunology (artificial immune systems), social networks (ant colony optimization, particle swarm optimization, bees algorithm, etc), and more [3] as opened paths to a new generation of advanced process control. Among the techniques found out, stochastic search techniques, particle swarm optimization and genetic algorithms optimization techniques have found themselves a place in tuning of the parameters [5, 11, 12, 13, 14] . As intelligent algorithms, genetic algorithm and particle swarm optimization have great superiority in tuning the parameters of PID controllers.
One of the new developed nature inspired algorithms is the artificial bees colony optimization algorithm has been particularly appealing various scientific circles. In the proposed work we compare the time domain specifications, the values of the performance measures the integral of square time error (ISTE) obtained by using the conventional technique i,e the Ziegler-Nichols method and our proposed method using bees colony optimization to prove that our method is better than the conventional methods. In the section that follows we have given the explanation of our set up, a view of the conventional methods used, our proposed algorithm, the values obtained, the results and graphs and finally the conclusion. 
Model of DC Motor
It is of interest to note that
. For our DC motor the physical constants are:
. For these motor constants the transfer function (2) of the DC motor has the form:
Artificial Bees Colony Optimization
The artificial bee colony (ABC) algorithm, which simulates the foraging behavior of honey bee colonies, was recently proposed by Karaboga [9] . It is a very simple, robust and population based stochastic optimization algorithm. In ABC algorithm, possible solution of the problem is represented by the food source. Quality of solution is indicating by the amount of nectar amount of a particular food source. The employed bees, onlooker bees, and scout bees are tasked with finding optimum food sources, and first the food source positions are generated randomly [9] . The detailed pseudo-code of the ABC algorithm is given below: Firstly, half of the colony consists of the employed bees and the second half consists the onlookers, the number of employed bees is equal to the number of food sources which is also equal to the number of onlooker bees. The relation between employed bee and the food source is one-to-one, that means that there is only one employed bee per each food source. If a food source becomes abandoned, mapped employed bee to that food source becomes a scout, and as soon as it finds a new food source, it again becomes employed. ABC algorithm, as an iterative algorithm, starts by associating each employed bee with randomly generated food source (solution). In each iteration, each employed bee discovers a food source in its neighborhood and evaluates its nectar amount (fitness) using Equation (3), and computes the nectar amount of this new food source:
Where ij  is a random number between   1 , 1  .If fitness of new food source is better than the fitness of the old one, employed bee moves to the new source, otherwise it retains the old one. After all employed bees complete the search process, they share the information about their food sources with onlooker bees. An onlooker bee evaluates the nectar information taken from all employed bees and chooses a food source with a probability i p that is proportional to the fitness of the food sources, using Equation (4). 
PID Controller for DC Motor Design
The aim of the control design is to provide required static and dynamic behavior of the controlled process. Usually, this behavior is represented in terms of the well-known concepts referred in the literature: maximum overshoot, settling time, decay rate, steady state error or various integral performance indices [4] . e is control error and N is number of samples. Fitness is represented by the performance index or in the case of control, by the modified performance index, which can be penalized for example by derivation of process output y or by overshoot of process output or by derivation of control action u . Therefore, the objective function is defined using the performance index of the integral of the square of the error (ISTE) [7] .The fitness function is reciprocal of the performance criterion, in the other words, the fitness of the food source is defined as:
The tuning of ABC-based PID controller' results will be compared to those obtained from the PSO, GA and traditional techniques. The ABC, PSO and GA tuning algorithms are conducted several pre-experiments to determine the parameters setting per algorithm that yields the best performance. For ABC, all bees start at a random position in the range [0.0, 500.0] for each dimension. The colony size is 50, control parameter in order to abandon the food source is 100. For PSO, all swarm particles start at a random position in the range [0.0, 500.0] for each dimension. The velocity of each particle is randomized to a small value to provide initial random impetus to the swarm. The swarm size was limited to 50 particles. The must important factor is maximum velocity parameter which affect the convergence speed of the algorithm is set to 100.0. The 1 c and 2 c are 2.0 and 2.0 respectively. For GA, the GAOT is used [9] with population size of 50, the search range [0.0, 500.0] and with other default parameters. The three algorithms are runs of 100 iterations. The tuned parameters of the self-tuning PID controller through each algorithm are represented in Table 2 Both the ABC and PSO-tuned PID controllers outperform the GA-tuned and Ziegler-Nichols tuned controller in terms of settling time and rise time. However, the ABC showed better performance than PSO. Analyzing the transfer function of the DC-motor system is stable as it has three poles located on the left hand side of the s-plane and one critically stable pole located at the origin.
Conclusions and Future Work
One of the new developed algorithms is the artificial bees colony optimization algorithm has been particularly appealing various scientific circles, primarily because such algorithms allow autonomous adaptation/optimization of controller parameters without human intervention, are not easily trapped in locally optimal solutions, allow parallel exploitation of an optimization parameter space, and do not require gradient evaluation of the objective function. In the proposed work we compare the time domain performance of the PID controller for DC-motor system tuned by ABC algorithm. The ABC algorithm showed better performance than the other population based optimization algorithm.
