INTRODUCTION
A motivation for the development of Prolog was that of having a programming language for natural-language applications. Hence, it is no coincidence that Prolog programs resemble context-free grammars. This resemblance suggests the possible transfer of results between logic programming and formal-language theory. We study an inference system based on LR parsing meant for \ xed-mode" logic programs, where each argument in a predicate acts either as input or as output of an operation, and input arguments are ground. (This paper is an extended version of 26]: we have added formal proofs, a discussion comparing the search space under the proposed inference techniques with the SLD tree, and more comparisons with related work.)
Prolog's proof procedure can be viewed as a generalization of a simple parser with backtracking. In practical applications, such a parser has been replaced by more sophisticated methods, such as LR parsers 2]. The reasons are that the backtracking parser not only falls easily into nonterminating loops, but is ine cient.
Prolog's proof procedure su ers from the same defects as the parser on which it is based. This phenomenon has prompted the development of other, more sophisticated proof procedures for logic programs. In spite of the resemblance between logic programs and context-free grammars, there are few proof procedures based on parsers 8, 17, 18, 23] . We nd this contrast puzzling because logic programs can naturally represent context-free grammars, e.g. using well-known di erence-list techniques. The di erence-list representation of a context-free grammar associates a production:
A ! B 1 B 2 : : :B n with the clause: a(X 0 ; X n ) b 1 (X 0 ; X 1 ); b 2 (X 1 ; X 2 ); : : :; b n (X n?1 ; X n ) (1.1) In addition, this representation has a clause of the form: c 0 ( cjX]; X) (1.2) for each terminal c of the context-free grammar.
The problem, then, is how to generalize logic programs which represent contextfree grammars with clauses of the form (1.1) to include contextual information. De nite-clause grammars (DCGs) 22] do so with additional argument places. By contrast, we try to keep the \chain" form of clause (1.1) and add the contextual information only to unit clauses (1.2). As we will see, this generalization allows us to adapt an LR parser with minor changes, since only the part dealing with terminals must be modi ed.
A drawback of our approach, however, is that Prolog programmers normally do not write programs in chain form. Hence, we use a transformation taking a xed-mode DCG and producing a logic program of the desired form. The resulting program is a logical consequence of an extension of the original program. This transformation essentially adds leaves to the parse/proof trees and places the contextual information in such leaves. (We have already used this transformation in 25], for developing inference systems based on \chart" parsers.) In fact, the original program may not necessarily be a DCG; it may be an arbitrary xed-mode logic program.
At rst sight it might seem that our limitation to xed-mode logic programs is severe. It can be argued, however, that this is not the case. Drabent 11] , for instance, claims that the majority of practical logic programs have xed modes, and shows examples of programming techniques where multiple modes are used. Fixed-mode logic programs have also been studied in 3, 4, 10].
SLR PARSING
This section reviews SLR parsing 2]. We have selected an SLR parser as the basis for our inference system because such a parser illustrates various aspects of LR 3 parsing without being so elaborate as to obscure the presentation of our method. We believe, however, that any LR parser can be converted into an inference system in a similar way.
We use the letter A for nonterminals, the letter B for either terminals or nonterminals, and the letter c for terminals. As usual, Greek letters denote strings, and \$" is an end marker. By j j we denote the length of .
As 2], we assume a context-free grammar in which there is only one production S 0 ! S with the start symbol S 0 on the left-hand side. We denote the set of nonterminals with N, the set of terminals with T, and the set of productions with R. For simplicity, we assume that grammars do not contain epsilon productions.
Before giving a formal explanation of SLR parsing, we will give an intuitive idea 14] behind this parsing method. Suppose that we are constructing a derivation in reverse, that is, from the string generated by the derivation to the start symbol. Assume also that the current string has the form B 1 : : :B i B i+1 $, where the su x B i+1 $ represents the part of the string which we have not yet read. In addition, all possible reductions have been made at the pre x B 1 : : :B i of the string so that the right boundary of the handle (substring corresponding to the right-hand side of a production) must be at position B n for n i. If n > i, then we must continue reading symbols of the input string ( Figure 2 .1a, shift), until n = i ( Figure 2 .1b, reduce), in which case we have found a handle and can reduce by a production. Next, we give a de nition of an SLR parser. Following 2], we de ne an item as a production in R augmented with the meta-symbol \ q " occurring on the right-hand side of that production. Given a set R of productions and a set I of items for R, the closure of I, closure(I), is the smallest set such that: We use I to denote the set of all items for a set of productions, and 2 X to denote the power set of X. A function goto from 2 I (N T) to 2 I is de ned in 2] as:
We also need a function follow from N to 2 T f$g , which is de ned as:
follow(A) = fc : c 2 T and S 0 ) Ac g f$ : S 0 ) Ag An LR stack is an alternating sequence of sets of items and grammar symbols. Let G be a context-free grammar and = c 1 c 2 : : :c n c n+1 an input string, where c n+1 = $. A con guration for G and is an ordered pair consisting of an LR stack and a su x of the input string inductively de ned as:
1. (base case) (closure(fS 0 ! q Sg); c 1 c 2 : : :c n c n+1 ) is a con guration, which we call an initial con guration. is also a con guration. 2 As observed in 2], the grammar symbols in an LR stack are redundant. In 2], such symbols are used for explanation purposes; for us, they are helpful in the soundness and completeness proofs of our inference system.
Notice that it is possible that for some con gurations both the shift and the reduce rules be applicable. In addition, it may be possible to apply the reduce rule using more than one production. These situations are sometimes called con icts. Traditionally, when a con ict arises, either the grammar is changed, or the look ahead of symbols is considered. Lang noted 16], however, that any context-free grammar can be parsed with an LR parser if we regard a con ict as a nondeterministic choice point. This fact is important for us, since we will use Prolog's backtracking to handle con icts.
This description of SLR parsers is useful for proving some of their properties. In a practical SLR parser, however, we would precompute all sets of items that can occur in any con guration, as well as all the values which follow and goto can have. From these values, the so-called parsing table is constructed.
CSLR INFERENCE: AN INFERENCE SYSTEM FOR CHAIN PROGRAMS
In this section, we will incorporate \matching" (one-way uni cation) to the SLR parser to obtain an inference system.
CSLR inference
We de ne a chain program as a logic program consisting only of clauses of the form (1.1) and c(t; t 0 ) , where var(t 0 ) var(t), in which no predicate symbol 5 appears both in the head of a nonunit clause and in a unit clause. Here and throughout the paper, var(t) denotes the set of variables occurring in t. We de ne a chain goal as a goal of the form s(x; Z), where x is a ground term and Z a variable.
In a chain program the set of predicate symbols appearing in the head of nonunit clauses is disjoint with the set of predicate symbols appearing in unit clauses. This restriction is only meant to facilitate obtaining the inference system from the parser. (In 26] we did not impose this constraint, but we had to make various changes to the parser, apart from the addition of matching; for instance, we had to modify the de nition of follow with respect to that of 2].) This is not a serious restriction, since it can be satis ed with the addition of predicates.
The similarity between the usual di erence-list representation of context-free grammars and chain programs is evident. Only at the level of unit clauses we nd that arguments in chain programs are a generalization of the di erence-list representation of terminals. However, if we add matching, SLR parsing techniques apply to this case as well. We will show that this extension of SLR parsing provides a sound and complete inference system for this class of program. To make this extension explicit, we will rst transform the clauses of a given chain program into context-free production rules by dropping the arguments. Next, we will add matching to the treatment of terminals.
With a chain program P, we associate a set R P of productions as follows. We rst associate a nonterminal A with each predicate symbol a appearing in the head of a nonunit clause, and we associate a terminal c with each predicate symbol c appearing in a unit clause. In addition, R P has a production of the form:
A ! B 1 B 2 : : :B n n > 0 for each clause in P of the form: a(X 0 ; X n ) b 1 (X 0 ; X 1 ); b 2 (X 1 ; X 2 ); : : :; b n (X n?1 ; X n ) n > 0 Let P be a chain program, G = s 0 (x; Z) a chain goal in which s 0 is a predicate symbol occurring in the head of only one clause of P, and R P the set of productions associated with P. A clausal con guration for P fGg is an ordered pair consisting of an LR stack and a ground term, inductively de ned as:
1. (base case) (closure(fS 0 ! q Sg); x) is a clausal con guration, for all ground terms x, which we call an initial clausal con guration. We call (I 0 SI 1 ; z) a nal clausal con guration, where (S 0 ! S q ) 2 I 1 , and z is a ground term.
(shift) If
Note that the de nition of clausal con guration can be viewed as an inference system, which we will call CSLR inference (where the \C" stands for chain programs). Observe also that, except for conditions (2d) and (3c) a clausal con guration is essentially the same as a con guration. In fact, we rst arrived at our inference system fortuitously by implementing an SLR parser in Prolog using di erence lists, and later discovering that arbitrary ground terms could be used instead of lists.
CSLR inference can be viewed as an instance of a \general resolution scheme" discussed in 10, pages 53{54] by Deransart and Ma luszy nski. Such schemata construct proof trees of a program by interleaving construction of context-free parse trees with uni cation of the equations originating from the constructed tree. It is clear that CSLR inference combines construction of the parse trees of the underlying context-free grammar (see Figure 2 .1) with uni cation of the arguments. Because of the chain nature of the program, uni cation reduces to argument passing, except for the leaves of the tree, where uni cation reduces to matching. CSLR inference is in fact a \full resolution scheme" as de ned in 10 Using instantiation, we can derive the rest of the clauses in cl(J; x 0 ; : : :; x k?j j ; x k ]).
The derived clauses are of the form cl(A 00 ! q ; x 0 ; : : :; x k?j j ; x k ]).
We conclude that the lemma holds. 2 We can now state the soundness of CSLR inference.
Theorem 3.1 Soundness of CSLR inference. Let P be a chain program. If (I 0 SI 1 ; z) is a nal clausal con guration for the initial clausal con guration (I 0 ; x), then P j = s 0 (x; z), for any ground term x. Proof. By induction on the number of steps in the construction of (I 0 SI 1 ; z), using Lemmas 3.3 and 3.4. 2 3.2.2. Completeness of CSLR inference Finally, we give a completeness result, which states that the search space contains all correct answers. We will proceed in a manner similar to that used in 10, pages 59{60], and 31].
Let P be a logic program. A closed proof tree for P is a nite tree of atoms such that for all nodes: 
TRANSFORMING FIXED-MODE PROGRAMS INTO CHAIN FORM
This section deals with our transformation for converting xed-mode logic programs into chain form.
Overview of the transformation
In looking for a class of program transformable into chain form, we would like, of course, to nd a class as large as possible. \State-oriented" (imperative) programs might give us a guide as to which programs are transformable, for two reasons: 1. Various authors have observed 5, 12, 20, 27] that a state-oriented program can be regarded as a context-free grammar together with an interpretation representing primitive commands as terminals. Such a view is closely related to the concept of chain program. 2. Clark and van Emden have described 6] owcharts (a kind of state-oriented program) with chain logic programs, in such a way that a owchart and its associated logic program de ne the same set of computations. Hence, state-oriented programs in general, and owcharts in particular, must have certain properties making them suitable of being represented by chain programs.
A rst conspicuous property is that during execution, boxes in a owchart are \traversed" in only one direction, from their input towards their output. This suggests limiting ourselves to logic programs in which each predicate has only one \mode," i.e. each argument place is used either as input (instantiated) or as output (uninstantiated), but not both. Another property of owcharts is that the output of a box is never connected to the output of another box. Hence, we will exclude clauses in which a variable occurs as output in more than one subgoal. We will add a third condition, which is only meant to simplify both stating our transformation and proving it correct.
A clause: p 0 (t 0 ; t 0 n ) p 1 (t 0 0 ; t 1 ); p 2 (t 0 1 ; t 2 ); : : :; p n (t 0 n?1 ; t n ) n 0 is called xed-mode if:
1. var(t 0 i ) var(t 0 ) var(t i ), for i = 0; : : :; n; 2. var(t i ) \ var(t j ) = ;, for i; j = 0; : : :; n and i 6 = j; and 3. each variable occurring in t 0 i occurs only once in t 0 i , for i = 0; : : :; n, if n > 0. We de ne a xed-mode program as a logic program consisting only of xed-mode clauses. A goal is called xed-mode if it is of the form s(x; Z), where x is a ground term and Z a variable.
Condition 1 constrains the \ ow of data" 4] from the inputs towards the outputs, if subgoals are selected in a left-to-right order. When a subgoal succeeds, condition 2 causes the constructed term to have an e ect only on the input of other subgoals. Condition 3 is included with no loss of generality, since it can be easily satis ed as follows. Note rst that unit clauses which satisfy condition 1 are already in chain form. Hence there is no need to impose further constraints on such clauses, so that condition 3 only refers to nonunit clauses. Thus, a clause of the form: p(t 0 ; hX; Xi) : : :; q(t i ; hXi); : : : for example, which has two occurrences of X in t 0 n , can be replaced by: p(t 0 ; hX 0 ; X 00 i) : : :; q(t i ; hXi); e(hXi; hX 0 ; X 00 i); : : : e(hXi; hX; Xi)
At rst sight, xed-mode programs may appear too constrained for practical purposes, because sometimes the same Prolog predicate can be used in multiple modes. Often, however, obstacles appear when using a predicate in this manner. For instance, an in nite branch to the left of an answer in the SLD tree will prevent Prolog from nding such an answer. Even if all branches are nite, the execution of certain modes may be intolerably ine cient. Other obstacles to the invertibility of logic programs are the use of built-in predicates and the lack of occur check. As a consequence, many practical Prolog programs use each predicate in a single mode. We refer the reader to 3, 4, 10, 11] for arguments in favor of xed-mode programs. 3 ) (4.8) which has chain form. Now the contextual information appears only at the added leaves of the parse/proof trees.
Observe that h 0 denotes a subset of the identity relation, so that this predicate does not change the state of the computation. This suggests the possibility of deleting the subgoal with such a predicate symbol and renaming variables so that chain form is preserved. We will show that the program resulting from this deletion is a logical consequence of the completion of the original program, together with the standard equality theory. We will also see that this operation may not be sound in general, and will give a su cient condition for its soundness.
Transformation
In practice, it may not be convenient to transform a program with fold and unfold operations. The chain form of a xed-mode program can be obtained in a more straightforward manner based on the following theorem. A proof sketch appears in 25], and so we do not repeat it here. Such a sketch proof is not di cult, and it essentially follows the same steps we followed for Example 4.1. Each predicate with the predicate symbol h i above will be called an h-command. Each subgoal of an h-command will be called an h-subgoal. We de ne the chain form P C of a xed-mode clause C as the clauseĈ produced by Theorem 4.1, together with the de nitions of the h-commands in de nite-clause form (as opposed to their completed de nitions). We also de ne the chain formP of a xed-mode program P as the chain formP C of each clause C in P, having no h-command in common with the chain form of other clauses in P.
Let us apply Theorem 4.1 to clause (4. i is the set of variables which receive a substitution in the output of a subgoal to the left of the subgoal with predicate symbol p i or in the input of the head, and which occur in the input of a subgoal to the right of the subgoal with predicate symbol p i or in the output of the head.
Hence, i is the set of variables in the stack of the subgoal with predicate symbol p i . Theorem 4.1 associates a chain programP with a xed-mode program P in such a way thatP is a logical consequence of a conservative extension of P. The implication in the other direction also holds. That P is logically implied by a conservative extension ofP can be seen by resolving the clauses inP rst with the de nitions of the h i 's and thep i 's, and then with re exivity.
SOME PROPERTIES OF SLR INFERENCE
Having presented CSLR inference, we will now couple such an inference system with our transformation for converting xed-mode programs into chain form. This coupling can be regarded as producing a new inference system, because the transformation can be described in terms of fold and unfold operations. So, this new inference system has additional inference rules which are applied (at compile time) before the shift and reduce rules of CSLR inference.
We will rst observe that the length of a refutation using CSLR inference on a program resulting from our transformation has a number of steps which is proportional to the length of the corresponding SLD refutation of the original program. This system will be called hSLR inference.
Finally, we will remark that under certain conditions, it is possible to remove some subgoals of predicates which manipulate the stack added by the transformation (h-subgoals), thus producing a search space smaller than that of SLD resolution. The removal of such subgoals can also be described in terms of fold and unfold operations, so that another inference system is obtained: SLR inference. 
The search space in Figure 5 .1 illustrates two aspects. First, although the parsing table has no con icts, the sequences of clausal con gurations have a branching structure. Such a structure appears because the ground term of certain clausal con gurations uni es with more than one input of an h-command.
Second, this search space resembles that of SLD resolution for the original program and goal ( Figure 5.2) . In fact, we will see that: (1) except for some linear components (like the one enclosed in a rectangle), the search space of hSLR inference and the search space of SLD resolution with a leftmost computation rule are isomorphic, and (2) such linear components increase the length of each SLD refutation only by a number of nodes proportional to its length.
For instance, by replacing some linear components by a single node each in Figure 5 .1, we get a tree which is isomorphic to the SLD tree in Figure 5 .2. Now consider the linear component enclosed in a rectangle. Each operation in such a component is caused by an operation applied to an ancestor. In particular, the \r1" operation enclosed in a box is produced by the \s3" operation also enclosed in a box. Both can be viewed as applying the production A ! h 0 . Similarly, the encircled \s5" and \r2" are a result of the encircled \s2," which amounts to applying A ! h 1 Ah 2 .
Thus, apparently hSLR inference does not present any advantage over SLD resolution. In fact, the size of the hSLR search space may increase considerably with respect to that of SLD resolution. Later, however, we will study the elimination of some h-subgoals in the chain program, which may reduce the size of the search space.
Let P be a chain program G a chain goal. We de ne a CSLR tree for P fGg as a tree in which:
1. each node is a clausal con guration for P fGg, 2. the root is the initial clausal con guration for P fGg, and 3. each node has one child for each possible application of either the shift or the reduce rule. Given a xed-mode program P and a xed-mode goal G, we de ne the hSLR tree for P fGg as the CSLR tree forP fĜg, whereP andĜ are obtained from obtained by applying the shift rule using the leftmost symbol of a production. (This symbol corresponds to the predicate symbol of an h-command.) A noninitial-child of a node N of T is a shift-child of N which is not an initial-child.
Next, we will state a lemma which establishes that only shifts of leftmost symbols of productions may cause branching nodes in an hSLR tree. Hence, the applications of the reduce rule, as well as the applications of the shift rule for symbols other than the leftmost, produce nodes with at most one child. Lemma 5.1. Let P be a xed-mode program, G a xed-mode goal, and T the hSLR tree for P fGg. Let N be a node of T having either a reduce-child or a noninitialchild. Then N has exactly one child. Proof. Observe rst that there are no reduce/reduce or shift/reduce con icts in the parsing table for RP . A reduce/reduce con ict is caused by a set of items having items A ! B q and A 0 ! B q . However, all productions in RP have distinct rightmost symbols.
In addition, a shift/reduce con ict is caused by a set of items having items A ! B q and A 0 ! B q . However, the rightmost symbol of each production in RP does not occur anywhere else. As a consequence, an application of the reduce rule produces only one child. Consider now applications of the shift rule (only h's are shifted). A clausal con guration C = (: : :I; x) has more than one shift-child if (i) I has items of the form A ! q h 1 and A 0 ! q h 2 , where is a su x of , and (ii) x uni es with the rst argument of both h 1 and h 2 . However, because the productions in RP have no h's in common, can only be a su x of if = = . Hence, C may have more than one child only if h 1 and h 2 are predicate symbols of leftmost h-subgoals. 2
Let T be an hSLR tree. We de ne an R-component of T as a maximal subtree of T such that: (1) the root C is a clausal con guration with a reduce-child and (2) includes all descendants of C which are either reduce-children or noninitial-children. Note that by Lemma 5.1, an R-component is linear.
We de ne a contracted hSLR tree as a tree obtained from an hSLR tree T such that each R-component of T has been replaced by a single node: the leaf of that R-component.
We are now in a position to establish the following theorem. Theorem 5.1. Let P be a xed-mode program and G a xed-mode goal. Let T be the SLD tree 19, page 55] for P fGg in which the leftmost subgoal is selected at each node. Let T 0 be the contracted hSLR tree for P fGg. Then T and T 0 are isomorphic. Hence, N 0 will have one shift-child for each clause de ning an h-command whose rst argument uni es with hstjxi. We conclude that the theorem holds. 2 Next, we can bound the length increase of refutations. Theorem 5.2. Let P be a xed-mode program and G = s 0 (x; Z) a xed-mode goal. Assume that there is a refutation for P fGg of length m which selects the leftmost subgoal at every step. Then a nal clausal con guration for (I 0 ; x) can be constructed with O(m) applications of the shift or reduce rules. Proof. Consider a clause in P of the form: p 0 (t 0 ; t 0 n ) p 1 (t 0 0 ; t 1 ); p 2 (t 0 1 ; t 2 ); : : :; p n (t 0 n?1 ; t n ) (5.1) so that a goal with a predicate symbol p 0 succeeds if n subgoals succeed. This clause is transformed into a chain clause which is associated with the production: p 0 ! h 0p1 h 1p2 : : :p n h n Hence, in terms of hSLR inference, from the clausal con guration (I 0 : : :B k I k ; y), where (p 0 ! q h 0p1 h 1p2 : : :p n h n ) 2 I k , we need to shift the h i 's, as well as to perform a reduction step, in addition to the application of thep i 's (i 1). First, we can charge the cost of each shift of h i to that of applyingp i , for i = 1; : : :; n.
Similarly, we can charge the cost of shifting h 0 to that of the reduction step. Thus, each SLD resolution step corresponds to at most three steps of CSLR inference: two shifts and one reduction step. 2 
Elimination of some leftmost h-subgoals
Now, we will logically justify the elimination of certain h-subgoals added by our transformation, which may result in a considerable reduction in the size of the search space. Proof. First, we unfold the de nition of h 0 in C: p 0 (hStjti; U 0 n ) p 1 (hStjti; U 1 ); : : :;p n (U 0 n?1 ; U n ); h n (U n ; U 0 n ) Next, we apply predicate substitutivity p(U; V ) U = X; V = Y; p(X; Y ) forp 0 followed by re exivity: p 0 (U 0 ; U 0 n ) U 0 = hStjti;p 1 (hStjti; U 1 ); : : :;p n (U 0 n?1 ; U n ); h n (U n ; U 0 n ) Then, we apply predicate substitutivity forp 1 followed by re exivity: p 0 (U 0 ; U 0 n ) U 0 = hStjti; hStjti = X;p 1 (X; U 1 ); : : :; p n (U 0 n?1 ; U n ); h n (U n ; U 0 n ) We eliminate a subgoal by rst applying symmetry and then factoring: p 0 (U 0 ; U 0 n ) U 0 = hStjti;p 1 (U 0 ; U 1 ); : : :;p n (U 0 n?1 ; U n ); h n (U n ; U 0 n ) Now, we unfold the de nition ofp 1 : p 0 (U 0 ; U 0 n ) U 0 = hStjti; U = hStjt 0 i; V = hStjt 00 i; ; : : :; p n (U 0 n?1 ; U n ); h n (U n ; U 0 n ) Subsequently, we apply factoring: p 0 (U 0 ; U 0 n ) U 0 = hStjt i; V = hStjt 00 i; ; : : :;p n (U 0 n?1 ; U n ); h n (U n ; U 0 n ) Finally, we can fold the de nition ofp 1 because t = t 0 : p 0 (U 0 ; U 0 n ) p 1 (U 0 ; U 1 ); : : :;p n (U 0 n?1 ; U n ); h n (U n ; U 0 n ) tion (5.4) n times before using (5.2). Prolog, however, rst selects the wrong production (5.3) n times before backtracking and selecting (5.4) only as the nal step. Backtracking then removes the last two productions, making now a correct choice for the second last step, but making again a wrong choice for the last one. Thus, Prolog's behavior parallels that of a binary counter as its value goes from 0 to 2 n . We then added some context-sensitive information, recording which production was used to parse the input string. Figure 5 .3 summarizes the comparison of the search spaces determined by the inference systems described in this paper and that of SLD resolution. Containments depicted with double, dotted lines are meant to hold between inference systems with search spaces which are (essentially) isomorphic (i.e. isomorphic except possibly for R-components). Containments depicted with one line are meant to hold between inference systems with search spaces whose size presumably decreases as we go from top down the gure.
First, if we use CSLR inference on the chain programs produced by our transformation (i.e. hSLR inference), then (1) the size of the refutations is O(n), where n is the length of SLD refutations for the original program, and (2) apart from a possible increase in the length of refutations (R-components), both search spaces are isomorphic. Second, if it is possible to remove some h-subgoals (by Theorem 5.3) then the size of the search space may be reduced. Finally, if the original logic program has chain form, then all h-subgoals added by the transformation can be removed. In this case, CSLR inference determines a search space which is essentially the same as that of SLR parsing (using backtracking in case of con icts) for the chain program and its associated context-free grammar.
A PROOF PROCEDURE
In this section, we will add a search strategy to SLR inference, obtaining a proof procedure.
Once a parsing table is constructed, an ordinary SLR parser uses a program sometimes called driver to determine the action to be performed (shift, reduce, accept, or error) for the current con guration. If the table has no con icts, the search space is linear. Because we regard con icts as nondeterministic choice points 16], a parsing table with con icts determines a branching search space. We use Prolog's search strategy to traverse such a space.
Our inference system has yet another source of nondeterminism. A logic program representing a context-free grammar with di erence lists contains unit clauses of the form c 0 ( cjX]; X) . Hence, a list c; : : :] representing a string is \transformed" into at most one other list when a unit clause is used. By contrast, a chain program contains unit clauses of the form c 0 (t; t 0 ) , and arbitrary ground terms play the role of lists. As a result, there may be more than one way to transform a given ground term using di erent unit clauses. This is a second source of nondeterminism, which we also handle with Prolog's search strategy.
In the appendix, we give the Prolog code for our driver, which behaves as follows.
Given a clausal con guration (: : :I k ; x) the driver rst nds a unit clause of the object program whose input uni es with x. Then the driver uses the predicate symbol of such a clause to determine an action from the parsing table. Unlike the original SLR parser, our proof procedure may nd more than one grammar/predicate symbol associated with the same ground term of a (clausal) con guration. This may happen if x uni es with the input of more than one unit clause. We perform one action and then the other one, through Prolog's backtracking. In the next examples, our proof procedure may be preferable to DCGs under Prolog. First we give a left-recursive DCG for which Prolog enters into a nonterminating loop, whereas our method does not: The original DCG under Prolog takes an exponential time in n to succeed, whereas our method takes a linear time.
COMPARISONS WITH OTHER METHODS
There are several inference methods for logic programs, that use variants of LR parsing 13, 21, 28, 30, 34, 35] . In this section, we review some of these methods and compare them with SLR inference. would delay the evaluation of fN 10; N 0 is N + 1g. As a result, not only the depth of the expression is ignored, but also Prolog selects a subgoal of the form M 10, where M is a variable, so that an \instantiation error" occurs. Our proof procedure, by contrast, can handle this clause and in general logic programs in which there are both input and output arguments. 7.2. Parsing for attribute grammars Abramson 1] , as well as Deransart and Ma luszy nski 10], have investigated connections between attribute grammars 15] and logic programs. These connections result in similarities between parsing methods for attribute grammars, on the one hand, and inference systems for logic programs, on the other hand. We will concentrate on Jones and Madsen's method 13], which is based on LR parsing and generalizes many existing parsers for attribute grammars. An attribute grammar having attributes which cannot be evaluated during leftto-right parsing is translated 10] into a DCG which may not be a xed-mode program. In this example, for instance, the rst argument of the last subgoal n(?L 2 ; L 2 ; V 2 ) in clause (7.1) violates condition 1, and hence this program is not xed-mode. It is worth observing that in spite of this violation, this particular example can be transformed into chain form by pushing L 2 onto the stack. First, we group argument places into inputs and outputs. We classify the rst argument place of n as input, so that clause (7.1) becomes: z 0 (hX 0 i; hX 3 ; V 1 + V 2 i) n 0 (hX 0 ; 0i; hX 1 25 Finally, we obtain chain form by folding the h predicates:
z ! h 0 ;n; h 1 ;p; h 2 ;n; h 3
The predicate with symbol h 2 will then produce con gurations with a non-ground term, because L 2;2 is not instantiated when h 2 is shifted. However, if we use full uni cation instead of matching in CSLR inference (Section 3) |which is what we have done in our driver, since it is written in Prolog|, this modi ed method will compute the values of binary numbers with the above program. This example, however, presents another di culty, which is not overcome by SLR inference, resulting from clause (7.3) being left-recursive. The leftmost h-subgoal of the chain form of clause (7.3) is de ned by a clause of the form: h 4 (hX 0 ; Ri; hX 0 ; R + 1i) and does not denote a subset of the identity relation. Thus, such a subgoal cannot be eliminated by Theorem 5.3. By Theorem 5.1, no choice points of SLD resolution (for the original program and goal) are eliminated by SLR inference either. Therefore, SLR inference falls into an in nite loop (after producing the value of the binary numeral) just as Prolog does.
We can now continue with our comparison. First, we will consider the parsing method of Jones and Madsen 13], which we will call AILR parsing (for attributein uenced LR parsing). We will describe the essence of AILR parsing, and refer the reader to 13] for a more detailed account of this method. AILR parsing creates a data structure called the expression dag as the parsing proceeds. The purpose of this structure is to record the necessary information for computing the values of the attributes which could not be computed during parsing.
In addition, instead of the con gurations used by ordinary LR parsing, which are of the form:
( AILR parsing parallels LR parsing, producing a sequence of con gurations. The application of the shift and reduce rules, however, is interleaved with the computation of the value of some attributes and the incremental construction of the expression dag.
Let us now consider hSLR inference. For simplicity, assume a DCG which contains, among others, a clause of the form: hSLR inference produces then the con guration:
(I 0 h 0 I 1x I 2 h 1 I 3 ; y)
whereas AILR parsing produces the con guration: (S 0 S 0 X X S 1 ; y) where:
1. S 0 contains, among other items, A ! q X, 2. S 0 records the values of the inherited (input) attributes of X, 3. X is the right-hand side of the production without attributes, 4. X records the values of the synthesized (output) attributes of X, 5. S 1 contains the item A ! X q , and 6. y is a string. In this example, the command h 0 corresponds to S 0 (input arguments), and the command h 1 corresponds to X (output arguments).
As a conclusion, the records S j and B j of AILR parsing are reminiscent of our h-commands.
If we use Deransart and Ma luszy nski's translation 9] of attribute grammars into DCGs, we obtain a logic program which builds a term as its output. By contrast AILR parsing builds an expression dag speci cally designed for computing the remaining attribute values. Jones and Madsen 13] have incorporated numerous optimizations in such a data structure. Thus, AILR is probably superior to our method in this respect.
Another conspicuous di erence between AILR parsing and SLR inference appears in nondeterministic programs. AILR parsing is meant for obtaining the values of the attributes of the parse tree of a given string. SLR inference, by comparison, can be used not only for parsing an input string but also for computing possibly several answers.
A comparison with Sato and Tamaki's \success patterns"
Both AID and AILR can be viewed as adapting the complete LR parser. Sato and Tamaki present in 28] an inference method which adapts only the preprocessing stage of such a parser. We will illustrate Sato and Tamaki's \success patterns" 28] through an example, but refer the reader to 28] for a thorough discussion of this method.
Ordinary LR parsing can be regarded as having two stages: a top-down traversal of possible parse trees (encoded in a nite-state automaton), followed by a bottomup construction of a parse tree (by means of shift and reduce operations). The success-patterns method performs a top-down traversal of proof trees for a logic program P and a goal G, reminiscent of the rst stage of LR parsing. Given a goal G 0 = G , the information obtained by such a traversal can then be used to obtain necessary conditions for the success of derivations for P fG 0 g. 
Finally, the authors collect, from I, the items with the dot at the rightmost position which are relevant for the goal.
The I succ set has information about successful derivations, and can thus be used to prune the SLD tree. By examining I succ for this example, we know that the goal a(2) succeeds, whereas the goal a(1) fails. In general, the I succ has the following property. Let C be the input clause of a derivation step of a refutation, and the corresponding most general uni er. Then there is an item (C q ) in I succ such that C C . The items in I succ are more general than we would like, so that this property of I succ is only a necessary condition for success.
To ensure termination in the computation of the item set, Sato and Tamaki truncate the term depth to a prede ned value k. The value of k is crucial, since too small a k may limit the applicability of the necessary condition, and too large a k may produce an impractically big I succ . By contrast, our method does not need to perform such a truncation.
A comparison with Yamashita and Nakata's ccfg's
Finally, we consider a formalism devised by Yamashita and Nakata 35], which is amenable to be executed by variants of parsing methods.
A coupled context-free grammar (ccfg) is a four-tuple (V; T; P; S), where: 1. V is a nite set of nonterminals;
2. T is a nite set of terminals, such that V \ T = ;;
3. P is a collection of sets of rules, in which each rule is of the form:
A ! where A is an unsubscripted nonterminal, and is a string of (i) terminals, (ii) subscripted nonterminals, and (iii) the meta-symbol ; and (7:6) h(aaa aaa aaN 1 2 ; aaF 1 2 ); 5i ) (7:7) h(aaa aaa aaa; aaa); 6i
Yamashita and Nakata suggest how to use a parser to execute a ccfg. First, each coordinate in the tuples generated by the grammar is identi ed as being either input or output. Next, a parser is used to parse the input components, while a generator is used to produce the output components. The parser and the generator are coupled in the sense that for each production of the grammar applied by the parser, a corresponding production in the same set of productions is applied by the generator.
These authors give an example of a ccfg that could be executed using an LR 29 parser. In such an example, there is no occurrence of and it is plausible that such a parser could be adapted as claimed. In a ccfg in which occurs, however, it is not clear how to modify a parser for execution, since not only string concatenation is distributive over , but the same string must appear in between di erent occurrences of for a ccfg derivation to succeed.
CONCLUDING REMARKS
This work was motivated by similarities between logic programs and context-free grammars. These similarities suggest the possibility of developing inference systems based on parsers. Because it is not obvious how to obtain such inference systems, we considered chain logic programs, which have clauses of the form: a 0 (X 0 ; X n ) b 1 (X 0 ; X 1 ); b 2 (X 1 ; X 2 ); : : :; b n (X n?1 ; X n ) or a 1 (t; t 0 ) where var(t 0 ) var(t), and goals of the form s(x; Z), where x is a ground term and Z a variable. We saw that by incorporating a match operation (one way uni cation) to the parts of an SLR parser dealing with terminals, we get an inference system for chain programs. Con icts in the parsing table can be treated as nondeterministic choice points 16], which we handle with a driver written in Prolog.
Normally, logic programs do not have chain form. Hence, we used a transformation taking a xed-mode logic program and producing a chain program, which we had previously developed 25] for inference systems based on chart parsers. We convert each clause: p 0 (t 0 ; t 0 n ) p 1 (t 0 0 ; t 1 ); p 2 (t 0 1 ; t 2 ); : : :; p n (t 0 n?1 ; t n ) into:p 0 (U 0 ; U 0 n ) h 0 (U 0 ; U 0 0 );p 1 (U 0 0 ; U 1 ); h 1 (U 1 ; U 0 1 );p 2 (U 0 1 ; U 2 ); : : :; h n?1 (U n?1 ; U 0 n?1 );p n (U 0 n?1 ; U n ); h n (U n ; U 0 n ) (together with unit clauses de ning the h i 's). As a result, our modi ed SLR parser becomes an inference system for xed-mode logic programs.
The addition of the h i predicates, however, creates new nondeterministic choice points, and eliminates potential advantages that could have resulted with the obtained inference system. The reason is that the resulting search space is essentially isomorphic to that of SLD resolution for the original program.
Such advantages may reappear once we observe that some of the introduced subgoals of predicates h i denoting subsets of the identity relation can be eliminated.
Although we can handle arbitrary xed-mode logic programs, we have mainly seen advantages of our technique over SLD resolution in grammatical examples. A reason could be perhaps that the context-sensitive information of such examples is not \so much" as to prevent the elimination of some of the introduced h-subgoals. Thus, we have illustrated SLR inference with grammatical applications. We gave an example making DCGs under Prolog enter into a nonterminating loop, for which our proof procedure halts. We also gave a program causing DCGs under Prolog to take an exponential time in the length of the input to succeed, for which our proof procedure requires a linear time.
We based our exposition on an SLR parser 2]. We believe, however, that variations around LR parsing, such as LALR, LR(k), and even Tomita's parser 33], could be used alternatively. Depending on the parser on which an inference system is based, di erent search spaces will be obtained.
Here and in 25], we modi ed parsers by (1) adding uni cation to the treatment of the leaves of the proof/parse trees and (2) applying the resulting inference system to programs transformed into chain form. The idea of adapting other parsers in a similar way remains to be explored.
