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Dirac plasmons in a doped graphene sheet have recently been shown to enable confinement of
light to ultrasmall volumes. In this work we calculate the intrinsic lifetime of a Dirac plasmon in
a doped graphene sheet by analyzing the role of electron-electron interactions beyond the random
phase approximation. The damping mechanism at work is intrinsic since it operates also in disorder-
free samples and in the absence of lattice vibrations. We demonstrate that graphene’s sublattice-
pseudospin degree of freedom suppresses intrinsic plasmon losses with respect to those that occur
in ordinary two-dimensional electron liquids. We relate our findings to a microscopic calculation of
the homogeneous dynamical conductivity at energies below the single-particle absorption threshold.
PACS numbers: 73.20.Mf,71.45.Gm,78.67.Wj
I. INTRODUCTION
Plasmons are ubiquitous high-frequency collective den-
sity oscillations of an electron liquid, which occur both
in metals and insulators1,2. The study of optical phe-
nomena in the nanoscale vicinity of metal surfaces, i.e.
nanoplasmonics3,4, revolves around the coupling between
light and plasmons, which, in turn, enables the compres-
sion of electromagnetic energy to the nanometer scale
of modern electronic devices. Of particular interest for
novel applications is the study of the so-called “Dirac
plasmons” (DPs)5–8 of the two-dimensional (2D) elec-
tron liquid in a doped graphene sheet9–11 where the car-
riers are massless Dirac fermions (MDFs). The proper-
ties of DPs have been studied experimentally by a vari-
ety of spectroscopic methods12 and their coupling to in-
frared light has been engineered in a number of ways13–18.
These experiments have revealed that the plasmon wave-
length can be much smaller than the illumination wave-
length and that DP properties are easily gate-tunable,
thus igniting the field of “graphene plasmonics”12.
Mathematically, a plasmon is an isolated pole Ωp(q) =
ωp(q)−iΓp(q) of the density-density linear-response func-
tion, χnn(q, ω),
1,2 located slightly below the real axis,
0 < Γp(q)  ωp(q). The real part of the DP dispersion
relation ωp(q) displays the usual dependence ωp(q) ∝ √q
on wave vector q5, typical of 2D electron liquids2. The
prefactor, however, displays certain peculiarities stem-
ming from broken Galilean invariance6. By using per-
turbation theory to first order in electron-electron (e-e)
interactions6, it has been shown that the prefactor of
the plasmon dispersion at long wavelengths is controlled
by an interaction-enhanced Drude weight6,7. The long-
wavelength DP dispersion has also been analyzed within
Landau theory of Fermi liquids8. The results of Refs. [6,8]
cannot be obtained on the basis of the random phase ap-
proximation (RPA)1,2.
A key figure of merit of nanoplasmonics is the plasmon
lifetime τp(q) = [2Γp(q)]
−1, or, equivalently, the inverse
quality factor γp(q) = Γp(q)/ωp(q). Plasmon damping is
controlled by e-e, electron-impurity, and electron-phonon
scattering. The relative importance of these mechanisms
on the propagation of DPs has not yet been quantified
theoretically. Experimentally, Fei et al.15 have reported
a careful experimental analysis of the DP damping rate,
which is found to be substantially larger than that pre-
dicted on the basis of the Drude transport time and
linked to the large background of absorption19 below the
single-particle threshold ~ω < 2εF, with εF the Fermi
energy. More recently, Yan et al.20 have shown that the
damping rate of mid-infrared DPs is strongly affected by
substrate and intrinsic phonons.
As a first step towards a complete elucidation of the
mechanisms that contribute to the DP lifetime, in this
work we present a theory of the intrinsic DP lifetime.
By “intrinsic” we mean the contribution to τp that is
solely determined by e-e collisions and therefore survives
also in the complete absence of disorder and lattice vibra-
tions. For extreme concentration of electromagnetic en-
ergy the plasmon momenta q of interest are much larger
than qlight = ωph/c, where ~ωph is the free-space pho-
ton energy14–16, but still much smaller than the Fermi
wave number kF =
√
pin for typical electron densities21
n ∼ 1011-1012 cm−2. For qlight  q  kF the DP disper-
sion satisfies the inequality ~ωp(q) < 2εF and therefore
a plasmon cannot decay by emitting single electron-hole
pairs (Fig. 1), a mechanism that would be captured by
the RPA5. Therefore, in this regime of momenta, the
RPA erroneously predicts no damping whatsoever2,22,23.
To correct this, we carry out a calculation of τp for DPs
in a doped graphene sheet by employing second-order
perturbation theory in the strength of e-e interactions.
Physically, the lifetime we calculate is determined by de-
cay processes in which a plasmon emits two electron-hole
pairs2,22,23. Our final expression for τp is exact in the
limit of a large number Nf of fermion flavors
24.
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2FIG. 1: (Color online) Panels a)-d) show some of the diagrams
that contribute to the non-interacting two-particle response
function. The diagrams in panels a) and b) are the only
two that contribute in the large-Nf limit. Panels c) and d)
show two non-disconnected diagrams which differ from each
other for the order of the external vertices. Panel e) [panel f)]
depicts the excitations that are responsible for the plasmon
damping in diagrams a) and b) [c) and d)].
II. THEORETICAL FORMULATION
The imaginary part Γp(q) of the plasmon dispersion
is related to the imaginary part of the density-density
response function by the standard formula2
Γp(q) =
=m[χnn(q, ω)]
∂<e[χnn(q, ω)]/∂ω
∣∣∣∣
ω=ωp(q)
. (1)
Since =m[χnn(q, ω)] is a quantity of second order in e-
e interactions, <e[χnn(q, ω)] can be calculated to zeroth
order in the interaction and the real part of the plasmon
frequency ωp(q) can be taken from the RPA
5,12: ωp(q) =√
2D0q/, where D0 = 4εFσuni/~ is the non-interacting
Drude weight, σuni = Nfe
2/(16~) is the so-called uni-
versal optical conductivity25, and  = (1 + 2)/2 is the
average of the dielectric constants of the media above (1)
and below (2) the graphene flake
10,11.
The imaginary part of the density-density response
function can now be expressed in terms of the imaginary
part of the longitudinal current-current response function
χjj(q, ω) according to the equation
=m[χnn(q, ω)] = q
2
ω2
=m[χjj(q, ω)] (2)
where the longitudinal component of the current den-
sity operator jˆq is obtained from the continuity equa-
tion for the density operator nˆq (from now on, ~ =
1): i∂tnˆq = [Hˆ, nˆq] = −q · jˆq, with Hamiltonian
Hˆ = Hˆ0 + Hˆee, where Hˆ0 is the non-interacting Hamil-
tonian, while Hˆee describes Coulomb interactions be-
tween density fluctuations. For Hˆ0 we use the graphene
tight-binding (TB) Hamiltonian with nearest-neighbor
hopping10 rather than the MDF low-energy effective
model9–11. The low-energy MDF limit is taken only after
carrying out all the necessary commutators. In view of
this limit, we wrote Eq. (2) for a translationally invari-
ant and isotropic system. By following this procedure
we avoid problems associated with the ultraviolet cut-
off, which breaks gauge invariance6 and is responsible for
the appearance of anomalous commutators6,26. See also
in appendix.
To proceed, we introduce a unitary transformation
generated by a Hermitian operator Fˆ : Hˆ′ = eiFˆ Hˆe−iFˆ ,
where the operator Fˆ is chosen in such a way as to can-
cel e-e interactions from the transformed Hamiltonian,
i.e. to have Hˆ′ ≡ Hˆ0. This can be done systemati-
cally order-by-order in perturbation theory, by expand-
ing Fˆ = 1ˆ + Fˆ1 + Fˆ2 + ..., where 1ˆ denotes the identity
and Fˆn denotes the n-th order term in powers of the
strength of e-e interactions. We obtain a chain of equa-
tions connecting Fˆn to Hˆee. For example, to eliminate
e-e interactions up to first order, Fˆ1 must obey the equa-
tion i[Fˆ1, Hˆ0] + Hˆee = 0, which can be easily solved (see
App. D).
Note that after carrying out the transformation Fˆ ,
both the ground state of Hˆ′ and the time evolution of
the Heisenberg operator becomes non-interacting. This is
clearly a big simplification. The transformed current op-
erator, jˆ′q = e
iFˆ jˆqe
−iFˆ , however, becomes complicated.
The key idea now is to realize that the calculation
of =m[χj′j′(q, ω)] to second order in the strength of e-
e interaction requires only the knowledge of the trans-
formed current-density operator jˆ′q to first order, i.e.
jˆ′q = jˆq + jˆ1,q, where jˆ1,q = i[Fˆ1, jˆq]. The untrans-
formed current operator jˆq is indeed a one-particle op-
erator and can only give rise to single particle-hole ex-
citations which do not contribute to the plasmon life-
time for vFq  ω  2εF. This in turn implies that
=m[χjjn(q, ω)] = 0 in the regime of interest (here jˆn,q
is the n-th order contribution to jˆ′q). However, jˆ1,q is a
two-particle operator, implying that =m[χj1j1(q, ω)] 6= 0
in the regime of interest. After a lengthy calculation (see
appendix) we arrive at the following expression for the
first-order correction to the longitudinal current operator
(i.e., the current projected along the qˆ direction):
qˆ · jˆ1,q = 1
2
∑
q′
vq′
[
Υˆq,q′ nˆ−q′ + nˆq′Υˆq,−q′
]
, (3)
where vq′ = 2pie
2/(q′) is the 2D Fourier transform of
the Coulomb interaction and
Υˆq,q′ =
∑
α
{
vFq
ω2
[
q′2y
q′2
q′α
kF
− 2 q
′
x
kF
(
1− q
′2
4k2F
)
δα,x
]
+
q′2
4vFk3F
δα,x
}
jˆq′,α ≡
∑
α
Γα(q, q
′)jˆq′,α . (4)
Here the index α runs over the Cartesian components x
3(parallel to qˆ) and y (perpendicular to qˆ). The main
differences between Eq. (4) and the corresponding ex-
pression for an ordinary 2D electron gas (EG) are (i) the
factor 1 − q′2/(4k2F), which suppresses backscattering at
the Fermi surface, and (ii) the last term in curly brackets
which remains finite even in the q → 0 limit. Both of
them are peculiar to graphene and are intimately related
to the chirality of the low-energy MDF model10,11. See
also in appendix for more details. The next simplification
is suggested by the analysis of the Feynman graphs con-
tributing to the noninteracting spectrum of jˆ′q. These are
shown in Fig. 1. Because jˆ′q is (in our approximation) a
two-particle operator, these diagrams have four vertices,
one for each creation-annihilation pair. We see that the
disconnected graphs contain two independent sums over
the Nf electron flavors whereas the connected ones con-
tain only one such sum. We conclude that the discon-
nected graphs dominate in the large-Nf limit (see the dis-
cussion in appendix). The final formula for the spectrum
of jˆ′q, which is exact to second order in e-e interactions
and in the large-Nf limit, has the intuitively appealing
form of a convolution of two single-particle spectra:
=m[χnn(q, ω)] = − q
2
ω2
∑
α,β
∫
d2q′
(2pi)2
v2q′
∫ ω
0
dω′
pi
{
Γα(q, q
′)Γβ(−q,−q′)=m[χ(0)nn(q′, ω′)]=m[χ(0)jαjβ (q′, ω − ω′)]
+ Γα(q, q
′)Γβ(−q, q′)=m[χ(0)njα(−q′, ω′)] =m[χ
(0)
njβ
(q′, ω − ω′)]
}
. (5)
In Eq. (5), χ
(0)
nn(q, ω), χ
(0)
jαjβ
(q, ω), and χ
(0)
njα
(q, ω) are
the non-interacting density-density, current-current, and
density-current response functions of a 2D gas of MDFs.
The integrals in Eq. (5) can be carried out analytically
with the help of known formulas for these response func-
tions5. The quantities {Γα(q, q′), α = x, y} have been
introduced in Eq. (4). The plasmon lifetime is then de-
rived from Eq. (1).
The final result can be cast (after restoring ~) into the
following elegant form:
Γp(q) =
εF
~
ANf (αee)
(
q
kF
)2
, (6)
where ANf (αee) = Nfα2eef(Nfαee) and f(x) = [15x3 −
15x2−52x+42−3(5x4−24x2+16)arccoth(1+x)]/(288pi).
In Eq. (6) we have introduced the dimensionless param-
eter αee = e
2/(~vF), which measures the strength of e-e
interactions relative to the kinetic energy when the low-
energy MDF limit is taken10,11. Here vF ∼ 106 m/s is
the Fermi velocity. For a flake on a typical substrate like
SiO2
9–11 or h-BN27, αee < 1, therefore justifying a per-
turbative treatment of Hˆee. Only suspended samples28
(αee ∼ 2.2) are formally outside the perturbative regime.
The dependence of ANf (αee) on αee beyond α2ee, which is
encoded into the function f(x) evaluated at x = Nfαee,
stems from the use of a statically-screened e-e interac-
tion6, which is needed to cure infrared divergences asso-
ciated with the Coulomb interaction.
III. RESULTS AND DISCUSSION
In Fig. 2 we plot the DP lifetime τp(q) as calculated
from Eq. (6). Following Ref. [15], this quantity has
been plotted for q equal to the plasmon wave number,
q1/kF = (2αee)
−1(~ωph/εF)2 for a fixed photon energy
~ωph. As density decreases q1/kF increases: filled cir-
cles in Fig. 2 refer to the value of doping such that
(q1/kF)max = 0.2. From this figure we clearly see that
the intrinsic DP lifetime can be of the order of 20-120 ps
for mid-infrared plasmons and of tens of ns for Terahertz
plasmons. For the sake of comparison, in Fig. 2 we have
also plotted the intrinsic lifetime of a plasmon in an or-
dinary 2DEG hosted in a GaAs quantum well. In this
case filled circles refer to the value of doping such that
(q1/kF)max = 0.4. Clearly, DPs have a much longer in-
trinsic lifetime. This difference stems from the chirality
factor which characterizes the electron wave functions in
a graphene sheet. As well known9–11, this factor sup-
presses backscattering at the Fermi surface therefore en-
hancing the DP intrinsic lifetime with respect to that of
a plasmon in an ordinary 2DEG.
In Fig. 3 we plot the DP intrinsic inverse quality factor,
γp(q) =
Γp(q)
ωp(q)
=
√
2
ANf (αee)√
Nfαee
(
q
kF
)3/2
, (7)
calculated at q = q1 and as a function of doping. No-
tice that our γp is one half of the γp defined in Ref. [15].
From Eq. (7) we clearly see that γp(q1) ∝ (~ωph/εF)3.
From panel a) we note that, in the range of densities ex-
plored in Ref. [15], the dependence of γp on doping is
weak. Although this is in agreement with Ref. [15], the
numerical value we find for the DP inverse quality factor
in the mid infrared (γp ≈ 10−4) is much smaller than
the measured value (γp ≈ 10−1). We are therefore led
to conclude that the experiments in Refs. [15,16] are far
from the intrinsic regime where many-body effects would
be dominant. (For a discussion of finite-temperature ef-
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FIG. 2: (Color online) The intrinsic Dirac plasmon lifetime
τp(q1) is plotted as a function of electron density n and for
a fixed photon energy ~ωph. The (blue) solid line refers to
αee = 0.9. The (red) dashed line refers to a 2DEG in a GaAs
quantum well. The intrinsic lifetime of a 2DEG plasmon is
much shorter: the dashed curves have been multiplied by large
enhancement factors to fit into the frames of the figures. Dif-
ferent panels refer to different values of the photon energy:
in panel a) we have set ~ωph = 112 meV corresponding to
mid-infrared plasmons; in panel b) ~ωph = 11.2 meV corre-
sponding to Terahertz plasmons. Note the difference in the
scales of horizontal and vertical axes between the two panels.
fects, see App. G.)
Lastly, let us compare our findings for the DP damping
rate, Eq. (7), with the background of optical absorption,
<e[σ0(ω)] where σ0(ω) ≡ limq→0 σ(q, ω) is the optical
conductivity, calculated at q = 0 and for frequencies in
the single-particle gap25 ~ω < 2εF. Making use of the
relation1,2 σ(q, ω) = ie2ωχnn(q, ω)/q
2 it is easy to show
that
γp(q) =
<e[σ(q, ω)]
2=m[σ(q, ω)]
∣∣∣∣
ω=ωp(q)
, (8)
suggesting that in the q → 0 limit γp is linked to the
ratio of the real part to the imaginary part of the optical
conductivity. However, this suggestion turns out to be
incorrect, because the small-q behavior of <e[σ(q, ωp(q))]
is different from the small-q behavior of <e[σ0(ωp(q))].
To second order in αee a careful calculation shows that
29
<e[σ0(ω  2εF/~)] ≡ σ1(ω) = 2~
3D0BNf (αee)
piε3F
ω2 , (9)
where BNf (αee) = Nfα2eeg(Nfαee) and g(x) = [3x2+3x−
2− 3x2(2 + x)arccoth(1 + x)]/[96pi(2 + x)]. In the same
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FIG. 3: (Color online) The intrinsic Dirac plasmon damping
rate γp(q1) is plotted as a function of electron density n and
for a fixed photon energy ~ωph. In this figure different curves
refer to different values of the graphene fine-structure constant
αee. As in Fig. 2, panel a) [panel b)] refers to mid-infrared
[Terahertz] plasmons.
range of energies, =m[σ0(ω)] ≡ σ2(ω) = D0/piω. To
second order in αee we therefore find
σ1(ω)
σ2(ω)
∣∣∣∣
ω=ωph
= 2BNf (αee)
(
~ωph
εF
)3
. (10)
Note that Eq. (10) has the same dependence on photon
energy and density as Eq. (7), when the latter is evalu-
ated at q = q1. The functional dependence of σ1/σ2 on
αee is different, though, and, in particular, σ1/σ2 can be
smaller than, comparable to, or larger than γp depending
on the value of αee—see Fig. 6 in appendix.
In summary, we have calculated the intrinsic Dirac
plasmon lifetime as solely due to electron-electron
interactions—Eq. (6)—and the background of optical
absorption below the single-particle threshold—Eq. (9).
Suppressed backscattering due to the chiral nature of
the eigenstates of the massless Dirac fermion Hamilto-
nian yields plasmon lifetimes in graphene which are much
longer than the corresponding counterparts in ordinary
2D electron gases. Our calculations demonstrate that
current samples15,16 are not yet in the intrinsic regime.
Graphene sheets on h-BN27 or suspended samples28 offer
the opportunity to reach the intrinsic regime, where our
theoretical predictions can be tested.
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Appendix A: The model
The graphene tight-binding (TB) Hamiltonian with
nearest-neighbor hopping10,30 (from now on ~ = 1) is
Hˆ0 =
∑
k,α,β
ψˆ†k,α(fk · σαβ)ψˆk,β , (A1)
where the operator ψˆ
(†)
k,α annihilates (creates) an electron
with momentum k and sublattice index α = A,B. The
vector fk is defined as
30
fk = −t
3∑
i=1
(<e [e−ik·δi] ,−=m [e−ik·δi]) . (A2)
Here t ' 2.8 eV is the nearest-neighbor tunneling am-
plitude and δi are the vectors which connect an atom
(belonging to the A sublattice, say) to all of its three
nearest neighbors atoms (belonging to the B sublat-
tice): δ1 = a
√
3xˆ/2 + ayˆ/2, δ2 = −a
√
3xˆ/2 + ayˆ/2 and
δ3 = −ayˆ (where a ' 1.42 A˚ is the Carbon-Carbon
distance). The eigenvalues of the Hamiltonian (A1) are
εk,λ = λ|fk|, with λ = ±. The momentum sum in
Eq. (A1) is restricted to the first Brillouin zone (BZ). All
momentum sums in what follows will share this restric-
tion. Finally, the Pauli matrices σiαβ (i = x, y, z) distin-
guish the two sites of the unit cell. The non-interacting
continuum massless Dirac fermion (MDF) model is ob-
tained from Eq. (A1) in the limit a → 0, keeping the
product ta constant. Note that in this limit fK+k → vFk
with vF = 3ta/2 ∼ 106 m/s the Fermi velocity.
Defining cˆk,λ and cˆ
†
k,λ as operators in the eigenstate
representation, Eq. (A1) can be rewritten as Hˆ0 =∑
k,λ εk,λcˆ
†
k,λcˆk,λ. In the same representation the Hamil-
tonian which describes Coulomb interactions between
density fluctuations reads as follows:
Hˆee = 1
2
∑
q
vqnˆqnˆ−q , (A3)
where the density operator is30
nˆq =
∑
k,λ,λ′
Dλλ′(k − q/2,k + q/2)cˆ†k−q/2,λcˆk+q/2,λ′ .
(A4)
In writing Eq. (A3) we have neglected a one-body oper-
ator proportional to the total number of particles, which
is necessary to avoid self-interactions2.
We are interested in the lifetime of the plasmon mode
outside the particle-hole continuum. This quantity is de-
termined by two-particle excitations only, which are gen-
erated by two-body operators. Note also that in Eq. (A3)
vq is the discrete Fourier transform of the real-space
Coulomb interaction, which is a periodic function of the
reciprocal-lattice vectors. Finally, in Eq. (A4) we defined
the “density vertex”
Dλλ′(k,k′) = e
i(θk−θk′ )/2 + λλ′e−i(θk−θk′ )/2
2
(A5)
with θk = Arg[fk,x + ifk,y]. Here {fk,i, i = x, y} denote
the Cartesian components of the vector fk. Note that in
the continuum limit and for small k, θK+k → ϕk. Here
ϕk is the angle between k and the xˆ-axis.
For future purposes we also define the “pseudospin-
density” vertices
S(x)λλ′(k,k′) =
λ′ei(θk+θk′ )/2 + λe−i(θk+θk′ )/2
2
,(A6)
and
S(y)λλ′(k,k′) =
λ′ei(θk+θk′ )/2 − λe−i(θk+θk′ )/2
2i
.(A7)
In what follows we will concentrate on a doped
graphene sheet (“Fermi liquid” regime). For the sake
of definiteness we assume that the Fermi energy satisfies
εF > 0. Results for εF < 0 can be recovered by appeal-
ing to the particle-hole symmetry of the model defined
by Eqs. (A1) and (A3).
Appendix B: The continuity equation
We now show that, within the TB model defined by
Eqs. (A1) and (A3), the density-density and longitudi-
nal current-current response functions satisfy the usual
continuity equation2.
Let us first note that, since the momentum sum on the
right-hand side of Eq. (A4) is restricted to the first BZ,
[nˆq, nˆq′ ] = 0. The density operator thus commutes with
Eq. (A3). We thus get
i∂tnˆq =
∑
k,λ,λ′
∑
j
cˆ†k−q/2,λcˆk+q/2,λ′(fk+q/2 − fk−q/2)j
× S(j)λλ′(k − q/2,k + q/2) ≡ −q · jˆq , (B1)
which also defines the longitudinal part of the current
operator jˆq.
Using the fact that the Kubo product
〈〈Aˆ; Bˆ〉〉ω = −i
∫ ∞
0
dtei(ω+iη)t〈[Aˆ(t), Bˆ]〉 , (B2)
satisfies the following identities
〈〈Aˆ; Bˆ〉〉ω = 1
ω
〈[Aˆ, Bˆ]〉+ 1
ω
〈〈i∂tAˆ; Bˆ〉〉ω
=
1
ω
〈[Aˆ, Bˆ]〉 − 1
ω
〈〈Aˆ; i∂tBˆ〉〉ω , (B3)
6and that the equal-time commutator of two Hermitian
operators is an imaginary quantity, we get
=m〈〈nˆq; nˆ−q〉〉ω = 1
ω2
=m〈〈q · jˆq; q · jˆ−q〉〉ω . (B4)
The Kubo product in Eq. (B2) is related to the
usual linear response function31 χAB(ω) by the relation:
χAB(ω) = 〈〈Aˆ; Bˆ〉〉ω/S, where S is the 2D electron sys-
tem area. The average 〈. . .〉 on the right-hand side of
Eq. (B2) is taken over the ground state of the system in
the presence of electron-electron (e-e) interactions. Since
graphene is treated within a two-band model, the re-
sponse functions in Eq. (B4) are scalars rather than ma-
trices (see Appendix 7 in Ref. [2]) and contain contri-
butions from both intra- and inter-band transitions. All
the crystalline effects due to the presence of bands other
than pi and pi? are assumed to be negligible.
Appendix C: The canonical transformation
In this Section we reduce the evaluation of Eq. (B4)
to the calculation of a non-interacting response function
whose operators are “dressed” by e-e interactions.
To this end, we introduce the canonical transformation
Hˆ′ = eiFˆ [Hˆ0 + Hˆee]e−iFˆ ≡ Hˆ0 . (C1)
Equation (C1) can be solved order by order in perturba-
tion theory. We define Fˆ = 1 + Fˆ1 + Fˆ2 + . . ., where Fˆi is
the i-th order contribution in e-e interactions to Fˆ . The
left-hand side of Eq. (C1) becomes
Hˆ′ = Hˆ0 + Hˆee + i[Fˆ1, Hˆ0]
+ i[Fˆ2, Hˆ0] + i[Fˆ1, Hˆee]− 1
2
[Fˆ1, [Fˆ1, Hˆ0]]
+ . . . . (C2)
The transformation outlined in Eq. (C1) is obtained by
determining all the Fˆi from the infinite system of opera-
tor identities
[Hˆ0, iFˆ1] = Hˆee
i[Fˆ2, Hˆ0] + i[Fˆ1, Hˆee]− 12 [Fˆ1, [Fˆ1, Hˆ0]] = 0
. . .
(C3)
As it will be clear in what follows, one must determine
only Fˆ1 to compute Eq. (B4) outside the particle-hole
continuum to second order in e-e interactions.
The canonical transformation outlined in Eq. (C1) re-
duces the Kubo product in Eq. (B2) to the evaluation of
the non-interacting response function 〈〈Aˆ′, Bˆ′〉〉0,ω. The
subscript “0” means that the average 〈. . .〉 in Eq. (B2)
has to be performed over the ground state on the non-
interacting system and that the time evolution is gener-
ated by Hˆ0. However, the operators Aˆ′ = eiFˆ Aˆe−iFˆ and
Bˆ′ = eiFˆ Bˆe−iFˆ are now dressed in a complicated fashion
by e-e interactions.
The “rotated” current operator can be expanded in
powers of the Coulomb interaction as
q · jˆ′q = q · jˆq + q · jˆ1,q + q · jˆ2,q + . . . , (C4)
where q · jˆ1,q = [iFˆ1, q · jˆq], while the right-hand side of
Eq. (B4) now becomes
=m〈〈q · jˆ′q; q · jˆ′−q〉〉ω,0
= −pi
∑
m
〈0|q · jˆ′q|m〉〈m|q · jˆ′−q|0〉δ(ω − ωm0) .
(C5)
Here |0〉 is the ground state of the non-interacting system,
|m〉 is an excited state and ωm0 is the excitation energy.
Equation (C5) is valid for zero temperature and for ω >
0. Results for ω < 0 can be easily obtained by noting
that the imaginary part of the linear-response function
we are interested in is antisymmetric2 under ω ↔ −ω.
Apparently both jˆ1,q and jˆ2,q are needed to calculate
Eq. (C5) to second order in the Coulomb interaction.
However, since the zeroth-order contribution (q · jˆq) is a
one-body operator it can only generate single-pair exci-
tations, whose phase space is limited to the particle-hole
continuum. This implies that both the zeroth- and first-
order contribution to Eq. (C5) are exactly zero. More-
over,
=m〈〈q · jˆq; q · jˆ2,−q〉〉0,ω = =m〈〈q · jˆ2,q; q · jˆ−q〉〉0,ω
= 0 . (C6)
Thus, to second order in the Coulomb interaction and
outside the particle-hole continuum, Eq. (C5) becomes
=m〈〈q · jˆ′q; q · jˆ′−q〉〉ω,0
= −pi
∑
m
〈0|q · jˆ1,q|m〉〈m|q · jˆ1,−q|0〉δ(ω + ωm0) .
(C7)
As stated after Eq. (C4), only Fˆ1 is needed to calculate
jˆ1,q and to evaluate Eq. (C7). Since isotropy is restored
after taking the low-energy MDF limit, without any lack
of generality we can take q = qxˆ.
Appendix D: Calculation of Fˆ1 and jˆ1,q
We define (hereafter k± = k ± q′/2)
iFˆ1 ≡ 1
2
∑
q′
vq′
∑
k,k′
∑
λ,λ′,µ,µ′
Mλ,λ′,µ,µ′(k,k′, q′)
× c†k−,λck+,λ′c
†
k′+,µ
ck′−,µ′ , (D1)
7and we determine Mλ,λ′,µ,µ′(k,k′, q′) to satisfy the first
of Eqs. (C3). The left-hand side of that equality reads
[Hˆ0, iFˆ1] = 1
2
∑
q′
vq′
∑
k,k′
∑
λ,λ′,µ,µ′
Mλ,λ′,µ,µ′(k,k′, q′)
× (εk−,λ − εk+,λ′ + εk′+,µ − εk′−,µ′)
× c†k−,λck+,λ′c
†
k′+,µ
ck′−,µ′ . (D2)
Comparing the previous equation with Eq. (A3) we im-
mediately find:
Mλ,λ′,µ,µ′(k,k′, q′) =
Dλλ′(k−,k+)Dµµ′(k′+,k′−)
εk−,λ − εk+,λ′ + εk′,µ − εk′−,µ′
.
(D3)
The operator jˆ1,q is obtained from the definition given
after Eq. (C4). We remind the reader that our goal is
not to compute jˆ1,q per se, but to calculate Eq. (C7). In
this equation the matrix elements of q · jˆ1,q between the
states |0〉 and |m〉 are multiplied by δ(ω + ωm0), which
can be used to simplify the expression of jˆ1,q. After some
straightforward but lengthy algebraic manipulations we
obtain
q · jˆ1,q = 1
2
∑
q′
vq′
[
Υˆq,q′ nˆ−q′ + nˆq′Υˆq,−q′
]
. (D4)
Here we defined
Υˆq,q′ = q
∑
k,λ,λ′
cˆ†k−−q/2,λcˆk++q/2,λ′ qˆ ·Mλ,λ′(k, q′, q) ,
(D5)
where
qˆ ·Mλ,λ′(k, q′, q) ≡∑
ρ
Dλρ
(
k− − q
2
,k+ − q
2
)
S(x)ρλ′
(
k+ − q
2
,k+ +
q
2
)
ω + εk++q/2,λ′ − εk+−q/2,ρ
−
S(x)λρ
(
k− − q
2
,k− +
q
2
)
Dρλ′
(
k− +
q
2
,k+ +
q
2
)
ω + εk−+q/2,ρ − εk−−q/2,λ
 .
(D6)
To obtain Eq. (D6) we approximated
fk+q/2 − fk−q/2 → vFq , (D7)
which becomes exact in the continuum limit when k is
close to the K point of the BZ.
After the change of variables q′ → −q′ in the second
term on the right-hand side of Eq. (D4), the latter can
be rewritten as q · jˆ1,q =
∑
q′ vq′Υˆq,q′ nˆ−q′ . When this
expression is introduced in the Kubo product (C7), the
latter admits an expansion in terms of four-point Feyn-
man diagrams, some of which are drawn in Fig. 4. In
FIG. 4: (Color online) The zeroth order diagrams for the
four-body response function. Note that the transformation
outlined in Sect. C greatly simplifies the problem of evaluating
the second-order correction to the linear-response function,
reducing it to the calculation of the four diagrams in this
figure. Only the diagrams c) and d) contribute to the large-
Nf expansion of the response function.
the large-Nf limit, one can consider only the sum of the
diagrams in Fig. 4a) and b), which reads
=m〈〈q · jˆ1,q; q · jˆ1,−q〉〉0,ω = −
∑
q′,q′′
vq′vq′′
∫ ω
0
dω′
pi
×
[
=m〈〈Υˆq,q′ ; Υˆ−q,q′′〉〉0,ω′=m〈〈nˆ−q′ ; nˆ−q′′〉〉0,ω−ω′
+=m〈〈Υˆq,q′ ; nˆ−q′′〉〉0,ω′=m〈〈nˆ−q′ ; Υˆ−q,q′′〉〉0,ω−ω′
]
.
(D8)
Note that this expression coincides with the so-called
“mode-decoupling approximation”2. This approxima-
tion, although well-known in the electron gas literature,
was never demonstrated to be exact in a certain limit
before. Finally, we stress that the large-Nf expansion in
Eq. (D8) decouples Υˆq,q′ from the density operator and
has the appealing form of a convolution of two single-
particle spectra. It is thus possible to study the two
operators independently.
Appendix E: Reduction of Υˆq,q′ to a current
operator
In this Section we derive an expression for the operator
Υˆq,q′ , defined in Eqs. (D5)-(D6), which is valid in the
limit vFq  ω  εF. In this limit the particle-hole states
created by the operator live at the Fermi energy and the
band indices on the right-hand side of Eq. (D6) are thus
constrained to be λ = λ′ = + (recall that εF > 0).
8Expanding the denominators of the two terms on the
right-hand side of Eq. (D6) we get
1
ω + εk±+q/2,λ − εk±−q/2,ρ
→ δλ,ρ
[
1
ω
− q
ω2
∂εk±
∂kx
]
+ (1− δλ,ρ) 1
ω + 2λεF
+ O(q2) . (E1)
Note that we can safely take the limit ω → 0 in the
second term on the right-hand side of Eq. (E1). Further-
more, note that the sum in Eq. (D6) is carried out on the
“virtual state” ρ which can be either in conduction or va-
lence band, even though the real states (labeled by the
band indices λ and λ′) are bound to the Fermi surface.
We now define:
qˆ ·Mintra ≡ cos
(
θk−−q/2 − θk+−q/2
2
)
cos(θk+)
[
1
ω
− vFq
ω2
cos(θk+)
]
− cos
(
θk−+q/2 − θk++q/2
2
)
cos(θk−)
[
1
ω
− vFq
ω2
cos(θk−)
]
+O(q2) , (E2)
which is obtained from Eq. (D6) by taking ρ = λ = λ′ = +, and
qˆ ·Minter ≡ − 1
ω + 2εF
sin
(
θk−−q/2 − θk+−q/2
2
)
sin
(
θk+−q/2 + θk++q/2
2
)
− 1
ω − 2εF sin
(
θk−+q/2 − θk++q/2
2
)
sin
(
θk−−q/2 + θk−+q/2
2
)
+O(q2) , (E3)
which is obtained for ρ = −. In Eqs. (E2)-(E3) we
have expanded the functions up to linear order in q. To
O(q2), Mλ,λ′(k, q′, q) = Mintra +Minter (the dependence
of Mintra and Minter on wavevectors and band indices is
suppressed for the sake of brevity).
We stress that the subscript “intra” [“inter”] in
Eq. (E2) [(E3)] refers to the virtual state and not to the
real states, which are constrained to be at the Fermi sur-
face since ω  εF. The excitations generated by the
operator Υˆq,q′ in this limit are indeed always intraband
electron-hole pairs. To obtain Eq. (E2) we used that
cos
(
θk±−q/2 + θk±+q/2
2
)
= cos(θk±) +O(q2) , (E4)
and we approximated
∂εk±,λ
∂kx
' λvF cos(θk±) . (E5)
The last equality becomes exact in the continuum limit
and for k close to the K point of the BZ.
Let us first consider Mintra defined in Eq. (E2). This
expression can be further simplified by noting that
cos
(
θk−±q/2 − θk+±q/2
2
)
= cos
(
θk−−q/2 − θk++q/2
2
)
− q
2
sin
(
θk− − θk+
2
)
∂θk∓
∂kx
+ O(q2) , (E6)
which leads to
qˆ ·Mintra =
cos(θk+)− cos(θk−)
ω
cos
(
θk−−q/2 − θk++q/2
2
)
+
vFq
ω2
[cos2(θk−)− cos2(θk+)] cos
(
θk− − θk+
2
)
+
q
2ω
∂[sin(θk−)− sin(θk−)]
∂kx
sin
(
θk− − θk+
2
)
+ O(q2) . (E7)
In the first term on the right-hand side of Eq. (E7) we
can approximate
cos(θk+)− cos(θk−) '
q′x
kF
, (E8)
while the second term on the right-hand side of Eq. (E7)
becomes
[cos2(θk−)− cos2(θk+)] cos
(
θk− − θk+
2
)
' −2 q
′
x
kF
(
1− q
′2
4k2F
)
cos
(
θk− + θk+
2
)
. (E9)
Finally, the derivative in the third term on the right-hand
side of Eq. (E7) is
∂[sin(θk−)− sin(θk−)]
∂kx
' −∂(q
′
y/kF)
∂kx
= 0 . (E10)
9Equations (E8)-(E10) become exact in the continuum
limit, for k close to the K point of the BZ and for
vFq  ω  εF.
Introducing Eq. (E7), approximated according to
Eqs. (E8)-(E10), back into Eq. (D5) we get the “intra-
band” contribution to the operator Υˆq,q′ , which reads
Υˆ
(intra)
q,q′ =
[
vFq
′
x
kFω
nˆq+q′ − 2vFqx
ω2
q′x
kF
(
1− q
′2
4k2F
)
jq′,x
]
+ O(q2) . (E11)
Recall that q = qxˆ. Here we used that jˆq = vFσˆq close
to the K point of the BZ.
Let us now consider Minter defined as in Eq. (E3). Set-
ting q = 0 in Eq. (E3) and then taking the limit ω → 0
qˆ ·Minter = 1
2εF
[sin(θk−)− sin(θk+)] sin
(
θk− − θk+
2
)
=
1
εF
sin2
(
θk− − θk+
2
)
cos
(
θk− + θk+
2
)
=
q′2
4vFk3F
S(x)λλ′(k−,k+) , (E12)
which, as usual, becomes exact in the continuum limit
and for k close to the K point of the BZ. Eq. (E12),
when introduced into Eq. (D5), gives the “interband”
contribution to the operator Υˆq,q′ , i.e.
Υˆ
(inter)
q,q′ =
q′2
4vFk3F
jq′,x +O(q2) . (E13)
Again, we used the fact that jˆq = vFσˆq close to the K
point of the BZ.
Putting Eqs. (E11) and (E13) together we finally get
Υˆq,q′ =
vFq
′
x
kFω
nˆq+q′ + Υˆ
′
q,q′ . (E14)
Here
Υˆ′q,q′ = −
[
2
vFqx
ω2
q′x
kF
(
1− q
′2
4k2F
)
− q
′2
4vFk3F
]
jˆq′,x .
(E15)
As already stressed, the previous equation becomes exact
(i) in the continuum limit taken close to the K point of
the BZ and (ii) in the limit vFq  ω  εF.
We can further manipulate the first term on the right-
hand side of Eq. (E14). When this is introduced into
Eq. (D4) it gives a contribution of the form
1
2ωkF
∑
q′
vq′ [q
′
xnˆq+q′ nˆ−q′ − q′xnˆq′ nˆq−q′ ]
=
vF
2ωkF
∑
q′
nˆq+q′ nˆ−q′ [q′xvq′ − (q + q′x)vq+q′ ]
→ vFq
2ωkF
∑
q′
vq′
(
q′2x
q′2
− 1
)
nˆq′ nˆ−q′ +O(q2) .(E16)
Here we shifted q′ → q + q′ in the term proportional to
nˆq′ nˆq−q′ and we took the small-q limit in the last line of
Eq. (E16). Finally, using the continuity equation
ωnˆq′ nˆ−q′ = −q′ · jˆq′ nˆ−q′ + nˆq′q′ · jˆ−q′ , (E17)
it is possible to redefine the operator of Eq. (E14) as
Υˆq,q′ =
∑
α
{
vFqx
ω2
[
q′2y
q′2
q′α
kF
− 2 q
′
x
kF
(
1− q
′2
4k2F
)
δα,x
]
+
q′2
4vFk3F
δα,x
}
jˆq′,α ≡
∑
α
Γα(q, q
′)jˆq′,α . (E18)
The main differences of Eq. (E18) with the analogous
equation that can be derived following a similar proce-
dure for an ordinary 2D electron gas are (i) the factor
1 − q′2/(4k2F) which is due to chirality and suppresses
backscattering at the Fermi surface, and (ii) the last term
in curly brackets, which is finite even for q → 0. The lat-
ter is due to the two-band nature of graphene, which
opens the possibility of a virtual state in valence band
even though the real states are at the Fermi energy in
conduction band.
Eq. (E18) allows us to write Eq. (D8) to order q2 as
=m〈〈nˆq; nˆ−q〉〉ω = − q
2
ω2
∑
α,β
∫
BZ
d2q′
(2pi)2
v2q′
∫ ω
0
dω′
pi
[
Γα(q, q
′)Γβ(−q,−q′)=mχ(0)nn(−q′, ω′)=mχ(0)jαjβ (q′, ω − ω′)
+ Γα(q, q
′)Γβ(−q, q′)=mχ(0)njα(−q′, ω′)=mχ
(0)
njβ
(q′, ω − ω′)
]
. (E19)
Note that the imaginary parts of the non-interacting
current-current [=mχ(0)j`j`′ (q, ω)], current-density
[=mχ(0)j`n(q, ω)] and density-density [=mχ
(0)
nn(q, ω)]
response functions are all cutoff-free in both the tight-
binding model and in the continuum limit. Moreover,
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FIG. 5: (Color online) The large-Nf diagrams for the
proper density-density response function at second order in
the strength of Coulomb interactions. Panel a) shows one of
the two time-reversal-conjugated self-energy diagrams, while
panel b) illustrates the second-order vertex correction. Fi-
nally, panels c) and d) depict two Aslamazov-Larkin-type dia-
grams. Solid (dashed) lines represent non-interacting Green’s
functions (e-e interactions). The external vertices (filled dots)
are density operators.
the q′-integral is naturally bounded, in the limit of
ω → 0, to 0 ≤ q′ ≤ 2kF. Since no regularization is
needed in Eq. (E19) it can be safely evaluated in the
continuum limit.
The calculation of the plasmon damping rate γp(q) and
of the optical spectrum σ1(ω) from Eq. (E19), although
straightforward, is quite lengthy and will not be reported
here.
In passing, we would like to mention that the “mode-
decoupling” formula (E19) yields for the plasmon lifetime
the same result that can be calculated from the diagrams
for the density-density response function at second order
in the strength of e-e interactions and in the large-Nf
limit. These diagrams are shown in Fig. 5.
Appendix F: The plasmon damping rate and the
optical spectrum
In this Section we comment on the ratio between the
plasmon damping rate and the background of optical ab-
sorption due to e-e interactions below the single-particle
gap.
Restoring ~, the damping rate is defined as [see Eq. (7)
in the main text]
γp(q1) =
ANf (αee)
2
√
Nfα2ee
(
~ωph
εF
)3
, (F1)
0.4 0.5 0.6 0.7 0.8 0.9 1.0
αee
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
γpσ2 /σ1
FIG. 6: (Color online) The ratio between γp(q1) and
σ1(ω)/σ2(ω)|ω=ωph , defined respectively in Eqs. (F1)
and (F2). The two functions become equal for αee ' 0.7.
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FIG. 7: (Color online) The Dirac plasmon lifetime τp(q1) is
plotted as a function of electron density n and for a fixed
photon energy ~ωph = 112 meV. The (blue) solid line refers
to the intrinsic plasmon lifetime calculated at T = 0 [the
same function is plotted in Fig. 2a) of the main text]. The
(green) dash-dotted line refers to the RPA plasmon lifetime
computed from the finite-temperature Lindhard function32 at
T = 300 K. Both curves refer to αee = 0.9.
while the dimensionless absorption spectrum [Eq. (9) in
the main text] as
σ1(ω)
σ2(ω)
∣∣∣∣
ω=ωph
= 2BNf (αee)
(
~ωph
εF
)3
. (F2)
In Eq. (F1) we have introduced the plasmon wave num-
ber q1/kF = (2αee)
−1(~ωph/εF)2. Note that Eqs. (F1)
and (F2) share the same dependence on the photon en-
ergy and on carrier density. Their functional dependence
on the coupling constant αee is, however, different. In
Fig. 6 we plot the ratio between Eq. (F1) and Eq. (F2).
We clearly see that these two quantities become equal for
αee ∼ 0.7.
Appendix G: The plasmon damping rate at finite
temperature
All the calculations described in the main text have
been performed at zero temperature. Finite-temperature
effects introduce additional damping due to the pres-
11
ence of thermally excited quasiparticles. We have esti-
mated this effect using RPA32 and the results are plot-
ted in Fig. 7. We conclude that the temperature effect is
negligible at the typical densities of the experiments of
Refs. [15,16], but certainly not at lower densities. The
thermal broadening of the Dirac plasmon should there-
fore be considered carefully in any quantitative compar-
ison between theory and experiment.
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