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L'Information Retrieval (IR) identica tutte le attivit a utilizzate per scegliere, da una
collezione di dati, quelli utili o di interesse in relazione ad una specica esigenza in-
formativa (41). Tale disciplina  e la tecnologia alla base dei motori di ricerca, i quali
non sono per o in grado di comprendere l'esigenza informativa dell'utente se essa non  e
esplicitata mediante un'interrogazione1 scritta in un linguaggio elaborabile dal sistema
di reperimento stesso (vedi g. 1.1).
La maggior parte delle interrogazioni che vengono proposte ai motori di ricerca sono
composte da poche parole chiave e hanno una lunghezza compresa tra tre e sei parole
(27). Sono in numero considerevole (pi u del 15% rispetto al totale), le interrogazio-
ni prolisse (3), scritte in linguaggio naturale, piuttosto che selezionando un ristretto
numero di parole chiave, o che contengono termini ridondanti e inutili ai ni della ri-
cerca. Alcuni termini contenuti nella query potrebbero addirittura introdurre rumore,
riducendo l'ecacia del reperimento.
Il riconoscimento e l'elaborazione di tale tipo di interrogazioni costituisce l'argo-
mento centrale di questa tesi.
Poich e in letteratura viene spesso attribuita all'espressione verbose queries lo stesso
signicato di long queries, ossia si utilizzano i termini "prolisso" e "lungo" come sino-
nimi, per rendere pi u chiara la trattazione, nel presente documento si far a riferimento
alla seguente denizione di "prolisso": troppo lungo e particolareggiato o che utilizza
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Figura 1.1: Modello classico per l'information retrieval, cos  come viene rappresentato
da Broder (7).
un numero di parole superiore al necessario; ridondante; riassumibile senza perdita di
informazione. Si noti come questa denizione non implica che una query per essere
prolissa debba necessariamente essere lunga.
1.2 Obiettivi della tesi
Gli obiettivi principali della tesi sono i seguenti:
 proporre un metodo automatico per il riconoscimento di interrogazioni prolisse;
 vericare in che misura l'utilizzo di interrogazioni prolisse in
uisca sulle perfor-
mance di un sistema di reperimento;
 progettare e valutare sperimentalmente una metodologia per elaborare le interro-
gazioni prolisse in modo da migliorare le prestazioni del sistema.
Per fare ci o, una volta scelta la collezione sperimentale TREC Robust 2004 (cono-
sciuta per contenere esigenze informative dicili per i comuni motori di ricerca), di
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cui si hanno a disposizione i giudizi di rilevanza1, si  e deciso di costruire 4 insiemi di
interrogazioni: corte, lunghe, lunghe e prolisse, corte e prolisse. Tali interrogazioni sono
state sottoposte a dei giudici per stabilirne l'eettiva classe di appartenenza. L'utilizzo
di valutazioni umane viene spesso utilizzato in ambiti di ricerca in cui non  e possibile
stabilire automaticamente un determinato dato (vedi ad esempio (2)), ma, per quanto
riguarda lo studio di interrogazioni prolisse, le ricerche nel settore tendono a considerare
esclusivamente interrogazioni lunghe, senza valutarne l'eettivo contenuto informativo
(si rimanda a (3), (23), (46)).
Per rendere possibile il riconoscimento di interrogazioni prolisse si propone un pre-
dittore ottenuto utilizzando un C4.5 decision tree. Il dataset sulla base del quale
verr a costruito tale predittore conterr a tra le feature una misura calcolata utilizzando
una variante del metodo di Lesk (34).
Per migliorare le performance nell'elaborazione di query prolisse, si propone un nuo-
vo approccio che sfrutta le relazioni semantiche in esse contenute. A tal ne si utilizzano
le informazioni contenute in ConceptNet 5, un database di relazioni semantiche, di
cui si propone un'analisi, la quale, visto il recente rilascio del tool (maggio 2012), po-
trebbe risultare utile in contesti diversi. Nella presente tesi vengono implementati vari
algoritmi per l'elaborazione delle interrogazioni:
 un algoritmo che estrae i sinonimi dei termini contenuti nelle interrogazioni;
 varie versioni di un algoritmo per il topic gisting, ossia per l'estrazione del succo
del discorso.
In particolare, quest'ultimo approccio per l'elaborazione di query prolisse si discosta
da quelli presenti in letteratura, che propongono una riduzione delle query basata sulla
selezione di alcuni dei termini in esse contenuti (vedi ad esempio (3) o (46)).
Una volta indicizzati i documenti della collezione TREC Robust 2004, utilizzan-
do il modello di reperimento su cui  e basato Apache Lucene, si vericher a in che
misura l'utilizzo di interrogazioni prolisse (corte e lunghe) in
uisca sulle performance
del sistema di reperimento. Si vuole quindi vericare l'ecacia dei metodi proposti
fornendo in input al sistema di reperimento i vari tipi di interrogazioni, dimostrando la
signicativit a statistica dell'aumento di performance.
1La rilevanza  e la propriet a di un documento di contenere dell'informazione importante, utile o
necessaria a soddisfare l'esigenza informativa di un utente.
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1.3 Struttura della tesi
Il presente documento  e articolato nei seguenti capitoli, di cui si riporta una breve
presentazione:
Stato dell'arte: scopo di questo capitolo  e quello di motivare lo studio e l'utilizzo di
interrogazioni prolisse. Nella prima met a del capitolo ci si soerma sull'evoluzione
dei sistemi di reperimento nel corso degli ultimi decenni e sulle varie appli-
cazioni in cui l'utilizzo di questo tipo di query risulta utile. Nella seconda parte
del capitolo si propone una panoramica delle ricerche nel settore, soermando-
si sui metodi utilizzati pi u frequentemente per ridurre le interrogazioni e i modelli
di reperimento adottati per elaborarle.
Metodologia: scopo di questo capitolo  e quello di presentare i metodi e gli algoritmi
utilizzati per valutare in che misura l'utilizzo di interrogazioni prolisse in
uisca
su un sistema di reperimento e in che modo sia possibile sfruttare le relazioni se-
mantiche presenti all'interno dell'interrogazione per migliorarne l'ecacia. Dopo
aver esposto il metodo di indicizzazione e il modello di reperimento (basato su
Lucene), si presenter a ConceptNet 5, un database di relazioni semantiche, e
si esporr a come sia possibile utilizzarlo per elaborare le interrogazioni. Si pre-
senter a come accedere ad una copia personale dei dati messi a disposizione dal
tool attraverso Solr. Nell'ultima parte del capitolo si proporr a la costruzione di
un classicatore attraverso Weka, per stabilire se un'interrogazione sia prolissa o
meno. Una delle feature presa in esame verr a calcolata utilizzando una variante
del metodo di Lesk.
Sperimentazione: scopo di questo capitolo  e quello di descrivere nel dettaglio la spe-
rimentazione eettuata, concentrandosi in modo particolare sulla strategia utiliz-
zata per la scelta e la costruzione della collezione sperimentale. A partire dai topic
della collezione TREC Robust 2004 sono stati costruiti quattro insiemi di in-
terrogazioni: corte, lunghe, lunghe e prolisse, corte e prolisse. Tali interrogazioni
sono state sottoposte a valutazione umana per stabilirne la classe di appartenen-
za. Le valutazioni umane sono state utilizzate anche per allenare il predittore di
prolissit a costruito con Weka. Nell'ultima parte del capitolo vengono presentati
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i risultati, su cui  e stato eettuato un test di signicativit a, in particolare il
test dei segni.
Conclusioni: sulla base dei valori ottenuti in fase di sperimentazione, si riporta in





Scopo di questo capitolo  e quello di introdurre il lettore ad alcuni concetti di base dell'in-
formation retrieval, in modo da rendere chiare le problematiche legate all'elaborazione
di interrogazioni prolisse. In particolare, si vuole motivare lo studio di tale tipo di
query, mettendo in luce le possibili applicazioni.
Dopo aver presentato una breve panoramica sull'evoluzione storica dei sistemi di
reperimento, dagli anni '70 no ad arrivare ai motori di ricerca attuali, prestando at-
tenzione al tipo di interrogazioni utilizzate, si esplorer a, almeno in parte, il contesto
applicativo delle query prolisse. Successivamente, verranno presentati alcuni degli ap-
procci di ricerca presenti in letteratura, mettendo in risalto quali strategie possono essere
utilizzate per l'elaborazione (e, in particolare, per la riduzione) delle interrogazioni, e
quali modelli di reperimento vengono implementati pi u frequentemente.
2.1 Un po' di storia: dagli anni '70 ad oggi
Nel corso degli anni la struttura delle query date in input alla maggior parte dei sistemi
di reperimento  e signicativamente cambiata. Negli anni '70 i principali motori di
ricerca erano basati su logica booleana e le interrogazioni erano caratterizzate da
una struttura complessa, la cui formulazione richiedeva dimestichezza con la sintassi e
una certa pratica per eettuare le ricerche. Per questo motivo, in genere, solamente
personale qualicato era in grado di interagire con il sistema in modo ecace e spesso
era necessario riformulare la query pi u volte per renderla adatta a reperire i documenti
rilevanti ai ni di soddisfare l'esigenza informativa.
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A partire dal 1994, con la diusione di Internet e dei motori di ricerca del WWW,
si  e passati alla formulazione di query pi u semplici, generalmente corte e composte da
poche parole chiave. A discapito dell'apparente semplicit a di questo tipo di interroga-
zioni, dal punto di vista dell'utente la scelta delle parole chiave adatte ad esprimere
l'esigenza informativa pu o risultare un'operazione non banale e, nel caso di esigenze
informative particolarmente complesse, addirittura impossibile. Dal punto di vista del
sistema invece, l'utilizzo di pochi termini, che in generale risulta pi u ecace (3), pu o
portare all'impossibilit a di distinguere il contesto e pertanto di selezionare i documenti
rilevanti. Sono state sviluppate tecniche atte ad espandere le query e basate sul con-
testo (query expansion e context-based proles) per cercare di porre rimedio a questo
tipo di problematica, ma i successi ottenuti sono stati limitati (11).
Di recente, piuttosto che cercare di inferire l'intenzione dell'utente a partire da
query molto corte, si  e cercato di migliorare l'elaborazione delle query e i modelli di
reperimento per interrogazioni lunghe. In quest'ottica, si trasformano query lunghe
o prolisse, ossia query che utilizzano un numero di termini superiore a quello eetti-
vamente necessario per esprimere l'esigenza informativa, in una o pi u interrogazioni,
utilizzando modelli probabilistici per la generazione automatica. In altri casi invece,
si preferisce far riferimento ad archivi di interrogazioni per scomporre le interrogazioni




NEGLECT! FAIL! NEGLIG! /5 MAINT!
REPAIR! /P NAVIGAT! /5 AID EQUIP!
LIGHT BUOY "CHANNEL MARKER"
1994 (web search) negligence navigation aids
2005 (CQA)
Are there any cases which discuss negligent
maintenance or failure to maintain aids to
navigation such as lights, buoys, or channel
markers?
Tabella 2.1: Esempio di come una stessa esigenza informativa viene espressa in maniera
dierente a seconda del contesto.
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Per rendere pi u chiaro al lettore l'evoluzione nella struttura delle query presentata
in questo paragrafo e che ha avuto luogo negli ultimi 30-40 anni, si riporta in tabella
2.1 un esempio (11) di come viene espressa la stessa esigenza informativa in contesti
diversi. Tale evoluzione nel formato delle query pu o essere fatta risalire a diversi fattori:
 tipo di sistema: ad esempio, sistemi di reperimento booleano utlizzano un lin-
guaggio di tipo booleano per le query;
 fattori umani: query basate su parole chiave sono pi u facili da scrivere rispetto
a quelle booleane per la maggior parte degli utenti; allo stesso modo, risulta pi u
immediato per gli utenti esprimere un'esigenza informativa in linguaggio naturale
piuttosto che scegliendo delle parole chiave che possano riassumerla.
 capacit a del sistema: ad esempio, query lunghe in linguaggio naturale non risulta-
no ecaci se date in input agli attuali motori di ricerca, ma vengono comunemente
usate in applicazioni di tipo collaborative question answering (CQA).
L'utilizzo di interrogazioni prolisse  e naturale se si considerano alcune applicazioni
che si stanno diondendo di recente (in particolare  e possibile citare la collaborative
question answering (CQA), a cui  e stata dedicata la sez. 2.3.2.3, e la forum search) e
in molti casi  e il modo migliore per esprimere esigenze informative complesse o con un
elevato grado di specicit a.  E inoltre possibile osservare che, nel caso di applicazioni
che sfruttano il riconoscimento del linguaggio o ricerca in base al contesto, l'utilizzo
di motori di ricerca ottimizzati per elaborare interrogazioni prolisse  e particolarmente
indicato.
2.2 Motori di ricerca attuali
Facendo riferimento agli studi condotti da Bendersky e Croft (4) sul numero di query
lunghe in un query log a larga scala (MSN Query Log),  e possibile dimostrare come le
query estese siano in numero molto minore rispetto alle query corte. I graci in g.2.1
e 2.2 mostrano come per un log di circa 15 milioni di query il 90.3% delle interrogazioni
hanno una lunghezza minore di 5 parole, mentre il 99.9% sono composte da meno di
13.
Anche se la maggior parte delle interrogazioni presentate ai motori di ricerca ha
una lunghezza che varia da uno a tre termini, negli ultimi anni si sta osservando un
92. STATO DELL'ARTE
Figura 2.1: Analisi della lunghezza delle query in un log di circa 15 milioni di interro-
gazioni. Il 99,9% di esse  e composta da meno di 12 parole. La lunghezza attesa  e di 2,4
parole.
Figura 2.2: Analisi della lunghezza delle query in un log di circa 15 milioni di
interrogazioni. Il 90,3% di esse  e composta da meno di 5 parole.
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graduale aumento della lunghezza media (27). L'utilizzo di query pi u lunghe, come gi a
accennato, rispecchia il bisogno di soddisfare esigenze informative pi u complesse, o co-
munque l'impossibilit a di selezionare delle parole chiave per riassumere l'interrogazione.
Sfortunatamente, le prestazioni della maggior parte dei motori di ricerca accademici e
commerciali peggiorano nel caso di interrogazioni lunghe. Per esempio, una query tipo
ideas for breakfast menu for a morning sta meeting, pur rappresentando la vera esi-
genza informativa dell'utente, viene elaborata meglio dalla maggior parte dei motori di
ricerca se tradotta in breakfast meeting menu ideas. L'atto di ridurre l'interrogazione
originale in una versione pi u corta nel corso di una sessione di ricerca viene generalmente
lasciato all'utente.
Tra gli studi che hanno dimostrato come l'utilizzo di query corte sia in molti casi
pi u ecace si possono citare le ricerche sui campi title e description dei topic TREC
condotte da Bendersky e Croft (3) e a quelle sulla ricerca in archivi di Q&A condotte
da Xue e Croft (66), entrambi risalenti al 2008.
I principali motori di ricerca generalisti, come ad esempio Google e Bing, stanno
tentando di introdurre in vario modo la semantica nelle rispettive procedure di indiciz-
zazione e ricerca (18), in modo da migliorare le prestazioni nel caso di interrogazioni
scritte in linguaggio naturale. Bing, in particolare, ha introdotto nella versione ame-
ricana del suo motore la funzione di analisi semantica delle stringhe di ricerca, che
permette di esprimere le stesse sotto forma di domande. Lo scarso impatto sui risultati
delle ricerche di tali tecniche  e da attribuirsi all'approccio adottato, ovvero alla volont a
di non stravolgere i modelli di ricerca consolidati, cercando di creare nuove funzionalit a
semantiche sullo strato preesistente. I tradizionali modelli di ricerca si basano princi-
palmente su modelli probabilistici che ignorano quasi totalmente il contesto semantico.
Ignorando tale contesto risulta dicile elaborare ecacemente query prolisse.
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Negli ultimi anni la tecnologia alla base di Internet ha fatto progressi sorprendenti, al
punto che si inizia a parlare di Web pervasivo. Inoltre, l'avvento di tecnologie per il
riconoscimento di comandi complessi dati a voce a dispositivi telefonici mobili permette,
a dierenza dei decenni scorsi, di associare le parole pronunciate alle funzioni di gestione
di comandi del dispositivo.
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Spesso le esigenze informative sono complesse, ossia una volte espresse, si manife-
stano in interrogazioni scritte o parlate, articolate, prolisse e rumorose. La tecnologia
attuale richiede all'utente di esprimere mediante interrogazioni molto brevi anche esi-
genze informative complesse. In questo modo, se da una parte si evita l'introduzione
di rumore, dall'altra non  e possibile recuperare tutte e sole le informazioni rilevanti, in
quanto le interrogazioni sono prive dell'articolazione necessaria.
Poich e le persone sono abituate ad esprimersi in linguaggio naturale, risulta spesso
dicile riassumere le esigenze informative in maniere sintetica ma espressiva. L'uso
di query prolisse aiuta gli utenti a esprimere il loro bisogno informativo eliminando lo
sforzo di dover scegliere delle parole chiave. D'altra parte per o, i motori di ricerca attuali
non hanno buone prestazioni se ricevono in input query molto lunghe e complesse.
Esempi di esigenze informative complesse sono quelli osservabili da utenti "esigen-
ti" che utilizzano tablet o smartphone, tramite cui eettuano prenotazioni di viaggi,
leggono numerose e-mail in breve tempo, o cercano rassegne sintetiche su argomenti di
interesse immediato. Quello che si vorrebbe da anni arrivare ad ottenere, attraverso il
processo tecnologico,  e una gura virtuale di assistente personale, che sia in grado di
soddisfare le esigenze tipiche degli utenti "esigenti" (38).
Riassumendo, si riportano nel seguito le principali motivazioni che spingono all'u-
tilizzo di interrogazione prolisse:
 Spesso la selezione di parole chiave  e dicile per l'utente (basti pensare a siti quali
SearchCloud.net, che forniscono all'utente strumenti di supporto nella selezione
delle keyword, vista la dicolt a di tale processo);
 Spesso l'utente riformula la propria esigenza informativa pi u volta prima che il
sistema riesca a soddisfarla. Uno studio condotto da Lau e Horvitz (29) ha dimo-
strato come questo processo di riformulazione e ranamento porta generalmente
alla scrittura di interrogazioni di lunghezza sempre maggiore;
 In molti casi la lunghezza dell'interrogazione  e correlata alla specicit a dell'esi-
genza informativa (47).
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2.3.1 Principali tipologie di utenti
Date le premesse sopra riportate,  e possibile distinguere principalmente due tipologie
di utenti che possono trarre particolare vantaggio dalla possibilit a di esprimere la loro
esigenza informativa attraverso query prolisse:
 utenti inesperti, che hanno particolare dicolt a nello scegliere le parole chiave e
che si trovano pi u a loro agio ad esprimersi in linguaggio naturale, che spesso pu o
risultare ridondante e introdurre rumore nella ricerca;
 utenti "esigenti", che hanno la necessit a di eettuare ricerche complesse, per le
quali l'utilizzo di query sintetiche non  e adatto, in quanto non permettono di
specicare tutti i parametri necessari ai ni del reperimento dei documenti di
interesse.
2.3.2 Applicazioni
Quando si parla di motori di ricerca si tende istintivamente a pensare unicamente a
quelli che si utilizzano per eettuare ricerche nel WWW, come ad esempio Google.
Ogni giorno abbiamo la prova che tali motori di ricerca funzionano bene se ricevono in
input query brevi, mentre sono poco ecaci nel caso di interrogazioni lunghe. Quello
che si vuole sottolineare in questo paragrafo  e come siano moltissime le applicazioni
che richiedono di eettuare ricerche e molte di esse utilizzano motori di ricerca, strut-
turalmente diversi da quelli utilizzati per la ricerca sul web. Giusto per citare degli
esempi si riportano nel seguito alcuni tipi di ricerca diversi dalla web search: desktop
search, enterprise search, vertical search, social search, forum search, QA, FAQ e CQA,
product search, entity and expert search, literature search, media search, database/XML
search, ecc... Quello che queste applicazioni hanno in comune  e l'obiettivo di eettuare
ricerche ecaci in maniera ecente. Inoltre, devono trattare testo e altri tipi di media
con semantiche inesatte, ossia devono gestire rappresentazioni inaccurate o quelli che
vengono detti vocabulary mismatch.
Nei prossimi paragra si propone una selezione di alcune applicazioni fortemente
correlate all'utilizzo di query prolisse che a parere personale risultano particolarmente
interessanti.
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2.3.2.1 OCR & Speech Recognition
I sistemi di riconoscimento ottico dei caratteri, detti anche OCR (dall'inglese optical
character recognition), analogamente ai sistemi di riconoscimento vocale, producono
testo rumoroso, ossia testo contenente errori rispetto all'originale stampato o registrato.
Con un buon modello di reperimento, l'ecacia della ricerca non  e signicativamente
in
uenzata negativamente dal rumore, grazie principalmente alla ridondanza del testo,
che ne permette una parziale "correzione". In tale contesto risulta evidente come
l'utilizzo di testi corti possa portare a problemi nel reperimento, mentre al contrario
testi lunghi permettano risultati migliori.
Per dare un'idea del genere di errori che si possono riscontrare in fase di trascrizione,
si pu o fare riferimento alla gura 2.3 per quanto riguarda i sistemi OCR e alla gura
2.4 per sistemi di riconoscimento vocale (9).
Original:
  The fishing supplier had many items in stock, including a large variety of
  tropical fish and aquariums of all sizes.
OCR:
  The fishing supplier had many items in stock, including a large variety of
  tropical fish and aquariums ot aH sizes~
Original:
  This work was carried out under the sponsorship of National Science
  Foundation Grants NSF-GN-S80 (Studies in Indexing Depth and Retrieval 
  Effectivences) and NSF-GN-432 (Requirements Study for Future Catalogs).
OCR:
  This work was carried out under the sp011J!0rship 01 NatiolUl1 Setenee
  Foundation Orant NSF-0N-SB0 (Studl .. In Indexing Depth and Retrieval
  Efleeth’’ene&&) and NSF-0N-482 (Requirements Study lor Future ‘Catalogs)
Figura 2.3: Esempi di errori di trascrizione in sistemi OCR.
2.3.2.2 Traduzioni e cross-language retrieval
La cross-language information retrieval (CLIR)  e il campo dell'IR che si occupa del
reperimento di documenti scritti in lingue diverse. Pi u nello specico, data un'inter-
rogazione in una lingua, si ricercano documenti in un'altra o pi u lingue. Poich e in
generale i termini in una lingua hanno vari signicati, risulta utile mettere in relazione
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Figura 2.4: Esempi di errori di trascrizione in sistemi di riconoscimento vocale.
i termini con il loro contesto, per poter distinguere tra di essi. Inoltre, le parole in una
lingua possono essere tradotte in vario modo in un'altra lingua.
In quest'ottica, le interrogazioni corte contengono in generale termini ambigui, che
ne rendono dicile la traduzione sfruttando ontologie, dizionari e corpora di testi.
Riuscire ad identicare un contesto specico aiuta a migliorare il reperimento, in quanto
possono essere esclusi dalla lista dei risultati tutti quei documenti che non trattano
l'argomento di interesse, pur contenendo le parole chiave della ricerca (o una delle loro
traduzioni). Per maggiori informazioni sull'argomento si rimanda a (35) e (59).
2.3.2.3 Collaborative question answering (CQA)
Figura 2.5: Architettura di un sistema di QA.
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I sistemi di Question Answering (9) producono in output delle risposte anzich e una
lista ordinata di documenti. Quelli detti fact-based limitano il range delle possibili
domande a quelle che hanno risposte semplici e corte. Domande che appartengono a
questa categoria sono tipicamente quelle che iniziano con who, where, when, ecc. e
prendono il nome di factoid-type question. Si riporta in g. 2.5 l'architettura di un
sistema per il QA. Facendo riferimento ai sistemi fact-based, le domande vengono clas-
sicate in base al tipo di risposta che ci si aspetta dal sistema. Molte di tali categorie
corrispondono a nomi di entit a (si riporta qualche esempio in tabella 2.2). L'utilizzo
di categorie permette di identicare passaggi in potenziali risposte. Attraverso l'ela-
borazione del linguaggio naturale e l'inferenza semantica  e poi possibile assegnare dei
punteggi ai vari passaggi al ne di identicare la risposta pi u plausibile.
Example Question Question Category
What do you call a group of geese? Animal
Who was Monet? Biography
How many types of lemurs are there? Cardinal
What is the eect of acid rain? Cause/Eect
Boxing Day is celebrated on what day? Date
What is sake? Denition
What is another name for nearsightedness? Disease
What was the famous battle in 1836 between Texas and
Mexico?
Event
What is the tallest building in Japan Facility
What is the most popular sport in Japan? Game
What is the capital of Sri Lanka? Geo-Political Entity
Name a Gaelic language. Language
What is the world's highest peak? Location
How much money does the Sultan of Brunei have? Money
Jackson Pollock is of what nationality? Nationality
Who manufactures Magic Chef appliances? Organization
What kind of sports team is the Bualo Sabres? Org. Description
What color is yak milk? Other
How much of an apple is water? Percent
Tabella 2.2: Classicazione delle domande in un sistema di QA di tipo fact-based.
I servizi di Common Question Answering (CQA), quali Yahoo! Answers o Live
QnA, mettono a disposizione delle domande degli utenti risposte di altri utenti. Le
domande sono principalmente di carattere generale, ma includono anche le factoid-
type question. Tali interrogazioni sono pi u lunghe di quelle che comunemente vengono
utilizzate per eettuare delle ricerche sul Web.
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Problema di questo tipo di applicazioni  e la latenza nelle risposte: nch e un utente
in grado di rispondere alla domanda non la legge e decide di rispondere, l'esigenza
informativa non viene soddisfatta. Perci o, per migliorare le performance di questo
tipo di sistemi,  e buona regola che ogniqualvolta un utente sottopone un'interrogazione
al sistema, quest'ultimo consulti automaticamente gli archivi delle risposte gi a date,
anzich e rimanere in attesa che sia un altro utente a formulare la risposta. Per fare ci o
 e possibile seguire diversi approcci:
 trattare le risposte come "mini-documenti" e quindi eettuare la ricerca sul corpus
di "mini-documenti";
 trattare il problema come un (factoid) question-answering problem, e quindi in
base alla categoria assegnata alla domanda calcolare i punteggi delle possibili
risposte;
 trovare domande simili e reperire le risposte associate.
Studi hanno dimostrato che il terzo approccio  e quello che d a i risultati migliori (10).
L'approccio proposto da Croft (9) per reperire le domande simili a quelle a cui si
vuole dare risposta fa riferimento a un modello di reperimento basato su traduzione (si
riporta una rappresentazione schematica del modello in g. 2.6). Tale approccio, che,
senza scendere nei dettagli, prevede di riformulare l'interrogazione,  e un estensione del
query likelihood retrieval model (si veda (6)).
Figura 2.6: Modello per un'applicazione di QA basato su traduzione.
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2.4 Approcci di ricerca
2.4.1 Trasformazione delle query
Sono stati fatti vari tentativi per incrementare l'ecacia dei motori di ricerca utiliz-
zando query prolisse. Obiettivo comune dei vari approcci  e quello di ridurre le query
prolisse e incrementarne la struttura, in modo da poter utilizzare in modo pi u ecace
i modelli di reperimento comunemente diusi. Nel seguito si propone una panoramica
sui vari metodi utilizzati in letteratura per trasformare le interrogazioni, lo scopo dei
quali  e quello di:
 passare da query lunghe a query corte, attraverso tecniche quali Natural Language
Processing (NLP), riassunti automatici, parafrasi e traduzioni, segmentazione,
ecc.;
 passare da query non strutturate a query strutturate, utilizzando tecniche per la
pesatura dei termini.
Naturalmente tali tecniche non si escludono a vicenda.  E interessante ad esempio
notare come l'assegnazione di pesi nulli equivale ad una riduzione delle interrogazioni.
Comunemente vengono combinate pi u strategie e spesso si utilizza il NLP in una fase
di pre-processing dell'interrogazione.
2.4.1.1 Da query lunghe a query corte
Il Natural Language Processing (NLP)  e il campo dell'informatica che si occupa
delle interazioni tra computer e linguaggio naturale umano. Esso studia i problemi
connessi alla generazione automatica o alla comprensione del linguaggio naturale, scritto
o parlato. Il processo di elaborazione generalmente viene suddiviso in varie fasi:
1. tokenization: scomposizione di un'espressione linguistica in token (parole, spazi,
punteggiatura, frasi);
2. analisi morfologica: consiste nell'individuazione delle forme di 
essione e regole
di composizione (part-of-speech);
3. analisi lessicale: individuazione dei vocaboli;
4. analisi sintattica: creazione di una struttura sintattica ad albero (parse tree);
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5. named entity recognition: identicazione di entit a con signicato semantico;
6. analisi semantica: assegnazione di un signicato alla struttura sintattica e, di
conseguenza, all'espressione linguistica;
7. co-reference: individuazione di pronomi e parafrasi;
8. analisi pragmatica: distinzione del testo in dialogo, discorso, metafora;
Per un approfondimento si rimanda a (25). Tali concetti verranno ripresi in parte nel
seguito.
Altra tecnica che viene utilizzata per trasformare un'interrogazione lunga in una
corta  e quella della summarization. L'idea di eettuare dei riassunti in maniera
automatica risale a pi u di 50 anni fa. I primi lavori a tal riguardo ((37) e (16)) si
basavano sulle seguenti assunzioni:
 frasi in posizioni privilegiate riassumono l'argomento del testo (come ad esem-
pio il primo paragrafo, o il paragrafo che segue i titoli quali "Introduzione",
"Conclusioni", ecc.);
 la presenza di parole chiave, che in inglese vengono dette lexical cues, qua-
li ad esempio in conclusione, in questo documento, ecc., indicano l'argomento
principale del testo.
 E per o evidente come tali approcci dipendano fortemente dal formato e dallo stile del
testo e che pertanto non risultano ecaci in contesti generali.
A partire dagli anni '70 vennero sviluppate tecniche di intelligenza articiale basata
sulla semantica, il cui intento era quello di simulare il processo che porta le persone alla
generazione di riassunti. Un vero riassunto richiede la comprensione ed interpretazione
del testo, che viene riproposto in una nuova forma, secondo dierenti livelli di astrazione
((33)). Altri approcci alla generazione automatica di riassunti si trovano in (39) e (40).
Un altro metodo per ridurre un'interrogazione  e quello di usare un dependency
parsing tree tra i termini, come mostrato da Park e Croft (46). Un albero di questo
tipo  e una collezione di nodi e di archi che dividono le parole in frasi sulla base delle
parti del discorso e delle relazioni che intercorrono tra i termini. Un parsing tree delle
dipendenze, in particolare, mette in relazione le parole sulla base di quali altre parole
modicano. Ad esempio, un arco dalla parola A alla parola B signica che B modica il
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Sentence: Identify positive accomplishments of the Hubble 
     Telescope since it was launched in 1991 
Identify 
accomplishments 
positive  telescope 
Hubble 
Figura 2.7: Esempio di parsing tree delle dipendenze. Un arco rappresenta una di-
pendenza tra due parole. L'etichetta sull'arco indica il tipo di dipendenza. Ad esempio,
"Accomplishments" e "telescope" sono messi in relazione dalla preposizione "of".
Non tutte le relazioni messe in luce da un dependency parsing tree sono utili, e per
limitare il numero di caratteristiche sintattiche di cui tenere conto, Park e Croft hanno
limitato a due archi il numero di archi (46).
On-line  e possibile trovare diversi parser che, tra le funzioni aggiuntive, costruiscono
dependency parsing tree. Per la costruzione di un albero delle dipendenze  e necessario
inanzitutto individuare le parti del discorso. A tal ne si fa solitamente riferimento a
database semantici-lessicali gi a esistenti, tra cui uno dei pi u famosi per la lingua inglese
 e WordNet (64). Inoltre, in genere si utilizzano dei dizionari dei sinonimi e una lista
ristretta di termini per descrivere le relazioni di interesse.
In g. 2.8 si riporta lo schema di funzionamento di RelEx (17), un tool open-
source per l'estrazione di relazioni sulla base di dependency parsing tree, che sintetizza
in che modo vengono costruite le dipendenze tra i termini. Sebbene l'immagine faccia
riferimento a questo tool in particolare, le componenti sono quelle che vengono utilizzate
in generale.
Altro esempio di tool  e quello fornito dalla Stanford University, la quale ha messo
a disposizione lo Stanford Dependencies (SD), che permette di estrarre le relazioni
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Figura 2.8: Lo schema rappresenta il work-
ow di RelEx, suddividendolo in preprocessing,
estrazione delle relazioni e ltraggio di quest'ultime, che porta dal testo originale fornito
in input a relazioni dirette ed etichettate. Il preprocessing  e basato su tool disponibili al
pubblico, come lo Stanford Parser.
testuali per testi scritti in inglese e cinese. Le dipendenze standard per la frase -
Bills on ports and immigration were submitted by Senator Brownback, Republican of
Kansas vengono riportate nel seguito come esempio, assieme a due rappresentazioni
grache: l'albero delle dipendenze esteso (v. g. 2.11) e ridotto (v. g. 2.10) e
la rappresentazione base in cui ciascuna parola della frase (ad eccezione della testa)
dipende da un'altra parola (v. g. 2.9). Per maggiori informazioni si rimanda al
manuale (13).
La segmentazione di un'interrogazione lunga in pi u query  e un tipo di trasforma-











Figura 2.9: Dipendenze per la frase Bills on ports and immigration were submitted by
Senator Brownback, Republican of Kansas prodotte con SD.
Figura 2.10: Albero delle dipendenze ridotto per la frase Bills on ports and immigration
were submitted by Senator Brownback, Republican of Kansas prodotto con SD.
Figura 2.11: Albero delle dipendenze esteso per la frase Bills on ports and immigration
were submitted by Senator Brownback, Republican of Kansas prodotto con SD.
in pi u parti, si pu o decidere di assegnare pesi diversi ai vari segmenti (si tratter a
brevemente il problema dell'assegnazione dei pesi nel par. 2.4.1.2).
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Xue, Huston e Croft hanno proposto in "Improving Verbose Queries using Subset
Distribution" (65) un metodo per la selezione dei sottoinsiemi di termini che andranno
a formare un segmento.  E stato dimostrato che selezionare un sottoinsieme della query
originale (una "sub-query"), nel caso di query lunghe, porta ad un aumento di eca-
cia. La selezione della sub-query pu o essere considerata come un sequential labeling
problem, ossia un problema nel quale ogni parola costituente la query prolissa viene
etichettata con un etichetta del tipo "selezionata" o "non selezionata". A dierenza di
un problema di classicazione che assegna ad ogni parola una classe (scelta tra le due
possibili), tale problema tiene conto delle relazioni presenti tra le parole.
 E possibile osservare come, nonostante l'approccio al problema delle interrogazioni
prolisse presentato in questo paragrafo sia concettualmente diverso da quanto presen-
tato nel par. precedente, il risultato che si ottiene  e del tutto simile a quello che si
avrebbe riducendo le query attraverso l'utilizzo di dependencies parsing tree.
Xue, Huston e Croft propongono in (65) un conditional random eld model per la
generazione di sub-query. Il modello si basa sull'assunzione che  e ragionevole conside-
rare le relazioni tra parole per scegliere quali selezionare per la sub-query. Se alcune
parole sono in forte relazione tra loro, si tender a a dar loro la stessa etichetta ("sele-
zionata"/"non selezionata"). Ad esempio se si considera il sintagma (in inglese: noun
phrase) Spanish Civil War, si tender a a selezionare nella sottoquery tutte e tre le parole
che lo compongono, o nessuna delle tre.
L'obiettivo della fase di "etichettatura" non  e quello di selezionare la migliore sub-
query, bens  pi u in generale di modellare una distribuzione sullo spazio di tutte le pos-
sibili sub-query. Questo signica che la probabilit a di osservare ciascuna sub-query in
questa distribuzione pu o essere usata come peso nel caso in cui sia necessario combinare
pi u sub-query tra loro, ottenendo una query espansa.
Per informazioni pi u dettagliate riguardo ai Conditional Random Field si rimanda
a (28).
2.4.1.2 Da query non strutturate a query strutturate
Una volta che una query prolissa viene ridotta, ad esempio attraverso l'utilizzo dei
metodi proposti nel paragrafo precedente, resta da stabilire quale peso assegnare a
ciascun termine o sottoinsieme di termini. La pesatura dei termini  e un problema
classico dell'information retrieval. Nonostante i lunghi anni di studio, la maggior parte
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dei modelli pi u utilizzati in IR, inclusi i language model (48) e il BM25 (52), pesano i
concetti delle query in maniera non supervisionata. L'utilizzo di tali approcci, basati
ad esempio su una singola statistica globale, come IDF, non tengono conto dei molti
fattori che legano la frequenza nel documento all'importanza del concetto. Inoltre, non
sono stati condotti molti studi che testano il funzionamento di schemi di pesatura come
IDF su concetti composti da pi u di un termine.
Bendersky, Croft e Metzler (5) hanno proposto un modello in cui il peso di ciascun
concetto  e determinato utilizzando la combinazione parametrizzata di feature con diver-
sa importanza. Il modello proposto apprende i pesi non solo esplicitamente sulla base
dei concetti contenuti nella query, ma anche attraverso i concetti latenti associati alla
query attraverso un meccanismo di pseudo-relevance feedback. L'utilizzo della retroa-
zione permette di ridurre il numero di termini che vengono utilizzati per l'espansione
delle query, migliorando signicativamente le performance.
2.4.2 Modelli di reperimento
Si presentano brevemente nel seguito alcuni dei modelli di reperimento utilizzati in let-
teratura. Un modello di reperimento  e un insieme di costrutti che sono formalizzati allo
scopo di rendere possibile la rappresentazione del contenuto di documenti e interroga-
zioni, nonch e di denire l'algoritmo di IR dei documenti in risposta ad un'interrogazione
(41). Un modello  e, quindi, uno strumento concettuale per astrarre il funzionamento
di un sistema di IR (vedi g. 2.12), il contenuto dei documenti e l'esigenza informativa
espressa nelle interrogazioni.
Alcuni dei modelli che verranno qui proposti sfruttano le relazioni tra i termini che
costituiscono la query, come ad esempio il Limited Dependencies Language Model e
il Markov Random Field Model, e risultano pertanto particolarmente ecaci nel caso
di interrogazioni strutturate, come quelle ottenibili da query scritte in linguaggio na-
turale. Gli altri modelli proposti, come il Relevance Model, i Translational Model e
gli Unied Model, pur non sfruttando direttamente le relazioni tra i termini, possono
risultare ecaci in particolare se utilizzati in combinazione ai metodi di riduzione delle
interrogazioni presentati nella sez. 2.4.1.






















Figura 2.12: Schema di un sistema di IR.
2.4.2.1 Relevance Model
La rilevanza  e un concetto centrale in IR e sono state fatte varie ricerche nel settore
per fornire un modello formale di rilevanza. In (31), Lavrenko e Croft propongono un
modello formale di rilevanza per integrare il modello probabilistico classico con tecniche
pi u recenti legate ai language model.
Nel seguito si far a riferimento ai seguenti parametri:
 V : un vocabolario;
 C: una collezione composta da un gran numero di documenti;
 R: il sottoinsieme di documenti rilevanti (R  C); si indicher a invece con
overlineR l'insieme complementare;
 P(w j R): la probabilit a che la query Q contenga la parola w conoscendo i
documenti rilevanti;
Uno dei modelli di reperimento pi u popolari, introdotto da Robertson e Sparck Jones
(51), assegna i punteggi ai documenti in base alla probabilit a che essi appartengano
alla classe di documenti rilevanti per una query. Il modello probabilistico rappresenta
l'incertezza e il costo della decisione presa dal sistema di IR di reperire un documento,
attraverso strumenti del calcolo delle probabilit a e della statistica e, in particolare, della
teoria statistica delle decisioni (vedi g. 2.13). Il modello probabilistico classico si basa
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Figura 2.13: Decisione secondo il modello probabilistico.
sul Probability Ranking Principle (PRP) (50), che pu o essere espresso nel modo
seguente (41):
Se un sistema di IR risponde a ciascuna interrogazione con una lista di documenti
ordinati in modo non crescente per probabilit a di rilevanza all'esigenza informa-
tiva dell'utente che ha espresso l'interrogazione, e posto che le probabilit a siano
state stimate nel modo migliore possibile sulla base dei dati a disposizione, allora
l'ecacia complessiva del sistema  e la maggiore possibile sulla base di quei dati.
Il PRP (che  e solo un principio, e non un teorema) si basa sulle seguenti assunzioni
semplicative:
 la rilevanza  e una variabile binaria;
 la rilevanza di un documento non dipende da quella degli altri documenti della
lista di risultati.
I punteggi che il PRP prevede di assegnare ad ogni documento D 2 C vengono
calcolati come valori non crescenti secondo il seguente rapporto tra probabilit a (31):
P(D j R)
P(D j R)
Se si assume che un documento D sia una sequenza di termini indipendenti: d1;d2;:::;dn,
il probability ranking principle pu o essere espresso come:
P(d1    dn j R)






Il modelli di rilevanza proposti da Lavrenko e Croft combinano questo modello
classico di reperimento con quelli pi u recenti introdotti sotto il nome di language model,
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che si basano sulla probabilit a di osservare i termini che costituiscono la query all'interno
dei documenti rilevanti. Tali modelli si basano infatti sull'assunzione che chi scrive
l'interrogazione sia a conoscenza di quali termini compaiono nel documento di interesse.
Si introduce cos  il vantaggio di spostare l'attenzione sullo sviluppo di euristiche quali
tf*idf per rappresentare l'importanza dei termini, piuttosto che concentrarsi su tecniche
per la stima di modelli di documenti.
Gli approcci di tipo language-modeling sono stati poi estesi per la cross-language
retrieval da Hiemstra e de Jong in (22) e da Xu et al. Anche il modello proposto da
Berger e Laerty, che si applica per la "traduzione" di un documento in una query in
un ambiente monolingua, pu o essere facilmente adattato per un ambiente bilinguistico.
Il ranking dei documenti pu o essere basato sulla cross-entropy, ossia la misura
di divergenza tra due language model. Sia P(w j R) il language model della classe
di rilevanza e P(w j D) per ogni documento D il corrispondente language model del
documento. La cross-entropy pu o essere calcolata come:
H(R k D) =  
X
w2V
P(w j R)logP(w j D)
Intuitivamente, documenti con una piccola cross-entropy sono "simili" a quelli rilevanti,
quindi conviene ordinare i documenti secondo cross-entropy crescente (30).
Il modello proposto da Lavrenko e Croft valuta varie tecniche per stimare l'insieme
delle probabilit a P(wjR), che possono essere suddivise in:
 stima non supervisionata;
 stima supervisionata;
 stima basata su tecniche di cross-language retrieval.
Si rimanda a (31) per ulteriori dettagli.
2.4.2.2 Limited Dependencies Language Model
I language model nella pratica spesso risultano ecaci. Una delle assunzioni del modello
 e di considerare i termini indipendenti tra loro. Le propriet a del linguaggio naturale del
target di documenti possono essere per o usate per trasformare e arricchire le dipendenze
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Figura 2.14: In (a) un documento come viene visto nell'Unigram Language Model e in
(b) come viene visto nel Dependencies Language Model.
tra termini, al ne di ottenere delle utili statistiche. In g. 2.14 vengono messe a con-
fronto le visioni in cui si considerano unigrammi indipendenti e multigrammi composti
da termini in relazione tra loro.
In (23) vengono sfruttate le relazioni tra termini in tre passi:
1. Le co-occorrenze dei termini delle query e dei documenti vengono rappresentate
come catene di Markov1. Si pu o dimostrare che una catena di questo tipo  e
erogodica2, e pertanto il suo comportamento asintotico  e unico, stazionario e
indipendente dallo stato iniziale.
2. Si considera la distribuzione stazionaria per modellare query e documenti, piut-
tosto che la distribuzione iniziale.
3. Si calcolano i vari punteggi utilizzando un paradigma basato su language model.
2.4.2.3 Markov Random Field Model
Riassumendo l'approccio proposto da Metzler e Croft in (42), l'utilizzo di un Markov
Random Field Model prevede di:
 costruire un grafo che rappresenta le dipendenze tra i termini dell'interrogazione
(in g. 2.15 vengono riportati degli esempi);
1Si dice catena di Markov (nita) un sistema dotato di un numero nito n di stati 1;2;:::;n che
soddisi la seguente ipotesi: la probabilit a che il sistema passi dallo stato i allo stato j al tempo k  1  e
pij(k).
2Una catena di Markov  e ergodica se  e persistente e aperiodica.
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Figura 2.15: Assunzioni del MRF Model.
 denire un insieme di potenziali funzioni sulle clique1 del grafo;
 assegnare i punteggi ai documenti;
I punteggi vengono assegnati in ordine non crescente di P, calcolata come la probabilit a
a posteriori:




dove f(c)  e una feature function sulla clique e c  e il peso dato alla particolare
feature. L'utilizzo di tale modello  e stato esteso dagli autori in (43), dove vengono
generalizzati lo pseudo-relevance feedback e i modelli di rilevanza.
In (32) si presenta come l'utilizzo di interrogazioni prolisse permette di migliorare
il modello di Metzler e Croft.
2.4.2.4 Translation Models
In "Information retrieval as statistcal translation" (6), Berger e Laerty propongo un
nuovo approccio al reperimento dell'informazione basato su metodi statistici di tradu-
zioni automatica. L'ingrediente centrale di tale approccio  e un modello statistico di
1Sia G = (V;E)  e un grafo non orientato; una clique C di G  e un sottografo completo massimale,
cio e tale per cui tutti i nodi di C sono a due a due adiacenti e che nessun altro sottografo completo di
G contiene C.
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come un utente dovrebbe riassumere o "tradurre" un dato documento in un'interroga-
zione. Per valutare la rilevanza di un documento rispetto un'interrogazione dell'utente,
si stima la probabilit a che tale interrogazione venga generata come traduzione di un
documento. Tale modello pu o essere visto come una generalizzazione e giusticazione
dei language model proposti da Ponte e Croft (48).
Questo tipo di approccio  e spesso sfruttato da sistemi per il Question Answering.
Si rimanda a ((66), (49) e (15) per ulteriori approfondimenti.
2.4.2.5 Unied Models
Altri approcci cercano di migliorare le performance del sistema di reperimento ridenen-
do le interrogazioni sulla base di varie strategie quali: stemming, correzione ortograca,
suddivisione in sottosezioni, selezione di termini, sostituzione o aggiunta di termini. Si
pu o trovare un esempio in (19) oppure in (62).
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Scopo di questo capitolo  e mettere in luce i metodi che si utilizzeranno in fase di speri-
mentazione per valutare in che misura l'utilizzo di interrogazioni prolisse in
uisca sulle
performance di un sistema di reperimento.
Dopo aver chiarito quali sono i fattori che possono in
uenzare la ricerca, soerman-
dosi su metodo di indicizzazione e modello di reperimento, si presenter a una strategia
per elaborare le interrogazioni prolisse, con lo scopo di eliminare parte del rumore in
esse contenuto. In particolare, si proporr a:
 un algoritmo per l'estrazione dei sinonimi dei termini contenuti nella query, che
verranno inseriti nell'interrogazione come clausole OR;
 varie versioni di un algoritmo per il topic gisting, ossia per l'estrazione di termini
rilevanti al ne di descrivere il contenuto dell'interrogazione (anche non presenti
nella query originale, ma ad essa semanticamente collegati), che verranno inseriti
nella query con una pesatura maggiore rispetto ai termini originali.
A tal ne si utilizzer a ConceptNet, un database di relazioni semantiche, a cui  e possibile
accedere attraverso un indice creato in Solr.
Nella seconda met a del capitolo, si proporr a un predittore pre-reperimento per sta-
bilire se un'interrogazione  e prolissa o meno, che verr a creato attraverso Weka.
3.1 Oggetto d'indagine ed ipotesi
Quello che si vuole indagare  e in che misura il tipo di interrogazione, in combinazione
al modello di reperimento, in
uisca sulle performance di un motore di ricerca. Poich e
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in generale l'utilizzo di interrogazioni lunghe o prolisse1 in
uisce negativamente sulle
performance, si vuole proporre un metodo per eliminare parte del rumore presente nelle
query, in modo da migliorare le prestazioni del sistema. Si vuole proporre infatti un
metodo per elaborare le query in modo da incrementare l'ecacia del reprimento. A
tal proposito si pensa che un buon metodo possa essere quello di sfruttare le relazioni
semantiche tra i termini che costituiscono le interrogazioni. In particolare, si propor-
ranno due tipi di algoritmi, il primo per estrarre i sinonimi dei termini contenuti nella
query, che verranno inseriti nell'interrogazione sotto forma di clausole OR; il secondo
per il topic gisting, ossia per l'estrazione del succo del discorso, costruendo un insieme
di termini semanticamente collegati a quelli presenti nella query originale. Tali termini
verranno inseriti nell'interrogazione assegnando ad essi un peso maggiore rispetto a
quelli originali. I dettagli verranno esposti nel par. 3.3.
Diversi fattori possono in
uenzare gli esiti della ricerca, a parit a di metodo di
indicizzazione e modello di reperimento:
 Corpus di documenti: possono variare infatti le dimensioni del corpus e il numero
di termini2;
 Tipo di esigenza informativa; con riferimento alla classicazione proposta da Bro-
der in (7) si  e deciso di considerare interrogazioni che rappresentano esigenze di
tipo informational. Oltre a questo tipo di classicazione, le esigenze informative
possono venire suddivise anche in base alla complessit a: alcune risultano dicili
per i sistemi di reperimento, ossia si ottengono scarsi risultati dal reperimento.
 Tipo di query: corte o lunghe, prolisse o non prolisse e le 4 combinazioni possibili
di queste categorie;
 Metodo utilizzato per elaborare le query;
Si terr a conto di questi fattori in fase di sperimentazione (v. cap. 4).
Poich e nelle applicazioni reali i sistemi di reperimento non dispongono di informa-
zioni preliminari sul tipo di interrogazioni che ricevono in input, si ritiene utile proporre
1Non  e detto che un'interrogazione prolissa sia lunga, ma quasi certamente un'interrogazione molto
lunga sar a prolissa.
2La legge di Heap mette in relazione la dimensione del vocabolario e la lunghezza della collezione
in numero di parole. Sia V la prima e N la seconda di queste grandezze. La crescita del vocabolario
sar a allora: V = KN
, dove K  10   100 e 0 <  < 1.
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un predittore pre-reperimento per stabilire se l'interrogazione possa essere riassunta.
Un'informazione aggiuntiva di questo tipo potrebbe essere sfruttata da un sistema di
reperimento in vari modi, in particolare per scegliere il metodo pi u adatto per elaborare
l'input. Nel corso di questa ricerca ci si limiter a a mettere in relazione l'informazione
sul tipo di interrogazione con i risultati ottenuti in fase di reperimento.
3.2 Indicizzazione e modello di reperimento
Si  e scelto di utilizzare le librerie di Lucene per eettuare l'indicizzazione dei documenti
e implementare vari modelli di reperimento.
Per l'indicizzazione si sono sfruttate in particolare le seguenti opizioni:
 Field.Store.YES/NO, per salvare o meno il campo all'interno dell'indice;
 Field.Index.ANALYZED/NO, per stabilire se considerare singolarmente i termini
del campo o se indicizzarli come un termine unico;
 Field.TermVector.YES/NO, per decidere se costruire il vettore dei termini.
I campi dell'indice sono riportati in tabella 3.1 con le rispettive impostazioni.
Campi Impostazioni
docno Field.Store.YES, Field.Index.NO, Field.TermVector.NO
text Field.Store.YES, Field.Index.YES, Field.TermVector.YES
Tabella 3.1: Campi dell'indice e corrispondendi impostazioni.
Inoltre, si  e utilizzata la lista di stopword riportata nell'allegato B (la stessa lista  e
stata utilizzata anche in fase di reperimento).
Il modello di reperimento messo a disposizione da Lucene (36)  e una combinazione
di Vector Space Model (VSM) e Boolean Model. Secondo il modello vettoriale,
proposto tra gli anni sessanta e gli anni settanta da Salton (54), i descrittori sono vettori
di uno spazio lineare di dimensione nita e le loro combinazioni lineari sono documenti,
interrogazioni o qualisasi altro oggetto che contiene informazioni come, ad esempio,
un video un suono, un'immagine, il cui contenuto emantico  e descritto, appunto, dai
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descrittori (vedi g. 3.1). Lucene utilizza il modello booleano per discriminare i docu-
menti che necessitano di essere pesati sulla base dell'utilizzo della logica booleana nella
specicazione della query.
(a) Spazio a due dimensioni (b) Spazio a tre dimensioni
Figura 3.1: Vettori di documenti e interrogazioni nello spazio vettoriale a due dimensioni
(a) e in quello a tre dimensioni (b).
Si  e deciso di implementare pi u di un algoritmo per il reperimento dei documenti.
L'unica caratteristica che dierenzia i vari modelli  e il metodo utilizzato per elaborare
le query in input. Nello specico:
 vengono eliminate le stopword e viene fatto lo stemming (lo stemming viene
eettuato utilizzando l'English Analyzer di Lucene);
 le query vengono modicate in vario modo utilizzando il tool ConceptNet (di
cui si parler a nella sezione seguente);
3.3 Elaborazione delle query attraverso ConceptNet
ConceptNet  e un database di relazioni semantiche, strutturate secondo un ipergrafo,
che racchiude diversi dizionari e tesauri (57). I nodi rappresentano concetti, sotto forma
di parole o brevi frasi in linguaggio naturale, mentre gli archi rappresentano relazioni.
Un'API REST permette di reperire i dati per un particolare nodo o lato, eettuare
interrogazioni per lati con particolari propriet a, misurare la distanza semantica tra
nodi. Si riporta in g. 3.2 un esempio di rete semantica contenuta in ConceptNet.
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Figura 3.2: Esempio di rete semantica contenuta in ConceptNet.
 E anche possibile scaricare ed utilizzare una copia personale dei dati, a cui  e possibile
accedere attraverso Solr. Per maggiori informazioni su ConceptNet si rimanda al sito
http://conceptnet5.media.mit.edu/ (56).
3.3.1 File .json importati
A causa della dimensione dei le,  e sconsigliabile indicizzare interamente Concept-
Net 5 (ossia l'ultima versione del tool, rilasciata nel maggio 2012) in Solr su un'unica
macchina. Si  e pertanto fatta una selezione delle varie fonti di informazione:
 WordNet 3 (64);
 ConceptNet 4 (8);
 DBpedia,  e un progetto che consiste nell'estrazione di informazione struttura da
Wikipedia. Per maggiori informazioni si rimanda a (12);
 Wiktionary, un dizionario simile a WordNet, che contiene anche sinonimi e con-
trari (63).
Osservando tale lista,  e possibile notare come si sia deciso di non importare i le che
contengono specicatamente informazioni riguardanti la lingua cinese e le traduzioni
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(anche se Wiktionary contiene delle corrispondenze tra termini in varie lingue), in
quanto i documenti di interesse per la sperimentazione saranno unicamente in inglese.
3.3.2 Analisi preliminari su ConcepetNet
Si riportano in tabella 3.2 alcuni dati riguardanti l'indice creato a partire dai pacchetti
.json importati in Solr.
Campi dell'indice
context, dataset, end, endLemmas, features, id,
license, nodes, rel, sources, start, startLemmas,
surfaceText, text, timestamp, uri, weight




tipi di relazioni 51
Tabella 3.2: Informazioni sull'indice creato in Solr a partire da alcuni pacchetti di
ConceptNet.
I concetti in ConceptNet sono prevalentemente rappresentati da pochi termini. Nel


















numero di termini per nodo
Numero di termini per nodo
numero di termini
Figura 3.3: Numero di termini per nodo. Dal graco  e possibile osservare come i nodi
sono prevalentemente semplici.
Utilizzando come query in Solr i termini del vocabolario inglese di Linux (contenuto
nel le /usr/share/dic/words), si ottiene una media di 1124 risultati per parola. Si
riporta in g. 3.4 il numero di relazioni in rapporto ai termini del vocabolario.

































Numero di relazioni per parola del vocabolario
Numero di relazioni
Numero di relazioni
Figura 3.4: Numero di relazioni per parola del vocabolario inglese di Linux (contenuto
nel le /usr/share/dic/words).
3.3.3 Algoritmo per l'estrazione dei sinonimi
Si  e deciso di sfruttare la relazione /r/Synonym per estrarre i sinonimi dei termini
presenti nella query, in modo da espandere le interrogazioni.
Si  e prestato attenzione al fatto che il Wiktionary contiene anche termini in lingue
diverse dall'inglese, pertanto si  e selezionata /s/web/en.wiktionary.org come fonte
per i sinonimi, ossia la sezione del Wiktionary riguardante la lingua inglese.
Poich e la sintassi per le query di Lucene permette di sfruttare la logica booleana per
la scrittura delle interrogazioni, si ritiene conveniente inserire i termini con sinonimi in
clausole di tipo OR. Ad esempio, l'interrogazione corta:
Falkland petroleum exploration
diventa:
Falkland petroleum/ oil / gasoline / petrol /petrolatum exploration
che tradotta nel linguaggio per le query di Lucene  e:
text : falkland ( text : petroleum text : oil text : gasoline text : petrol text : petrolatum
) text : exploration
Per maggiori dettagli sull'algoritmo si rimanda alla sezione B.4.1 in appendice.
3.3.4 Algoritmo per il topic gisting
L'idea che sta alla base dell'algoritmo viene riportata in g. 3.5. Quello che si vuole
fare  e estrarre i concetti collegati ad ogni termine contenuto nella query. Una volta
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ottenuti gli insiemi di concetti collegati, si eettua l'intersezione per ottenere i concetti
in comune. Il topic gisting, cos  come viene qui proposto,  e una tecnica che viene
utilizzata principalmente per fornire riassunti di testi (24) o conversazioni (14). A
dierenza di questi lavori, quello che si vuole ottenere in questo caso, sfruttando le
relazioni semantiche messe a disposizione da ConceptNet,  e quello di estrarre dei termini
che aggiunti all'interrogazione originale determinino un miglioramento di performance
in fase di reperimento. Cambia quindi il campo di applicazione a cui si fa normalmente
















Figura 3.5: Schema riassuntivo del funzionamento dell'algoritmo per il topic gisting.
Poich e quello che si vuole ottenere  e l'argomento principale di testi lunghi, si  e
preferito non eettuare l'intersezione di tutti gli insiemi di concetti collegati in un unico
passaggio, perch e cos  facendo si rischierebbe sempre di ottenere un'intersezione vuota.
Si  e preferito applicare un semplice algoritmo ricorsivo, che viene schematicamente
riportato nel seguito:
Passo base: Se il testo  e composto da un unico termine viene restituito l'insieme di
concetti collegati a tale termine (nel caso in cui l'insieme sia vuoto si restituisce
il termine stesso); se invece il testo  e composto da due termini, per ciascuno di
essi viene restituito l'insieme dei concetti collegati e si eettua l'intersezione; nel
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caso in cui l'intersezione dovesse risultare vuota, viene restituito il testo dato in
input.
Passo ricorsivo: Se il testo  e composto da pi u termini, viene suddiviso in due par-
ti e su ognuna si applica ricorsivamente l'algoritmo. Viene quindi eettuata
l'intersezione dei risultati dei due sottoproblemi.
Nel passo ricorsivo si  e scelto di suddividere il problema principale in due sottoproblemi
sulla base degli studi di Bendersky e Croft (4), che hanno valutato la lunghezza attesa
di una query per un query log a larga scala pari a 2,4 parole (vedi graco in g. 2.1).
Intuitivamente, aumentando il numero di sottoproblemi aumenta la probabilit a di con-
siderare in ciascun sottoproblema un singolo termine, il che equivarebbe ad eettuare
l'intersezione tra tutti gli insiemi di concetti collegati in un unico passaggio, riducen-
do l'ecacia dell'algoritmo (aumenta infatti la probabilit a di ottenere un'intersezione
vuota).
Si noti che cos  facendo, anche nel caso in cui un concetto non fa parte di Con-
ceptNet, l'algoritmo funziona correttamente. Risulta inoltre evidente che modicando
l'ordine delle parole nel testo varia anche il risultato nale delle intersezioni. A seconda
dell'ordinamento scelto, si ottengono al termine dell'esecuzione dell'algoritmo insiemi
composti da un numero di termini diverso. Lo scopo del presente algoritmo non  e
per o quello di fornire in output l'insieme pi u piccolo possibile, bens  quello di estrarre
dei termini che se aggiunti all'interrogazione originale ne aumentino le performance in
fase di reperimento, determinando il reperimento di un maggior numero di documenti
rilevanti e aumentando il numero di tali documenti in cima alla lista dei risultati.
Questo approccio non tiene conto per o che se sono presenti "troppi" concetti, si
pu o incappare nel problema di topic drift, senza contare che all'aumentare del numero
di concetti aumenta anche il carico computazionale. Per questa ragione, si  e preferito
selezionare i concetti da dare in input all'algoritmo sulla base delle parti del discorso,
che verranno individuate utilizzando lo Stanford Parser. Si  e scelto di utilizzare due
tipologie di selezione:
 la prima, che verr a indicata nel seguito con "tag1", seleziona i nomi;
 la seconda, che verr a indicata nel seguito con "tag2", seleziona nomi e verbi.
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Un ulteriore accorgimento che si  e preso per evitare topic drifting  e quello di sfrut-
tare la pesatura dei termini messa a disposizione dalla sintassi per le query di Lucene.
Si  e deciso di assegnare peso 2 ai concetti estratti dall'algoritmo, e di lasciare invariata
la pesatura dei termini dell'interrogazione originale. Ad esempio, un'interrogazione del
tipo:
paint art gallery artist
viene modicata in:
art
e la query nale diventa:
+(text : art )^2 +(text : paint text : art text : gallery text : artist )
Per maggiori dettagli sulle varie versioni dell'algoritmo per il topic gisting si rimanda
alla sezione B.4.2 in appendice.
3.4 Predittore di prolissit a
Quello che si vuole ottenere  e un predittore pre-reperimento di prolissit a. I predittori
pre-reperimento stimano le prestazioni di un'interrogazione prima che il reperimento
venga eseguito e sono quindi indipendenti dalla lista ordinata dei risultati (essenzial-
mente sono indipendenti dalla ricerca). La predizione pre-reperimento si basa
su diversi fattori, quali: la distribuzione dei termini all'interno della query, statisti-
che sulla collezione, e altri dati, che possono essere forniti da fonti esterne come ad
esempio WordNet, che mette a disposizione informazioni sulle relazioni semantiche tra
termini. Siccome questo tipo di predittori si basa su dati che sono disponibili in fase
di indicizzazione, generalmente possono essere calcolati in modo pi u eciente, deter-
minando un minor overhead per il sistema di reperimento, anche se la predizione
post-reperimento in genere fornisce risultati pi u accurati. Ovviamente, poich e i pre-
dittori post-reperimento si basano sui punteggi dei risultati, sono necessarie pi u fasi di
reperimento per sfruttare le predizioni (20).
Se la query in input  e prolissa,  e probabile che essa porter a a scarsi risultati in
fase di reperimento (21). Il predittore di prolissit a pu o pertanto venir sfruttato dal
sistema per migliorarne le performance. Ad esempio, si potrebbe consigliare all'utente
di riassumere l'interrogazione, oppure utilizzare dei metodi di riduzione automatici.
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Una semplice tecnica di classicazione prevede l'utilizzo di un albero di decisione,
in cui ciascuna foglia rappresenta una classe, mentre i nodi interni contengono condizioni
di test sugli attributi, che vengono utilizzate per separare i record da classicare in base
alle loro caratteristiche. Una volta che si dispone dell'albero di decisione, classicare i
record  e triviale: partendo dalla radice  e suciente vericare le condizioni necessarie
per spostarsi verso uno dei gli, no ad arrivare ad un nodo foglia.
Nelle sottosezioni seguenti si presentano quali feature sono stati associate alle inter-
rogazioni e quale tecnica  e stata utilizzata per la costruzione dell'albero di decisione.
3.4.1 Costruzione dell'albero di decisione attraverso Weka
Weka, acronimo di Waikato Environment for Knowledge Analysis,  e un software open-
source per l'apprendimento automatico, implementato in Java.
3.4.1.1 Scelta delle feature
Le feature che sono state associate a ciascuna interrogazione sono le seguenti:
 numero di termini: non  e detto che una query lunga sia prolissa o che una query
corta non lo sia, ma  e ragionevole considerare riassumibili query molto lunghe;
 numero di sinonimi: a seconda della lunghezza della query, il numero di sinonimi
 e un indicatore del fatto che essa sia prolissa o meno; tale valore  e stato calcolato
come somma del numero di sinonimi per ciascun termine distinto della query.
 punteggio calcolato sulla base del numero di concetti estratti: si  e deciso di uti-
lizzare una variante del metodo di Lesk1 (61). Anzich e calcolare la similarit a
tra termini vericando il numero e il tipo di sovrapposizioni nelle denizioni degli
stessi, si calcola la prolissit a del testo considerando il numero di concetti contenuti
nelle intersezioni eettuate dall'algoritmo presentato in 3.3.4.
 numero di ripetizioni: la presenza di molti termini ripetuti potrebbe in
uenzare
la classicazione, in quanto tale valore pu o essere collegato alla lunghezza delle
1Il metodo di Lesk viene solitamente utilizzato per la Word Sense Disambiguation, ossia per se-
lezionare il signicato di una parola in relazione al contesto dato un insieme denito di possibilit a.
Riassumendo, l'algoritmo discrimina tra i diversi signicati dei termini sulla base del numero e del tipo
di sovrapposizioni nelle denizioni dei termini stessi.
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interrogazioni; tale valore  e stato calcolato come somma del numero di volte che
ciascun termine distinto compare nell'interrogazione, se esso  e maggiore di uno.
Nell'appendice B si riporta il le .csv dato in input a Weka per la costruzione
dell'albero di decisione.
3.4.1.2 Tecnica utilizzata: J48 e cross-validation
Weka mette a disposizione molti algoritmi per la costruzioni di alberi di decisione. Si
 e scelto di utilizzare l'algoritmo J48, ossia l'implementazione Java dell'algoritmo
C4.5, alla cui base c' e l'algoritmo di Hunt (58).
L'algoritmo di Hunt consiste nella costruzione di un albero di decisione in modo
ricorsivo, partizionando i record che fanno parte del training set in sottoinsieme via via
pi u piccoli. Sia Dt l'insieme dei training record associati al nodo t e y = y1;y2;:::;yc
siano le etichette delle classi. Quello che l'algoritmo fa  e:
Step 1: Se tutti i record in Dt appartengono alla stessa classe yt, allora t  e una foglia
e viene etichettata con yt.
Step 2: Se Dt contiene record che appartengono a pi u di una classe, viene selezionata
una condizione di test sugli attributi per suddividere i record in sottoinsie-
mi. Viene quindi creato un nodo glio per ciascun possibile risultato del test.
L'algoritmo viene poi ricorsivamente applicato a ciascun nodo glio.
Per evitare overtting si  e scelto di utilizzare come opzione per l'algoritmo J48 il
pruning. Con questa opzione l'albero di decisione non viene sviluppato interamente
sulla base del training set.
Per la valutazione del modello si  e scelto di utilizzare la tecnica cross-validation
leave-one-out, in cui ciascun test set contiene esattamente un record. Questo ap-
proccio ha il vantaggio di utilizzare il maggior numero di dati possibile per il training.
Inoltre, gli insiemi di test sono tra loro mutualmente esclusivi e coprono eettiva-
mente l'intero insieme di dati. Gli svantaggi di questo approccio sono per o i tempi
computazionali maggiori e la varianza delle performance stimate abbastanza elevata.
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Scopo del capitolo  e presentare i passi della sperimentazione che si  e eettuata e i
risultati ottenuti. Si  e testata l'ecacia del predittore di prolissit a e dei metodi di ridu-
zione/espansione delle interrogazioni prolisse presentati nel capitolo precedente, veri-
cando l'impatto che ha l'utilizzo di interrogazioni prolisse o meno a parit a di modello
di reperimento. Si  e prestata particolare attenzione alla scelta della collezione speri-
mentale da utilizzare per i vari test, in modo da ottenere dei risultati ripetibili. Inoltre,
i risultati cos  ottenuti sono confrontabili con sperimentazioni eettuate da altri, in
particolare con quelle eettuate nel settore da Croft.
4.1 Fasi della sperimentazione
La sperimentazione viene suddivisa nelle seguenti fasi:
 fase preliminare, in cui si costruisce la collezione sperimentale;
 analisi sull'insieme di interrogazioni, in cui si confrontano i risultati ottenuti dal
predittore con quelli che si ottengono da valutazioni umane;
 sperimentazione sulla collezione, al variare del metodo di elaborazione delle in-
terrogazioni.
4.2 Collezione sperimentale
Si  e deciso di utilizzare parte della collezione TREC Robust 2004. Tale collezione  e
composta da 250 interrogazioni e contiene circa mezzo milione di documenti tratti dal
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Financial Times, il Federal Register, il LA Times e il FBIS. Tale collezione  e conosciuta
per contenere molte interrogazioni dicili, pertanto tale data set costituisce una sda
per i motori di ricerca attualmente diusi e viene spesso utilizzata per ricerche nel
settore (3).
4.2.1 Scelta dei topic
Si  e deciso di selezionare i topic dalla collezione Robust04 dischi 4 e 5, poich e di tali
topic si dispone dell'elenco di quelli considerati dicili per gli attuali motori di ricerca.
Dei 150 topic a disposizione (da 300 a 450), ne sono stati selezionati 30, in modo
che il numero di documenti rilevanti per ciascun topic fosse vicino al numero medio
di documenti rilevanti, dopo aver vericato che fosse presente almeno un documento
rilevante tra i giudizi di rilevanza messi a disposizione da TREC. Questa scelta  e stata
fatta tenendo conto che i giudizi di rilevanza vengono assegnati in modo tale da essere
giudicati completi, nel senso che considerando l'insieme dei giudizi si pu o assumere che
tutti i documenti rilevanti siano stati identicati (45), ma varia considerevolmente tale
numero a seconda del topic. Si voleva pertanto evitare, con una scelta casuale di 30
topic, di selezionare quelli con un alto o un basso numero di documenti rilevanti, in
quanto tale scelta avrebbe potuto compromettere la sperimentazione.
L'elenco dei topic scelti viene riportato in tabella 4.1.
Collezione # docs Identicatori dei topic
Robust04 528,155
302, 315, 323, 326, 330, 333, 335, 340,
341, 346, 349, 350, 351, 366, 368, 375,
376, 378, 384, 385, 389, 399, 402, 418,
421, 422, 428, 435, 443, 449
Tabella 4.1: Dati sulla collezione TREC e topic utilizzati. I topic riportati in grassetto
sono quelli considerati dicili.
I topic della collezione sono quasi esclusivamente di tipo informational (con riferi-
mento alla classicazione proposta da Broder, (7)) e trattano argomenti vari (politica,
economia, medicina, cronaca...).
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4.2.2 Costruzione dell'insieme di interrogazioni
I topic TREC costituiscono una semplicazione necessaria al ne di esprimere un'esigen-
za informativa. Tale esigenza informativa deve poi essere tradotta in un'interrogazione.
Poich e la sperimentazione in esame vuole valutare l'impatto dell'utilizzo di interroga-
zioni prolisse, risulta un buon approccio costruire per una stessa esigenza informativa,
ossia (approssimando) per uno stesso topic TREC, la versione prolissa e non dell'in-
terrogazione. Questo perch e si vogliono mettere in relazione gli eetti dell'utilizzo di
interrogazioni prolisse sul reperimento di documenti rilevanti per una certa esigenza
informativa, con quelli di interrogazioni non prolisse. Per poter confrontare i risultati,
ottenuti dall'esecuzione del modello di reperimento al variare della query in input,  e
necessario pertanto disporre della versione prolissa e non dell'esigenza informativa.
Un approccio di facile implementazione per ottenere vari tipi di query come rappre-
sentazione di una stessa esigenza informativa sarebbe quello di, dato un topic TREC,
considerare il campo title come query corta, quello description come query lunga e quel-
lo narrative come query prolissa. Tale approccio non tiene per o in considerazione degli
aspetti fondamentali, che potrebbero in
uire negativamente sulla validit a dei risultati
ottenuti dalla ricerca in esame:
 Non  e detto che un'interrogazione lunga sia prolissa o viceversa:  e possibile che
un'interrogazione corta, come pu o essere quella ricavabile dal campo title sia,
seppur composta da pochi termini, ridondante.
 In generale il campo narrative non  e prolisso, anzi ha un alto valore informativo,
seppur composto da pi u frasi.
Sulla base di queste osservazioni si  e deciso di costruire l'insieme di interrogazioni
prolisse sfruttando parti di documenti rilevanti per il topic TREC. La scelta delle
porzioni di documento da scegliere per la costruzione di un'interrogazione risulta un
passaggio delicato, in quanto:
 la prolissit a o meno della query dipende fortemente da tale scelta. Infatti, solo
estraendo parti che trattano lo stesso aspetto si ottiene una query prolissa.
 la query risultato deve essere una trasposizione dell'esigenza informativa espressa
nel Topic. Nel caso in cui vengano scelte parti di documento rilevante per il Topic
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che non riguardano quest'ultimo, si potrebbe modicare l'insieme dei documenti
rilevanti ai ni della ricerca.
Sempre sulla base delle osservazioni sopra riportate, si  e deciso di sottoporre tutte
le interrogazioni a dei giudici, i quali ne hanno stabilito la prolissit a o meno, secondo
la denizione di prolisso, che si era presentata nel cap. 1, ma che si riporta nuova-
mente nel seguito per maggior chiarezza: troppo lungo e particolareggiato o che utilizza
un numero di parole superiore al necessario; ridondante; riassumibile senza perdita di
informazione.
Si  e tenuto presente il fatto che una query pu o risultare prolissa o meno a secon-
da dell'esigenza informativa. Pertanto, poich e tale esigenza viene riassunta nel Topic
TREC (vedi g. 4.1), per ciascuna interrogazione sottoposta a valutazione  e stato







Figura 4.1: I Topic TREC cercano di descrivere le esigenza informativa.
Riassumendo, a ciascun giudice sono stati forniti:
 la denizione di prolisso, da tener presente per tutto il corso della valutazione;
 una lista di interrogazioni da valutare;
 il topic relativo a ciascuna interrogazione.
Per ovviare al problema di giudizi discordanti, si  e stabilito di valutare ciascuna
interrogazione 3 volte, in modo da poter sempre arrivare ad una classicazione sulla
base di una valutazione a maggioranza. Per i risultati delle valutazioni si rimanda
all'appendice B.
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Al termine di questa fase si sono ottenuti quattro insiemi di interrogazioni:
 corte: ottenute dal campo title;
 lunghe: ottenute dal campo description;
 lunghe e prolisse: ottenute da documenti rilevanti per il Topic;
 corte e prolisse: ottenute in modo analogo.
4.2.3 Estrazione delle feature e albero di decisione
Nell'appendice B si riporta il le .csv dato in input a Weka per la costruzione dell'albero
di decisione.
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Figura 4.2: Albero di decisione realizzato con Weka utilizzando J48.
In tabella 4.2 si riportano alcuni dati sul modello, mentre in tabella 4.3 i dettagli
sull'accuratezza per classe. La statistica K, che  e un valore statistico calcolato sulla
base della matrice di confusione che rappresenta il grado di accuratezza e adabilit a
in una classicazione statistica, indica che la concordanza  e discreta (0;4 < k < 0;6).
Visto il valore della ROC-Area il test si pu o considerare moderatamente accurato.
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Correctly Classied Instances 96 80%
Incorrectly Classied Instances 24 20%
Kappa statistic 0.6
Tabella 4.2: Valutazione del classicatore
TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.817 0.217 0.79 0.817 0.803 0.801 NO
0.783 0.183 0.81 0.783 0.797 0.801 YES
Weighted Avg. 0.8 0.2 0.8 0.8 0.8 0.801
Tabella 4.3: Dettagli sull'accuratezza per classe. La classe NO indica le interrogazioni
prolisse, la YES quelle non prolisse.
4.3 Misure di valutazione
La scelta delle misure di valutazione  e stata fatta sulla base di varie osservazioni (41).
Innanzitutto, richiamo e precisione ottenuti con una congurazione, non sono sempre
confrontabili con quelli ottenuti con un'altra congurazione. Se l'ecacia della con-
gurazione i  e espressa con una coppia di valori (P(i), R(i)),  e impossibile ordinare due
congurazioni i e j quando P(i) > P(j) e R(j) < R(j) (g. 4.3). Inoltre, nel caso di
precisioni multiple associate ad un richiamo (e viceversa) e all'assenza di richiami per
delle precisioni  e necessario ricorrere a interpolazione e all'utilizzo di medie aritmetiche.
(a) Confrontabili (b) Non confrontabili
Figura 4.3: Due congurazioni a confronto: misure di valutazione confrontabili e non.
484.4 Risultati degli esperimenti
Visti gli svantaggi di precisione e richiamo, e considerati anche gli inconvenienti del-
la misura E ( e dicilmente interpretabili e dipende dalla scelta di ), si  e imposta di
recente la media delle precisioni medie non interpolate su un insieme di interrogazioni
(MAP - Mean Average Precision). La precisione media non interpolata (Noninter-
polated Average Precision, AP)  e la media dei valori di precisione calcolati ad ogni
documento rilevante trovato nella lista.
Prendendo come riferimento anche le altre ricerche nel settore, in particolare (3),
come misure di valutazione dell'ecacia si  e scelto di stimare:
- mean average precision (MAP), che ha una serie di propriet a che la rendono
preferibile alle altre misure: innanzitutto, non dipende da soglie arbitrarie; inoltre,
i documenti rilevanti trovati nelle prime posizioni contribuiscono maggiormente
alla MAP dei documenti rilevanti trovati nelle posizioni successive.
- precision at ve (P@5), che  e la frazione di documenti rilevanti tra i primi
cinque documenti reperiti.
I valori delle misure di valutazione che verranno riportati e commentati nel para-
grafo seguente sono stati calcolati utilizzando ireval, un tool messo a disposizione dal
progetto Lemur (1).
4.4 Risultati degli esperimenti
Poich e le interrogazioni prolisse sono state costruite a partire da documenti rilevanti,
si  e deciso di eliminare tali documenti dalla collezione, ossia si  e deciso di eettuare la
sperimentazione sulla collezione residua.
Le valutazioni dei giudici sugli insiemi di interrogazioni hanno determinato l'esclu-
sione di alcune query dalla sperimentazione. In particolare, sono state valutate lunghe
e prolisse 27 interrogazioni, mentre corte e prolisse 23. Piuttosto che selezionare solo
i topic di cui si avevano a disposizione tutti e 4 i tipi di interrogazione, si  e preferito
distinguere tra insieme di topic di cui si dispone dell'interrogazione lunga e prolissa e
quello con interrogazione corta e prolissa, per non ridurre eccessivamente il numero di
topic. Si riportano nelle tabelle 4.4, 4.5, 4.6 i risultati relativi ai topic di cui si hanno
a disposizione le corrispondenti interrogazioni lunghe e prolisse. In tabella 4.4 vengono
riportati i risultati degli esperimenti condotti sull'insieme completo di interrogazioni,
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suddivisi per categoria, mentre nelle tabelle 4.5 e 4.6 vengono presentati i risultati
riguardanti rispettivamente le interrogazioni facili e quelle dicili. Nelle tabelle 4.7,
4.8, 4.9 vengono riportati i risultati relativi ai topic di cui si hanno a disposizione le
corrispondenti interrogazioni corte e prolisse, distinguendo rispettivamente tra insieme
completo di interrogazioni, interrogazioni facili e interrogazioni dicili.
Si descrive brevemente a cosa si fa riferimento con i nomi che si  e deciso di associare
ai vari modelli di reperimento:
 stopword e stemming: l'unica operazione che si eettua sulle interrogazioni
prima di processarle  e l'eliminazione delle stopword e lo stemming;
 aggiunta dei sinonimi: dopo aver eliminato le stopword e aver fatto lo stemming
dei termini, si aggiungono all'interrogazione i sinonimi corrispondenti a ciascun
termine, utilizzando l'algoritmo presentato nel par. 3.3.3;
 aggiunta dei concetti: oltre all'eliminazione delle stopword e allo stemming dei
termini, si aggiungono all'interrogazioni i termini ottenuti utilizzando l'algoritmo
base per il topic gisting, presentato nel par. 3.3.4, ossia senza selezione dei termini
da dare in input all'algoritmo;
 sinonimi+concetti: i due punti precedenti vengono combinati, aggiungendo
prima i sinonimi e poi i concetti collegati (conta l'ordine);
 concetti+sinonimi: viene fatto lo stesso del punto precedente, invertendo l'or-
dine delle operazioni;
 tag+concetti: dopo aver eliminato le stopword e aver fatto lo stemming dei
termini, viene applicato l'algoritmo per il topic gisting utilizzando come input
solo i termini che corrispondono a nomi;
 tag2+concetti: dopo aver eliminato le stopword e aver fatto lo stemming dei
termini, viene applicato l'algoritmo per il topic gisting utilizzando come input
solo i termini che corrispondono a nomi e a verbi.
I risultati riportati in grassetto indicano le migliori performance per la categoria
in esame.  E stata vericata la signicativit a statistica delle dierenze tra i risultati
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utilizzando il test dei segni1 imponendo p < 0:05 (i valori indicati con un asterisco
hanno p < 0:1). Il test  e stato calcolato in modo automatico sfruttando la funzione
binom.test messa a disposizione dall'ambiente software R. Le dierenze statistica-
mente signicative con le interrogazioni corte e con quelle lunghe sono state contras-
segnate rispettivamente con una c e una l, mentre quelle con la baseline sono indicate
con una b.
modello interrogazioni
di corte lunghe lunghe e prolisse
reperimento MAP P@5 MAP P@5 MAP P@5
stopword e stemming 18,34l 42,96 12,79c 40 13,97c 45,19
aggiunta dei sinonimi 18,65l
b 42,96 13,01c 38,52 14 43,70
aggiunta dei concetti 18,34l 42,96l 12,91c 37,78c
b 13,86c 51,54b
sinonimi + concetti 18,65l
b 42,96 12,99c 37,04 12,78c 48,46
concetti + sinonimi 18,62l 43,70 13,06c 38,52 13,29c 50c
tag + concetti 15,46b 33,33l
b 14,80b 44,44c 16,65b 45,93
tag2 + concetti 18,19l 42,22 15,06c
b 45,19 14,75 46,67
Tabella 4.4: Valori percentuali per l'insieme di interrogazioni rispetto ai topic di
cui si ha a disposizione l'interrogazione lunga e prolissa calcolati sulla collezione
residua. Si riportano in grassetto i risultati migliori per ciascuna categoria. Le dierenze
statisticamente signicative con le interrogazioni corte e con quelle lunghe sono state con-
trassegnate rispettivamente con una c e una l, mentre quelle con la baseline sono indicate
con una b (si  e utilizzato il test dei segni con p < 0;05 e sono indicati con un asterisco i
casi in cui p < 0;1).
Confrontando le tabelle  e evidente come eettivamente i topic riportati in grassetto
in tabella 4.1 risultino pi u dicili rispetto agli altri, ossia che si ottengono scarsi
risultati di reperimento.
1Il sign test  e un test non parametrico, ossia un tipo di test impiegato qualora non si abbiano
informazioni preliminari sul tipo e sulla forma della distribuzione e/o non si possano fare assunzioni di
normalit a. Pu o essere utilizzato per rigettare l'ipotesi che "non c' e dierenza nella mediana" tra due
distribuzioni continue X e Y di cui si possono considerare coppie di campioni. Sia p = Pr(X > Y ) e sia
la null hypothesis H0 : p = 0;50. Prese n coppie indipendenti di campioni f(x1;y1);(x2;y2);:::;(xn;yn)g
(con xi 6= yi), sia W il numero di coppie per cui si ha yi   xi > 0. Assumendo che H0 sia vera,
allora W segue una distribuzione binomiale W  b(n;0;5). Per calcolare la signicativit a statistica  e
quindi suciente applicare il test binomiale, tenendo presente che per n > 25 si pu o approssimare la
distribuzione binomiale con una normale.
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modello interrogazioni facili
di corte lunghe lunghe e prolisse
reperimento MAP P@5 MAP P@5 MAP P@5
stopword e stemming 23,30l 53,68 15,23c 42,11 16,34c 45,26
aggiunta dei sinonimi 23,80l 53,68b 15,62c 38,95b 16,26c 45,26
aggiunta dei concetti 23,30l 53,68 15,33c 38,91 15,10c 50,53b
sinonimi + concetti 23,80b 53,68 15,33 38,95b 15,10c
b 50,53
concetti + sinonimi 23,69l 54,74 15,58c 37,89 14,09c 48,42
tag + concetti 19,58b 43,16b 17,93b 48,42b 19,73b 45,26
tag2 + concetti 23,30l 53,68 17,94c
b 47,37 16,91c 45,26
Tabella 4.5: Valori percentuali per l'insieme di interrogazioni facili rispetto ai
topic di cui si ha a disposizione l'interrogazione lunga e prolissa calcolati sulla
collezione residua. Si riportano in grassetto i risultati migliori per ciascuna categoria. Le
dierenze statisticamente signicative con le interrogazioni corte e con quelle lunghe sono
state contrassegnate rispettivamente con una c e una l, mentre quelle con la baseline sono
indicate con una b (si  e utilizzato il test dei segni con p < 0;05 e sono indicati con un
asterisco i casi in cui p < 0;1).
modello interrogazioni dicili
di corte lunghe lunghe e prolisse
reperimento MAP P@5 MAP P@5 MAP P@5
stopword e stemming 6,58 17,50 7 35 8,33 45
aggiunta dei sinonimi 6,40 17,50 6,81 37,50 8,62 40
aggiunta dei concetti 6,58 17,50 7,14b 35 10,49 54,29
sinonimi + concetti 6,40 17,50 6,82b 35 9,24 48,57
concetti + sinonimi 6,58 17,50 7,16b 35 9,53 51,43
tag + concetti 5,68 10l 7,38 35c 9,32b 47,50c
tag2 + concetti 6,07l 15 8,22c
b 40 9,63c 50
Tabella 4.6: Valori percentuali per l'insieme di interrogazioni dicili rispetto ai
topic di cui si ha a disposizione l'interrogazione lunga e prolissa calcolati sulla
collezione residua. Si riportano in grassetto i risultati migliori per ciascuna categoria. Le
dierenze statisticamente signicative con le interrogazioni corte e con quelle lunghe sono
state contrassegnate rispettivamente con una c e una l, mentre quelle con la baseline sono
indicate con una b (si  e utilizzato il test dei segni con p < 0;05 e sono indicati con un
asterisco i casi in cui p < 0;1).
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Considerando il modello di reperimento base, ossia quello in cui si applica semplice-
mente l'eliminazione delle stopword e lo stemming, si  e osservato come le interrogazioni
corte (prolisse e non) abbiano in generale performance migliori rispetto a quelle lunghe
(prolisse e non), in accordo con i risultati di Bendersky e Croft. Se per o si analizza la
dicolt a delle esigenze informative, facendo riferimento ai risultati riportati in tabella
4.5 e 4.6, in cui vengono riassunte le misure riguardanti rispettivamente le interroga-
zioni facili e quelle dicili, si pu o notare come per l'insieme di interrogazioni dicili
(che sono per o in numero limitato) le query prolisse risultino pi u ecaci rispetto alle
altre, anche se i risultati rimangono di molto inferiori alla media complessiva.
modello interrogazioni
di corte lunghe corte e prolisse
reperimento MAP P@5 MAP P@5 MAP P@5
stopword e stemming 19,10l 45,22 12,37c 40 19,79l 54,78
aggiunta dei sinonimi 19,46l 45,22 12,68c 38,26 21,75l 60,87c;l
aggiunta dei concetti 19,10l 45,22 12,43c 36,52 19,52l 53,04
sinonimi + concetti 19,46l 45,22 12,65c
b 36,52 21,08l 55,65c;l
concetti + sinonimi 19,43l 46,09 12,65c
b 37,39 20,06l 54,78l




tag2 + concetti 18,92l 44,35 15c
b 41,74 20,88l
b 56,52c;l
Tabella 4.7: Valori percentuali per l'insieme di interrogazioni rispetto ai topic di
cui si ha a disposizione l'interrogazione corta e prolissa calcolati sulla collezione
residua. Si riportano in grassetto i risultati migliori per ciascuna categoria. Le dierenze
statisticamente signicative con le interrogazioni corte e con quelle lunghe sono state con-
trassegnate rispettivamente con una c e una l, mentre quelle con la baseline sono indicate
con una b (si  e utilizzato il test dei segni con p < 0;05 e sono indicati con un asterisco i
casi in cui p < 0;1).
L'aggiunta dei sinonimi ha determinato un aumento di prestazioni per le interroga-
zioni corte (prolisse e non), mentre i risultati sono peggiorati per quelle lunghe (prolisse
e non).
Come era prevedibile, l'utilizzo dell'algoritmo base per l'estrazione del succo del
discorso non modica le prestazioni per le interrogazioni corte, mentre porta ad un
miglioramento di performance in particolare per le interrogazioni lunghe e prolisse.
Si sono valutate poi le possibili combinazioni degli algoritmi per l'estrazione dei
sinonimi e dei concetti rilevanti (riportati nelle tabelle 4.4, 4.5, 4.6 come "sinonimi +
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modello interrogazioni facili
di corte lunghe corte e prolisse
reperimento MAP P@5 MAP P@5 MAP P@5
stopword e stemming 25,24l 57,33 16,02c 45,33 24,49l 58,67





aggiunta dei concetti 25,24l 57,33 16,09c 41,33 24,03l 56
sinonimi + concetti 25,88l 57,33 16,54c 41,33b 26,54l 62,67l
concetti + sinonimi 25,74l 58,67 16,41c 42,67 24,85l 60l
tag + concetti 20,18l
b 45,33 18,59c
b 46,67 21,45b 62,67c;l
tag2 + concetti 25,24l 57,33 19,68c
b 50,67 26,03l
b 60
Tabella 4.8: Valori percentuali per l'insieme di interrogazioni facili rispetto ai
topic di cui si ha a disposizione l'interrogazione corta e prolissa calcolati sulla
collezione residua. Si riportano in grassetto i risultati migliori per ciascuna categoria. Le
dierenze statisticamente signicative con le interrogazioni corte e con quelle lunghe sono
state contrassegnate rispettivamente con una c e una l, mentre quelle con la baseline sono
indicate con una b (si  e utilizzato il test dei segni con p < 0;05 e sono indicati con un
asterisco i casi in cui p < 0;1).
modello interrogazioni dicili
di corte lunghe corte e prolisse
reperimento MAP P@5 MAP P@5 MAP P@5
stopword e stemming 7,59l 22,50 5,53c 30 10,98l 47,50c;l
aggiunta dei sinonimi 7,41l 22,50 5,34c 30 10,89l 42,50c
aggiunta dei concetti 7,59l 22,50 5,58c
b 27,50 11,06l 47,50c;l
sinonimi + concetti 7,41l 22,50 5,35c
b 27,50 10,84l 42,50c
concetti + sinonimi 7,59l 22,50 5,61c
b 27,50 11,06l 45c;l
tag + concetti 6,69 15l 6,50 30c 9,50 32,50
tag2 + concetti 7,08l 20 6,21c
b 25 11,22l 50c;l
Tabella 4.9: Valori percentuali per l'insieme di interrogazioni dicili rispetto ai
topic di cui si ha a disposizione l'interrogazione corta e prolissa calcolati sulla
collezione residua. Si riportano in grassetto i risultati migliori per ciascuna categoria. Le
dierenze statisticamente signicative con le interrogazioni corte e con quelle lunghe sono
state contrassegnate rispettivamente con una c e una l, mentre quelle con la baseline sono
indicate con una b (si  e utilizzato il test dei segni con p < 0;05 e sono indicati con un
asterisco i casi in cui p < 0;1).
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concetti" e "concetti + sinonimi", a seconda dell'ordine di esecuzione). Nel secondo caso
le misure rilevate mostrano come la P@5 per le interrogazioni prolisse risulti maggiore
di quella per le interrogazioni corte in modo statisticamente signicativo.
Si  e poi valutato l'algoritmo per l'estrazione del succo del discorso nel caso in cui
venga fatta selezione dei concetti in input attraverso un tagger. Si  e indicato con
"tag" la selezione dei nomi e con "tag2" la selezione di nomi e verbi. Nel primo caso
si  e ottenuto un incremento della MAP di 2;39 punti percentuali. Si riporta in g.
4.4 un graco a dispersione dei valori di MAP ottenuti per le interrogazioni lunghe
e prolisse utilizzando l'algoritmo base e quello indicato con "tag+concetti", e in g.
4.5 quelli ottenuti per le interrogazioni lunghe utilizzando l'algoritmo "tag2+concetti".
Tali graci (g. 4.4 e g. ??) mostrano come gli algoritmi proposti risultino ecaci nel
caso sia necessario elaborare interrogazioni lunghe (prolisse e non, rispettivamente).








































Figura 4.4: Confronto tra i valori di MAP ottenuti utilizzando l'algoritmo base e quello
"tag+concetti" nel caso di interrogazioni lunghe e prolisse.
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Figura 4.5: Confronto tra i valori di MAP ottenuti utilizzando l'algoritmo base e quello
"tag2+concetti" nel caso di interrogazioni lunghe.
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Conclusioni
Nel presente lavoro di tesi si  e voluto indagare in che misura l'utilizzo di interrogazioni
prolisse in
uisca sulle performance di un sistema di reperimento. A partire dalla col-
lezione TREC Robust 2004, nota per contenere esigenze informative dicili per
i comuni motori di reperimento,  e stata costruita una collezione sperimentale conte-
nente 4 insiemi di interrogazioni: corte, lunghe, lunghe e prolisse, corte e prolisse. Le
interrogazioni corte e quelle lunghe sono state ricavate rispettivamente dal campo title
e description dei topic TREC, mentre quelle prolisse sono state costruite a partire da
documenti rilevanti per il topic corrispondente. Le interrogazioni sono state quindi
sottoposte a dei giudici per stabilirne la categoria di appartenenza. Tale approccio per
la costruzione della collezione sperimentale risulta dierente da quello classico adottato
per le ricerche nel settore, che si limitano a costruire le interrogazioni a partire dai
campi del topic TREC, senza vericarne l'eettiva prolissit a.
Poich e le interrogazioni prolisse sono state costruite a partire da documenti rile-
vanti, la sperimentazione  e stata eettuata sulla collezione residua. Si  e eettuato il
test dei segni per vericare la signicativit a statistica dei risultati ottenuti in fase di
sperimentazione, utilizzando il software statistico R. Si riportano i risultati ottenuti
nei prossimi paragra.
Utilizzando il modello di reperimento di base, costruito utilizzando Apache Lu-
cene, in cui si applica semplicemente l'eliminazione delle stopword e lo stemming, si  e
osservato come le interrogazioni corte (prolisse e non) abbiano in generale performance
migliori rispetto a quelle lunghe (prolisse e non), in accordo con i risultati di Bendersky
e Croft.
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La sperimentazione ha inoltre confermato come eettivamente alcuni topic della
collezione Robust 2004 determinino scarse performance nel reperimento.
Si  e proposto un nuovo approccio all'elaborazione di query prolisse che sfrutta le
relazioni semantiche in esse contenute. Utilizzando un indice in Solr delle relazioni con-
tenute in ConceptNet 5,  e stato possibile implementare vari algoritmi, riconducibili
a due categorie:
 un algoritmo per l'estrazione dei sinonimi dei termini contenuti nelle interroga-
zioni, che li inserisce in quest'ultime sottoforma di clausole OR (sfruttando la
sintassi per le query di Lucene);
 vari algoritmi per il topic gisting, che espandono le interrogazioni aggiungendo
a quest'ultime i termini che costituiscono il succo del discorso, assegnando ad
essi un peso maggiore rispetto a quelli contenuti nella query originale. Quello
che dierenzia le varie versioni di questi algoritmi  e la strategia utilizzata per
selezionare i termini da dare in input all'algoritmo. Si  e proposta una versione
di base in cui si selezionano tutti i termini dell'interrogazione e due versioni che
selezionano solo alcune parti del discorso. L'etichettatura delle parti del discorso,
necessaria per la selezione dei termini da utilizzare come input per tali algoritmi
 e stata eettuata utilizzando lo Stanford Parser.
In fase di sperimentazione si  e osservato come l'utilizzo del primo algoritmo incrementa
le prestazioni delle query corte (prolisse e non). In particolare, per le interrogazioni
corte e prolisse si  e passati da un valore di MAP del 19,79% a uno del 21,75%, mentre
per quanto riguarda la misura di valutazione P@5 si  e passati da 54,78% a 60,87%.
La seconda tipologia di algoritmo  e risultata ecace principalmente per le interroga-
zioni lunghe (prolisse e non). In particolare, per le interrogazioni lunghe la versione
dell'algoritmo che  e risultata pi u ecace al ne di incrementare la MAP  e quella che
seleziona i termini che corrispondo a nomi e verbi (tale versione dell'algoritmo  e stata
indicata con "tag2+concetti" nella sezione 4.4), mentre per le interrogazioni lunghe e
prolisse si ha avuto il maggiore aumento di MAP per la versione "tag+concetti", ossia
quella che seleziona unicamente i nomi (la MAP  e passata da un valore del 13,97%
a 16,65%, con un incremento statisticamente signicativo). Per quanto riguarda in-
vece la misura P@5 i maggiori miglioramenti per le interrogazioni lunghe e prolisse si
sono riscontrati utilizzando la versione base dell'algoritmo, ossia selezionando tutti i
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termini dell'interrogazione (tale versione  e stata indicata con "aggiunta dei concetti"):
si  e passati da 45,19% a 51,54%, con un incremento statisticamente signicativo.  E
interessante notare come in generale considerando l'insieme delle interrogazioni facili
e quello delle interrogazioni dicili non cambia l'algoritmo che determina il maggiore
aumento di prestazioni.
Si  e costruito un classicatore di prolissit a utilizzando Weka. Tale classicatore ha
lo scopo di distinguere, data in input un'interrogazione, se essa appartiene alla classe
"prolisso" oppure a quella complementare. Le feature che si sono prese in considerazio-
ne sono: numero di termini, numero di termini ripetuti, numero di sinonimi, numero di
concetti collegati. In particolare, quest'ultimo valore  e stato calcolato utilizzando una
versione modicata del metodo di Lesk, tenendo conto del numero di termini conte-
nuti nell'output della versione base dell'algoritmo per il topic gisting. Il classicatore  e
un albero di decisione costruito secondo l'algoritmo C4.5 ed  e stato valutato utilizzando
la tecnica di cross-validation leave-one-out. Sulla base dei valori della statistica
K e della ROC Area, che sono pari rispettivamente a 0,6 e 0,801, tale classicatore pu o
essere considerato un predittore di discreta adabilit a.
5.1 Sviluppi futuri
Si riportano schematicamente nel seguito alcuni spunti per sperimentazioni future:
 La presente analisi ha riguardato esigenze informative di tipo informational. Si
ritiene che esista una correlazione tra tipo di esigenza informativa (secondo la
classicazione proposta da Broder) e performance nel reperimento, nel caso si
utilizzino interrogazioni prolisse o meno.
 Nella presente sperimentazione si  e sfruttata la pesatura dei termini prevista
dalla sintassi per le query di Lucene. Per i termini che si sono aggiunti alle
interrogazioni in seguito al topic gisting si  e utilizzato un peso pari a 2, lasciando
invece invariato il peso dei termini della query originale. Risulterebbe interessante
vericare in che modo la variazione dei pesi in
uisca sulle performance del sistema.
 Le varie versioni dell'algoritmo per il topic gisting sono state implementate utiliz-
zando le relazioni semantiche messe a disposizione da ConceptNet 5. In partico-
lare, tra i diversi tipi di relazioni messe a disposizione dal database, si  e deciso di
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sfruttare /r/SimilarTo e /r/RelatedTo. Ovviamente il tipo di relazione selezio-
nata in
uisce sui risultati dell'algoritmo. Sarebbe quindi interessante vericare
quale sia la scelta ottimale per il tipo di relazioni da selezionare per l'estrazione
dei concetti collegati.
 Le varie versioni dell'algoritmo per il topic gisting sono costruite in modo ricorsivo,
suddividendo ad ogni passo l'input in due parti, in modo da aumentare l'ecacia
dell'algoritmo, a discapito dell'ecienza. Intuitivamente esiste un trade-o tra
queste due misure, al variare del numero di sottoproblemi che ricorsivamente si
vanno a creare.
 Studi quali quello condotto da Salton e Buckley (53) hanno dimostrato come l'u-
tilizzo di Relevance Feedback risulti pi u ecace nel caso di interrogazioni corte.
Si ritiene che l'utilizzo di una strategia di Relevance Feedback applicata ai ter-
mini estratti dall'algoritmo per il topic gisting (che in generale sono in numero




Solr (si pronuncia Solar)  e un Enterprise Search Server open source, estensione del-
le librerie java di Apache Lucene, ossia una piattaforma utilizzabile come sistema di
reperimento in ambito aziendale.
Viene eseguito come server di ricerca indipendente all'interno di un contenitore
servlet, come ad esempio Jetty o Tomcat. I documenti, che possono essere in forma-
to XML, JSON o binario, vengono indicizzati passandoli a Solr secondo il protocollo
HTTP. Sempre tale protocollo viene utilizzato per il reperimento delle informazioni.
Il sistema di congurazione permette di adattare Solr all'applicazione d'interesse,
senza la necessit a di scrivere codice java. Proprio per l'ampia possibilit a di congura-
zione e le feature che mette a disposizione, Solr viene spesso utilizzato per eettuare
ricerche all'interno di siti web.
Nel seguito della trattazione si presenter a come eseguire le operazioni necessarie
per lo svolgimento della sperimentazione eettuata nel corso della tesi. Per maggiori
informazioni su Solr ed il suo utilizzo si rimanda a (55).
A.1 Eseguire Solr su Jetty
Il modo pi u semplice per congurare un'istanza di Solr  e quello di prendere spunto
dall'esempio proposto con la distribuzione Solr, che mostra come utilizzare il servlet
Jetty fornito con quest'ultima. Sarebbe comunque possibile congurare ed eseguire Solr
su un servlet a s e stante, seguendo i semplici passaggi seguenti (26):
 scaricare Jetty da http://jetty.codehaus.org/jetty/ ed installarlo.
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 copiare i le jetty.xml e webdefault.xml dalla cartella example/etc nella
distribuzione Solr alla cartella di congurazione di jetty (in genere chiamata
/etc/jetty). A questo punto Jetty  e congurato.
 per rendere Solr eseguibile su Jetty  e per o necessario copiare il le solr.war
nella cartella webapps di Jetty e congurare Solr modicando i le schema.xml
e solrconfig.xml.
 a questo punto  e possibile eseguire Solr utilizzando un comando del tipo:
/etc/ init .d/ jetty start
accedendo al server attraverso il browser all'indirizzo: http://localhost:8983/
solr.
Ovviamente sarebbe possibile una congurazione pi u complessa, ad esempio impostan-
do la porta utilizzata da Jetty o impostando la dimensione del Buer in cui vengono
memorizzate le query da elaborare.
Jetty non  e l'unico server per applicazioni su cui pu o essere eseguito Solr. L'utilizzo
di un altro contenitore di servlet pu o essere necessario nel caso in cui siano presenti
anche altre applicazioni in esecuzione, ad esempio su Apache Tomcat.
A.2 Indicizzare i dati in formato JSON
Anch e sia possibile indicizzare dati in formato JSON  e necessario assicurarsi che nel
le solrconfig.xml sia presente la riga:
<requestHandler name="/update/json" class=" solr . JsonUpdateRequestHandler"/>
Per indicizzare i dati  e possibile utilizzare il comando Linux curl, che permette di
trasferire dati utilizzando vari protocolli, nel modo seguente:
curl http :// localhost :8983/ solr /update/json   data binary @ <File . json>  H "
Content type : application /json"
Se si utilizza un sistema Windows,  e possibile scaricare l'applicazione cURL da
http://curl.haxx.se/download.html ed utilizzare quindi il comando riportato sopra.
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A.2.1 Possibili problemi
Il comando curl potrebbe non andare a buon ne. Si consiglia di prestare attenzione
a digitare tale comando non riportando l'indirizzo di destinazione tra virgolette (altri-
menti si potrebbe riscontrare l'errore: curl non supporta il protocollo http). Inoltre, nei
sistemi Windows l'argomento di -H deve essere riportato tra virgolette (gli apici singoli
non vengono riconosciuti come caratteri validi). Inne, la dimensione dei le .json da
importare pu o creare dei problemi del tipo out of memory error, in particolare se si
utilizza Cygwin (nei sistemi Windows). Per dare un'idea delle dimensioni che posso-
no assumere questi le per l'importazione, il le conceptnet4.json occupa 1,21GB,
contro i 215MB di wordnet3.json. Si pu o ovviare al problema allocando uno spazio
di memoria maggiore oppure splittando il le .json. Nel caso si preferisca utilizzare
cmd.exe al posto di Cygwin, si avranno meno problemi legati alla dimensione dei le,
ma sar a necessario riscrivere il le import-solr-json.sh, fornito con la distribuzione
di conceptnet per l'importazione dei le, in un le .bat, in quanto .sh non  e un forma-
to riconosciuto da Windows. In alternativa si pu o utilizzare direttamente il comando
curl specicando di volta in volta un singolo le da importare. Ovviamente, il tempo
necessario per l'importazione varia a seconda della dimensione del le.
A.2.2 Cancellare l'indice
Per cancellare l'intero indice,  e suciente utilizzare il browser digitando:
http :// localhost :8983/ solr /update?stream . body=<delete><query >:</query></delete
>n&commit=true
A.3 Usare SolrJ per interrogare Solr
L'utilizzo della libreria SolrJ permette la connessione a Solr di un applicazione scritta in
Java, sfruttando il protocollo HTTP. Tale libreria ore un'interfaccia java per aggiugere
documenti, aggiornare o interrogare un indice Solr.
Si riporta nel seguito come eettuare alcune delle operazioni pi u comuni che vengono
eseguite su un server Solr attraverso SolrJ. Si rimanda a (60) per una trattazione pi u
esaustiva.
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A.3.1 Creare un'istanza di un server Solr
La prima cosa da fare per interagire con un server Solr attraverso SolrJ  e quella di
creare un'istanza del server attraverso il codice java seguente:
SolrServer server = new CommonsHttpSolrServer("http ://HOST:8983/ solr /") ;
A.3.2 Impostare il formato dei dati
SolrJ permette di scaricare contenuti in formato XML (di default) o binario. Per
modicare il formato  e suciente utilizzare il seguente metodo:
server . setRequestWriter (new BinaryRequestWriter () ) ;
A.3.3 Leggere dati in Solr
Dopo aver creato un'istanza del server Solr e aver impostato il formato dei dati,  e
necessario costruire una query Solr:
SolrQuery query = new SolrQuery () ;
query . setQuery ("IL TESTO DELLA MIA QUERY") ;
e quindi interrogare il server:
QueryResponse rsp = server . query ( query ) ;
ottenendo i risultati:
SolrDocumentList docs = rsp . getResults () ;
Di default vengono forniti i primi 10 risultati. Se si ha la necessit a di pi u documenti  e
possibile utilizzare l'impostazione seguente:
query . setRow(NUMERO DI RISULTATI) ;
Bisogna per o fare attenzione che tale numero non sia troppo elevato. Infatti, si rischia
un out of memory error. Si consiglia pertanto di mantenere l'impostazione standard
oppure ridurre il numero di campi di interesse nella risposta. La selezione dei campi
pu o essere fatta cos :
query . setFields ("CAMPO1" , "CAMPO2" , "CAMPO3") ;
Tendendo presente che si pu o specicare un qualsiasi numero di campi, i quali per o
devono corrispondere eettivamente a campi dell'indice.
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A.3.4 Come congurare Eclipse
Si riporta schematicamente come importare in Eclipse le librerie necessarie per utilizzare
le classi messe a disposizione da SolrJ:
1. Scaricare da http://lucene.apace.org//solr l'ultima versione di Apache Solr
ed estrarre il pacchetto ad esempio in C:/Solr.
2. Estrarre tutti i le .jar contenuti in C:/solr/examples/webapps/solr.war.



















































































































































































67B. DATI E TABELLE
B.2 Risultati delle valutazioni da parte dei giudici
topic corte lunghe lunghe e prolisse corte e prolisse
302 0 0 0 0 0 0 1 1 1 0 1 1
315 0 0 0 0 0 0 1 1 0 0 0 0
323 0 0 0 0 0 0 1 1 1 1 0 1
326 0 0 0 0 0 0 1 1 1 0 1 1
330 0 0 0 1 0 0 1 1 1 1 0 1
333 0 0 0 1 0 0 1 0 0 0 0 0
335 0 0 0 0 0 0 1 1 1 0 1 1
340 0 0 0 0 0 0 1 1 0 1 0 0
341 0 0 0 1 0 0 1 1 1 0 0 0
346 0 0 0 1 0 0 1 1 1 0 1 1
349 0 0 0 0 0 0 1 1 0 1 0 1
350 0 0 0 0 0 0 1 0 0 1 0 1
351 0 0 0 0 0 0 1 0 1 0 1 1
366 0 0 0 0 0 0 1 1 0 1 0 0
368 0 0 0 0 0 0 1 1 0 1 0 1
375 0 0 0 0 0 0 1 1 1 0 1 1
376 0 0 0 1 0 0 1 1 0 1 0 1
378 0 0 0 1 0 0 1 0 1 0 0 0
384 0 0 0 0 0 0 1 1 1 0 1 1
385 0 0 0 1 0 0 1 1 1 1 0 1
389 0 0 0 1 0 0 1 1 0 1 0 1
399 0 0 0 0 0 0 1 1 1 0 1 1
402 0 0 0 1 0 0 1 1 0 0 0 1
418 0 0 0 0 0 0 1 1 1 1 1 1
421 0 0 0 0 0 0 1 1 0 1 0 1
422 0 0 0 0 0 0 1 0 1 1 0 1
428 0 0 0 1 0 0 1 0 1 0 1 1
435 0 0 0 0 0 0 1 1 1 1 0 1
443 0 0 0 0 0 0 0 0 0 1 0 1
449 0 0 0 0 0 0 1 1 1 0 1 1
Tabella B.1: risultati delle valutazioni sulla prolissit a eettuate dai giudici. Gli "1"
indicano che la query  e stata giudicata prolissa, gli "0" non prolissa.
I risultati delle valutazioni umane eettuate dai giudici vengono riportate in tabella
B.1. Gli "0" indicano che la query  e stata giudicata non prolissa, gli "1" viceversa
indicano che  e stata giudicata prolissa. Le interrogazioni sono state suddivise al ne
della valutazione in tre sottoinsiemi costruiti in modo pseudo-casuale, in modo da
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contenere tutti i tipi di interrogazione, in ordine sparso. Poich e ciascun sottoinsieme
ha richiesto tre valutazioni, sono stati coinvolti complessivamente 9 giudici.
I dati di tali valutazioni vengono riassunti nella seguente matrice di confusione:
c ^  p l ^  p l ^ p c ^ p
c ^  p 90 0 0 0 90
l ^  p 0 80 10 0 90
l ^ p 0 20 70 0 90
c ^ p 40 0 0 50 90
130 100 80 50 360
Tabella B.2: Matrice di confusione calcolata sulla base delle valutazioni eettuate dai
giudici.
Pu o essere riassunta in:
p  p
c 50 130 180
l 80 100 180
130 230 360
Tabella B.3: Matrice di confusione riassuntiva.
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B.3 Dati in input per Weka
id , lunghezza , sinonimi , concetti ,
ripetizioni , classe
3021 , 3 , 1.0 , 3 , 0.0 , NO
3022 , 5 , 2.0 , 5 , 0.0 , NO
3023 , 34 , 0.0 , 26 , 13.0 , YES
3024 , 11 , 3.0 , 1 , 5.0 , YES
3151 , 3 , 0.0 , 3 , 0.0 , NO
3152 , 7 , 2.0 , 7 , 0.0 , NO
3153 , 54 , 1.0 , 44 , 18.0 , YES
3154 , 4 , 0.0 , 4 , 0.0 , YES
3231 , 3 , 0.0 , 3 , 0.0 , NO
3232 , 6 , 0.0 , 6 , 0.0 , NO
3233 , 60 , 2.0 , 58 , 4.0 , YES
3234 , 4 , 0.0 , 4 , 0.0 , YES
3261 , 2 , 0.0 , 2 , 0.0 , NO
3262 , 7 , 0.0 , 7 , 0.0 , NO
3263 , 20 , 2.0 , 2 , 6.0 , YES
3264 , 4 , 0.0 , 4 , 0.0 , YES
3301 , 3 , 0.0 , 3 , 0.0 , NO
3302 , 13 , 0.0 , 13 , 0.0 , NO
3303 , 93 , 5.0 , 1 , 28.0 , YES
3304 , 7 , 0.0 , 2 , 4.0 , YES
3331 , 3 , 0.0 , 3 , 0.0 , NO
3332 , 15 , 1.0 , 1 , 2.0 , NO
3333 , 66 , 3.0 , 1 , 28.0 , YES
3334 , 7 , 0.0 , 7 , 0.0 , YES
3351 , 3 , 0.0 , 3 , 0.0 , NO
3352 , 14 , 0.0 , 12 , 4.0 , NO
3353 , 67 , 1.0 , 56 , 18.0 , YES
3354 , 4 , 0.0 , 1 , 2.0 , YES
3401 , 3 , 0.0 , 3 , 0.0 , NO
3402 , 14 , 1.0 , 14 , 0.0 , NO
3403 , 98 , 4.0 , 89 , 17.0 , YES
3404 , 4 , 1.0 , 4 , 0.0 , YES
3411 , 2 , 0.0 , 2 , 0.0 , NO
3412 , 16 , 0.0 , 16 , 0.0 , NO
3413 , 99 , 4.0 , 68 , 48.0 , YES
3414 , 4 , 0.0 , 4 , 0.0 , YES
3461 , 2 , 0.0 , 2 , 0.0 , NO
3462 , 25 , 1.0 , 1 , 9.0 , NO
3463 , 100 , 2.0 , 1 , 32.0 , YES
3464 , 3 , 0.0 , 3 , 0.0 , YES
3491 , 1 , 0.0 , 1 , 0.0 , NO
3492 , 12 , 0.0 , 12 , 0.0 , NO
3493 , 48 , 2.0 , 1 , 12.0 , YES
3494 , 4 , 0.0 , 4 , 0.0 , YES
3501 , 3 , 0.0 , 3 , 0.0 , NO
3502 , 8 , 0.0 , 8 , 0.0 , NO
3503 , 48 , 1.0 , 45 , 6.0 , YES
3504 , 6 , 0.0 , 6 , 0.0 , YES
3511 , 3 , 1.0 , 3 , 0.0 , NO
3512 , 9 , 1.0 , 9 , 0.0 , NO
3513 , 32 , 0.0 , 2 , 4.0 , YES
3514 , 6 , 2.0 , 6 , 0.0 , YES
3661 , 3 , 0.0 , 3 , 0.0 , NO
3662 , 5 , 0.0 , 5 , 0.0 , NO
3663 , 36 , 7.0 , 34 , 4.0 , YES
3664 , 5 , 0.0 , 5 , 0.0 , YES
3681 , 2 , 0.0 , 2 , 0.0 , NO
3682 , 5 , 0.0 , 5 , 0.0 , NO
3683 , 83 , 11.0 , 71 , 20.0 , YES
3684 , 9 , 1.0 , 9 , 0.0 , YES
3751 , 2 , 0.0 , 2 , 0.0 , NO
3752 , 6 , 0.0 , 6 , 0.0 , NO
3753 , 64 , 2.0 , 59 , 8.0 , YES
3754 , 3 , 0.0 , 3 , 0.0 , YES
3761 , 2 , 0.0 , 2 , 0.0 , NO
3762 , 8 , 0.0 , 7 , 2.0 , NO
3763 , 34 , 1.0 , 1 , 8.0 , YES
3764 , 7 , 0.0 , 5 , 4.0 , YES
3781 , 2 , 0.0 , 2 , 0.0 , NO
3782 , 8 , 0.0 , 8 , 0.0 , NO
3783 , 63 , 5.0 , 5 , 18.0 , YES
3784 , 5 , 1.0 , 5 , 0.0 , YES
3841 , 3 , 1.0 , 3 , 0.0 , NO
3842 , 9 , 1.0 , 9 , 0.0 , NO
3843 , 33 , 2.0 , 26 , 11.0 , YES
3844 , 5 , 1.0 , 5 , 0.0 , YES
3851 , 3 , 0.0 , 3 , 0.0 , NO
3852 , 13 , 1.0 , 13 , 0.0 , NO
3853 , 150 , 10.0 , 9 , 76.0 , YES
3854 , 6 , 0.0 , 1 , 2.0 , YES
3891 , 3 , 0.0 , 3 , 0.0 , NO
3892 , 16 , 0.0 , 15 , 2.0 , NO
3893 , 34 , 1.0 , 31 , 6.0 , YES
3894 , 6 , 0.0 , 5 , 2.0 , YES
3991 , 2 , 0.0 , 2 , 0.0 , NO
3992 , 7 , 0.0 , 7 , 0.0 , NO
3993 , 112 , 1.0 , 4 , 22.0 , YES
3994 , 3 , 0.0 , 3 , 0.0 , YES
4021 , 2 , 0.0 , 2 , 0.0 , NO
4022 , 14 , 0.0 , 14 , 0.0 , NO
4023 , 171 , 11.0 , 130 , 62.0 , YES
4024 , 5 , 0.0 , 5 , 0.0 , YES
4181 , 2 , 0.0 , 2 , 0.0 , NO
4182 , 5 , 0.0 , 5 , 0.0 , NO
4183 , 71 , 7.0 , 1 , 6.0 , YES
4184 , 3 , 0.0 , 3 , 0.0 , YES
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4211 , 3 , 0.0 , 3 , 0.0 , NO
4212 , 8 , 0.0 , 1 , 2.0 , NO
4213 , 45 , 2.0 , 42 , 6.0 , YES
4214 , 5 , 0.0 , 1 , 2.0 , YES
4221 , 3 , 0.0 , 3 , 0.0 , NO
4222 , 4 , 0.0 , 4 , 0.0 , NO
4223 , 18 , 0.0 , 17 , 2.0 , YES
4224 , 4 , 0.0 , 4 , 0.0 , YES
4281 , 3 , 0.0 , 3 , 0.0 , NO
4282 , 7 , 0.0 , 7 , 0.0 , NO
4283 , 44 , 4.0 , 40 , 7.0 , YES
4284 , 7 , 0.0 , 7 , 0.0 , YES
4351 , 3 , 0.0 , 3 , 0.0 , NO
4352 , 8 , 0.0 , 8 , 0.0 , NO
4353 , 132 , 7.0 , 2 , 60.0 , YES
4354 , 5 , 1.0 , 5 , 0.0 , YES
4431 , 4 , 0.0 , 4 , 0.0 , NO
4432 , 9 , 0.0 , 9 , 0.0 , NO
4433 , 47 , 9.0 , 1 , 11.0 , YES
4434 , 7 , 0.0 , 1 , 2.0 , YES
4491 , 2 , 0.0 , 2 , 0.0 , NO
4492 , 8 , 3.0 , 8 , 0.0 , NO
4493 , 51 , 1.0 , 1 , 31.0 , YES
4494 , 8 , 1.0 , 8 , 0.0 , YES
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B.4 I principali metodi implementati in Java
B.4.1 Metodo per l'estrazione dei sinonimi
Tale metodo riceve in input:
 una stringa word, che contiene il termine di cui si vogliono ricercare i sinonimi;
 un oggetto server di tipo CommonsHttpSolrServer, che contiene l'istanza del
server Solr;
e restituisce una stringa contenente l'elenco dei sinonimi. Per produrre tale stringa le
operazioni che vengono eseguite sono:
 cercare in Solr il termine dato in input, ossia il parametro word (riga 2-12);
 estrarre solo i risultati che contengono la relazione /r/Synonym (riga 13-36);
 esaminare il campo Surfacetext (riga 37-51); poich e il termine dato in input
 e uno dei due concetti contenuti in Surfacetext, si salva l'altro nella stringa
risultato (riga 37-64).
Si riporta nel seguito il codice Java corrispondente:
1 public static String getSynonym( String word , CommonsHttpSolrServer server )
throws SolrServerException f
2 // creo la query e imposto i l numero di r i s u l t a t i
3 SolrQuery query = new SolrQuery () ;
4 query . setQuery (word) ;
5 query . setStart (0) ;
6 query . setRows (50) ;
7 query . setFields ("surfaceText" , " rel " , "sources") ;
8
9 // processo la query
10 QueryRequest qryReq = new QueryRequest( query ) ;
11 QueryResponse response = qryReq . process ( server ) ;
12
13 // leggo i r i s u l t a t i
14 boolean find = false ;
15 Set<String> result = new HashSet<String >() ;
16 result . clear () ;
17 int i = ( int ) response . getResults () .getNumFound() ;
18 i f ( i >50)f
19 i = 50;
20 g
21 for ( int t= 0; t<i ; t++)f
22 SolrDocument doc = response . getResults () . get ( t ) ;
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23 String rel = doc . getFieldValue (" rel ") . toString () ;
24 String source = doc . getFieldValue ("sources") . toString () ;
25 i f ( rel . equals ("/r/Synonym") && source . contains ("/s/web/en .
wiktionary . org") )f // voglio solo i sinonimi inglesi
26 //devo controllare che uno dei due concetti sia la mia
parola
27 //(e non delle estensioni . . . )
28 Object text = response . getResults () . get ( t ) . getFieldValue
("surfaceText") ;
29 String str = text . toString () ;
30
31 // ripulisco i l testo
32 str = str . replace ("Synonym" , "") ;
33 str = str . replaceAll (" [^a zA Znns ]" , "") ;
34
35 String [ ] tmpList = str . split (" ") ;
36
37 i f ( tmpList . length==2)f
38 for ( int x=0; x<tmpList . length ; x++)f
39 i f ( tmpList [ x]!= null && ! tmpList [ x ] .
equals ("nns") && tmpList [ x ] . equals (
word) )f
40 find = true ;
41 i f (x == 0)f
42 result . add( tmpList [ 1 ] ) ;
43 g
44 else f







52 //se ho trovato dei sinonimi l i salvo in una stringa
53 String synonyms = "" ;
54 i f ( find )f
55 Object [ ] synonymList = result . toArray () ;
56 for ( Object tmp : synonymList )f




61 //System . out . println ("La parola " + word + " non ha sinonimi
conosciuti ") ;
62 g
63 return synonyms . trim () ;
64 g
Listing B.1: Metodo che restituisce i sinonimi di un termine dato in input.
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B.4.2 Metodi per il topic gisting
Il metodo ricorsivo implementato per il topic gisting riceve in input:
 un array di stringhe text che contiene i termini del testo su cui si vuole eettuare
il topic gisting.  E da notare che nel caso in cui si voglia utilizzare la versione
riportata in questo documento come "tag+concetti" oppure "tag2+concetti",  e
necessario salvare nell'array solo i termini selezionati utilizzando un tagger per
individuare le parti del discorso (per non appesantire la trattazione non si riporta
nel seguito tale codice);
 un oggetto di tipo CommonsHttpSolrServer che corrisponde al server Solr in cui
ricercare i dati di interesse;
 un intero min che contiene il primo indice d'interesse dell'array;
 un intero max che contiene l'ultimo indice d'interesse dell'array;
e restituisce una stringa contenente l'elenco dei termini che costituiscono il topic gist,
ossia il succo del discorso.
Come spiegato brevemente nel par. 3.3.4, facendo riferimento al codice riportato in
Listing B.2, le operazioni che vengono svolte da questo metodo sono:
Passo base (riga 5-28): Se il testo  e composto da un unico termine viene restituito
l'insieme di concetti collegati a tale termine (nel caso in cui l'insieme sia vuoto si
restituisce il termine stesso); per far ci o si utilizza il metodo getContext() che
verr a presentato in maggior dettaglio nel seguito. Se invece il testo  e composto
da due termini, per ciascuno di essi viene restituito l'insieme dei concetti collegati
e si eettua l'intersezione, attraverso il metodo getOverlaps(); nel caso in cui
l'intersezione dovesse risultare vuota, viene restituito il testo dato in input.
Passo ricorsivo (riga 31-74): Se il testo  e composto da pi u termini, viene suddiviso
in due parti e su ognuna si applica ricorsivamente l'algoritmo. Viene quindi
eettuata l'intersezione dei risultati dei due sottoproblemi.
1 public static String mergeGist ( String [ ] text , CommonsHttpSolrServer server , int
min , int max) throws ParseExceptionf
2 HashMap<String , Integer> intersection = null ;
3 String result = "" ;
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4
5 //caso base
6 int size = max   min ;
7 i f ( size == 0 j j text . length==1)f
8 text [ min]= text [ min ] . replaceAll (" [^a zA Z0 9nns ]" , " ") ;
9 return getContext ( text [ min ] , server , 50) ;
10 g
11 i f ( size == 1 j j text . length==2)f
12 String tmp = text [ min ] + " " + text [max ] ;
13 String c1 = getContext ( text [ min ] , server , 50) ;
14 String c2 = getContext ( text [max] , server , 50) ;
15 i f (!( c1 . isEmpty ()&&c2 . isEmpty () ) )f
16 intersection = getOverlaps (c1 , c2 ) ;
17 g
18 //se l ' intersezione  e vuota restituisco i l testo di partenza
19 i f ( intersection . isEmpty () )f
20 result = tmp;
21 g
22 else f
23 result = intersection . keySet () . toString () ;
24 g
25 result = result . replaceAll ("nn[" , "") ;
26 result = result . replaceAll ("nn]" , "") ;
27 return result ;
28 g// fine caso base
29
30 // calcolo l ' indice intermedio
31 int middle = (min + max) /2;
32
33 // salvo la prima met a dei concetti di partenza
34 //che utilizzer o nel caso l ' intersezione sia vuota
35 String [ ] part1 = new String [ middle min+1];
36 int j = 0;
37 for ( int i=min ; i<=middle ; i++)f
38 part1 [ j ] = text [ i ] ;
39 j++;
40 g
41 //chiamo ricorsivamente i l metodo
42 String context1 = mergeGist ( text , server , min , middle ) ;
43
44 // faccio lo stesso per la seconda met a
45 String [ ] part2 = new String [max (middle+1)+1];
46 j = 0;
47 for ( int i=middle+1; i<=max; i++)f
48 part2 [ j ] = text [ i ] ;
49 j++;
50 g
51 //chiamo ricorsivamente i l metodo
52 String context2 = mergeGist ( text , server , middle+1, max) ;
53
54 //se non sono vuoti fai l ' intersezione
55 i f (!( context1 . isEmpty ()&&context2 . isEmpty () ) )f
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56 intersection = getOverlaps ( context1 , context2 ) ;
57 g
58 //se l ' intersezione  e vuota utilizzo i concetti da cui
59 //sono partita (non l ' espansione . . . )
60 i f ( intersection . isEmpty () )f
61 System . out . println ("concateno i r i s u l t a t i : ") ;
62 result = context1 + " " + context2 ;
63 System . out . println ( result ) ;
64 g
65 else f
66 result = intersection . keySet () . toString () ;
67 g
68
69 // faccio un po ' di pulizia . . .
70 result = result . replaceFirst ("nn[" , "") ;
71 result = result . replaceFirst ("nn]" , "") ;
72
73 return result ;
74 g
Listing B.2: Metodo ricorsivo per il topic gisting.
Il metodo getContext(), che restituisce l'insieme di concetti collegati, riceve in
input i seguenti parametri:
 una stringa s che contiene il termine di cui si vogliono conoscere i concetti
collegati;
 un oggetto di tipo CommonsHttpSolrServer che corrisponde al server Solr in cui
verranno eettuate le ricerche;
 un intero i che corrisponde alla massima cardinalit a dell'insieme di concetti
collegati;
e restituisce un elenco di concetti collegati in formato di stringa, con un concetto per
riga.
Si riporta in Listing B.3 il codice del metodo che restituisce i concetti collegati di
un termine dato in input. Le operazioni che vengono svolte da tale metodo sono:
 creare una query in Solr corrispondente al termine dato in input e processarla
(riga 2-13);
 leggere il contenuto della risposta, selezionando solo le relazioni di tipo /r/IsA e
/r/HasProperty (riga 16-38);
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 salvare i concetti estratti in una stringa risultato (riga 39-45);
1 public static String getContext ( String s , CommonsHttpSolrServer server , int i )f
2 tryf
3 // creo la query e imposto i l numero di r i s u l t a t i
4 SolrQuery query = new SolrQuery () ;
5 query . setQuery ( s ) ;
6 query . setStart (0) ;
7 query . setRows( i ) ;
8 //imposto i campi di interesse
9 query . setFields ("text" , " rel ") ;
10
11 // processo la query
12 QueryRequest qryReq = new QueryRequest( query ) ;
13 QueryResponse response = qryReq . process ( server ) ;
14
15 // salvo i r i s u l t a t i in una stringa d ' output , eliminando i doppioni
16 String r = "" ;
17 Set<String> set = new LinkedHashSet<String >() ;
18 set . clear () ;
19 long maxNum = response . getResults () .getNumFound() ;
20 i f (maxNum < i )f
21 i = ( int ) maxNum;
22 System . out . println ("Sono presenti meno concetti collegati . . . ") ;
23 g
24 for ( int t= 0; t<i ; t++)f
25 String rel = response . getResults () . get ( t ) . getFieldValue (" rel ") .
toString () ;
26 i f ( rel . equals ("/r/IsA") j j rel . equals ("/r/HasProperty") )f
27 Object text = response . getResults () . get ( t ) . getFieldValue
("text") ;
28 String str = text . toString () ;
29 String delims = " [nn[ ,nn]]+ " ;
30 String [ ] l i s t = str . split ( delims ) ;
31 for ( int x=0; x<l i s t . length ; x++)f
32 l i s t [ x ] = l i s t [ x ] . trim () ; //rimuovo gli spazi
all ' inizio delle parole
33 System . out . println (">"+l i s t [ x ]) ;
34 g
35 List<String> l = Arrays . asList ( l i s t ) ;
36 set . addAll ( l ) ; //rimuovo i doppioni mantenendo l ' ordine
37 g
38 g
39 String [ ] result = new String [ set . size () ] ;
40 set . toArray ( result ) ;
41 for ( String tmp : result )f
42 r += tmp + "nn" ;
43 g
44 return r ;
45 g
46 catch ( Error e)f
47 return "" ;
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48 g
49 catch ( Exception SolrServerException )f
50 System . out . println (" Impossibile trovare i l concetto") ;
51 return "" ;
52 g
53 g
Listing B.3: Metodo per l'estrazione dei concetti collegati.
Il metodo getOverlaps(), che eettua l'intersezione tra stringhe, restituendo le
parole in comune, riceve in input:
 due stringhe: string0 e string1;
e restituisce una struttura dati di tipo HashMap<String, Integer> che contiene le
parole in comune tra le due stringhe e il numero di volte che ciascuna parola compare
in entrambe le stringhe.
Tale metodo  e una reimplementazione in Java di una funzione omonima scritta in
Perl proposta da Jason Michelizzi, Ted Pedersen, Siddharth Patwardhan, Satanjeev
Banerjee e Ying Liu (44). Nel codice riportato in Listing B.4 si sono mantenuti i
commenti originali (in inglese).
1 public static HashMap<String , Integer> getOverlaps ( String string0 , String
string1 ) f
2
3 // Results are a HashMap with keys that are the overlapping strings and
4 // values that are the frequency counts of those overlaps
5 HashMap<String , Integer> overlapsHash = new HashMap<String , Integer >() ;
6 int matchStartIndex = 0;
7 int currIndex =  1;
8
9 // Strings are compared based on word overlaps , so create arrays of
10 // words
11 String [ ] S = null , W = null ;
12
13 // assign the shortest string to variable S
14 i f ( string0 . length () > string1 . length () ) f
15 W = string0 . trim () . split ("nns+") ;
16 S = string1 . trim () . split ("nns+") ;
17 g
18 else f
19 S = string0 . trim () . split ("nns+") ;
20 W = string1 . trim () . split ("nns+") ;
21 g
22 int [ ] overlapsLengths = new int [W. length+S. length ] ;
23
24 while ( currIndex < S. length   1) f
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25 currIndex++;
26 i f ( contains (W, Arrays . copyOfRange(S , matchStartIndex , currIndex +




30 overlapsLengths [ matchStartIndex ] = currIndex   matchStartIndex ;






37 for ( int i = matchStartIndex ; i <= currIndex ; i++) f
38 overlapsLengths [ i ] = currIndex   i + 1;
39 g
40 int longestOverlap = 0;
41 for ( int i = 0; i < overlapsLengths . length ; i++) f
42 i f ( overlapsLengths [ i ] > longestOverlap )f




47 while ( longestOverlap > 0) f
48 for ( int i = 0; i <= overlapsLengths . length   1; i++) f
49 i f ( overlapsLengths [ i ] < longestOverlap )f
50 continue ;
51 g
52 int stringEnd = i + longestOverlap ;
53 i f ( contains (W, Arrays . copyOfRange(S , i , stringEnd ) , true ) ) f
54 String temp = new String (S[ i ]) ;
55 for ( int j = i + 1; j < stringEnd ; j++) f
56 temp += " " + S[ j ] ;
57 g
58
59 i f ( overlapsHash . containsKey (temp) ) f




63 overlapsHash . put(temp , 1) ;
64 g
65
66 // adjust overlap lengths forward
67 for ( int j = i ; j < i + longestOverlap ; j++) f
68 overlapsLengths [ j ] = 0;
69 g
70
71 // adjust overlap lengths backward
72 for ( int j = i   1; j >= 0; j  ) f
73 i f ( overlapsLengths [ j ] <= i   j )
74 break ;
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79 int k = longestOverlap   1;
80 while (k > 0) f
81 stringEnd = i + k   1;




86 overlapsLengths [ i ] = k ;
87 g
88 g
89 longestOverlap = Collections .max( Arrays . asList ( longestOverlap ) )  
1;
90 g
91 return overlapsHash ;
92 g
Listing B.4: Metodo per eettuare l'intersezione tra le parole di due stringhe.
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