There is a driving imperative for new knowledge, approaches and technologies to empower scholarship, especially in emerging areas of inquiry. Sources of information now extend beyond the written word to include a wide range of born-digital objects. This paper examines the changing landscape in which digital scholars find, collaborate, create and process information and, as a result, scholarship is being transformed. It discusses the key elements required to build an institutional infrastructure, which will not only support new practices but also integrate scholarly literature into emerging and evolving models that generate true digital scholarship. The paper outlines some of the major impediments in implementing such a model, as well as suggestions on how to overcome these barriers.
Introduction
As society tackles increasingly complex issues, specialists across a number of disciplines have been examining the role of research and innovation in underpinning solutions to these issues [1] [2] [3] [4] [5] [6] . New knowledge, approaches and technologies are discussed as core to proposed strategies. Concurrently the very nature of scholarly communication is changing partly in response to these same drivers. As a result, new research practices are evolving.
OPEN ACCESS
In this paper the authors examine this rapidly evolving and transformative landscape in which scholars work. They discuss the emerging concept of digital scholarship. The authors conclude with a discussion of the key components required to build an institutional infrastructure to support new practices and new models of scholarship, as well as some of the barriers, which need to be overcome to achieve this goal.
Background
The role of new technologies in causing a change or paradigm shift in the practices of research, learning and teaching, and scholarly communication has been, and is continuing to be, widely discussed in the literature. For example, Christensen's [7] theory of disruptive innovation, which is based on the changing application of technology in the marketplace, has been expanded to apply more broadly to technologies that have introduced radically different behaviors into society generally. In learning and teaching specifically, there is considerable discussion about the flipped classroom [8] .
In scholarly publishing, there is a focus not just on new digital reading devices but also on the changing nature of publishing itself. The Internet has enabled new models of scholarly communication in which authors are directly linked with other scholars and readers, and in which distribution models can no longer rely on a wholesale model based on physical content. In an industry, which, by its nature, is content-focused, digital content has disrupted the former relationships and roles among writers, publishers and readers [9] . New publishing and pricing models are being explored for journals, scholarly monographs, textbooks, and digital materials, as the various stakeholders try to establish sustainable business models [10, 11] . Along with the impact of open access [12] [13] [14] [15] , an important trend-from a publishing perspective-has been the emergence of different models for providing access to the data, which underpins published research [16] [17] [18] [19] .
The rapid development and dissemination of digital technologies have helped to enable interdisciplinary research, not just in "big science" but also in the fast growing field of digital humanities. Electronic networks are making it much easier for investigators from different fields to communicate and collaborate. These rapid changes are pointing toward a very different model of research practice and have led major international, national and funding bodies to examine their respective impact. Both the American Association for the Advancement of Science [5] and the Arts and Humanities Research Council (AHRC) [20] in the UK, for example, have highlighted the importance of interdisciplinary, collaborative approaches. In Europe, the EU RIF2030 Project [6] has been established to explore new and emerging ways of doing research in universities, research organizations, companies and society as a whole.
The Changing Nature of Scholarship
Against this backdrop of evolving models in research practice and scholarly communication, especially in regard to publishing, it is not surprising that the concept of scholarship has also been undergoing profound change. It is intrinsically linked to these concepts.
Historically scholarship tended to be regarded as work undertaken in a tertiary institution, based on research, which led to publication as a book, book chapter or an article in a peer-reviewed journal. A narrower definition has limited this activity to "original" research conducted in the sciences [21] . importance of pushing boundaries and reconceptualizing the form, as well as the very substance, of scholarship.
Digital scholarship potentially has a key role in expanding these boundaries; its outputs will hopefully create new insights. Ayres [26] asserts that "digital scholarship is the missing part of the cycle of productivity that we have long believed our investments in information technology would bring to institutions of higher education." Therefore tertiary educational institutions have an obligation not only to provide the necessary supporting infrastructure to bring this potential to fruition but also to validate digital scholarship as a valued model of scholarship.
In the following section the authors outline the key elements that an institution needs to consider in building the type of infrastructure which can support new models of digital scholarship.
Institutional Infrastructure
The New Oxford American Dictionary [31] defines infrastructure as "the basic physical and organizational structures and facilities needed for the operation of a society or enterprise". Information infrastructure specifically has been discussed in the literature for more than a decade. Two common themes are: (a) the importance of the non-technological aspects -the human components, comprising of standards, social norms, practices with technology that collectively facilitate scholarly work from a distance [32] and (b) the need for interoperability between local and multiple divergent systems [33] .
In discussing information infrastructures, Borgman [34] asserts that traditionally initiatives have tended to be oriented toward the purely technical aspects of infrastructure, i.e., infrastructure of information, whereas the focus should be on infrastructure for information, which encompasses information practices within their specific social context and discipline.
In the specific domain of digital scholarship, innovation values content/artifacts, people and technology as fundamental components. Since knowledge is not created in isolation and is inherently evolving, the corresponding infrastructure needs to integrate these components, which are also continually evolving. This applies both within the institution and on a global level.
The challenge for institutions is to build infrastructure for this new environment, especially for those engaged in digital scholarship. Historically infrastructure in this context favors a traditional concept of scholarship in terms of big science. An example is the provisioning of mass storage for "big data". Institutional administrators traditionally have viewed infrastructure as something built for and within their own enterprise. However digital scholarship is about sharing information, collaboration and knowledge creation beyond the enterprise. The institutional infrastructure does not operate in a vacuum; it needs to be regarded as a "node" in the much broader knowledge ecology and regarded as more than just physical infrastructure. Therefore institutional administrators will need to re-conceptualize infrastructure to meet new requirements.
Core components would include organizational structure, built infrastructure, digital artifacts and people (See Figure 1 ). 
Organizational Structure
Organizational structures are those governance structures, policies, standards, legal instruments and processes, which are required to facilitate scholarship. This could include policy changes, regulations, new standards and licensing frameworks, and operational processes required to make research data more easily discoverable and shareable. It includes the roles of organizational units and the financial responsibilities that are required to facilitate the development of the infrastructure.
Current Approaches and Constraints
While the enthusiasm and innovation exemplified by individual digital scholars are readily evident, the same perspective may not necessarily be shared at the institutional level. Weller [10] , for example, talks about the significant challenges for scholars when "faced with norms and values which oppose, hinder or fail to recognize these forms of scholarship". He goes on to discuss the general lack of understanding of, and experience with, this type of scholarship by senior university management; this in turn can lead to what Weller terms as "resistance" in recognizing it as a valuable activity.
Ayres [26] makes the point that digital scholarship will not get traction until it ceases to be viewed as a "series of isolated experiments". While it is true that substantial projects have been underwritten by funding agencies, there is a sense of unrealized potential. Projects may not have been viewed initially as scholarship because the focus has been more on the underlying technology rather than on creating new disciplinary knowledge.
The challenge, from an organizational perspective, is one of being tied to long-held, policy-based definitions as to what constitutes "research", especially for purposes of funding and/or other high-level activities. For example, in Australia two national research assessment exercises use the reasonably broad Organisation for Economic Co-operation and Development (OECD)'s definition [35] but tend to focus on "publications" as the assessed metric. In addition the national and international ranking of universities in the so-called "league tables", e.g., QS World University Rankings [36], relies on easily quantifiable metrics such as research citations. New forms of digital scholarship, on the other hand, challenge the conventional methods for measuring research impact. Unlike a text-based journal article, they do not currently easily lend themselves to citation analysis.
Much of the potential for digital scholarship is based upon its adoption of open values, e.g., open access, open scholarship, open data. At an institutional level, this "openness" requires a corresponding high-level commitment, if not policy or mandate. While some institutions are notable for their progress, the rate of implementation has been generally slow [37] .
As members of their respective institutional community, scholars are frequently subject to regulatory and legal requirements affecting their organization. Some of these may not reflect current digital innovations. In Australia, for example, the Copyright Act 1968 is being reviewed because it is generally considered that the exceptions and statutory licenses in the Act are neither adequate nor appropriate in the digital environment.
Strategies for Overcoming Barriers
In implementing an enterprise-wide strategy, the institution needs to understand both the current and future research needs of its diverse research community. The challenge is to overcome the natural tendency within organizations to have a siloed approach. Therefore, in universities both IT and the library need to partner with key academic groups to understand the current and future research information needs of a diverse university research community. From this understanding will be derived relevant operational processes and policies. Addressing organizational processes is critical to such outcomes as facilitating information flow and the retention of valuable assets. From a governance perspective, some universities have implemented, for example, an advisory group, chaired by the Vice President, Academic Research, (or corresponding role) to ensure input from across all the disciplines.
Proposals to build infrastructure to support new models of scholarship must necessarily be aligned with the strategic goals of the institution. It is, therefore, useful to develop discussion papers for senior executives that articulate an institutional vision within the context of the broader, external environment -including opportunities-and propose a corresponding digital strategy. Each institution's vision will of course be influenced by a range of drivers, which will vary across the sector [21, 38] . There is a need to ensure "senior university awareness of, and engagement in, national (and international) research information infrastructure opportunities … if the most effective investment decisions are to be taken" [39] . This can only happen if the institution itself is clear about its digital strategy.
Once the vision and strategy have been articulated, the next step would be to establish the gaps between the current state and the desired state so as to know where to focus effort. A combination of self-assessment and benchmarking against good practice could be used to inform this fact-finding, even if good practice is still being defined for some areas. For example, providing hard data on how much-and what -research data is stored -and where-within a university and if it is at risk. Analysis done at this stage may lead to revised processes, governance models and policies not only within the organization quadrant but also across the other three quadrants.
As a result of the strategies outlined above, common problems will be identified, from which there will be an opportunity to partner with key stakeholders to address them. The library is ideally positioned to take a lead role in drawing together the various stakeholders to develop institutional strategies to respond to new drivers [40] . MacColl [41] observes, "The library should be knowledgeable about knowledge, and should be the main authority on the campus about the ways knowledge is generated and transmitted through all of the disciplines it contains". It is well positioned to work with diverse groups.
At Griffith University (Australia) the Division of Information Services (includes the library) has capitalized on the development of a researcher profile system to work with key stakeholders on research data management guidelines for the University and to initiate the development of data archives and related systems. In addition to further developing relationships with the researchers involved, this initiative has resulted in an improved communication network within the Division itself as well as within the University as a whole, especially with the Office for Research and with major research centers [42] .
Finally institutions should support opportunities to participate in national and international initiatives, which are tackling the high-level challenges discussed in this paper. The Research Data Alliance [43] , for example, is developing enablers-social and technical-to facilitate the sharing of open data.
Built Infrastructure
The traditional approach to meeting IT infrastructure demand is to build it within the institution. Developing solutions for scholarly communities internal and external to the institution requires a mixture of local and cloud infrastructure and internal and external services. For example, institutional-based communication and collaboration technologies such as video conferencing are used in combination with consumer-based solutions, such as Skype, to facilitate scholarship. Institutions need to develop blended infrastructure solutions to support scholarship beyond the enterprise gateway, which operates in hidden sub-surface ecosystems [33] . From the scholar's perspective, ideally the underlying technologies should operate seamlessly.
Current Approaches and Constraints
Infrastructure planning approaches have tended towards developing built infrastructure within the institution. However, this has changed in recent times to leverage the cost savings and efficiencies of using cloud infrastructure, whether as Infrastructure as a Service (IaaS), Software as a Service (SaaS) or Platform as a Service (PaaS). This has seen the use of externally hosted solutions for email and other corporate systems. However, this approach still tends to develop single purpose solutions and does not take into account that there are now many services available to scholars outside of the institution, especially for collaboration and storage. On the one hand, the institution may provide an enterprise solution for video conferencing or working storage, while on the other hand most scholars may be using instead common tools, such as Skype or Dropbox. For those institutions attempting to address this problem a variety of technical issues present themselves with regard to integration and lack of industry standards.
Another constraint is the institutional and system view of identity management. Generally institutions have identity management systems, which are restricted to current employees or user accounts created through some internal process. This is problematic to scholars seeking secure mechanisms to share data and information with a community, which has members across many institutions. In some institutions there is no coordinated central planning around these core services.
Central support for specialized scholarly applications is generally limited. The increasing use of information and communications technology (ICT) to respond to demands of scholarship-including online learning, managing and analyzing big data, and support for large communities of researchers-has been driven from the discipline level, frequently through the use of grant funding. Institutional support for many of these bespoke solutions is limited because of lack of sustainable resourcing coupled with the fact that the solutions have been developed to service communities across many institutions. Without an institutional "champion" providing ongoing support, many of these solutions are at risk.
There are also many scholars who are not well serviced with solutions to meet their specific research needs. In such cases, institutional funding does not tend to provide ongoing sustainable resources to develop and maintain these, e.g., lack of skilled staff to redevelop in-house desktop modeling software tools to meet the needs for a researcher to run larger or faster models on Amazon Web Services. This also occurs at the hardware level since many institutions have standardized infrastructure to drive down costs and leverage economies of scale in purchasing and support. This approach comes at the expense of flexibility. Researchers often require non-standard solutions for their purposes, such as software necessitating a non-standard hardware set up or a high speed network connection or the ability to host an application for their project community to use. All these constraints act as barriers for scholars seeking to leverage IT to increase their capacity or capability or to easily collaborate with colleagues across the globe. Central planners need to regard their infrastructure as a node in a global IT ecosystem rather than as just local, physical infrastructure built only for use within their own institution.
Many institutions attempt to address these issues by deploying new products only to find that uptake is low. Two common reasons are that (a) these projects tend to be limited in scope to just deploying the product and are not well resourced to assist end-users to leverage the product for their own use; and (b) the end-users themselves have little incentive to allocate time to learn how the new tools and services could be used to their advantage.
Strategies for Overcoming Barriers
The increasing use of cloud-based solutions has seen a new approach to designing and building IT and information architectures to support more flexibility, thereby allowing for easier integration and coupling of systems. This is also reflected in the development of relevant international standards.
There is also evidence of increasing collaboration to resolve some of these problems. For example, new solutions are emerging or are being addressed to manage identities whether between institutions (e.g., the Australian Access Federation [44] ) or resolving multiple identities to a single individual (e.g., through an institutional and/or Open Researcher and Contributor ID (ORCID) [45] identity). Institution planners will need to actively participate in these activities.
National and international solutions are emerging for the sharing of resources through collaboration and partnerships. For example, in the Australian research environment, key stakeholders-including funding bodies such as the Australian Research Council and the National Health and Medical Research Council, research institutes and universities-have recognized the need to share knowledge. In building its national collaborative infrastructure, the Australian National Data Service has utilized a federated approach, which supports multi-layers, i.e., Research Data Australia [46] aggregates at the national level data about Australian research, which has been aggregated at the local level.
Individual institutions are partnering and, in some cases, taking lead roles in developing new community-based solutions, such as the participation in the aforementioned Research Data Alliance or the development of national solutions, e.g., Biodiversity & Climate Change Virtual Laboratory [47] . Institutional decision makers will need to decide when it is best to collaborate and when the solution should be an institutional owned investment. Institutions will also need to decide how many resources should be allocated to support scholars using technology developed elsewhere.
The current approach to infrastructure planning is to plan from the center. New models will need to be developed in which disciplines and communities can articulate their infrastructure needs to be accommodated within the central resource allocation. This will require a planning model based on partnering between infrastructure providers and key stakeholder groups within the respective institutions. This will require the identification of key stakeholders within the institution.
It is already apparent that institutions need to preserve research outputs beyond the traditional text-based outputs. This will require a closer working relationship with researchers, e.g., primary research data sets, software, video, and websites.
Digital Artifacts
Digital artifacts are the digital assets, i.e., the content, required to develop new knowledge. These need to be created/acquired, stored, delivered, and used as appropriate in a timely manner while respecting the terms of the artifact owner. The institution has a responsibility for making these artifacts available in formats and context suitable for interpretation, analysis and manipulation for scholars across disciplines, internal and external to the institution.
Current Approaches and Constraints
The typical approach to preserving digital artifacts is to address this issue at the end of the project, at a time when resources are limited, enthusiasm is waning and there is no incentive to curate and clean up the data for preservation. In addition, there are few, if any, skilled people available with the curation and preservation skills required to assist the researchers in making these artifacts available in formats and context suitable for discovery, interpretation, analysis and manipulation for scholars across disciplines and across the globe.
There is a specific issue in relation to properly describing and preserving details around IP, licensing and other regulatory, legal and compliance materials such as ethics clearances. Unfortunately licensing and data sharing agreements tend to be on a project-by-project basis. The preservation task would be less onerous if licensing or data sharing were mandated at the government or institutional/ agency level. Additionally, within institutions all these materials tend to reside in different repository siloes, e.g., legal agreements are retained in corporate record archives but the data collected as a result of such agreements is stored elsewhere with no cross referencing.
Generally institutions do not have expertise or strategies in digital preservation. There are a number of reasons for this, such as:
 the needs to date have not warranted it  the level of resources required, e.g., refreshing old formats is both labor-intensive and expensive  the evolving nature of the problem (e.g., archiving of digital material regarded as a storage problem under the responsibility of the IT department who traditionally do not have preservation/archival expertise), and  lack of institutional policies and guidelines about what to retain and what to discard.
In support services, there is a lack of processes to intervene in the research lifecycle to provide assistance at the right time. For example, processes to alert support services when a researcher is:
 drafting a research grant proposal, so as to assist in developing a data management strategy, or  about to publish a paper, so as to check whether there is supporting data that needs to be published.
There is also a constraint in that some artifacts, by their inherent nature, do not lend themselves easily to sharing or to typical preservation processes, for example, a piece of software or a very large data set [48] .
Strategies for Overcoming Barriers
Global movements in open scholarship, data, and access have the potential to address many of the licensing and IP issues. These movements are increasingly being supported with mandates from funding agencies (e.g., Wellcome Trust, National Science Foundation, Australian Research Council) about preserving data, open models, linking publications to grants to data, etc. With big questions now being asked universally in public forums (e.g., recent studies outlining how much money universities are paying for major publisher subscriptions), there is promise that some of the problems at the institutional level will be resolved at the national and international level.
Additionally, in many countries governments themselves are moving towards open data in relation to administrative data [49] [50] [51] . While this may not resolve IP and licensing problems with legacy artifacts, it does open the doors for much simpler preservation and access mechanisms for the future.
Preservation services are now being developed through national initiatives, e.g., National Collaborative Research Infrastructure Strategy (NCRIS) [52] in Australia, or within discipline communities or through third party offerings, e.g., Dryad [19] and Figshare [53] .
While all of the above provides an encouraging picture for the preservation of scholarly outputs, it does not resolve the current inefficiencies and ineffectiveness of how data is captured, manipulated and finally stored and reused. An analogy can be made here in the industrial design response to recycling in which product design is increasingly moving to a cradle to the cradle approach, i.e., you design the solution anticipating the product will be used until end of life and then will be diverted to be used as input to other products [54] . When scholars begin a project, they should be planning to capture, format, describe and preserve all the relevant data, inputs and outputs, from the activity so that they can be potentially used as inputs in future scholarly activities by other scholars. This will involve decisions about what needs to be kept and what can be deleted during and at the end of the project, based on knowledge about the data, e.g., what might be useful at some later date. The data retained may include data additional to what is cited in the published article from a specific research activity. For example, an article may only reference a subset of all the collected data.
The library within the institution is a logical potential source of skills and expertise in managing information and preservation. To be effective, however, will require a common approach and partnership with the IT department to (a) supply the hardware infrastructure to meet the needs either provisioned locally or through the cloud; (b) to leverage external services as needed, e.g., those funded by governments or specific discipline data repositories; and (c) collaboration and partnering with other institutions to develop cost-effective solutions. This will also need to extend to better engagement with key stakeholders within the institution so as to have better points of intervention.
People
The final component is the role of people as key to an infrastructure solution for digital scholarship. Not only do institutions need to develop the skills required in their support service personnel but also they have a role in developing the skills of scholars themselves in new methods and processes to create, manage and use born-digital artifacts. This also extends to building awareness about emerging organizational structures such as global standards and licensing frameworks. Scholars also need to find and join networks specific to their domain and gain an understanding of the global context of their research activities, e.g., lingual and cultural impacts, and opportunities for collaboration and data sharing.
Current Approaches and Constraints
Lynch [55] regards the biggest challenge for universities as the design and staffing of organizations that will work with academics to access local, national and global cyberinfrastructure services, assisting faculty to manage their data, prepare for handoff for curation and aiding them in data reuse, mining, and computation. While Lynch may have been thinking of big data-and particularly as it applies to the sciences-attributes such as volume, variety and complexity are equally applicable to all disciplines.
In the organization quadrant, we discussed the importance of "openness" which characterizes much of the work being done in digital scholarship and the importance for the institution to have a clearly articulated high-level commitment to this concept. That said, the idea of sharing resultant research outputs or collaborating in research is not necessarily part of the culture of every discipline, let alone individual researchers. This has been highlighted by the AHRC [20] in their view that "there will be greater need to bring arts and humanities researchers together to influence the context in which they work; to build consortia, cross-disciplinary networks and multi-funder partnerships; and to support individual researchers to forge stronger relationships with academics overseas".
As also discussed within the organization quadrant, if there is not a high-level recognition of the value of digital scholarship to the institution, then there may be little incentive for a researcher to innovate or set aside time to develop new methods and techniques to improve the processes for creation, management and analysis of born-digital artifacts. This lack of knowledge and skills may extend to a researcher's potential lack of knowledge of international standards and frameworks as well as a lack of appreciation of the global context for their research activity.
In addition there is the overarching problem of the failure to break the text-based paradigm as the mode of delivery of publishing research [26] . Researchers may not set aside time to leverage either new channels or mediums, e.g., social media, or all the potential outputs from their research, such as publishing data [48] .
The focus of support within the IT and library support services is typically internally focused, i.e., delivering services and resources supplied by the institution. How do these support services become familiar with the offerings from sources external to the institution, whether they are widely used consumer based technologies and services or specific solutions developed within particular disciplines of scholars? This can be difficult to achieve when support services are constrained by internally developed standards, guidelines and policies, which do not allow for more loosely coupled solutions that blend or integrate internal and external offerings.
Strategies for Overcoming Barriers
Having a good understanding of key partners with whom scholars are collaborating would assist institutional planners to further refine their service offerings. For example, for institutions beginning to engage with Asian countries, institutional service planners may need to incorporate a response into their service delivery approach, e.g., providing services and resources in a number of specific languages, or addressing communication network and collaboration technology problems specific to those partner countries to better facilitate collaboration.
Assisting scholars to further develop their skills will require better targeted outreach services within the institution by addressing the specific needs of different cohorts (e.g., PhD students, early career scholars) and discipline groups (e.g., humanities, medicine). Having a well-defined and communicated vision and strategy at the institutional level should cascade down to the internal group and individual level and lend itself to skills development planning exercises. This could also lead to institutional initiatives to address specific issues, for example, the establishment of centers of expertise, such as the Better business intelligence would also be useful in targeting support service resources. For example, data librarians should know when scholars begin projects or when they publish in order to proactively intervene at key points to assist researchers during the research cycle. This would require the gathering of data and developing of processes to provide information to support services in a timely manner. While the library may be able to assist with preservation, much of the knowledge and expertise required to decide what needs to be preserved and how it should be described and formatted for potential research still remains within the specific discipline. Developing the knowledge and skills base will require either information professionals acquiring discipline knowledge (e.g., a discipline data librarian) or scholars acquiring this knowledge and skills as part of their professional development.
Changing the behavior of individuals, the culture of institutions and developing new skills takes time and unfortunately is typically slower than the rapid change of technologies and globalization, which are driving these changes. Strategies will need to be developed to address the varying levels of awareness and skill sets within the institution.
Legacy Infrastructure
Star and Ruhleder [58] make the point that infrastructure is typically developed from an installed base, inheriting both strengths and limitations from that base. New systems are designed for backward compatibility; failing to account for these constraints may be fatal or distorting to new development processes. While Star and Ruhleder were mainly referring to built infrastructure, the same constraint applies to other components of the infrastructure. For example, infrastructure impacted could be artifacts licensed under old licensing regimes or data sets preserved using obsolete standards or formats or, as mentioned above, staff with out-of-date skills. A key challenge for institutional planners is responding to these legacy issues without compromising their vision.
Conclusions
The impact of disruptive technologies has been examined on research practice and publishing, with particular reference to the changing world of digital scholarship. If scholars are to maximize the full potential of new models for the creation and dissemination of their research, their parent institutions have a responsibility to build supporting institutional infrastructure and to validate digital scholarship as a valued model of scholarship.
The proposed model is based on the concept that technology development should have a synergistic relationship with organizational structure, people and digital artifacts. As each institution builds infrastructure in this new environment, it becomes a node in a global knowledge ecology based on open values.
Empowering scholarship through the creation of new knowledge, approaches and technologies is a work in progress, which requires profound change in practice. Juxtaposed is the continuation of conservative, traditional practices within highly complex, competitive academic reward systems. Although not without tension, this evolving landscape should be viewed as a period of transition in which scholars, institutions and other actors ultimately validate new models of scholarship.
