Abstract. We present I/O-efficient algorithms to construct planar Steiner spanners for point sets and sets of polygonal obstacles in the plane, and for constructing the "dumbbell" spanner of [6] for point sets in higher dimensions. As important ingredients to our algorithms, we present I/O-efficient algorithms to color the vertices of a graph of bounded degree, answer binary search queries on topology buffer trees, and preprocess a rooted tree for answering prioritized ancestor queries.
given set of N points, or polygonal obstacles with N vertices in the plane. Planarity is desirable, as planar graphs can be blocked [1] , and an I/O-efficient single source shortest path algorithm for embedded planar graphs is known [3] . Also, planar graphs can be preprocessed for fast shortest path queries [13] .
Preliminaries: A Euclidean graph G ¥

V# E
¦ is a t-Steiner spanner for the complete Euclidean graph 
S.
Given an axes-parallel box R and a point set S contained in R, a fair split of R is a partition of R into two boxes R 1 and R 2 , each containing at least one point in S, using an axes-parallel hyperplane H; the distance of H from the two sides of R parallel to H has to be at least W 0 the child of its lowest marked ancestor in T 0 . Let T 1 denote the resulting tree. We now recursively apply this procedure to T 1 to obtain all parents pB k, we obtain the following result. If T is static, we can extend the idea of [7] to obtain a topology buffer tree. We construct a topology tree U for T and cut it into layers of height log 2
Theorem 1. Given a rooted tree T with vertex priorities
. Each layer is a collection of rooted trees. We contract each such tree into a single node. The resulting tree e is the topology buffer tree corresponding to T . [7] and buffer trees [2] , we obtain the following result. 
Theorem 2. Given a topology buffer tree
Spanners of Low Diameter
Given a point set S in 
Dumbbell Trees
Given a WSPD . We refer to the well-separated pairs of Q as dumbbells (as they look like dumbbells if we connect the two centers of the bounding boxes of each well-separated pair by a straight line segment). We define the length of a dumbbell to be the length of this line segment. Refer to the two bounding boxes as the heads of the dumbbell. Also, refer to C as a head (which does not belong to any dumbbell). We want to partition the set of dumbbells into a constant number of groups such that the lengths of two dumbbells in the same group differ by a factor of at most 2 or by a factor of at least 1 δ, for some 0
2 to be defined later; the heads of two dumbbells in the same group whose lengths differ by a factor of at most two are required to have distance at least c@ from each other, where c is a constant to be specified later, and @ is the length of the shorter dumbbell. We call the former the length grouping property; the latter the separation property.
For every such group I/Os per group by marking all nodes in the fair split tree corresponding to dumbbell heads in the group, making every leaf of the fair split tree a child of its lowest marked ancestor, and making every dumbbell node the child of the lowest marked ancestor of one of its heads. Leaves and dumbbell nodes without marked ancestors are children of the head node C.
In order to compute groups f with the above properties, we first compute O¥ 1 ¦ groups having the length-grouping property and then refine these groups to ensure the separation property. The length grouping property can be guaranteed by simulating the algorithm of [6] in external memory, which takes O¥ sort be its parent in the computation tree. 1 Then AB has been split into two boxes A 1 and A 2 , where A is contained in A 1 . In the following, we will consider
. It follows from the properties of a fair split tree and its WSPD that the shortest side of head A 1 has length at least The set of dumbbell heads containing a point p are stored along a path in the fair split tree T . Only a constant number of them can be heads of dumbbells in , and the side lengths of the boxes along a root-to-leaf path in the fair split tree decrease by a factor of 2 3 every d steps. For every grid point p, we report all these heads using strongly local binary search on T . The total number of heads reported for all grid points and all dumbbells is O¥ N ¦ . It takes sorting and scanning to find the dumbbells in 
Spanners of Logarithmic Diameter
T r be the dumbbell trees constructed in the previous section. Then we construct graphs G 1
G r , each having vertex set S, from those trees. We merge all these graphs G 1
. We choose a representative point r 
This path corresponds to a path
It is shown in [6] thatπ has length at most t 
Spanners of Nearly Constant Diameter
Next we present an I/O-efficient algorithm to reduce the spanner diameter of all graphs 
The algorithm of [16] consists of two parts. The top-level procedure SHORTCUT computes the 13-strided level W of forest F which has minimum size, outputs edges F γ we want to find, we find the minimum priority i such that there is a vertex on the path from v γ to u γ in F γ with priority i, and report the lowest and highest such vertices v γd 1 and u γd 1 on this path. There have to be edges
. Otherwise, we recursively find the shortest monotone path from v γd 1 to u γd 1 in F 2
F γd 1 . If there is no vertex with finite priority on the path from v γ to u γ in F γ , this path must be short. We report this path by traversing F γ and do not recurse.
Finding vertices v γd 1 and u γd 1 in forest F γ for two query vertices v γ and u γ is a prioritized ancestor query; we just report minimum priority ancestors instead of maximum priority ancestors. Thus, given data structures
2 to answer prioritized ancestor queries on F 2βX 1 
Planar Steiner Spanners
Given a set P of simple polygonal obstacles with vertex set S in the plane, we want to construct a planar Steiner spanner G of size O¥ § S § ¦ and spanning ratio 1 © ε for the visibility graph
Our algorithm follows the framework of [5] . It constructs a planar subdivision based on the position of the vertices in S and then combines this subdivision with the subdivision defined by the obstacle edges to obtain an L 1 -Steiner spanner. A planar Euclidean Steiner spanner is computed by superimposing a constant number of planar L 1 -Steiner spanners.
Planar L 1 -Steiner Spanners for Point Sets
We make frequent use of a procedure interval¥ s# r ¦ that partitions the segment s into subsegments of length r each by adding Steiner vertices on s. The following planar subdivision DB of a minimal axes-parallel square C containing all points of S is the basis for our spanner construction. The cells of DB are of two types. Let a box be an axesparallel rectangle of aspect ratio at most 3. A box cell is a box and contains exactly one point of S. A donut cell is the set-theoretic difference of two boxes B and BB , does not contain any point of S, and for every side e of B, the distance to the corresponding side eB of BB is either zero or at least 1 is an appropriately chosen constant to be defined later. For every cell R and every boundary edge e of R shoot rays orthogonal to e from the endpoints of e and from the Steiner vertices on e toward the interior of R until they meet another edge. For every box cell R containing a point p 1 S, we also shoot rays from p in all four axes-parallel directions until they meet the boundary of R. To preserve the planarity of the resulting graph, we introduce all intersection points between such rays as Steiner vertices. The following lemma now follows from [5] and [13] . . We include these regions as the donut cells of DB . Using the fair split tree construction of [12] , and choosing γ ε 6, we obtain the following result. 
Planar Steiner Spanners among Polygonal Obstacles
First we construct a planar L 1 -Steiner spanner for a given set P of polygonal obstacles with vertex set S in the plane. We construct the subdivision DB w.r.t. set S and combine it in an appropriate manner with the graph defined by the obstacles in P to obtain a subdivision D 2 . The spanner is then constructed from D 2 in a manner similar to the construction of DB
B
. Our algorithm to construct D 2 is based on [5] . However, we use only one . That is why we base the construction of an L 1 -spanner for P on a linear size subgraph D 2 of D 1 , which we construct without constructing D 1 first.
We divide the regions of D 1 into two classes: A red region is a quadrilateral none of whose vertices is in S SB . The remaining regions are blue regions. Let the red graph of D 1 be the subgraph of the dual of D 1 containing a vertex for every red region of D 1 and an edge between two vertices if the two corresponding regions share an edge that is part of the boundary of a box or donut cell. The connected components of the red graph are paths. The red regions along such a path are bounded by the same two obstacle edges and a set of edges in EB . We call such a set of red regions a ladder. The two obstacle edges on their boundaries are the sides of the ladder; the edges from EB are its rungs. Call the topmost horizontal rung of a ladder its top rung; we define left, right, and bottom rungs in a similar manner. All of these four types of rungs are called extremal rungs. We call a ladder trivial if it consists only of a single red region. Otherwise, it is non-trivial. Subdivision D 2 is obtained from D 1 by replacing every ladder in D 1 by a single region. It is shown in [5] that D 2 has size O¥ N
