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Abstract. This work presents a method that can be used to inpaint
occluded facial regions with unconstrained pose and orientation. This
approach first warps the facial region onto a reference model to synthe-
size a frontal view. A modified Robust Principal Component Analysis
(RPCA) approach is then used to suppress warping errors. It then uses
a novel local patch-based face inpainting algorithm which hallucinates
missing pixels using a dictionary of face images which are pre-aligned to
the same reference model. The hallucinated region is then warped back
onto the original image to restore missing pixels.
Experimental results on synthetic occlusions demonstrate that the pro-
posed face inpainting method has the best performance achieving PSNR
gains of up to 0.74dB over the second-best method. Moreover, experi-
ments on the COFW dataset and a number of real-world images show
that the proposed method successfully restores occluded facial regions in
the wild even for CCTV quality images.
1 Introduction
Human faces captured in unconstrained acquisition conditions are often par-
tially occluded by other objects, long hair, beard and other accessories such as
sunglasses and hats. Research in cognitive sciences has shown that the recogni-
tion ability of humans degrades when considering non-frontal [1] and partially
occluded faces [2, 3]. Moreover, a recent study conducted by Klare et al. [4] re-
vealed that state-of-the-art automated face recognition software still achieve low
accuracies under these difficult conditions.
Image inpainting can be used to restore the occluded areas within an image
and can be divided into three main categories: i) Diffusion-based, ii) Exemplar-
based and iii) Global based methods. Diffusion-based inpainting [5] methods
adopt smoothness priors via partial differential equations (PDEs) to diffuse lo-
cal structures from the non-occluded to the occluded parts of an image. These
methods are naturally well suited for completing small regions but inappropriate
to conceal large areas. Exemplar-based inpainting methods [6] are local greedy
methods that approximate the missing pixels within a patch using a combina-
tion of neighbouring patches with similar texture. These methods exploit the
self similarity within an image and manage to better recover the missing tex-
ture. The third family of methods, often referred to as Global inpainting methods
[7] introduce a global prior (e.g. low-rank, least squares or sparse) on the whole
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image. These methods are known to work well when the missing areas are not
too large. A complete review on image inpainting can be found in [8].
Face inpainting is a special case of inpainting where the image to be restored
is known to be a face. Most face inpainting approaches found in the literature [9–
15] adopt a dictionary of frontal faces as global prior to restore the occluded face
images. Min and Dugelay [16] demonstrated that global methods are not suitable
to conceal sparse occlusion and propose to use Fields of Experts [17] to inpaint
sparse facial occlusions. However, the limitation of this approach (and all generic
inpainting methods) is that it does not exploit the facial structure and thus fails
to restore large occlusions. Moreover, none of the above mentioned methods
are suited to restore non-frontal face images, which limits their application in
practice. More recently, Burgos-Artizzu et al. [18] presented a face inpainting
method which can be used to conceal non-frontal images. This method used
a trained sub-dictionary per cluster to cater for different pose and expression
variations. However, each sub-dictionary is of very large size and computationally
intensive to train. Moreover, their training methodology does not guarantee that
the pose of the face to be inpainted is well represented by one of the clusters.
The contribution of this paper is two-fold. We first present a face-frontalization
method1 that synthesizes the frontal pose of a face acquired in the wild. Unlike
the method in [19], this work adopts a simple 2D warping method to get a first
approximation of the frontal view and then applies a Robust Principal Com-
ponent Analysis (RPCA) based method to suppress warping distortions. Unlike
existing RPCA-based face denoising [20, 21] and alignment [22] methods, our
method does not need multiple representations of the same test subject. In fact,
our method considers that the training images (which do not include the test
subject) to be samples on a manifold and tries to push the distorted frontal face
on this manifold. We also present a novel local patch-based face inpainting algo-
rithm which exploits the facial structure when computing the inpainting process.
The proposed system is different from the work in [18] since it does not need
to be trained a-priori and its application is not limited to the poses considered
during the training-phase. It differs from existing face inpainting methods [9–16]
since it is a local method which ensures that the reconstructed face images is
locally smoother and in general more natural. It diverges from local patch-based
image inpainting methods such as [6, 23–26] since the missing pixels are halluci-
nated using a dictionary of aligned faces. This work is somewhat related to face
super-resolution [27, 28] which is not suitable for inpainting.
2 Related Work
2.1 Face Inpainting
Hwang and Lee [14] presented the first work on face inpainting, where they
used morphable models to restore partially occluded faces. In their work, the
1 Frontalization is a terminology recenty introduced in [19] to refer to the process of
synthesizing a frontal view of a person whose original pose is unconstrained.
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authors approximate the deformation required for the non-occluded region, and
then use the same deformations to synthesize the occluded region. Mo et al.
[9] replaced the morphable model with a dictionary of frontal face images and
derived the combination weights using non-negative least squares (NNLS) on the
non-occluded part, which are then used to reconstruct the occluded face region.
Several Principal Component Analysis (PCA) [10, 13, 15] based schemes have
been proposed to extend the work of Mo et al., where they try to restore a face
image using a linear combination of eigenfaces.
The authors in [12] adopt a Bayesian formulation unifying the occlusion de-
tection and recovery stages. The occlusion is detected using Graph Cuts while
the inpainting is computed using Maximum a Posteriori (MAP) estimation. An-
other iterative strategy was presented by Zhou et al. [11] where Markov Random
Fields (MRF) models were used to detect the support of the occluded region
while sparse coding was used to approximate the reconstructed face. Min and
Dugelay [16] employed RPCA to detect the sparse occlusions which are then
inpainted using FoE.
A Pose and expression invariant face inpainting algorithm was recently pre-
sented in [18]. This method clusters more than 16,000 face images based on their
landmark’s positions obtained using Robust Cascaded Pose Regression (RCPR)
[29] and a dictionary is learned for each cluster using an online Sparse Cod-
ing method described in [30]. The landmarks and occlusion mask of the test
face image are first extracted using RCPR. The landmarks are used to deter-
mine the closest cluster, and the corresponding dictionary, and the reconstructed
face is computed using sparse coding. The training is performed off-line, but is
very computationally intensive. Moreover, the pose variations considered in this
method are limited by the poses represented by the clusters.
2.2 Overview of Exemplar based Inpainting
Exemplar based Inpainting methods exploit the self-similar property of natural
images to propagate texture patterns from non-occluded pixels to fill holes. The
seminal work of Criminisi [6] divides the input image in a known part Φ and
an unknown part Ω. As shown in figure 1, the pixels in Ω that are neighbours
of Φ form the front line, denoted by δΩ. The target patch Ψp centred at p on
δΩ is selected using a patch order selection scheme. The patch Ψp has two non-
overlapping parts: the known region Ψkp = Ψp ∩Φ and the unknown region Ψup =
Ψp ∩Ω. The missing pixels in Ψp are approximated using template matching.
There are several extensions to the Criminisi inpainting algorithm. Neighbour
Embedding methods try to estimate the unknown pixels using a linear combi-
nation of several best matching patches, instead of simply copying the pixels of
the best matching patch. The authors in [23] use non-local means to give higher
weights to patches which are more similar to the known samples of the input
patch. Sparse approximation was used instead in [24, 25] where they try to derive
a least squares approximation of the known part under a constraint of sparsity
on the weights. Several Neighbour Embedding methods were considered in [26].
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Fig. 1. Notation diagram of Criminisi’s algorithm [6].
3 Proposed Face Inpainting in the Wild System
We introduce here an approach which allows pose and orientation independent
inpainting of facial images. The schematic diagram of the proposed method
is illustrated in figure 2, where in this example we are going to inpaint the
cigar from the actor’s mouth (marked in green). This method assumes that the
landmark points (marked by red crosses) are available (either manually inserted
or else detected using a state-of-the-art landmark detection algorithm such as
[29, 31]). The face region F is then segmented from the background region B
based on the peripheral landmark points marked with a dotted blue line. Only
the occlusion on the face segment F is concealed by the proposed system, since
this contains the most important and discriminative information2. We will show
in section 4.5 that the occluded region in B can be restored using off the shelf
inpainting algorithms since these areas are generally smooth and easier to conceal
by exploiting the self-similar texture present in the neighbourhood of Ψp.
The standard Delaunay triangulation method is computed from the set of
P landmark locations. Each landmark triplet from the face image F forms a
triangle, as shown in solid blue lines. A reference face shape model S represents
the shape of a frontal 2D-face whose P landmark points are normalized such that
the distance between the eye centres (inter-eye distance) is of 40 pixels3. The
frontal pose of the test subject Fˆ is synthesized using the proposed frontalization
method, which employs a list of training face images aligned such that the inter-
eye distance is set to 40 pixels (see section 3.1). The alignment of the training
images can be done off-line since it is independent from the pose of the facial
image being processed. The Face inpainting process then employs the same list
of training face images to fill the occluded region Ω (see section 3.2) which
hallucinates the missing pixels to restore Fˆ?.
2 The accuracy of the segmentation process is dependent on the number of landmarks
used. In this example, one can use more landmark points to segment the lower part
of the face region (and possibly the entire occluded region) in segment F.
3 An inter-eye distance of 40 pixels is sufficient for identification. Nevertheless, this
method is not affected by this resolution and higher (or lower) resolutions can be
configured.
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Fig. 2. Schematic diagram of the proposed Face Inpainting in the Wild method.
Only the recovered regionΩ, and therefore the corresponding triangles marked
in red, is used to warp the inpainted region from the frontal view Fˆ? onto the
original image F to fill its missing pixels. The resulting inpainted face image F?
is made of the known part of F and the warped inpainted region Ω from the
frontal view Fˆ?. The inpainted face segment Fˆ? and background images are then
simply stitched together to form the restored image I?.
3.1 Face Frontalization
As mentioned above, the face image F is partitioned into triangular regions
using the Delaunay triangulation method. Similarly, the face shape model S
is partitioned into triangles. We use the 21 facial landmark points defined in
[32] since it caters for both affine (rotation, translation and scaling) and more
complicated 3-dimensional deformations from the frontal view. The first part of
the face frontalization method proposed here is to transfer the pixels that reside
within each triangle in F onto the corresponding triangle in S using piecewise
affine transformation, to get the warped face Fw. This warping process does
not manage to recover all the pixels within Fw because of scale and occlusions
caused by the facial pose, and it therefore contains a number of missing pixels.
Moreover, Fw contains warping errors which can be significant when the face
orientation deviates considerably from the frontal pose. The missing pixels can
be recovered using the face inpainting algorithm described in section 3.2, while
the suppression of warping distortions will be considered in the remaining part
of this subsection.
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We define sw to represent the support of known pixels in Fw and denote
a matrix M ∈ R|sw|×N where each column-vector corresponds to a vectorized
representation of the N training images and the rows that are not contained in sw
are removed. We also denote a vector fw = fˆw + ew to represent the vectorized
form of Fw, where ew stands for the warping error and fˆw is the noise-free
version of the frontal face which is unknown. The matrix M and vector fw are
concatenated to form an augmented matrix Ma, where without loss of generality
fw is placed as the first column-vector in Ma.
Several studies have shown that face images reside on a low-dimensional
manifold [33, 34], and this property was extensively exploited in face analysis
literature [35, 36]. This observation suggests that if we vectorize a number of
aligned and undistorted face images and stack them into a matrix M, then M
can be approximated by a low-rank matrix. However, given that fw is distorted
by warping errors, this vector will be linearly independent from all the other
column vectors of M, which will inherently increase the rank of Ma. We therefore
decompose the augmented matrix Ma using the Robust PCA (RPCA)[20]
minimize ||A||∗ + λ||E||1 subject to A+E = Ma (1)
where ||A||∗ denotes the nuclear norm of A that corresponds to the sum of
its singular values, ||E||1 denotes the l1-norm of E and λ is a regularization
parameter. The authors in [20] recommend to set the regularization parameter
λ =
C√
max (m2, N)
(2)
where C is a positive constant and the resolution of the frontal image is m×m
(m = 67 in this work). This problem is convex and can be solved in polynomial
time. In this work we solve this problem using the inexact Augmented Lagrange
Multiplier method [37].
The rationale behind this formulation is that the column-vectors in M are
points that reside on a low-dimensional manifold. The vector fˆw is an undistorted
face image, which is unknown, resides on the same manifold. However, the ob-
served warped face image fw which contains warping errors does not reside on
the manifold. By forcing the matrix A to be low-rank we are pushing the warped
face image fw on the low-dimensional manifold while the distortion caused by
warping will go in the error matrix E. The frontal denoised face image is then
simply the first column-vector in A, where the frontal face image Fˆ is derived
by reshaping it to an m×m image.
The use of RPCA was considered in the past for denoising [20, 21] and align-
ment [22]. However, opposed to our proposed frontalization method, these meth-
ods are applied on a set of face images of the same subjects, i.e. RPCA is applied
directly on a matrix which consists of different representations of the same sub-
ject. On the other hand, our approach considers the training images to represent
points on a low-dimensional manifold, where the subject being denoised is not
present in the list of training images.
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3.2 Patch based Inpainting of Frontalized Face Images
Figure 3 depicts the outline of the proposed face inpainting method. At each
iteration, the patch Ψp with the highest priority is chosen for inpainting, where
p represents the position of the patch. The priorities of each patch residing on
the frontal line are assigned based on the product of three terms
P (p) = C(p)D(p)E(p) (3)
where the confidence term C(p) is a measure of reliable information surrounding
the pixel at position p, the data term D(p) reflects the presence of some structure
perpendicular to the front-line, and the edge term E(p) that caters for structure
which is non-orthogonal to the front line. More information and detail on how
these terms are computed can be found in [26].
Fig. 3. Schematic diagram of the proposed Local Face Inpainting algorithm.
Given a training set of N facial images, we extract a patch at position p from
each training image, where we denote Ψ
{i}
p i ∈ [1, N ] to represent the collocated
patch extracted from the i-th image. To simplify the notation, we divide the
training patches Ψ
{i}
p into a known part Ψ
k{i}
p = Ψ
{i}
p ∩Ψkp and an unknown part
Ψ
u{i}
p = Ψ
{i}
p ∩ Ψup . In other words, Ψk{i}p (Ψu{i}p ) corresponds to the collocated
pixels from the i-th training image which are known (unknown) in Ψp
The proposed method employs two dictionaries: Dkp which is used to derive
the linear combination weights and Dup which is used to approximate the missing
pixels. The dictionary Dkp (D
u
p) is constructed by stacking the N vectorized
representation of Ψ
k{i}
p (Ψ
u{i}
p ). The next step is to search for K neighbours that
best represent the known part Ψkp within D
k
p. We define the support of the K-
nearest neighbours by sp such that D
k
p(sp) correspond to the K column-vectors
which are closest in Euclidean space to the vectorized representation of Ψkp . We
then derive the combination weights w? that minimize the following constrained
optimization problem
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w? = argminw‖Ψkp −Dkp(s)w‖22 subject to
K∑
i=1
wi = 1 (4)
This formulation corresponds to the locally linear embedding (LLE) intro-
duced in [33] for data dimensionality reduction, which has an analytical solution.
Note that the sum to unity constraint is important since this ensures that the re-
constructed pixels preserve the original bit depth. Once the combination weight
vector w? is found, the same weights are applied in the linear combination of
the ”unknown” pixels4 in the dictionary Dup(sp), where the support sp is used
to choose the K column vectors from Dup . The unknown part Ψ
u
p is therefore
approximated using
Ψu?p = D
u
p(sp)w
? (5)
This process is iterated until all occluded pixels are inpainted, and the final
solution is denoted by Fˆ?. The accuracy of this method is dependent on the
accuracy of the frontalization method employed. In fact, if the frontalized image
contains warping deformations, these will propagate within the missing region
causing sever distortions in the resulting inpainted face.
We emphasize here that the LLE inpainting method in [26] approximates
missing pixels using a combination of spatial neighboring patches with similar
texture. However, it does not exploit the contextual information of the facial
component being inpainted, and thus fails to reconstruct natural face images.
The proposed method (see figure 3) finds collocated patches present within an
aligned dictionary to find the neighboring patches suitable for reconstruction i.e.
the right eye patches are used to inpaint the right eye of a test subject.
4 Experimental Results
The training images used in the following experiments are derived from the
Color Feret dataset [38]. All these images are registered based on their eyes
and mouth centre coordinates such that the inter-eye distance is of 40 pixels
and the resolution is m × m pixels, where in all experiments m = 67. For all
the experiments, subjects wearing glasses were removed5, resulting in a total of
N = 2081 facial images to be used for training.
The frontalization method was tested using the LFW [39] dataset, while
the inpainting process was evaluated using both AR [40] and the COFW [29]
datasets. The AR dataset was used to evaluate the performance of the proposed
face inpainting on synthetic occlusions where the ground-truth is available. For
4 These pixels are known in the dictionary Dup since the training images do not have
occlusions. However, these pixels are collocated with the unknown pixels within the
patch being inpainted Ψp.
5 Subjects wearing glasses were removed since we want to use the training images to
synthesize people without facial occlusions.
Model and Dictionary guided Face Inpainting in the Wild 9
these experiments, one image per subject is considered, where subjects wearing
glasses were removed resulting in a total of 84 test images. These images were
aligned to the training images based on the eye and mouth center coordinates.
The COFW dataset is a more challenging dataset which contains images with
various poses and occlusions. However, this dataset cannot be used for objec-
tive evaluation since the ground truth (non-occluded face) is not available. This
dataset is mainly used to qualitatively assess the performance of various face
inpainting algorithms. The proposed system was also evaluated on a number of
real-world images (see section 4.5) presenting more challenging scenarios.
Unless otherwise stated, we assume that the occluded region (called mask
in the sequel) is manually marked, since the automated detection of occlusion
is not in scope of this work. The automated detection of the occlusion mask
introduces inaccuracies (see figure 8 for example) which will degrade the quality
of the restored image. In order to be able to fairly assess the performance of the
proposed approach with respect to existing methods, it was decided to use the
same known occlusion mask. In addition, the landmark points are assumed to
be manually defined by the user. The code is made available on-line 6
4.1 Frontalization Analysis
Figure 4 compares the faces warped using piecewise affine warping (2nd column)
and the final frontalized face where warping artefacts are suppressed using our
modified RPCA method (3rd column). Pixels which are left empty in the frontal
view are treated as holes and inpainted using the method described in section
3.2. In this experiment we consider a number of images from the LFW dataset
[39], and set C = 2.3 since it was found to give satisfactory performance. One
can also notice that images that are warped using piecewise affine transformation
without denoising contain significant warping artefacts that negatively affect the
inpainting process. In contrast, it can be seen that the proposed RPCA denoising
method manages to remove a substantial portion of the noise induced by warping.
It can be noticed from the last row of images that our modified RPCA method
treats occlusions as noise deviating the frontal face from the low-dimensional
manifold and partially suppresses these occlusions automatically without having
the occlusion mask.
4.2 Face Inpainting Parameter Selection
In this subsection we investigate the effect of two parameters, namely the number
of neighbours K and the patch size, which affect the performance of the proposed
face inpainting algorithm. For this experiment we considered six different masks:
i) Both eyes are occluded (Eyes), ii) the face is covered by a balaclava (Balaclava),
iii) 85% of the pixels are randomly occluded (Random), iv) the face is occluded
by vertical bars (Bars), v) the face region is occluded by a chains link fence
(Chains) and vi) the mouth region is covered (Mouth). Figure 5 show the masks
6 Face Inpainting Demo: https://goo.gl/ws3NG4
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Fig. 4. The first column from each cell shows the cropped images from the LFW
dataset. The second column represents the piecewise affine warped face image and the
fourth column were restored using our modified RPCA method.
.
Eyes Balaclava Random Bars Chains Mouth
Fig. 5. Occlusion masks used for this experiment.
used for this experiment where the 84 test images from the AR dataset (described
above) were used. The test images are already aligned with the training images
and therefore the forward and inverse warping processes were disabled. Figure 6
depicts how the quality, measured in terms of PSNR, is affected by the number
of neighbours K and the patch size. It can be seen from figure 6 a) (which
was obtained by fixing the patch size to 15) that the PSNR increases steadily
up till around K = 500 beyond which no substantial gain in performance is
observed. On the other hand, the results in figure 6 b) (which was obtained by
fixing K = 500) show that the performance is quite independent of the patch
size. These results seem to generalize for all six masks considered. To get a
compromise between quality and complexity we set K = 500 and a patch-size of
15 for the following experiments.
4.3 Synthetic Occlusion
In this experiment we use the same set of 84 images from the AR dataset and
masks discussed in section 4.2. Once again, given that the test images are aligned
to the training images, the forward and inverse warping were disabled. We com-
pare our proposed face inpainting method (described in section 3.2) with four
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Fig. 6. Evaluating the performance of the proposed face inpainting method in section
3.2 as a function of a) number of candidates K and b) patch size.
Method Eyes Balaclava Random Bars Chains Mouth
Mo et al. [9] 25.19 22.30 22.98 23.51 23.56 25.81
Wang & Tao [10] 25.92 17.28 25.59 21.10 27.02 20.07
Zhou et al. [11] 26.37 22.91 25.48 24.67 26.86 24.25
Min & Dugelay [16] 20.22 14.10 27.38 18.62 27.79 14.13
Ours 26.84 23.26 27.99 25.24 28.52 25.88
Table 1. Quality analysis using the PSNR quality metric.
other baseline methods [9–11, 16]. The parameters used by these baseline meth-
ods were optimized using a methodology similar to the one described in section
4.2. Qualitative tests were conducted on frontal faces because all baseline meth-
ods [9–11, 16] were designed for frontal faces, and testing on non-frontal faces
will penalize the baseline methods not our proposed framework.
The results in Table 1 show that the method of Zhou et al. [11] provides
good performance, especially when the occlusion mask is not sparse. On the other
hand, the method of Min & Dugelay [16] performs very well only when the error
is sparse. Nevertheless, the proposed method achieves the best performance for
all types of occlusions, achieving averaged PSNR gains of up to 0.74 dB relative
to the second-best method.
4.4 Real Occlusion
To asses the ability of the proposed method in the wild we used the testing images
from the COFW dataset. Here, and in the following subsection, we adopt the full
system described in section 3. Since the baseline methods against which we are
comparing are not able to perform face inpainting in the wild, we have extended
the reference methods to handle different poses by integrating them within our
framework i.e. the test image is frontalized using our method described in section
3.1, the frontalized image is inpainted using either our approach (section 3.2)
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or one of the baseline methods, and the reconstructed region is warped back to
restore the missing pixels. Figure 7 shows some results with the COFW dataset,
where it can be seen that the method of Min & Dugelay does not perform well
on all these images. This is attributed to the fact that their method (like all
exemplar-based inpainting methods including [26]) does not employ the facial
structure when inpainting and therefore its application is limited to conceal
very small occlusions. It can be seen that the images reconstructed using the
methods in [10, 11] are generally noisy while those recovered by Mo et al. [9]
provide discontinuities at the boundaries between the known and inpainted part
of the face image. On the other hand, the images recovered using the proposed
method are more natural and of higher quality. It must be noticed that the
proposed method conceals regions which intersect with the face region F but
not the background region B. Nevertheless, it will be shown in section 4.5 that
the missing pixels in B can be recovered using off the shelf inpainting methods.
Given that the code of Burgos-Artizzu et al. [18] was not released we could
not compare it with our method directly. Nevertheless, we use the same images
and occlusion mask adopted by the authors in [18]7. Figure 8 compares our pro-
posed scheme with that of Burgos-Artizzu et al.. The face images reconstructed
using their approach show visual discontinuities (see left image) and ringing
artefacts (see right image). Opposed to this, our proposed method reconstructs
smoother and visually more pleasing facial images.
4.5 Real-World Examples
In this experiment we picked up a number of images from the Internet where
the faces had a wider range of pose variations, quality (include CCTV quality
images) and image resolutions (up to 1 Mega pixel) compared to those in the
COFW dataset. The occlusion on the face region F were inpainted using the
proposed method while the occlusion on the non-facial part B was concealed
using the LLE based inpainting algorithm proposed in [26].
Figure 9 shows that the proposed method manages to reconstruct the oc-
cluded part of the face quite effectively, even when the pose is almost profile.
This contrasts with the method in [18] where their approach is restricted to poses
considered during training. Apart being successful for image editing (see figure
9 (a) - (d)), the proposed method was effective in reconstructing face images
captured by CCTV (see figure 9 (f) – (h)) which are quite noisy and reveals
the face which is appropriately camouflaged to reduce identification (see figure
9 (e)). The face inpainting process took between 5 – 11s on a standard machine
(Intel Core i7 with 8GB of memory), using MATLAB.
5 Comments and Conclusion
In this paper we propose a novel face inpainting algorithm that can be used to
restore occluded facial regions in the wild. This method introduces two innovative
7 The images provided by Burgos-Artizzu et al. [18] were in grayscale, and therefore
only results on grayscale images are presented here.
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Original Ours Mo et al. Wang & Tao Zhou et al. Min & Dugelay
Fig. 7. Images from the COFW dataset which were recovered using different face in-
painting algorithms best viewed by zooming onto the images.
components: i) it presents a frontalization method that synthesizes a frontal
view of the face in an unconstrained pose and ii) it describes a local patch-
based face inpainting algorithm. Experimental results show the importance of
using our modified RPCA method to suppress warping artefacts introduced by
the piecewise affine warping step, especially when the pose is almost profile.
RPCA in our method differs from its classical use for denoising since it can
denoise subjects not included in the dictionary. Experimental results also show
that the proposed face inpainting in the wild system manages to inpaint different
occlusions and reconstructs images of higher quality. The main advantages of the
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(a) (b)
Fig. 8. Original image (left), the results obtained using the Burgos-Artizzu et al. [18]
(center) and the proposed face inpainting method (right).
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 9. Original image (left), the original image with the region to be inpainted marked
in pure green (center-left), the inpainted image to remove the occluded region intersect-
ing the frontal face (center-right) and the final inpainted image where the background
was inpainted using the LLE method in [26] (right).
proposed method are i) it can inpaint faces with a wider range of pose variations
than existing methods, ii) its complexity is mainly dependent on the number of
neighbours K and the size of the holes to be filled, iii) the restored images are
generally locally smoother and of higher quality. This method was also evaluated
on real-world images at different orientations, resolutions and quality, including
CCTV quality images taken during riots in UK.
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