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Abstract
We find an exact formula for the minimum number of edges in a hypergraph which
guarantees a fractional matching of cardinality s in the case where sn is an integer.
1 Introduction
Let H = ([n], E) be a k-uniform hypergraph with vertex set [n] and a set of edges E ⊂
(
[n]
k
)
.
Taking into account a natural bijection between the set of binary n-tuples and the set 2[n],
we identify them in what follows.
A fractional matching of a hypergraph of cardinality s ∈ [0, 1] is a set of nonnegative real
numbers {αe, e ∈ E} such that
∑
e∈E
αe = s and the n-tuple a¯ = (a1, . . . , an) =
∑
e∈E
eαe has
coordinates satisfying the inequalities 0 ≤ aj ≤ k/n.
If s ≤ k/n, then the only hypergraph that has no fractional matching of cardinality s is
the hypergraph without edges.
A fractional matching in the case s = 1 is called a perfect fractional matching. This case
was considered in the paper [1], where the following result was proved.
Theorem 1. The minimum number M + 1 of edges in a hypergraph guaranteeing a perfect
fractional matching satisfies the equality
M + 1 = max
n−1≥a≥1
∑
i>ka/n
(
a
i
)(
n− a
k − i
)
+ 1.
This theorem was preceded by a conjecture formulated by Ahlswede and Khachatrian
in [2].
In the present paper we find a formula for the minimum number of edges in a hypergraph
which has a fractional matching of cardinality s in the case where sn is an integer. As follows
from the above, we may assume that 1 > s > k/n; we also assume that sn is an integer. We
prove the following statement.
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Theorem 2. The maximum number of edges M(s, n, k) in a hypergraph which has no frac-
tional matching of cardinality s satisfies the equality
M(s, n, k) = max
1≤c≤ns−1
∑
i>kc/ns
(
c
i
)(
n− c
k − i
)
. (1)
In [3] the reader can find asymptotics of the function M(s, n, k) as n → ∞ for several
particular choices of k and s.
2 Proof of Theorem 2
Let β(n, k) ⊂ Rn be a hypersimplex, i.e., a convex polytope with the set of vertices
(
[n]
k
)
.
In fact, we are interested in a transformed hypersimplex sβ(n, k) where each vector from
β(n, k) is multiplied by s. Below we consider only such transformed hypersimplex. If a
hypergraph H = ([n], E) has a fractional matching of cardinality s, then the convex hull
X(E) of the vertices of this hypergraph in sβ(n, k) contains a point a¯ = (a1, . . . , an) whose
coordinates belong to the interval [0, k/n]. The set A of all such points is also convex. This
means that H has no fractional matching of cardinality s if and only if
X(E) ∩A = ∅. (2)
Thus, the original problem is reduced to the problem of finding the maximum cardinality of a
set sE ∈ c
(
[n]
k
)
such that condition (2) holds. If (2) holds, then there exists a hyperplane L
such that X(E) and A belong to different half-spaces into which L divides Rn. Without loss
of generality we may assume that L(0¯) = 0, L(e) > 0 for e ∈ E, and
L(a¯) ≤ 0 (3)
for a¯ ∈ A.
Condition (3) is equivalent to the condition that (3) is true for all vertices a¯ of the convex
polygon A ∩ S, where
S = {x¯ ∈ Rn : (x¯, 1¯) = sk, xj ≥ 0}.
Let L = {x¯ ∈ Rn : (x¯, ω¯) = 0} be the hyperplane defined above. We assume that the
coordinates (ω1, . . . , ωn) of the hyperplane L are not increasing: ω1 ≥ . . . ≥ ωn. Vertices of
A ∩ S are those which have sn coordinates equal to k/n and all other zero. We may assume
that the vector a¯ = (k/n, . . . , k/n, 0, . . . 0) belongs to the hyperplane: L(a¯) = 0. Thus, we
have
sn∑
i=1
ω = 0. We may also assume that wi = wsn for i > sn. The space of such n-tuples has
a natural basis zj = (sn − j, . . . , sn− j,−j, . . . ,−j) for j ∈ [sn− 1], where the jth vector zj
has j coordinates sn− j. Any vector in this space is a linear combination of the basis vectors
with nonnegative coordinates. Let y¯ =
sn−1∑
j=1
zjyj and yj ≥ 0. Then for x¯ = se ∈ sβ(n, k) we
2
have
(y¯, x¯) = s(y¯, e) = s
n∑
i=1
ei
sn−1∑
j=1
zjiyj
= s
sn−1∑
j=1
yj
n∑
i=1
eizji
= s
sn−1∑
j=1
yj
(
sn
j∑
i=1
xi − jk
)
= s
(
sn
sn−1∑
j=1
yj
j∑
i=1
xi − k
sn−1∑
j=1
jyj
)
.
Dividing the last expression in this chain of equalities by s
sn−1∑
j=1
jyj and imposing the condition
of positiveness of the scalar product, we obtain the inequality
sn−1∑
j=1
yj
sn−1∑
i=1
iyi
j∑
ℓ=1
xℓ >
k
ns
.
This is equivalent to the inequality
sn−1∑
j=1
αjxj >
k
sn
(4)
for some αj ≥ 0 such that
sn−1∑
i=1
α = 1. Hence, to complete the proof of Theorem 2, we
have to show that the maximum (over the choices of α) number of solutions in
(
[n]
k
)
of
the inequality (4) is M(s, n, k). To prove this, we use the technique from [1]. Consider the
function
f({α1, . . . , αsn−1}) = 1√
2π
∑
x∈([n]k )
∫ sn−1∑j=1 αjxj− ksn
σ
−∞
e−
z2
2 dz
Define
N(α1, . . . , αsn−1) =
∣∣∣∣∣x ∈
(
[n]
k
)
:
sn−1∑
j=1
αjxj >
k
sn
∣∣∣∣∣.
Then we have
|N({αj})− f({αj})| < ǫ(σ), ǫ(σ) σ→0−−−→ 0,
uniformly over {αj} such that∣∣∣∣∣
sn−1∑
j=1
αjxj − k
sn
∣∣∣∣∣ > δ, for all x ∈
(
[n]
k
)
. (5)
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For the extremal α with N(α) =M(s, k, n), it is easy to see that α satisfies condition (5) for
some δ > 0, because otherwise, if
sn−1∑
j=1
α˜jx
0
j =
k
sn
for some x0 ∈
(
[n]
k
)
, then for α′ sufficiently
close to α˜ the conditions
α′j ≥ 0,
sn−1∑
j=1
α′j = 1,
sn−1∑
j=1
α′jxj >
k
sn
are not violated. Hence, when we are interested in extremal α, we may assume that (5) is
satisfied.
We will assume without loss of generality that α1 ≥ . . . ≥ αsn−1. Since we have the
restrictions αj ≥ 0, we should look for the extremum among α such that
αa+1 = . . . = αsn−1 = 0, a ∈ [sn− 1]
(the case a = sn− 1 means that we are not imposing any zero condition on α). Assume that
this condition is valid for some a. Then, because αa = 1−
a−1∑
j=1
αj , we have
f ′αj =
1√
2πσ
∑
x∈([n]k ): j∈x, a/∈x
e−
(
a∑
j=1
αjxj−
k
sn
)2
2σ2 − 1√
2πσ
∑
x∈([n]k ): j /∈x, a∈x
e−
(
a∑
j=1
αjxj−
k
sn
)2
2σ2 . (6)
In what follows, we assume that a > 4. The cases a ≤ 4 are easy to treat.
Note that if
a∑
j=1
xj =
ka
sn
for some x ∈
(
[n]
k
)
, then f(α) does not achieve its (global)
extremum on α =
(
1
a
, . . . ,
1
a
, 0, . . . , 0
)
when σ is small. This can be shown using the same
small perturbation arguments as above.
Now let us show that we may assume that these equalities can be valid together on step
functions βj = βa for j ∈ [a]. Indeed, choose the parameter σ sufficiently small and then
fix it. Then, to satisfy equations (6), we should assume that the equalities
∑
x∈([n]k ): j∈x, a/∈x
e−
((β,x)− ksn)
2
2σ2 =
∑
x∈([n]k ): a∈x, j /∈x
e−
((β,x)− ksn )
2
2σ2
are valid. To satisfy these equalities, we should assume that the exponents in the sums on
the left- and right-hand sides are equal; i.e., for each given j ∈ [a− 1]
(
(β, x)− k
sn
)2
=
(
(β, y) − k
sn
)2
(7)
where x ∈
(
[n]
k
)
, j ∈ x, y ∈
(
[n]
k
)
, a ∈ y, and x \ j and y \ a run over all sets of cardinality
k − 1 in [n− j − a]. We rewrite equalities (7) as follows:
β2j + (βj1 + . . .+ βjk−1)
2 − 2 k
sn
βj − 2 k
sn
(βj1 + . . .+ βjk−1) + βj(βj1 + . . . + βjk−1)
= β2a + (βm1 + . . .+ βmk−1)
2 − 2 k
sn
βa − 2 k
sn
(βm1 + . . .+ βmk−1) + βa(βm1 + . . .+ βmk−1).
4
Summing up both sides of these equality over all admissible choices of j1, . . . , jk−1 and
m1, . . . ,mk−1 leads to the equality(
n− 2
k − 1
)(
β2j − 2
k
sn
βj
)
− 2 k
sn
R+ 2βjR =
(
n− 2
k − 1
)(
β2a − 2
k
sn
βa
)
− 2 k
sn
R+ 2βaR, (8)
where
R =
∑
x∈([n]\{j,a}k−1 )
(β, x) =
(
n− 3
k − 2
) ∑
m6=j,a
βm =
(
n− 3
k − 2
)
(1− βj − βa).
From (8) it follows that βj can take at most two values:
βj = βa,
βj + βa = λ , 2
k
sn
− k − 1
n− 2
1− 2k − 1
n− 2
.
(9)
Next we show how we can eliminate the possibility that βj takes the second value. First
assume that to each x such that |x∩ [a]| = p there corresponds some y such that |y ∩ [a]| = p
for all x ∈
(
[n]
k
)
and p. For a given p we sum up the left- and right-hand sides of (7) over x
and the corresponding y such that |x ∩ [a]| = p. Then, similarly to the case of summation
over all x, we obtain two possibilities: either
βj = βa
or
βj + βa = 2
k
sn
− p− 1
a− 2
1− 2p− 1
a− 2
. (10)
Since p can be varied, it follows that the last equality for some p contradicts the second
equality in (9).
Now assume that for some b we have
βj =
{
λ− βa, j ≤ b,
βa, j ∈ [b+ 1, a].
(11)
Since
∑
j
βj = 1, we have the following condition on βa and
k
sn
:
bλ+ (a− 2b)βa = 1. (12)
Let βj = λ−βa. Assume also that to some x such that |x∩ [a]| = p there corresponds some y
such that |y ∩ [a]| = q for some p 6= q. From (7) it follows that there are two possibilities:
either
(β, x) = (β, y)
or
(β, x) + (β, y) = 2
k
sn
. (13)
5
Each of these equalities impose some condition; the first equality, the condition (for some
integers p1 and p2)
p1βa + p2λ = 0,
which is either inconsistent with equality (12) or together with equality (12) uniquely deter-
mines the value of
k
sn
.
On the other hand, equality (13) imposes the condition (for some integers p3, p4)
p3βa + p4λ = 2
k
sn
. (14)
It is possible that equality (12) together with equality (14) does not determine the value
of k/n. In this case there again can be two possibilities. The first is that there exist x such
that |x∩ [a]| = m (where m can be equal to either p or q) and the corresponding y such that
|y ∩ [a]| = v with v 6= p, q.
The second possibility is that to each x such that |x ∩ [a]| = m with m 6= p, q there
corresponds some y such that |y ∩ [a]| = m. In this second case we again come to the case
that leads to equalities (10) (because for a ≥ 5 the number of such m 6= p, q is greater than 1).
If we have the first possibility, then there is an additional equation
q3βa + q4λ = 2
k
sn
(15)
which together with (12) and (14) is either inconsistent or determines a unique value of
k
sn
.
We see that if b > 1 and βj = β − βa > βa for j ≤ b, then β can take values only in
some discrete finite set. Varying the value
k
sn
a little (considering instead of
k
sn
other numbers
sufficiently close to
k
sn
), we can achieve the situation where neither of values of these functions
coincides with the true value of
k
sn
. Again we note that such small perturbation can always
be done without violating relation (5).
Let N(α) achieve its extremum on α¯, and f(α), on α˜. We have
|N(α˜)− f(α˜)| < ǫ,
|N(α¯)− f(α¯)| < ǫ.
Then
N(α¯) < f(α¯) + ǫ < f(α˜) + ǫ < N(α˜) + 2ǫ.
But since N(α) is a positive integer, the last inequalities mean that
N(α˜) = N(α¯).
Hence Theorem 2 follows.
It can easily be seen that M(s, n, k) increases with s. This means that Theorem 2 implies
the inequalities
max
1≤c≤⌊ns⌋−1
∑
i>kc/⌊ns⌋
(
c
i
)(
n− c
k − i
)
≤M(s, n, k) ≤ max
1≤c≤⌈ns⌉−1
∑
i>kc/⌈ns⌉
(
c
i
)(
n− c
k − i
)
. (16)
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