Abstract. Although binocular disparity and motion parallax are powerful cues for depth, neither, in isolation, can specify information about both object size and depth. It has been shown that information from both cues can be combined to specify the size, depth, and distance of an object in a scene (Richards, 1985 Journal of the Optical Society of America A 2 343-349). Experiments are reported in which natural viewing and physical stimuli have been used to investigate the nature of size and depth perception on the basis of disparity and parallax presented separately and together at a range of viewing distances. Observers adjusted the relative position of three bright LEDs, which were constrained to form a triangle in plan view with the apex pointing toward the observer, so its dimensions matched that of a standard held by the subject. With static monocular viewing, depth settings were inaccurate and erratic. When both cues were present together accuracy increased and the perceptual outcome was consistent with an averaging of the information provided by both cues. When an apparent bias evident in the observers' responses (the tendency to underestimate the size of the standard) was taken into account, accuracy was high and size and depth constancy were close to 100%. In addition, given this assumption, the same estimate of viewing distance was used to scale size and depth estimates.
Introduction
Binocular disparity and relative motion are primary sources of visual information about the three-dimensional (3-D) world. It has long been established that both cues can evoke independently a strong impression of depth structure and determine relative depth with immense precision (Julesz 1971; Rogers and Graham 1979) . The degree to which either cue supports veridical judgments of the size, depth, and shape of an object, however, has been questioned in a recent, well-focused sequence of experiments on depth constancy and shape perception (eg Todd and Bressan 1990; Collett et al 1991; Johnston 1991; Todd and Norman 1991; Bradshaw 1993, 1995a; Liter et al 1994; Tittle et al 1995; Todd et al 1995; Bradshaw et al 1996; Glennerster et al 1996; Norman et al 1996) . The general conclusions from these experiments are that depth constancy is considerably less than perfect, perceived shape is distorted, and absolute distance is misestimated-despite the fact that sufficient information is available, in principle, to support veridical perception. For example, in a 3-D length-discrimination task, when only motion cues were available, Todd and Bressan (1990) found Weber fractions of 25% which is remarkably poor when compared with performance in other types of task (eg 3% for 2-D-length judgments). Similarly, in a 3-D-shape task Johnston (1991) and Tittle et al (1995) found significant distortions of perceived shape at near and far viewing distances when only binocular-disparity cues were available. These findings have been taken as evidence that the visual system cannot recover Euclidean relations under such experimental conditions. This marked shortcoming may reflect the demanding nature of recovering 3-D Euclidean structure from binocular disparity or retinal motion alone. In addition to the accurate registration of the disparities and the retinal motions, the fixation distance and the interocular separation are necessary to recover depth from disparity; whereas in the case of motion, knowledge of eye rotation and ego motion are required. If these additional sources of information (scaling parameters) cannot be recovered reliably then perceived space will be a distorted version of physical space. The nature of this distortion has been the focus of many of the papers cited above.
The generality of this conclusion, however, has been questioned on a number of accounts including (i) the use of computer displays, (ii) the number of visual cues available, (iii) the size of the stimuli, (iv) the type of perceptual task, and (v) other general experimental parameters (Rogers and Bradshaw 1993 , 1995a , 1995b Durgin et al 1995; Bradshaw et al 1996; Frisby et al 1996; Glennerster et al 1996; Hogervorst and Eagle 1997) . In other words, the profound shortcomings in performance based on disparity and/or motion cues may only be of theoretical interest as the experimental conditions in which they have been studied do not reflect real-world viewing conditions or tasks typical of our everyday experience, nor do they contain important visual information. The present experiments were designed in the context of points (i) and (ii) to determine, first, the efficacy of motion parallax and binocular disparity in portraying 3-D Euclidean structure with real-world stimuli and, second, whether in such situations the visual system can exploit the simultaneous presence of both cues, which has been shown to afford the recovery of full Euclidean structure (Richards 1985) , without recourse to the scaling parameters necessary in the case where either cue is presented in isolation.
The use of computer displays
The issue of computer displays was highlighted by Frisby et al (1996) , who repeated some of Todd and Bressan's experiments with real objects (gnarled sticks) and quasinatural viewing and found that performance improved substantially (Weber fractions of ~ 9%). In further experiments with binocular viewing (static or moving) Frisby et al found even-better performance which generalised over three viewing distances. Similarly, Durgin et al (1995) used real objects in a well-illuminated environment to examine shape perception and found depth constancy close to 100%. However, in other studies, conducted in similar well-illuminated environments, it has been found that the structure of real objects can also be misperceived (Blank 1953; Baird and Biersdorf 1967; Wagner 1985; Loomis et al 1992) . The precise reason for the discrepant findings is not clear. This is partly attributable to the fact that in real-world situations (well-illuminated environments) only poor control is possible over the range of cues available for the recovery of the information required for depth scaling. It is possible that these cues can be combined to improve the reliability of estimates of scaling parameters whereas in reduced/single-cue conditions the reliability of such estimates remains low (Luneberg 1947; Blank 1953; Durgin et al 1995) . The extent to which different visual cues specify directly, or through combination, the necessary scaling parameters is therefore difficult to determine in experiments which involve multicue environments and real-world stimuli. To obviate such difficulties, the experiment reported here involved physical (nonsimulated) stimuli but also maintained rigorous control over viewing conditions and therefore the potential contribution of extraneous cues. This is particularly important if our second goal of examining the interaction of disparity and motion was to be undertaken in a meaningful way.
The combination of disparity and motion
It has been demonstrated that the presence of both disparity and motion can be exploited to recover veridical information about surface shape without recourse to additional sources of information such as perspective (Richards 1985) . This scheme takes advantage of the fact that, although each depth cue is affected by distance, each is affected in a different way. Richards considered small-field stimuli, where orthographic projection is a good approximation to perspective projection, and took the case of structure-from-motion (SFM), where the object rotates relative to a stationary observer. Under isolated SFM conditions, Ullman (1979) has proved that three frames provide sufficient information to recover 3-D shape up to an isotropic size scaling. For the case of stereopsis, it is well known that the pattern of horizontal disparities alone is consistent with a family of shapes, parameterised by the vergence angle. Because vergence angle also specifies viewing distance, if it is assumed that interocular separation is known, each member of this family is also uniquely associated with a particular 3-D size. Therefore, when considered together, these two sources of information provide an intersection of constraints, specifying both the shape and size of the viewed object, as there is only one member of the disparity-defined family of shapes that is consistent with the shape specified by the motion information.
In the present experiments, head movements are used to generate the retinal motion. This situation differs in principle from the case of SFM discussed by Richards because the angle of rotation of the line of sight (which is equivalent to vergence angle in the case of binocular disparity) between observer and object is given by the visual angle subtended by the rotation. Therefore, just as vergence angle can be used to scale the pattern of horizontal disparities to recover full Euclidean structure, this rotation angle (if computed) can be used to scale the retinal motions to recover the same type of information. However, the degree to which this is possible is questionable on both theoretical and practical grounds. First, there is an intrinsic ambiguity about whether retinal motion should be attributed to head or object rotation, and second the recovery of ego motion may be impossible in the face of the large number of degrees of freedom involved. Moreover, the same information is available to stereopsis but empirical information suggests that the visual system does not make efficient use of it (Foley 1980; Cumming et al 1991; Johnston 1991) . The same may be true in the case of motion parallax particularly when head movements are small (Braunstein et al 1993; Durgin et al 1995) .
These theoretical considerations have implications for when depth information from motion and disparity are brought together. There are several possibilities. First, in binocular SFM conditions, shape estimates could be computed entirely from motion cues (given at least three views), although size estimation would still require determination either via the intersection of constraints with the disparity information or through the incorporation of additional information. Second, if only two time-separated views are utilised, perceived shape and size should be strongly related (even if incorrect) as both are given by the intersection of constraints from the two depth cues. This idea has been termed promotion by Landy et al (1991) . Last, if vergence angle (or its equivalent) is used to scale disparities or retinal motions in the relevant experimental conditions then there is potentially little need for any interaction to occur between the two systems as Euclidean structure could be computed from either cue alone. Johnston et al (1994 ) assessed Richards's computational theory empirically and found evidence in support. In their critical experiment (experiment 3) they showed that neither a two-frame motion sequence nor binocular disparity (two-frame) could support the recovery of veridical shape in an 'apparently circular-cylinder' task-so called because subjects were required to select, from a sequence of hemicylinders which differed in elongation along the depth axis, the one with an apparently circular profile. However, when both the cues were presented together, in a two-frame sequence, the perceived shape was close to veridical. This case of strong fusion is consistent with Richards's theory because in this situation there are two one-parameter families of shapes provided by the two (time-separated) binocular views which again have a single, Euclidean 'intersection of constraints'. Thus, even when SFM cues are insufficient to support the recovery of shape information accurately, the combination of disparity and motion can lead to the recovery of the correct shape (Johnston et al did not investigate the perception of size). Therefore, despite the findings which suggest that motion alone rarely determines shape correctly (Liter et al 1994; Norman and Todd 1993 ) some benefit may still accrue through the combination of disparity and motion. Tittle et al (1995) , however, in a series of experiments did not find any apparent advantage when disparity and motion cues were presented simultaneously. Rather, they found that the combined-cue condition seemed susceptible to the same distortions as the disparity-alone condition across a range of viewing conditions and tasks. Similarly, Brenner and van Damme (1997) concluded that the visual system operated in a modular way when they investigated whether it could recover metric structure and viewing distance through the combination of disparity, motion, and other cues.
Empirical evidence of disparity -motion combinations

Judgments of size and depth-is the same estimate of distance used?
A problem with the 'apparently circular-cylinder' task used by Johnston et al and Tittle et al is that the correct shape can be set irrespective of whether the observer perceived the correct size or the correct viewing distance. That is, although the correct shape (eg a circular cylinder) may be perceived, the observer may be unaware whether it is a small cylinder close to, or a much larger cylinder further away. Therefore, a further important aspect of the present study is that the subjects will be required to make explicit size judgments in the frontoparallel plane as well as depth judgments along the midline. With simulated changes in viewing distance Rogers and Bradshaw (1995b) and van Damme and Brenner (1997) found that the same, although incorrect, estimate of viewing distance was used to correct for size and depth judgments. However, whether the same estimate of viewing distance is used and whether, or to what extent, viewing distance is recovered when motion parallax and stereomotion combinations are considered remains to be determined in the context of real-world stimuli. This is the final purpose of the present experiment.
In summary, the present experiment addresses the nature of spatial perception on the basis of binocular disparity and motion parallax in quasi-natural viewing conditions. The stimuli consisted of configurations of three bright, movable light-emitting diodes (LEDs) carefully aligned in the horizontal meridian and presented in darkness to exclude ulterior depth and distance cues. The relative distances of the three LEDs could be adjusted (two constrained to move orthogonally to the midline and the third constrained to move along the midline-to form a triangle in plan view with the apex pointing toward the observer) to match the size of a standard triangle held by the subject. Therefore, separate perceptual judgments of (i) size and (ii) depth were recorded. Settings were made at a range of viewing distances from 1.5 to 3.0 m under four different viewing conditions: (i) static -monocular, (ii) monocular -motion, (iii) static -binocular, and (iv) binocular-motion.
Method
Subjects
Four observers took part in the experiments; all had normal or corrected-to-normal visual acuity and stereoacuity < 20 s of arc.
Apparatus and stimuli
The stimuli consisted of configurations of three bright-yellow LEDs carefully aligned in the horizontal meridian at eye height and presented in darkness. They formed a triangle shape when viewed from above, with the base of the triangle lying orthogonal to the midline and the base to apex of the triangle lying along the line of sight or along the midline (according to condition). The observers' task was to adjust the relative position of the LEDs to match the dimensions of a small or large triangle held throughout the experimental trial. The small triangle measured 15 cm along the base and between the base and apex, and the large triangle measured 30 cm. The two LEDs which formed the base of the triangle could be moved independently along a path orthogonal to the midline and were moved by the experimenter under verbal instruction from the observer. The third LED could be moved backwards or forwards along the midline, via an electronic switch, under the control of the observer. Thus measures of perceived size and of perceived depth were obtained. The viewing distance to the base of the adjustable triangle was 1.5, 1.78, 2.12, 2.52, or 3 m. The apex was defined to be closer to the observer than the base.
A headrest was used which could translate horizontally. In the static conditions the observer's head was fixed so that the adjustable LED moved up and down the midline (i) in line with the dominant eye (monocular conditions) or (ii) midway between the eyes (binocular conditions). In the motion conditions, the observers were required to move their heads back and forth ±6.5 cm either side of the midline (twice the interocular distance) at 1 Hz and were paced by a metronome.
Great care was taken with the alignment of the LEDs to obviate possible strategies, based on their two-dimensional relationship, in making the settings. The starting position and brightness of each LED were randomised by the experimenter before the beginning of each experimental trial. Care was taken to avoid signalling the viewing distance via auditory cues when the LEDs were repositioned. The observer wore ear defenders throughout the trials and conversation between experimenter and observer was avoided. The experiment was run in total darkness but room lights came on between each trial.
Design and procedure
Each of the four observers made at least two settings in each of the viewing conditions for the size (separation between the base lights) and depth (the separation between the base and apex) judgments. The viewing conditions included (i) static -monocular, (ii) monocular-motion, (iii) static -binocular, and (iv) binocular -motion. The experiment was run over several days and the trials were blocked by viewing distance and the blocks were counterbalanced. Settings were taken in centimetres. Figure 1 presents raw data, in cm, for the mean of the four observers. The dotted lines show veridical performance and so, if viewing distance was used correctly to make size and depth settings, the data should form horizontal lines superimposed on the dotted lines. To assess, and quantify, the reliability and accuracy of the settings, the SD and RMS error of each setting was computed separately for the 15 cm (table la) and 30 cm (table lb) standards and averaged over viewing distance. The RMS error was computed by using the standard SD formula with the mean replaced by the veridical setting-15 cm or 30 cm (see Norman et al 1996) . Both the indices are expressed as a percentage of the veridical values. These indices are good descriptors of performance because if RMS error and SD have equal magnitudes (ie a ratio of 1) it indicates that settings are accurate within the limits of random fluctuations (SD); and if the RMS is large, relative to the SD, it indicates that performance is biased systematically.
Results
From figure la it is apparent that depth settings in the static-monocular viewing condition were erratic and rather inaccurate (note the different range on the ordinate from that in the other graphs in the figure) with even reversals in depth settings (negative values). This poor performance is also reflected in table 1 which shows large RMS errors (174%) and SD (117%) for the depth settings. (ie no compensation for viewing distance) then settings should have increased by a factor of 2 across the range of viewing distances whereas the ratio of the settings between near and far distances was ~1.5. Taken together, these results suggest that our experimental setup and controls were sufficient to prevent observers completing the task successfully.
The relatively consistent performance in the size settings was surprising and may have arisen from several types of experimental factors (in addition to the use of viewing distance). One obvious difference between size and depth judgments is that changing the separation of the LEDs to make a size judgment creates a clear difference in the retinal image whereas the movement of the LED along the line of sight (to make a depth setting) does not. In addition, the range of adjustment for the size settings was more constrained (they could not have a confusion in sign) than the depth settings. The range of starting positions of the base LEDs could also have contributed to this. The starting position of each LED was each selected at random but the range was constant at each viewing distance (0 to 40 cm) which may, over repeated presentations, have contributed to the apparent constancy (see Glennerster et al 1998) . The angular movement caused by the LED adjustment also varied with viewing distance. Therefore the level of performance in the size settings may or may not reflect the explicit use of viewing distance. However, if viewing distance did influence the size settings it did not appear to influence the depth settings systematically in our experimental situation.
The results from the monocular -motion conditions are presented in figure lb. Each plot, for both the size and the depth setting, is approximately horizontal which suggests that changes in viewing distance were taken into account in making both depth and size settings. Furthermore, depth and size judgments for each standard shape did not differ significantly (F l3 = 0.65, p > 0.05) which indicates that depth-tosize ratios were near 1 for both sizes of standard (see figure 2a) . However, the large RMS errors of 28% and 37% relative to the SDs of 6% and 18% for size and depth, respectively, indicate that both settings were consistently underestimated. There are a number of possible explanations for this performance in the context of the theories introduced above. The first and most parsimonious account may rest on the fact that it is possible to set the fixed relationship between the size and the depth by using only visual information based on Ullman's theorem, although absolute size would remain unknown. The alternative explanation that 3-D structure from two motion views was scaled by an estimate of the subject's head motion (ie equivalent vergence angle) is not consistent with the pattern of results. If this route was being used then the only line where both settings would coalesce is along the veridical line-as misestimates of ego motion would result in proportional differences between size and depth judgments with increases in distance. Size would vary as a function of distance whereas depth would be related to distance squared. This route cannot be rejected outright, however, because of an additional possibility suggested by the data that viewing distance was computed correctly but the subjects used a different internal standard to make their settings (ie there was a consistent mismatch in the haptic and visual comparison). This is supported by the fact that the settings for the two standard triangles were both underestimated by the same amount (approximately 67% of veridical) and so the relative size of the standards was preserved. This suggests that some knowledge of viewing distance was recovered. This interpretation is considered in more detail below.
The settings for the static -binocular condition are shown in figure lc. Both size and depth settings were fairly reliable (7% and 12% respectively) although again there were biases in performance.
The pattern of results is clearly different from the monocular -motion condition. Although there was no significant main effect when size and depth settings were compared (F { 3 =3.1, p > 0.05) there was a significant main effect of viewing distance (F 412 = 4.91, p < 0.05). There was also a significant interaction (F 4 12 = 4.7, p < 0.05) which indicates that the size and depth plots diverge progressively with distance. The depth settings increased monotonically with viewing distance (Page's L -209, p < 0.01), with less depth being set at near distances and more at far distances (with veridical settings at about 200 cm). This pattern of results is consistent with the interpretation that vergence angle was used to estimate viewing distance (incorrectly) and is in broad agreement with earlier findings (eg Johnston 1991) . Note that more depth in cm set at far distances in the present experiment is consistent with the underestimation of depth in a stimulus with a fixed disparity. There was no significant trend with viewing distance in the size data. These results are reflected in figure 2b and show that the size-to-depth ratios decrease with increases in viewing distance.
The results from the binocular-motion conditions are plotted in figure Id. Here too the size and depth settings were reliable (5% and 11%, respectively). This condition is of major interest as, theoretically, there should be sufficient visual information available to the observer to recover both size and depth veridically. The data show components of the trends apparent in each 'individual-cue' condition. In common with the monocularmotion condition the monotonic increase in the depth settings with viewing distance observed in the static -binocular condition was not present (no significant trend, Page's L = 194, p > 0.05); and in common with the static -binocular condition, the ratio between the size and depth settings was misestimated although here it remained invariant with viewing distance (see also figure 2c). Depth settings for both sizes of triangle did not depart significantly from veridical values (p > 0.05). Therefore, although there was some evidence that the addition of motion information affects performance, size settings were underestimated relative to depth settings.
To quantify the degree to which viewing distance was taken into account in making judgments of size and depth the raw data (in cm) were converted into 'effective scaling distances' (Foley 1980) . The mathematical techniques used for this were equivalent to those described by Bradshaw et al (1996) and van Damme and Brenner (1997) . This computation is based on the assumption that any error in the size or depth settings is attributable to a misestimate of viewing distance. Therefore the 'effective viewing distance' is the distance where the angular size or disparity, set by the observer, would give rise to a veridical (ie 15 or 30 cm) setting. The 'effective scaling distance' is plotted against the actual viewing distance for size and depth judgments in figure 3 . Figure 3a is a plot of the results of the monocular-motion condition. It is apparent that observers took account of increases in distance in making their settings (as shown by slopes near 1, perfect constancy) although they overestimated the viewing distance in each case. In figures 3b and 3c, in which results from static -binocular and binocularmotion conditions respectively are plotted, a similar trend emerges as would be expected on the basis of figures 2b and 2c. Again, viewing distance was taken into account (slopes near 1) with near-correct estimates being used to judge depth whereas overestimates of distance seem to be involved in size settings. The estimates of depth constancy, based on the slopes of the best-fitting lines, was 106% for monocular motion, 75% for staticbinocular, and 93% for the combined-cue condition. Estimates of size constancy were 125%, 105%, and 122% for the three conditions based on figures 3a, 3b, and 3c, respectively. Clearly in the binocular conditions (figures 3b and 3c) it appears that rather different estimates of viewing distance were used to scale the size and the depth settings. Another possibility in the interpretation of these results, as introduced above, is that the correct estimate of viewing distance was used to make the size and depth settings but the internal standard used by the observers differed from the physical standard used in the experiments. This possibility is seldom addressed in experiments on depth constancy although it is consistent with the patterns of results presented in figure 2 where it is evident that observers set a fixed, but incorrect, physical size irrespective of changes in viewing distance.
To assess this possibility further we replotted the data by using the same technique as for figure 3, but this time the physical size of the standard was replaced in the scalingdistance computation by an estimate of the observers' internal standard, which was based on the overall average of their depth and size settings. The fact that the depth/ size ratio was close to 1 for monocular-motion (although the overall size was underestimated) is reflected in figure 4a , where the data fall along the leading diagonal. This time estimates of size and depth constancy average to 91%, nearly perfect performance for both indices. This suggests that changes in viewing distance were compensated for correctly-if we assume a different internal standard was used in making the settings in this condition. For the static -binocular condition (figure 4b) and for the binocularmotion condition (figure 4c) the results form a similar pattern and suggest that the correct viewing distance was used to compute depth (although the slope is much nearer 1 in the combined cue condition-0.85 vs 0.69). The overestimation of distance used in scaling size is consistent with previous results (see Holway and Boring 1941; Baird and Biersdorf 1967) although the magnitude of this depends on how the internal standard of the observer is estimated.
Of course, it is also possible that different internal standards were adopted both for the size and for the depth settings in these conditions. If so, then the settings for size and depth in both the binocular conditions would also fall near to the leading diagonal in a similar manner to the monocular-motion condition. It seems more parsimonious, however, to assume that observers used the same standard to judge both size and depth. This was their subjective impression. Given this assumption, the data . Plots of scaling distance against actual viewing distance for (a) the monocularmotion, (b) the static-binocular, and (c) the binocular-motion condition. These data have been transformed to take into account the possibility that each observer may have used an incorrect standard triangle in making their settings. An estimate of each observer's internal standard was based on the mean of all their settings in each condition. The symbols etc are the same as those in figure 3 and data are means for four observers.
from figure 2 can be replotted by using the technique described in Johnston (1991) to determine the distance where the angular size and disparity set by the observer reflected an object with a size/depth ratio of 1 (regardless of actual size). The results of this analysis are presented in figure 5 (in which the data from figure 2 are replotted in terms of scaling distance). Figure 5a shows the results from the monocular -motion condition and indicates that the correct size/depth ratio was set irrespective of absolute size as would be expected on the basis of figure 2a. The average of the slopes of the best-fitting straight lines is 0.9. In the binocular-motion condition (figure 5c) an average slope of 0.77 was found compared with 0.5 for the static -binocular condition shown in figure 5b. It can clearly be seen from figure 5 that the addition of motion information improves performance over the static -binocular condition although the disparity also affects performance as settings are less accurate than in the monocular -motion condition (where several avenues to determining size/depth ratios may be available). The results in figures 5b and 5c are again consistent with the interpretations based on misestimates of viewing distance or a misestimate of internal standard, as both types of error cause a change in slope. 
Judgments of size and depth-is the same estimate of distance used?
If observers did make settings which corresponded to the size of the physical standard, then biases in performance can be attributed to misestimates in viewing distance. In this context it appears from figures 3 and 4 that different estimates of viewing distance were used in making size and depth judgments. This finding is consistent for the two sizes of standard used. Figure 6 is a plot of the relationship between the 'effective scaling distance' computed for size and the 'effective scaling distance' computed for depth in each viewing condition (not including static-monocular) to make this relationship explicit. Therefore this figure shows how the size and depth settings scale together as opposed to how each scales with viewing distance (as shown in figures 3 and 4) . If the same estimate was used in both judgments then the data should coalesce along the leading diagonal. Clearly there is a strong correlation between the scaling distances used for size and those used for depth.
Scaling distance for depth/cm A similar figure was presented by van Damme and Brenner (1997) . However, although they found a close correspondence between the distances used for size and depth it appears we did not. Rather, the scaling distance used for size was systematically overestimated relative to that used for depth in all three viewing conditions. This result was also evident in some of the data plotted in figure 3. Before this conclusion is reached, however, the possibility, raised above, of a different internal standard being used should also be addressed. The dotted lines in figure 6 indicate how the results would appear if absolute size of the two standard triangles was underestimated (slope greater than 1) or overestimated (slope less than 1). There is a close correspondence between the line of best fit (full line in the figure) and the dotted line that depicts the outcome of underestimating the standard sizes by 60%, which suggests that, in common with the arguments above, the results are equally consistent with the fact that a different internal standard was used and that similar estimates of viewing distance may have been used in making both size and depth settings. Taken together with the arguments raised above and previous empirical results on this issue, this conclusion seems likely.
Discussion
Natural viewing and physical stimuli are thought to be important factors in the interpretation of experimental findings concerning depth perception (eg Durgin et al 1995; Frisby et al 1996) . The present experiment was designed to determine the degree to which size and depth constancy are maintained on the basis of binocular-disparity and motionparallax information, presented separately and in combination, using (quasi-) natural stimuli and viewing conditions. The results suggest that estimates of size and depth were not maintained accurately when either disparity or parallax were the principal depth cues-presented separately or together (cf figure 1 and table 1) . In terms of depth constancy, monocular motion produced over-constancy (106%) whereas on the basis of binocular disparity it was 75%. When both disparity and parallax were present, which through their combination provides further information for the recovery of both size and depth veridically, depth constancy was 93% of that needed to preserve perfect constancy. In all viewing conditions size constancy was greater than 100%). This consistent pattern in the data led to an alternative interpretation of the observers' performance, which was based on the premise that an incorrect standard may have been used to make settings. In this light, the size and depth settings were very good and estimates of size and depth constancy in all three conditions were close to 100%o.
In the monocular-motion condition the correct size-to-depth ratio was recovered although both the size and the depth were underestimated at each of the viewing distances. The fact that there is not a proportional relationship between size and depth scaling as a function of distance suggests that a scheme based on estimating ego rotation was not used here. Rather, this result at first sight appears more consistent with Ullman's scheme of recovering rotation angle from visual information (higher-order motion parameters) which leaves absolute size undetermined. However, if we accept that an incorrect standard (67% of veridical) was used in making the settings then perfect size and depth constancy were maintained in this condition (see figure 4 ) and the pattern of results is equally consistent with viewing distance being recovered via ego motion.
In the static -binocular condition size-to-depth ratios were misperceived with progressively more depth being set in the stimulus at farther distances. The size settings, in both conditions, remained reasonably invariant with changes in viewing distance. These results are consistent with the interpretation that observers used a misestimate of viewing distance to scale the disparity information to recover size and depth (Foley 1980; Johnston 1991; Rogers and Bradshaw 1993 ). This failure is most likely due to the fact that vergence angle cannot be reliably estimated in low-light conditions (see Foley 1980; Owens and Leibowitz 1980) and vertical disparities were not available. The bias introduced by this is consistent with the 'specific distance tendency' in which the distance of far objects is underestimated and the distance of close objects is overestimated (see Johnston 1991) .
When both disparity and motion cues were available, which provides, in principle, sufficient information to recover veridical size and depth information (Richards 1985) , the pattern of results appeared to share important features of both the motion-only (monocular-motion) and disparity-only (static -binocular) conditions. In common with the motion-only data, size and depth judgments were consistent across viewing distances; and in common with the disparity-only data, size/depth ratios were less than 1. It is clear that the size/depth ratios of unity obtained in the motion-parallax conditions were not used to constrain the settings in the combined-cue condition as the promotion theory (strong fusion) would predict. When the raw data were converted into 'effective scaling distances' depth constancy in the combined-cue condition was estimated to be 93% compared with 106% and 75%o in the motion-only and disparity-only conditions, respectively. Again depth from disparity and depth from motion appear to be computed quite separately and averaged together at the end. This pattern of results is actually quite well described by weak fusion (Landy et al 1991) , that is, the perceptual outcome is a simple average of the outcomes in the two isolated conditions. The fact that Johnston et al (1994) found evidence for strong fusion in their two-frame binocular -motion conditions does not necessarily contradict our results. In their conditions this was the only strategy open to the visual system to complete the task whereas here the results from the individual-cue conditions suggest that sufficient information was available to recover size and depth information. This is consistent with the suggestion that the visual system may switch strategies on the basis of the information available and according to the demands of a particular task (Rogers and Bradshaw 1995a; Glennerster et al 1996) .
Therefore the estimates of size and depth constancy were high, particularly with the transformed data which incorporated the assumption that an incorrect standard was used in making settings. The magnitudes of these constancy estimates are similar to those found by Rogers and Bradshaw (1995a) , Bradshaw et al (1996) , and Glennerster et al (1998) , whereas the magnitudes of the RMS errors are more typical of those found by Norman et al (1996) . These studies involved a range of different tasks.
Factors thought to affect performance in experiments which involve computer displays can be summarised in two classes. The first concerns the quality of the stimuli per se, such as suboptimal spatial or temporal sampling, accommodation conflicts, or lack of natural viewing geometry. The second concerns the additional specification of viewing distance through the presence of pictorial cues in natural, well-structured environments. Many cognitive -pictorial cues have been shown to influence perceived depth from binocular disparity (O'Leary and Wallach 1980; Predebon 1993) . These can exist in abundance in natural environments, which leaves the influence of the cues of interest difficult to determine. Frisby et al (1996) , for example, found remarkably good performance in even their static -monocular conditions, which suggested that viewing distance was well specified by pictorial cues within their experimental setup. Of course unlike in the purposely structured environments used by Durgin et al (1995) and Frisby et al (1996) we deliberately excluded other cues to depth and distance from our stimuli so that the consequences for size and depth scaling on the basis of disparity and parallax cues could be analysed. In this sense our quasi-natural environment was a compromise between real-world and computer-display stimuli in which some of the potential artifacts pertaining to the nature of the stimuli were eliminated while maintaining control over the extraneous cues to distance.
A further question we addressed was whether the same estimate of viewing distance was used to scale information about size and depth. This has been addressed in several recent studies involving computer displays. A high positive correlation was found between the effective scaling distances for the size and depth judgments although the slope of the best-fitting regression line was considerably greater than 1. At first sight, therefore, the scaling distances used for size and depth seemed different. However, when we took into account the possibility that observers may have been using an incorrect standard (67% of actual size) in making their settings then the data suggest that similar estimates of distance were used in both cases. This is because of the nature of the scaling process: size is inversely proportional to distance whereas depth is inversely proportional to the distance squared. Certainly this conclusion is consistent with that made by Rogers and Bradshaw (1995b) and van Damme and Brenner (1997) .
In conclusion, we found that motion information generated by head movements is sufficient to recover size/depth ratios correctly although overall size was consistently underestimated. The size/depth ratios were misperceived in the binocular-disparity condition with progressively more depth being set in the stimulus at farther distances. When both disparity and parallax were available together, the perceptual outcome was consistent with an averaging of the information provided by either cue when presented separately. However, estimates of size and depth constancy were high, which indicated that changes in viewing distance were taken into account when settings were made in each of the viewing conditions. The consistent pattern of underestimation in the size settings suggested that observers may have used an incorrect version of the standard size to make their settings. When the data were interpreted in this light, settings were accurate and size and depth constancy was remarkably good. In experiments on depth and size constancy many experimental, stimulus, and subject factors can affect performance (Glennerster et al 1998) . In accounting for the markedly different estimates of our ability to recover size and depth on the basis of disparity and motion cues the story is certainly more involved than the issue of natural versus computer-generated stimuli.
