Abstract. This paper proposes some novel efficient and accurate adaptive two-grid (ATG) finite element algorithms for linear and nonlinear partial differential equations (PDEs). In these algorithms, they use the information of the solutions on k-th level adaptive meshes, instead of on the uniform meshes, to find the solutions on (k + 1)-th level adaptive meshes. They transform the non-symmetric positive definite (non-SPD) PDEs into symmetric positive definite (SPD) PDEs, and transform the nonlinear PDEs into the linear PDEs. These algorithms have the following advantages:
1. Introduction. The two-grid discretization techniques for solving second order non-SPD linear PDEs and nonlinear PDEs were proposed by Xu [18, 19, 20] . In these algorithms, two spaces V h and V H are employed for the finite element discretization, where mesh size h H. They first solve the original non-SPD linear PDE or nonlinear PDE on the coarser finite element space V H , and then find the solution u h of a linearized PDE on the finer finite element space V h based on the coarser level solution u H . The computational cost is saved a lot since dim(V H ) dim(V h ), and the optimal accuracy can be maintained by choosing appropriate coarser mesh size H. These two-grid techniques have been applied for solving mixed (Navier-)Stokes/Darcy model [13, 5] , time-harmonic Maxwell equations [23] , eigenvalue problems [22] and so on.
For adaptive methods, the idea is to homogenize the errors on all mesh elements, and to further improve the accuracy and efficiency of solving PDEs. The upper and lower bounds of the error estimator for general elliptic and parabolic PDEs are derived [15, 16] when the conforming finite element methods are used for the discretization. The convergence of the error and the bound of the convergence rate are considered in [6] , but there are some stringent restrictions on the initial mesh, which makes the algorithm not practical. It introduces the concept of data oscillation in [11, 12] to circumvent the requirement on the initial mesh. In [2] , it proposes a modification of the algorithm in [12] and proves optimal estimates by incorporating coarsening of the meshes. The convergence rate of the conforming finite element methods is also analyzed in [4] . For adaptive discontinuous Galerkin methods, the construction of different types of error estimators are introduced in [9] , and the convergence is studied in [10] .
Recently in [1] , the uniform meshes are used for coarse-grid approximation, and adaptive meshes are used for fine-grid approximation. In this paper, it proposes some novel algorithms which use k-th level adaptive meshes as coarse grids, and (k + 1)-th level adaptive meshes as fine grids. Based on the solutions on k-th coarser level adaptive meshes, we only need to solve linear systems on (k + 1)-th finer level adaptive meshes. The following are some main advantages of these novel algorithms in comparison with the algorithms in [1] . First, interpolating the solutions from uniform coarse meshes to adaptive fine meshes will bring in more interpolation errors and increase the computational cost. In the novel algorithms, only the values on newly added mesh points need to be interpolated , so they should have smaller interpolation error and lower computational cost. Second, coarser meshes T k h are always contained in finer meshes T k h , so the novel algorithms are much easier to implement. Third, in [1] , the error estimator and the error are bounded by each other up to a high order term under the condition that
, where h is the smallest size of the adaptive meshes since the inverse inequality is used many times. Therefore, when the number of bisections increases, h and H decrease, then the computational cost can be very large when solving non-SPD linear or nonlinear PDEs on uniform meshes; For the novel algorithms in this paper, only linear systems need to be solved.
Based on these novel algorithms, this paper constructs a residue-type error estimator, and prove its upper and lower bounds with respect to the exact error up to a high order term. It gets rid of the assumption in [1] that the oscillation term is a high order term, which may be wrong due to the low regularity of the solution of the two-grid algorithm, by stating a lemma which proves the oscillation term is bounded by the error and a high order term. Furthermore, a convergence result of the error is established based on the above results. Finally, several algorithms for nonlinear PDEs are proposed in the end, and the analysis of the their convergence can be similarly proved by the ideas in this paper.
The organization of this paper is as follows. In section 2, we introduce some notation, and state some preliminary results. In section 3, we give the adaptive two-grid finite element algorithm for non-SPD linear problems. We construct an error estimator, and then we prove the reliability and efficiency of the proposed error estimator. Furthermore, we prove that the error converges to zero up to a high order term as the number of bisection increases. In section 4, some adaptive two-grid finite element algorithms for nonlinear problems are proposed. In section 5, some numerical tests are given to verify the accuracy and efficiency of the algorithms.
2. Preliminaries. Through this paper, denote Ω as a convex polygonal domain, and the standard Sobolev notations are used, i.e., for any set A,
. Consider the following second order quasi-linear elliptic equation [20] −div(f (x, u, ∇u)) + g(x, u, ∇u) = 0 in Ω, (2.1)
Introduce δ 1 and δ 2 below
Corresponding to (2.5), we consider the non-symmetric positive definite (non-SPD) problem with homogeneous Dirichlet boundary condition below
Here the coefficients α(x) ∈ R 2×2 , β(x) ∈ R 2 and γ(x) ∈ R 1 are assumed to be smooth such that the solution u ∈ H 1 0 (Ω) ∩ W 2,2+κ (Ω), where κ > 0. Define the following notations
The weak form of (2.6)-(2.7) is to seek
The bilinear form A S induces the semi-norm
We also assume α(x) satisfies, for some constant 0 < C 1 < C 2 < ∞, that
where d denotes the dimension of the space.
3.
A novel adaptive two-grid finite element algorithm for non-SPD problems. In this section, we present an adaptive two-grid finite element algorithm for non-SPD problems. The idea is to utilize the solutions on k-th level adaptive meshes to transform the non-SPD problems into an SPD problems, and then to find the solutions of the SPD problems on (k + 1)-th level adaptive meshes. Denote T k as the set of meshes in k-th bisection, H k K as the mesh size of K in T k , E k as the mesh edges in k-th bisection, and V H k K as the finite element space on T k . Let us present the two-grid finite element algorithm: Algorithm 3.1 Novel ATG finite element algorithm for non-SPD problems STEP 1:
are usually chosen to be the uniform meshes, i.e., H
. This algorithm has many advantages in the aspects of both efficiency and accuracy, as are stated with details in section 1.
Next we construct an error estimator and prove its reliability and efficiency.
3.1. A posteriori error estimates for the novel adaptive two-grid finite element algorithm. Denote n K ± as the unit outward normal vector of ∂K ± , and [[u] ] as the jump of u between two triangles. Define the element residue and the edge jump by
Define the local error estimators η
respectively, then define the oscillation terms:
3.1.1. A reliable upper bound of the error. In this subsection, we will prove that the error of the adaptive two-grid finite element algorithm 3.1 can be bounded by the error estimator. be the solution of (2.8)-(2.9) and the adaptive two-grid finite element algorithm 3.1, then
. Using equations (2.8)-(2.9) and the two-grid finite element algorithm, then ∀v ∈ H 1 0 (Ω), we have
Then using the Cauchy-Schwarz inequality, trace inequality and properties of the Scott-Zhang interpolation operator, we have
, then the theorem is proved.
A efficient lower bound of the error.
For the a posteriori error estimates of the classical finite element algorithms, the oscillation terms are usually high order terms, but for the proposed adaptive two-grid algorithm 3.1, the oscillation term may not be the high order term because of the low regularity of the solution. One main result in this section is to give an upper bound of the oscillation term, which plays crucial roles in proving the efficiency of the estimator of the adaptive two-grid algorithm. As is seen below, it is bounded by the summation of the error and the high order term under some assumptions (see Remark 3.3).
Lemma 3.2. The oscillation term can be bounded by
where
, and σ andσ are defined in the beginning of the proof.
Proof. For the residue estimator, define σ k ,σ k and σ bŷ
Denoteσ k andσ as the average ofσ k and σ on K respectively, then
For the jump estimator, defineδ k and δ bŷ
Denoteδ k as the average ofδ k on E, and ∇u as the average of ∇u on K. Using the trace inequality, we have
By (3.11), (3.14), (3.15) , and the inverse inequality, we have Proof. We divide the proof into three steps:
Step 1: Using the properties of the element bubble functions ϕ K , we have
By (3.17) and the triangle inequality, we get
Step 2: Using the properties of the edge bubble functions ψ K , we have
where w E denotes all the triangles contain E as an edge. By (3.18) and triangle inequality, we have
Step 3: Summing (3.18) over all K, then
Summing (3.20) over all E, then
Combining (3.21), (3.22) and Lemma 3.2, we get
2 as the total error, and
, T ) as the quasi error. We consider the convergence of the adaptive two-grid finite element algorithm. The following two lemmas are needed to prove the error reduction property. The first lemma is from [8] .
Proof. By the definition of the estimator, we have
Taking the sum over all T i (i = 1, 2, 3, · · · ), then we have
Plug (3.26) into (3.24), we get
The lemma is proved.
Lemma 3.6. For any > 0, we have
Proof. Using the definition of the estimator, we have
The first and second terms on the right-hand side of (3.28) can be bounded by
where the following Hölder's inequality has been used in the last step
Similarly, using (3.30) and the trace inequality, the third and fourth terms on the right-hand side of (3.28) can be bounded by
Using Young's inequality and Lemma 3.5, we get
Together with the bulk criterion
where 0 < θ < 1, then we have
Then we obtain the lemma.
Based on Lemmas 3.5-3.6, next we prove the quasi error decreases with respect to the number of mesh bisections up to some L 2 -norms of the errors, which are high order terms on the uniform meshes. 
By the Galerkin orthogonality, we have
Using Young's inequality and Poincaré's inequality, we get
Combining (3.35) and (3.36), we have
. Using (3.37), lemma 3.6 and the reliability of the estimator, then there exists an and a ζ( ) such that
where 0 < ζ( ) < 1.
Based on the above Theorem 3.7, we can prove the following convergence theorem:
We have the following convergence result
, then by theorem 3.7, we get
The equivalence of the quasi error and the error estimator has been proven.
3.3.
Adaptive two-grid finite element algorithm for non-SPD problems on uniform meshes. The following two-grid finite element algorithm uses uniform meshes, instead of adaptive meshes, as the coarse gird approximation. A similar version of this algorithm was proposed in [1] , and they proved the reliability and efficiency of the error estimator, assuming the oscillation term is the high order term. The analysis in this paper removes this assumption.
In the following algorithm 3.2, H k denotes the uniform mesh size in the k-th bisection, and H k+1 K denotes the mesh size in K in the (k + 1)-th bisection. Algorithm 3.2 ATG finite element algorithm for non-SPD problems STEP 1:
The meshes in algorithm 3.2 are uniform on the coarse level, and the theorems below are special cases of the theorems using adaptive meshes as coarse grid approximation, so we skip their proofs.
Corresponding to theorem 3.1, the reliability of the error estimator is given below. be the solution of (2.8)-(2.9) and the two-grid finite element algorithm 3.2, then
On uniform meshes, the oscillation term in lemma 3.2 is bounded below.
Lemma 3.11. Denote h k as the largest adaptive mesh size in T k , then the oscillation term can be bounded by
Corresponding to theorem 3.4, the efficiency of the error estimator is given below.
Theorem 3.12. Let u and u H k+1 K be the solution of (2.8)-(2.9) and the two-grid finite element algorithm 3.2, then
Corresponding to the convergence results using adaptive meshes as the coarse grid approximation in lemma 3.6 and theorems 3.7-3.8, we can obtain the following lemma 3.13 and theorems 3.14-3.15.
Lemma 3.13. For any > 0, we have
Theorem 3.14. (Error reduction) We have the following error reduction property
Theorem 3.15. (Convergence) We have the following convergence result
Proof. By theorem 3.14, we get
4. Adaptive two-grid finite element algorithm for nonlinear PDEs. In this section, we state some novel algorithms for solving nonlinear PDEs. The idea is to transform nonlinear PDEs into linear ones using the coarse level solutions. 
Algorithm 4.2 is obtained by adding one-step Newton iteration in algorithm 4.1, and the results may become more accurate. Algorithm 4.2 ATG finite element algorithm with one-step Newton correction for mild nonlinear problems STEP 1:
5. Numerical experiment. In this section, some numerical experiments will be given to test the proposed algorithms in this paper. Comparing with the non-SPD linear problems, the algorithms in section 4 are much more efficient since solving nonlinear problems is circumvented. Therefore, we will implement algorithms 4.3-4.5 for nonlinear PDEs.
Before the numerical results are shown, we would like to explain the differences between algorithms 4.3-4.5. Consider figure 1 as an example: assume the left graph is the the initial meshes, the middle one is the meshes after one step of bisection, and the right one is the meshes after two steps of bisection. T . The error estimator is computed to determine how to refine or coarsen meshes. In the first step of bisections, mesh points 26 and 27 need to be added; 2. In the first step of bisections, the coefficients of the nonlinear PDEs are all computed by u , and then solve linear PDEs. These algorithms are especially efficient in this step since only the newlyadded mesh points need to be interpolated, which is different with algorithm 3.2, where all mesh points need to be interpolated in each step of bisections; 3. In the second step of bisections, the coefficients of the nonlinear PDEs in algorithm 4.3 are computed by u and time step k [7, 21] . Algorithm 4.3-4.5 are implemented for this test. The following figures 2 are the meshes at some bisection steps. The meshes of these three algorithms are very similar, so only one set of graphs are placed here to make this paper tight. The algorithm 3.2 is designed for solving non-SPD linear problems with uniform meshes as the coarse grid approximation. For the nonlinear problems, we can write the corresponding algorithm similarly, and we assume the smallest mesh sizes on the fine grids of this algorithm and algorithms 4.3-4.5 are the same. Then after 16 bisections, the uniform mesh size on coarse grid satisfies
Then the degree of freedom on the uniform meshes is (2 × 2 1 4 × 128) 2 > 9 × 10 4 . However, the degrees of freedom of algorithms 4.3-4.5 is less than 9 × 10 3 as we observed, so the novel algorithms in this manuscript using the adaptive meshes as coarse grid approximation are highly efficient.
