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ALGEBRA OF BORCHERDS PRODUCTS
SHOUHEI MA
Abstract. Borcherds lift for an even lattice L of signature (p, q) is a
lifting from weakly holomorphic modular forms of weight (p − q)/2 for
the Weil representation of L. We introduce a product operation on the
space of such modular forms, depending on the choice of a maximal
isotropic sublattice of L, which makes this space a finitely generated
filtered associative algebra, without unit element in general. This algebra
structure is functorial with respect to embedding of lattices by the quasi-
pullback map. We study the basic properties, prove for example that
the algebra is commutative if and only if L is unimodular. When L is
unimodular with p = 2, the multiplicative group of Borcherds products
of integral weight forms a subring.
1. Introduction
Since ancient, mathematicians have introduced and studied product struc-
tures on various mathematical objects. In this paper we define a product
structure on a space of certain vector-valued modular forms of fixed weight
attached to an integral quadratic form, that is functorial and that reflects
some properties of the quadratic form.
Let L be an even lattice of signature (p, q) with p ≤ q and ρL be the
Weil representation attached to the discriminant form of L. In [1], [2],
Borcherds constructed a lifting from weakly holomorphic modular forms
f of weight σ(L)/2 = (p − q)/2 and type ρL to automorphic forms Φ( f )
with remarkable singularity on the symmetric domain attached to L. When
p = 2 and the principal part of f has integral coefficients, Φ( f ) gives rise to
a meromorphic modular form Ψ( f ) with infinite product expansion, known
as Borcherds product.
The discovery of Borcherds has stimulated the study of weakly holomor-
phic modular forms of weight σ(L)/2 and type ρL. If we consider the space
of such modular forms, say M!(L), it is a priori just an infinite dimensional
C-linear space. The purpose of this paper is to define a product operation on
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2the space M!(L), depending on the choice of a maximal isotropic sublattice
of L up to the action of an arithmetic group, which makes M!(L) an asso-
ciative C-algebra, finitely generated and filtered but without unit element in
general. Moreover, this product is functorial with respect to embedding of
lattices by the so-called quasi-pullback operation. This gives a link between
quadratic forms and noncommutative rings.
In order to state our result, we assume that the lattice L has Witt index
p (= maximal) and choose a maximal isotropic sublattice I of L. Then
K = I⊥/I is an even negative-definite lattice of rank −σ(L). Let ↓L
K
be the
pushforward operation from ρL to ρK (§2.1), and ΘK+(τ) be the ρK+-valued
theta series of the positive-definite lattice K+ = K(−1). In §3, we define the
Θ-product of f1, f2 ∈ M!(L) with respect to I by
f1 ∗I f2 = 〈 f1↓LK ,ΘK+〉 · f2.
Then f1 ∗I f2 is again an element of M!(L). By considering Fourier expan-
sion, this could be viewed as a sort of product of two ρL-valued Laurent
series, one suitably contracted with the theta series ΘK+ .
In what follows, an associative algebra is not assumed to have a unit
element. Our basic results can be summarized as follows.
Theorem 1.1. The Θ-product ∗I makes M!(L) a finitely generated filtered
associative C-algebra. The algebra M!(L) has a unit element if and only
if L ≃ U ⊕ · · · ⊕ U. The algebra M!(L) is commutative if and only if L is
unimodular.
If L′ is a sublattice of L of signature (p, q′) with IQ ⊂ L′Q, the map
M!(L) → M!(L′), f 7→ |I/I′|−1 · f |L′ ,
is a homomorphism of C-algebras, where I′ = I ∩ L′ and f |L′ ∈ M!(L′) is
the quasi-pullback of f ∈ M!(L) as defined in (5.1).
Here the filtration on M!(L) is defined by the degree of principal part.
U stands for the integral hyperbolic plane, namely the even unimodular
lattice of signature (1, 1). The quasi-pullback map |L′ : M!(L) → M!(L′) is
an operation coming from quasi-pullback of Borcherds products ([1], [5],
[14]), which is a sort of renormalized restriction. The kernel of M!(L) →
M!(L′) for various sublattices L′ ⊂ L provide natural examples of two-sided
ideals of M!(L) contained in the left annihilator ideal. The statements in
Theorem 1.1 are proved in Propositions 3.4, 4.2, 4.4, 4.8, and 5.1.
The algebra structure on M!(L) requires the choice of I, but actually it
depends only on the equivalence class of I under a natural subgroup of
the orthogonal group of L. Geometrically, when p = 2, such equivalence
classes correspond to maximal boundary components of the Baily-Borel
compactification of the associated modular variety.
3In some special cases, Θ-product is a quite simple operation. When L
is unimodular, so that f1, f2 and ΘK+ = θK+ are scalar-valued, f1 ∗I f2 is
just the product f1 · θK+ · f2 (Example 3.5). When I comes from pU =
U ⊕ · · · ⊕ U embedded in L, so that we have a splitting L = pU ⊕ K, f1, f2
correspond to weakly holomorphic Jacobi forms φ1(τ, Z), φ2(τ, Z) of weight
0 and index K+ (see [11]). Then the Jacobi form corresponding to f1 ∗I f2 is
just φ1(τ, 0) · φ2(τ, Z) (Example 3.6). In general, one can say that Θ-product
∗I is a functorial extension of this simple product to all pairs (L, I).
We expect that the complexity of the lattice L (within fixed p or up to
direct summand of U) would be reflected in the complexity of the algebra
M!(L) in some way. The first examples are stated in Theorem 1.1: commu-
tativity and existence of (two-sided) unit element. More widely, we show
that M!(L) has a left unit element if it contains a modular form with very
mild singularity that is not a left zero divisor (Proposition 4.5). Some re-
flective modular forms provide typical examples of such a modular form
(Examples 4.6 and 4.7). This might remind us of Borcherds’ philosophy
[4] that for L Lorentzian, existence of a reflective modular form should be
related to interesting property of the reflection group of L.
Another example of our general expectation is that the minimal number
of generators of M!(L) would reflect the size of L, and generators of small
degree would have some significance (§4.3). We prove a finiteness result on
lattices L with bounded number of generators of M!(L) (Proposition 4.12).
In the simple example L = pU ⊕ 〈−2〉, M!(L) is generated by two basic
reflective modular forms (Example 4.14). We hope to find further connec-
tion between the algebra M!(L) and the lattice L. It would be also a natural
problem to find an interesting M!(L)-module.
A natural but subtle problem is whether various subgroups of M!(L) de-
fined by arithmetic condition on the coefficients of principal part are closed
under Θ-product. We give a general criterion in the positive direction, and
use it to deduce the following (§4.4):
• The real part M!(L)R ⊂ M!(L) is closed under ∗I.
• When L is unimodular with p = 2, the multiplicative group of
Borcherds products of integral weight is closed under ∗I .
In general, the possible obstruction can be expressed as a 2-cocycle in group
cohomology.
This paper is organized as follows. §2 is recollection of modular forms
for the Weil representation. In §3 we define Θ-product. In §4 we study
some basic properties of the algebra M!(L). In §5 we prove that Θ-product
is functorial. §4 and §5 may be read independently.
Convention. Unless stated otherwise, every ring in this paper is not
assumed to be commutative nor have a unit element.
42. Weil representation and modular forms
In this section we recall some basic facts about modular forms of Weil
representation type following [2], [7].
2.1. Weil representation. Let L be an even lattice, namely a free abelian
group of finite rank equipped with a nondegenerate symmetric bilinear form
(·, ·) : L × L → Z such that (l, l) ∈ 2Z for all l ∈ L. When L has signature
(p, q), we write σ(L) = p − q. The dual lattice of L is denoted by L∨. The
quotient AL = L
∨/L is called the discriminant group of L, and is endowed
with the canonical Q/Z-valued quadratic form qL : AL → Q/Z, qL(x) =
(x, x)/2 + Z, called the discriminant form of L. In general, a finite abelian
group A endowed with a nondegenerate quadratic form q : A → Q/Z is
called a finite quadratic module. We will frequently abbreviate (A, q) as
A. Every finite quadratic module A is isometric to the discriminant form of
some even lattice L. We then write σ(A) = [σ(L)] ∈ Z/8. We denote by CA
the group ring of A. The standard basis vector of CA corresponding to an
element λ ∈ A will be denoted by eλ.
Let Mp2(Z) be the metaplectic double cover of SL2(Z). Elements of
Mp2(Z) are pairs (M, φ) where M =
(
a b
c d
)
∈ SL2(Z) and φ is a holomor-
phic function on the upper half plane such that φ(τ)2 = cτ + d. The group
Mp2(Z) is generated by T =
((
1 1
0 1
)
, 1
)
and S =
((
0 −1
1 0
)
,
√
τ
)
, and the
center of Mp2(Z) is generated by Z = S
2 =
((−1 0
0 −1
)
,
√
−1
)
.
TheWeil representation ρA of Mp2(Z) attached to a finite quadratic mod-
ule A is a unitary representation on CA defined by
ρA(T )(eλ) = e(q(λ))eλ,
ρA(S )(eλ) =
e(−σ(A)/8)√|A|
∑
µ∈A
e(−(λ, µ))eµ.
Here e(z) = exp(2πiz) for z ∈ Q/Z. We have
ρA(Z)(eλ) = e(−σ(A)/4)e−λ.
We will also write ρA = ρL when A = AL for an even lattice L.
Let A(−1) be the (−1)-scaling of A, namely the same underlying abelian
group with the quadratic form q replaced by −q. Then ρA(−1) is canonically
isomorphic to the dual representation ρ∨A of ρA. The isomorphism is de-
fined by sending the standard basis of CA(−1) to the dual basis {e∨
λ
} of the
standard basis {eλ} of CA through the identification A(−1) = A as abelian
groups. We will tacitly identify ρA(−1) = ρ∨A in this way.
5Let I ⊂ A be an isotropic subgroup. Then A′ = I⊥/I inherits the structure
of a finite quadratic module. Let p : I⊥ → A′ be the projection. We define
linear maps
(2.1) ↑AA′: CA′ → CA, ↓AA′: CA → CA′,
called pullback and pushforward respectively, by
eλ ↑AA′=
∑
µ∈p−1(λ)
eµ, eµ ↓AA′=

ep(µ), µ ∈ I⊥,
0, µ < I⊥,
for λ ∈ A′ and µ ∈ A. Then ↑A
A′ and ↓AA′ are homomorphisms between the
Weil representations (see, e.g., [2], [7], [14]). Note that ↓AA′ ◦ ↑AA′ is the
scalar multiplication by |I|. Note also that ↑A
A′ and ↓AA′ are adjoint to each
other with respect to the standard Hermitian metrics on CA and CA′. When
A = AL for an even lattice L, the isotropic subgroup I corresponds to the
even overlattice L ⊂ L′ ⊂ L∨ of L with L′/L = I. Then A′ = AL′ . In this
situation, we will also write ↑AA′=↑LL′ and ↓AA′=↓LL′ .
2.2. Modular forms. Let A be a finite quadratic module and let k ∈ 1
2
Z
with k ≡ σ(A)/2 modulo 2Z. (We will be mainly interested in the case
k ≤ 0.) A CA-valued holomorphic function f on the upper half plane is
called a weakly holomorphic modular form of weight k and type ρA if it
satisfies f (Mτ) = φ(τ)2kρA(M, φ) f (τ) for every (M, φ) ∈ Mp2(Z) and is
meromorphic at the cusp. We write
f (τ) =
∑
λ∈A
∑
n∈q(λ)+Z
cλ(n)q
neλ
for the Fourier expansion of f where qn = exp(2πinτ) for n ∈ Q. By the in-
variance under Z, we have c−λ(n) = cλ(n). The finite sum
∑
λ
∑
n<0 cλ(n)q
neλ
is called the principal part of f . When k < 0, f is determined by its prin-
cipal part; when k = 0, f is determined by its principal part and constant
term. According to Borcherds duality theorem ([3], [4], [7]), which poly-
nomial can be realized as principal part is determined by certain cusp forms
as follows.
Theorem 2.1 ([3], [4], [7]). Let P =
∑
λ,n cλ(n)q
neλ be a CA-valued polyno-
mial where λ ∈ A and n ∈ q(λ)+Z with n < 0, such that c−λ(n) = cλ(n). Then
P is the principal part of a weakly holomorphic modular form of weight
k ≡ σ(A)/2 mod 2Z and type ρA if and only if
∑
n<0 cλ(n)aλ(−n) = 0 for
every cusp form
∑
λ,m aλ(m)q
me∨
λ
of weight 2 − k and type ρ∨
A
.
This will be used in §4. The version in [3] also takes the constant term
into account and replaces cusp forms by holomorphic modular forms.
6We write M!
k
(ρA) for the space of weakly holomorphic modular forms
of weight k and type A. For a subring R of C (typically Z or Q or R), we
write M!
k
(ρA)R ⊂ M!k(ρA) for the subgroup of those f whose principal part
has coefficients in R. It is clear that M!
k
(ρA)Z ⊗Z Q = M!k(ρA)Q. Moreover,
McGraw’s rationality theorem [15] and Borcherds duality theorem tell us
that
M!k(ρA)Q ⊗Q C = M!k(ρA).
If f ∈ M!
k
(ρA)Q, its coefficients cλ(0) of the constant term (λ isotropic) are
also rational number. This follows from the version of Borcherds duality
theorem in [3] and the rationality of Fourier coefficients of Eisenstein series
due to Bruinier-Kuss [9] (λ = 0) and Schwagenscheidt [16] (λ general).
Theta series are typical examples of holomorphic modular forms of Weil
representation type. Let N be an even positive-definite lattice. By Borcherds
[2], the ρN-valued function
ΘN(τ) =
∑
l∈N∨
q(l,l)/2e[l] =
∑
λ,n
cNλ (n)q
neλ,
where cN
λ
(n) is the number of vectors l in λ + N ⊂ N∨ such that (l, l) = 2n,
is a holomorphic modular form of weight rk(N)/2 and type ρN . All Fourier
coefficients of ΘN(τ) are nonnegative integers. If N
′ is an even overlattice
of N, we have ΘN′ = ΘN ↓NN′ .
Let L be an even lattice. For A = AL and k = σ(L)/2, we write
M!(L) = M!σ(L)/2(ρL), M
!(L)R = M
!
σ(L)/2(ρL)R.
We especially write
M! = M!(U ⊕ · · · ⊕ U) = M!({0}),
which is just the space of scalar-valued weakly holomorphic modular forms
of weight 0. Then M! is the polynomial ring in the j-function j(τ) = q−1 +
744 + · · · . It is a fundamental remark that for every even lattice L, M!(L) is
a M!-module.
When p = 2 and for f ∈ M!(L)Z, Borcherds [1], [2] constructed a mero-
morphic modular form Ψ( f ) on the Hermitian symmetric domain attached
to L, which has weight c0(0)/2 ∈ Q and whose divisor is a linear combina-
tion of Heegner divisors determined by the principal part of f . The lifting
f 7→ Ψ( f ) is multiplicative (at least up to constant). Thus, at least when
R ⊃ Q, M!(L)R = M!(L)Z ⊗Z R can be thought of as a scalar extension of the
multiplicative group of Borcherds products.
3. Θ-product
Let L be an even lattice of signature (p, q) with p ≤ q and assume that
L has Witt index p. We choose and fix a maximal (= rank p, primitive)
7isotropic sublattice I of L. In this section we define Θ-product ∗I on the
space M!(L) = M!
σ(L)/2
(ρL) with respect to I, which makes M
!(L) an asso-
ciative algebra. §3.1 is lattice-theoretic preliminary. Θ-product is defined
in §3.2. In §3.3 we look at some examples.
3.1. Preliminary. We first prepare a lattice-theoretic lemma. We write
K = I⊥ ∩ L/I, which is an even negative-definite lattice of rank −σ(L).
We shall realize K as an orthogonal direct summand of a canonical over-
lattice of L. Let I∗ = IQ ∩ L∨ be the primitive hull of I in the dual lattice
L∨. Then L∗ = 〈L, I∗〉 is an even overlattice of L with L∗/L ≃ I∗/I. For
rU = U ⊕ · · · ⊕U (r times) we denote by e1, f1, · · · , er, fr its standard basis,
namely (ei, f j) = δi j and (ei, e j) = ( fi, f j) = 0. We write Ir = 〈e1, · · · , er〉.
Lemma 3.1. There exists an embedding ϕ : pU ֒→ L∗ such that ϕ(Ip) = I∗.
In particular, we have L∗ = ϕ(pU) ⊕ ϕ(pU)⊥ ≃ pU ⊕ K. The induced
isometry AL∗ → AK does not depend on the choice of ϕ.
Proof. By the primitivity of I∗ in L∨, we have (l, L∗) = (l, L) = Z for any
primitive vector l in I∗. We take one such vector l1 ∈ I∗ and a vector m1 ∈
L∗ with (l1,m1) = 1. Then 〈l1,m1〉 ≃ U and we have a splitting L∗ =
〈l1,m1〉⊕L1 where L1 = 〈l1,m1〉⊥∩L∗. The intersection I1 = I∗∩L1 satisfies
I∗ = I1⊕Zl1 and we have (l, L1) = (l, L∗) = Z for any primitive vector l ∈ I1.
Then we can repeat the same process for I1 ⊂ L1. This eventually defines an
embedding ϕ : pU ֒→ L∗ with ϕ(Ip) = I∗. We have natural isomorphisms
ϕ(pU)⊥ ∩ L∗ ≃→ (I∗)⊥ ∩ L∗/I∗ = I⊥ ∩ L/I = K.
For the last assertion, we use the following construction. (I∗ ⊂ L∗ will be
I ⊂ L below.)
Claim 3.2. Let L be an even lattice and I ⊂ L be a primitive isotropic
sublattice. Let ϕ1, ϕ2 : rU ֒→ L be two embeddings with ϕ1(Ir) = ϕ2(Ir) =
I. Then there exist
• an isometry γL of L which preserves I and acts trivially on K = I⊥/I
and AL, and
• an isometry γrU of rU which preserves Ir,
such that ϕ2 = γL ◦ ϕ1 ◦ γrU .
If we write Ki = ϕi(rU)
⊥ ∩ L, then we have γL(K1) = K2. The properties
of γL imply that the composition AL → AK1 → AK coincides with AL →
AK2 → AK , hence the last assertion of Lemma 3.1 follows.
We prove Claim 3.2 by induction on r. We may assume that ϕ1|Ir = ϕ2|Ir
by composing an isometry of rU preserving Ir and 〈 f1, · · · , fr〉 ≃ I∨r . When
r = 1, we let l = ϕi(e1) and mi = ϕi( f1). Then as γL we take the Eichler
8transvection El,m2−m1 (see, e.g., [12]) which fixes l, sends m1 to m2, and acts
trivially on K and on AL.
For general r, let rU = (r − 1)U ⊕ U be the apparent decomposition and
let ϕ′i = ϕi|(r−1)U and I′ = ϕi(Ir−1). By induction, there exists an isometry γ′L
of L which preserves I′ and acts trivially on (I′)⊥/I′ and AL, and an isometry
γ(r−1)U of (r − 1)U preserving Ir−1, such that ϕ′2 = γ′L ◦ ϕ′1 ◦ γ(r−1)U . Note
that γ′
L
also preserves I and acts trivially on K. We put L′ = ϕ2((r − 1)U),
L′′ = (L′)⊥ ∩ L and I′′ = I ∩ L′′. Then we have γ′L ◦ϕ1(Zer) = ϕ2(Zer) = I′′.
Thus we can apply the result for r = 1 to ϕ′′
1
= γ′
L
◦ ϕ1|U , ϕ′′2 = ϕ2|U , and
I′′ ⊂ L′′. This provides us with an isometry γL′′ of L′′ which preserves I′′
and acts trivially on (I′′)⊥/I′′ ≃ K and AL′′ ≃ AL, and an isometry γU = ±idU
of U, such that ϕ′′2 = γL′′ ◦ ϕ′′1 ◦ γU . Now γL = (idL′ ⊕ γL′′) ◦ γ′L and
γrU = γ(r−1)U ⊕ γU satisfy the desired properties. 
Remark 3.3. The lattice K can also be realized as a sublattice of I⊥ ∩ L as
follows. We choose a basis l1, · · · , lp of I and its dual basis l∨1 , · · · , l∨p from
L∨. We put K˜ = 〈l∨
1
, · · · , l∨p〉⊥ ∩ I⊥ ∩ L. By construction we have a splitting
I⊥ ∩ L = I ⊕ K˜, so the projection gives an isometry K˜ → K.
3.2. Θ-product. We now define Θ-product ∗I on M!(L). We put K+ =
K(−1), which is an even positive-definite lattice of rank −σ(L). We identify
AL∗ = AK as in Lemma 3.1. Let
↓LK =↓LL∗ : AL → AL∗ = AK
be the pushforward operation defined in (2.1). If f ∈ M!(L), then f ↓L
K
is
an element of M!(K). We take the tensor product f ↓LK ⊗ ΘK+ with the theta
series ΘK+ . This is a weakly holomorphic modular form of weight 0 and
type ρK ⊗ ρK+ ≃ ρK ⊗ ρ∨K. Taking the contraction ρK ⊗ ρ∨K → C produces
a scalar-valued weakly holomorphic modular form of weight 0, namely an
element of M!. We denote this modular function by
ξ( f ) = 〈 f ↓LK,ΘK+〉 ∈ M!.
The map ξ : M!(L) → M! is M!-linear.
Now if f1, f2 ∈ M!(L), we define
f1 ∗I f2 = ξ( f1) · f2 = 〈 f1↓LK,ΘK+〉 · f2.
This is again an element of M!(L). The map
∗I : M!(L) × M!(L) → M!(L)
is M!-bilinear.
Explicitly, if fi(τ) =
∑
λ,n c
i
λ
(n)qneλ for i = 1, 2 and ΘK+(τ) =∑
ν,m c
K
ν (m)q
me∨ν , the Fourier coefficients of f1 ∗I f2 =
∑
λ,n cλ(n)q
neλ are
9given by
cλ(n) =
∑
m+l+k=n
∑
µ∈J⊥
c1µ(m) · cKp(µ)(l) · c2λ(k).
Here J = I∗/I ⊂ AL and p : J⊥ → AK is the projection. Note that even
coefficients of f1, f2 in n > 0, sometimes not being paid much attention,
may contribute to the principal part of f1 ∗I f2.
Proposition 3.4. We have
( f1 ∗I f2) ∗I f3 = f1 ∗I ( f2 ∗I f3)
for f1, f2, f3 ∈ M!(L). Therefore Θ-product ∗I makes M!(L) an associative
C-algebra. Moreover, the map ξ : M!(L) → M! is a ring homomorphism.
Proof. For the first assertion, we have
( f1 ∗I f2) ∗I f3 = ξ( f1 ∗I f2) · f3 = ξ(ξ( f1) · f2) · f3
= ξ( f1) · ξ( f2) · f3 = ξ( f1) · ( f2 ∗I f3)
= f1 ∗I ( f2 ∗I f3).
For the second assertion, we calculate
ξ( f1 ∗I f2) = ξ(ξ( f1) · f2) = ξ( f1) · ξ( f2).
Thus ξ preserves the products. 
The algebra M!(L) has the following filtration. For a natural number d
we denote by M!(L)d ⊂ M!(L) the subspace of modular forms f whose
principal part has degree ≤ d. Then we have
M!(L)d ∗I M!(L)d′ ⊂ M!(L)d+d′ .
Hence M!(L) is a filtered algebra with this filtration.
By construction, this algebra structure on M!(L) requires the choice of
a maximal isotropic sublattice I, so we should write ξ = ξI and M
!(L) =
M!(L, I) when we want to specify this dependence. In fact, the freedom of
choice is finite. If γ : L → L is an isometry of L, then γ acts on AL. Since
the induced action on CAL preserves the Weil representation ρL, γ acts on
M!(L). We have ξγI(γ f ) = ξI( f ) and so
(γ f1) ∗γI (γ f2) = γ( f1 ∗I f2).
In other words, the action of γ on M!(L) gives an isomorphism
γ : M!(L, I) → M!(L, γI)
of algebras. In particular, when γ acts trivially on AL, its action on M
!(L) is
also trivial, so we have M!(L, I) = M!(L, γI) as algebras.
To summarize, if O(L) is the orthogonal group of L and ΓL < O(L) is
the kernel of the reduction map O(L) → O(AL), then M!(L, I) depends only
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on the ΓL-equivalence class of I. Moreover, its isomorphism class depends
only on the O(L)-equivalence class of I. In particular, we have only finitely
many algebra structures M!(L, I) on M!(L) for a fixed lattice L.
Geometrically, the ΓL-equivalence class of I corresponds more or less to
a boundary component of some compactification of the locally symmetric
space associated to ΓL. (For example, when p = 2, a boundary curve in the
Baily-Borel compactification.) Perhaps this geometric picture might lead
one to wonder whether it is possible to interpolate M!(L, I) and M!(L, I′)
for I / I′ by some continuous family of algebraic objects.
3.3. Examples. We look at Θ-product in some examples.
Example 3.5. Assume that L is unimodular. Then 8|σ(L). Modular forms
of type ρL are just scalar-valued modular forms. For any maximal isotropic
sublattice I we can find a splitting L ≃ pU ⊕ K with I ⊂ pU, and K is also
unimodular. In particular, ↓L
K
is identity andΘK+ = θK+ is also scalar-valued.
In this case, Θ-product is just the product
f1 ∗I f2 = f1 · θK+ · f2
for f1, f2 ∈ M!(L). This shows that M!(L) is commutative and has no zero
divisor. Furthermore, M!(L) has no unit element unless when L = pU.
Indeed, if f ∈ M!(L) is a unit element, then f ·θK+ = 1, but this is impossible
when K , {0} because then f would be a holomorphic modular form of
negative weight.
Example 3.6. More generally, assume that we have a splitting L = pU ⊕ K
with I ⊂ pU (K not necessarily unimodular). This is equivalent to
I = I∗. In this situation, modular forms of type ρL = ρK correspond
to Jacobi forms of index K+ as follows (see [11] for more detail). Let
ΘK+(τ, Z) =
∑
λ∈AK θK++λ(τ, Z)e
∨
λ
be the ρK+-valued Jacobi theta series. If
f (τ) =
∑
λ∈AK fλ(τ)eλ is a weakly holomorphic modular form of weight
σ(L)/2 and type ρK, the function
φ(τ, Z) = 〈 f (τ), ΘK+(τ, Z)〉 =
∑
λ∈AK
fλ(τ)θK++λ(τ, Z)
given by the contraction ρK ⊗ρ∨K → C is a weakly holomorphic Jacobi form
of weight 0 and index K+. This gives a one-to-one correspondence between
two such forms. Note that the restriction φ(τ, 0) of φ(τ, Z) to Z = 0 is just
the modular function ξ( f ) because ΘK+(τ, 0) = ΘK+(τ).
Now let f1, f2 ∈ M!(L) and φ1, φ2 be the corresponding Jacobi forms.
Then the Jacobi form corresponding to f1 ∗I f2 is
φ1(τ, 0) · φ2(τ, Z).
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Indeed, we have
〈 f1 ∗I f2(τ), ΘK+(τ, Z)〉 = 〈ξ( f1)(τ) · f2(τ), ΘK+(τ, Z)〉
= ξ( f1)(τ) · 〈 f2(τ), ΘK+(τ, Z)〉
= φ1(τ, 0) · φ2(τ, Z).
Thus Jacobi form interpretation of Θ-product is simple: substitute Z = 0
into φ1 to obtain a scalar-valued modular function, and multiply it to φ2.
Θ-product for general (L, I), not necessarily coming from pU ֒→ L, can
be thought of as a functorial extension of this simple operation using the
pushforward operation ↓LK .
4. Basic properties
In this section we study some basic properties of the algebra M!(L). Ex-
cept in Proposition 4.12, the reference maximal isotropic sublattice I ⊂ L
is fixed throughout. In §4.1 we study the left annihilator ideal of M!(L),
which plays a basic role in the study of M!(L). In §4.2 we study exis-
tence/nonexistence of unit element. In §4.3 we prove that M!(L) is finitely
generated. In §4.4 we study the problem whether the R-part M!(L)R of
M!(L) or its variant is closed under ∗I. §4.2 should be read after §4.1, but
§4.3 and §4.4 may be read independently.
4.1. Left annihilator. The left annihilator ideal of M!(L) is a two-sided
ideal of M!(L). Since M!(L) is torsion-free as a M!-module, this coincides
with the kernel of ξ : M!(L) → M!, which we denote by
Θ⊥ = { f ∈ M!(L) | 〈 f ↓LK,ΘK+〉 = 0 }.
This is also a sub M!-module. Note that Θ⊥ also coincides with the left
annihilator of any fixed g , 0 ∈ M!(L). We have (Θ⊥)2 = 0 and Θ⊥ is
the maximal nilpotent ideal of M!(L), consisting of all nilpotent elements of
M!(L).
Proposition 4.1. The quotient ring M!(L)/Θ⊥ is canonically identified with
a nonzero ideal of the polynomial ring M! = C[ j]. Every homomorphism
from M!(L) to a ring without nonzero nilpotent element factors through
M!(L) → M!(L)/Θ⊥.
Proof. By the definition Θ⊥ = Ker(ξ), the quotient M!(L)/Θ⊥ is identified
with the image ξ(M!(L)) ⊂ M! of ξ. Since ξ is a M!-linear map, ξ(M!(L))
is an ideal of M!. We shall show that ξ is a nonzero map. Since the
map ↓LK : M!(L) → M!(K) is surjective, it suffices to check that the map
〈·,ΘK+〉 : M!(K) → M! is nonzero. This can be seen, e.g., by taking a mod-
ular form f ∈ M!(K) with Fourier expansion of the form f (τ) = qne0+o(qn)
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for some negative integer n, which is possible as guaranteed by Lemma 4.9.
The last assertion follows by a standard argument. 
By general theory of associative algebra, M!(L) has the structure of a Lie
algebra by the commutator bracket
[ f1, f2] = f1 ∗I f2 − f2 ∗I f1.
Since ξ is a ring homomorphism and M! is commutative, these brackets are
contained in Θ⊥. In other words,
f1 ∗I f2 ∗I f3 = f2 ∗I f1 ∗I f3.
Proposition 4.2. The following three conditions are equivalent.
(1) L is unimodular.
(2) M!(L) is commutative.
(3) Θ⊥ = {0}.
Moreover, if Θ⊥ , {0}, we have dimΘ⊥ = ∞.
Proof. (1)⇒ (2), (3) is observed in Example 3.5. (3)⇒ (2) holds because
[ f1, f2] ∈ Θ⊥. We check (2) ⇒ (3). If Θ⊥ , {0}, we take f1 , 0 ∈ Θ⊥ and
f2 < Θ
⊥. Then f1 ∗I f2 = 0 but f2 ∗I f1 , 0, so M!(L) is not commutative.
Finally, we prove (3)⇒ (1). Suppose that L is not unimodular. We shall
show that dimΘ⊥ = ∞. We consider separately according to whether K is
unimodular or not. When K is unimodular, Θ⊥ coincides with the kernel
of the pushforward ↓LK : M!(L) → M!(K). We show that dimKer(↓LK) = ∞.
The map ↓L
K
preserves the degree filtration, namely M!(L)d↓LK ⊂ M!(K)d.
By Borcherds duality theorem, we have
dimM!(L)d = |AL/ ± 1| · d + O(1),
dimM!(K)d = 1 · d + O(1),
as d grows. Therefore
dim(Ker(↓LK) ∩ M!(L)d) ≥ (|AL/ ± 1| − 1) · d + O(1) → ∞
as d →∞. Here |AL/ ± 1| > 1 because AL , {0}.
When K is not unimodular, we can still argue similarly. The map
↓LK : M!(L) → M!(K) is surjective as the composition ↓LK ◦ ↑LK is a nonzero
scalar multiplication. Therefore it is sufficient to show that the subspace
Ker〈·,ΘK+〉 of M!(K) has dimension ∞. The map 〈·,ΘK+〉 : M!(K) → M!
preserves the degree filtration, so we have similarly
dim(Ker〈·,ΘK+〉 ∩ M!(K)d) ≥ (|AK/ ± 1| − 1) · d + O(1) → ∞
as d →∞. This finishes the proof of (3)⇒ (1). 
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By Proposition 4.1, M!(L) is decomposed into two parts: the ideal
ξ(M!(L)) in the polynomial ring M! = C[ j], and the left annihilator Θ⊥.
By the proof of (2) ⇒ (3) in Proposition 4.2, the Lie brackets [ f , g] gen-
erate a large part of Θ⊥ containing at least ξ(M!(L)) · Θ⊥. In §5 we will
see that the kernels of the quasi-pullback maps to sublattices of L provide
natural examples of two-sided ideals contained in Θ⊥.
Remark 4.3. We have only studied the left annihilator. The right annihilator
of a fixed f ∈ M!(L) coincides with the whole M!(L) if f ∈ Θ⊥, while it is
{0} if f < Θ⊥.
4.2. Unit element. Next we study existence/nonexistence of unit element.
Right unit element exists only in the apparent case.
Proposition 4.4. M!(L) has a right unit element if and only if L = pU. In
this case it is actually the two-sided unit element.
Proof. It suffices to verify the “only if” direction. Let g ∈ M!(L) be a right
unit element. If L is not unimodular, we can take f , 0 ∈ Θ⊥ by Proposition
4.2. Then f ∗I g = 0 , f , which is absurd. So L must be unimodular. Then
the assertion follows from the last part of Example 3.5. 
On the other hand, left unit element, though still relatively rare, exists in
more cases. They are exactly modular forms f ∈ M!(L) with ξ( f ) = 1. In
particular, if f is a left unit element, every element of f +Θ⊥ is so, and vice
versa.
Proposition 4.5. (1) M!(L) has a left unit element if and only if the homo-
morphism ξ : M!(L) → M! is surjective. This always holds when σ(L) = 0.
(2) If there exists a modular form f ∈ M!(L)\Θ⊥ with f (τ) = o(q−1),
then M!(L) has a left unit element. Such a modular form f exists only when
|σ(L)| < 24.
Proof. The first assertion of (1) holds because ξ is M!-linear. When σ(L) =
0, we have M!(K) = M! and ξ = ↓LK : M!(L) → M!(K) is surjective.
Next we prove (2). If f = o(q−1), we have ξ( f ) = o(q−1). Since Fourier
expansion of elements of M! have only integral powers of q, we have in
fact ξ( f ) = O(1). Hence ξ( f ) is a holomorphic modular function, namely
a constant, which is nonzero by our assumption f < Θ⊥. As for the last
assertion of (2), we consider the product ∆ · f with the ∆-function. This is
a cusp form , so its weight 12 + σ(L)/2 must be positive. 
The condition f < Θ⊥ in Proposition 4.5 (2) is satisfied when the princi-
pal part of f ↓L
K
has nonnegative (at least one nonzero) coefficients. Indeed,
ΘK+(τ) = e
∨
0
+ o(1) has nonnegative coefficients and the coefficient c0(0) of
f ↓LK is positive ([7], [9]), so ξ( f ) has nonzero constant term.
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Some reflective modular forms provide typical examples of modular
forms as in Proposition 4.5 (2).
Example 4.6. Let L = pU ⊕ 〈−2〉. Then K+ = 〈2〉. Let φ0,1 be the weak
Jacobi form of weight 0 and index 1 constructed by Eichler-Zagier in [10]
Theorem 9.3. The corresponding modular form in M!(L) has Fourier ex-
pansion f (τ) = q−1/4e1 + 10e0 + o(1) where ei is the basis vector of CAL
corresponding to [i] ∈ Z/2 ≃ AL. This modular form satisfies the condition
in Proposition 4.5 (2). We will return to this example in Example 4.14.
Example 4.7. More generally, let L = pU ⊕ 〈−2t〉. Then K = Kt = 〈−2t〉.
Eichler-Zagier’s Jacobi form φ0,1 was generalized by Gritsenko-Nikulin in
[13] §2.2 to Jacobi forms φ0,t of weight 0 and index t. For t = 2, 3, 4,
the ρKt-valued modular form ft corresponding to φ0,t has Fourier expansion
ft(τ) = q
−1/4te1 + ate0 + · · · where at = 4, 2, 1 for t = 2, 3, 4 respectively.
Thus ft for t = 2, 3, 4 satisfy the condition in Proposition 4.5 (2).
4.3. Finite generation. In this subsection we prove that M!(L) is finitely
generated and give rough estimates, from above and below, on the minimal
number of generators.
Proposition 4.8. The algebra M!(L) is finitely generated over C.
For the proof we need the following construction.
Lemma 4.9. There exists a natural number d0 such that for any pair (λ, n)
with λ ∈ AL and n ∈ q(λ) + Z, n < −d0, there exists a modular form
fλ,n ∈ M!(L) with Fourier expansion fλ,n(τ) = qn(eλ + e−λ) + o(qn).
Proof. For simplicity we assume σ(L) < 0; the case σ(L) = 0 can be dealt
with similarly. For each natural number d we let Vd be the space of CAL-
valued polynomials of the form
(4.1)
∑
λ∈AL
∑
−d≤m<0
m∈q(λ)+Z
cλ(m)q
meλ, cλ(m) = c−λ(m).
Then dimVd = |AL/ ± 1| · d. The filter M!(L)d of M!(L) is canonically
embedded in Vd by associating the principal parts. Let S = S 2−σ(L)/2(ρ∨L) be
the space of cusp forms of weight 2 − σ(L)/2 and type ρ∨L . By Borcherds
duality theorem, the subspace M!(L)d of Vd is characterized as
M!(L)d = Ker(Vd → S ∨).
When d ≫ 0, Vd → S ∨ is surjective ([3]), and hence
dimM!(L)d = |AL/ ± 1| · d − dim S .
In particular, we find that
dimM!(L)d+1 − dimM!(L)d = |AL/ ± 1|.
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On the other hand, M!(L)d as a subspace of M
!(L)d+1 is the kernel of the
map ρd : M
!(L)d+1 → C(AL/±1) that associates coefficients of the principal
part in degree ∈ [−d − 1,−d). Therefore ρd must be surjective when d ≫ 0.
The form fλ,n as desired can be obtained as ρ
−1
d
(eλ + e−λ) for suitable d. 
We now prove Proposition 4.8.
(Proof of Proposition 4.8). We first define a set of generators. First we take
f0 ∈ M!(L) whose Fourier expansion is of the form q−d1e0+o(q−d1) for some
natural number d1. Next, letting d0 be as in Lemma 4.9, we put
Λ1 = { fλ,m | λ ∈ AL/ ± 1, m ∈ q(λ) + Z, −d0 − d1 ≤ m < −d0 }.
Then we take a basis of M!(L)d0 and denote it by Λ2. We shall show that f0,
Λ1 and Λ2 generate M
!(L) as a C-algebra.
By definition M!(L)d0+d1 is generated by Λ1∪Λ2 as a C-linear space. The
quotient M!(L)/M!(L)d0+d1 is generated as a C-linear space by any set of
modular forms whose Fourier expansion is of the form qn(eλ + e−λ) + o(qn)
where λ varies over AL/ ± 1 and n varies over q(λ) + Z with n < −d0 − d1.
Therefore it suffices to show that we can construct such a modular form as
a product of f0 and elements of Λ1. Since f0(τ)↓LK = q−d1e0 + o(q−d1) and
ΘK+(τ) = e
∨
0 + o(1), we have ξ( f0) = q
−d1 + o(q−d1). We take m ≡ n modulo
d1 from −d0 − d1 ≤ m < −d0 and put r = (m − n)/d1 ∈ N. Then
f0 ∗I · · · ∗I f0 ∗I fλ,m ( f0 r times)
= (q−d1 + o(q−d1))r(qm(eλ + e−λ) + o(q
m))
= qn(eλ + e−λ) + o(q
n).
This gives a desired modular form. 
Remark 4.10. By a similar (and easier) argument, using the j-function
in place of f0, we see that M
!(L) is also finitely generated as a M!-
module. Indeed, multiplication by j(τ) = q−1 + O(1) defines an embedding
M!(L)d/M
!(L)d−1 ֒→ M!(L)d+1/M!(L)d for every d, which stabilizes to an
isomorphism in d ≫ 0.
By the proof of Proposition 4.8, the number of generators can be bounded
above by
1 + d1 · |AL/ ± 1| + dimM!(L)d0 ≤ 1 + (d0 + d1) · |AL/ ± 1|.
In this upper bound is reflected the size of L. Indeed, |AL/ ± 1| reflects |AL|,
and d0, d1 reflect |σ(L)| by the following well-known property.
Lemma 4.11. If M!(L)d , {0}, then |σ(L)| ≤ 24d.
Proof. If f , 0 ∈ M!(L)d , the product ∆d · f with the ∆-function is holo-
morphic also at the cusp. Hence its weight σ(L)/2 + 12d must be nonnega-
tive. 
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On the other hand, a lower bound leads to the following.
Proposition 4.12. Let p ≤ q be fixed. Let N be a fixed natural number. Then
up to isometry there are only finitely many pairs (L, I) of an even lattice L of
signature (p, q) and Witt index p and a maximal isotropic sublattice I ⊂ L
such that the algebra M!(L, I) can be generated by at most N elements.
Proof. In §3.2, we observed that the dependence on I is finite for a fixed
lattice L. Hence it is sufficient to prove finiteness of lattices L. Since f ∗Ig =
ξ( f ) · g, generators of M!(L) as algebra also serve as generators as M!-
module. Since we need at least |AL/ ± 1| generators as M!-module, we
obtain the bound
N ≥ |AL/ ± 1| > |AL|/2.
Then our assertion follows from finiteness of even lattices of fixed signature
and bounded discriminant. 
It would be a natural problem whether the finiteness still holds even if
we let q vary with p fixed. The same statement is not true for generators as
M!-module. Indeed, when L is unimodular, M!(L) can be generated by one
element as M!-module (cf. Remark 4.10).
We close this subsection with some simple examples.
Example 4.13. Assume that the obstruction space S 2−σ(L)/2(ρ∨L) is trivial.
(Such lattices L with p = 2 are classified in [8].) Then every polynomial as
in (4.1) is the principal part of some modular form in M!(L). In this case,
using the notation in the proof of Proposition 4.8, we have d0 = 0, d1 = 1,
Λ2 = ∅, and the modular form f0 can be included in Λ1. Therefore M!(L)
can be generated by modular forms fλ = q
n(eλ+e−λ)+O(1) with λ ∈ AL/±1
and n ∈ q(λ) + Z, −1 ≤ n < 0. The minimal number of generators is thus
equal to |AL/ ± 1|. The generator fλ with λ , 0 is either a left unit element
or a left zero divisor according to Proposition 4.5 (2).
Example 4.14. We go back to Example 4.6 where L = pU ⊕ 〈−2〉. The
algebra M!(L) is generated by the two elements f0 = q
−1e0 + O(1) and
f1 = q
−1/4e1 + O(1) with the relation f1 ∗I f1 = 12 f1 and f1 ∗I f0 = 12 f0.
Thus the two basic reflective modular forms for L give minimal generators
of the algebra M!(L).
4.4. On the integral part. One of interests in M!(L) would lie in the inte-
gral partM!(L)Z because when p = 2 Borcherds products can be constructed
from modular forms in M!(L)Z. It seems to be a subtle problem whether
M!(L)Z is closed under Θ-product. There are examples of f1, f2 ∈ M!(L)Z
with f1 ∗I f2 ∈ M!(L)Z, but in general there seems to be an obstruction com-
ing from the possibility that Fourier coefficients of f ∈ M!(L)Z in positive
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degree might be no longer integer. In this subsection we study some aspects
of this problem.
We first give a sufficient condition that guarantees f1∗I f2 ∈ M!(L)Z. Since
the proof is similar, we work with a general subring R of C.
Proposition 4.15. Let R be a subring of C. Let f1, f2 ∈ M!(L)R and fi(τ) =∑
λ,n c
i
λ
(n)qneλ be their Fourier expansion. Let f1 ∈ M!(L)d. Assume that
(a) the coefficients c1λ(0) of the constant term of f1 are contained in R;
(b) the coefficients c2
λ
(n) of f2 in n < d are contained in R.
Then f1 ∗I f2 ∈ M!(L)R.
Proof. We shall show that ξ( f1) has Fourier coefficients in R. Since only
coefficients of f2 in degree < d contribute to the principal part of f1 ∗I f2 =
ξ( f1) f2, the assertion then follows from the condition (b).
In order to show that ξ( f1) has coefficients in R, we first note that the
principal part of f1↓LK has coefficients in R. By the condition (a), the constant
term of f1↓LK also has coefficients in R. Since ΘK+ is holomorphic and has
integral coefficients, we find that the principal part and the constant term
of ξ( f1) have coefficients in R. We write ξ( f1) as a polynomial P( j) of the
j-function j(τ) = q−1 + 744 + · · · . In view of the fact that j(τ) has integral
coefficients, this implies that the polynomial P has coefficients in R. This in
turn concludes that ξ( f1) = P( j) has Fourier coefficients in R. 
We apply this criterion in two cases.
Proposition 4.16. The real part M!(L)R is closed under ∗I .
Proof. We prove that any modular form f =
∑
λ,n cλ(n)q
neλ in M
!(L)R has
real Fourier coefficients: this enables us to apply Proposition 4.15. We
use the results of Bruinier in [7] §1.3. Let Fλ,n(τ) be the Maass-Poincare
series constructed in [7] Proposition 1.10. By [7] Proposition 1.12, f can
be written as a linear combination of Fλ,n(τ) as
f (τ) =
1
2
∑
λ∈AL
∑
n∈q(λ)+Z
n<0
cλ(n)Fλ,n(τ).
Here the non-holomorphic parts F˜λ,n of Fλ,n cancel out (cf. [7] Theorem
1.17). By [7] Remark 1.14, the Fourier coefficients of Fλ,n are real. Since
cλ(n) are real in n < 0, this implies that f has real Fourier coefficients. 
In general, arithmetic property of Fourier coefficients of Maass-Poincare
series seems to be a subtle problem. See [6].
Next we let L be unimodular. We show that a natural subgroup of M!(L)R
is closed under ∗I. Let M!(L)′R ⊂ M!(L)R be the subgroup of those f ∈
M!(L)R whose constant term c(0) is also contained in R.
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Example 4.17. (1) When R ⊃ Q, we have M!(L)′
R
= M!(L)R by Borcherds
duality theorem in [4] and the rationality of Fourier coefficients of (scalar-
valued) Eisenstein series.
(2) When R = Z, we have in fact c(0) ∈ 2Z for f ∈ M!(L)′
Z
by [17].
Thus, when p = 2, M!(L)′
Z
can be thought of as the multiplicative group of
Borcherds products of integral weight.
Proposition 4.18. Let R be a subring of C. When L is unimodular, M!(L)′
R
is closed under ∗I.
Proof. By Proposition 4.15, it suffices to show that if f (τ) =
∑
n c(n)q
n is
an element of M!(L)′
R
, its coefficients c(n) in n > 0 are also contained in
R. By the same argument as in the proof of Proposition 4.15, we find that
all Fourier coefficients of f · θK+ ∈ M! are contained in R. If we write
θK+(τ) =
∑
n≥0 c
K(n)qn and notice that cK(0) = 1, this means that
c(n) +
∑
m<n
c(m)cK(n − m) ∈ R
for every n. Since we already know that c(m) ∈ R for m ≤ 0 and cK(l) ∈ Z
for every l, induction on n tells us that c(n) ∈ R for every n. This proves our
claim. 
Corollary 4.19. When L is unimodular with p = 2, the multiplicative group
of Borcherds products of integral weight has the structure of a commutative
ring under Θ-product.
We close this subsection with a remark that how far M!(L)R is not closed
under ∗I can be expressed as a 2-cocyle in group cohomology. We view
M!(L)/M!(L)R as a M
!(L)R-module with trivial action. We define a map
φ : M!(L)R × M!(L)R → M!(L)/M!(L)R
by φ( f1, f2) = [ f1 ∗I f2], where [ ] means the image in M!(L)/M!(L)R.
Proposition 4.20. (1) M!(L)R is closed under ∗I if and only if φ ≡ 0.
(2) φ is a 2-cocycle of the abelian group M!(L)R with value in
M!(L)/M!(L)R.
Proof. (1) is obvious from the definition of φ. For (2), the cocycle condition
is
φ( f2, f3) + φ( f1, f2 + f3) = φ( f1 + f2, f3) + φ( f1, f2).
This holds true by the bilinearity of ∗I. 
When R ⊂ R, we may replace M!(L)/M!(L)R with M!(L)R/M!(L)R by
Proposition 4.16.
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5. Functoriality
In this section we prove that Θ-product is functorial with respect to em-
bedding of lattices if we use quasi-pullback as morphism. The statement
is Proposition 5.1, and the proof is given in §5.2 and §5.3. In §5.4 we
also prove functoriality with respect to pushforward to a special type of
overlattice. Except for Corollaries 5.3 and 5.4, this section may be read
independently of §4.
5.1. Quasi-pullback. Let L be an even lattice of signature (p, q) and L′ be
a sublattice of L of signature (p, q′). We do not assume that L′ is primitive in
L. Following [14], we define a linear map |L′ : M!(L) → M!(L′) as follows.
Let N = (L′)⊥ ∩ L, which is a negative-definite lattice. We write N+ =
N(−1). The lattice L′ ⊕ N is of finite index in L. Let f ∈ M!(L). We
first take the pullback f ↑L′⊕N
L
, which is an element of M!(L′ ⊕ N). Since
ρL′⊕N = ρL′ ⊗ ρN , we can take contraction of f ↑L′⊕NL with the ρN+-valued
theta series ΘN+ of N
+. This produces a ρL′-valued weakly holomorphic
modular form of weight σ(L′)/2, which we denote by
(5.1) f |L′ = 〈 f ↑L′⊕NL , ΘN+〉 ∈ M!(L′).
We call f |L′ the quasi-pullback of f to L′. The map |L′ : M!(L) → M!(L′) is
M!-linear.
The geometric significance of this operation comes from Borcherds prod-
ucts as follows. Assume that p = 2 and f has integral principal part, and let
Ψ( f ) be the Borcherds product associated to f on the Hermitian symmetric
domain DL for L. The Hermitian symmetric domain DL′ for L′ is natu-
rally embedded inDL. The quasi-pullback ofΨ( f ) from L to L′, discovered
by Borcherds [1], [5], is defined by first dividing Ψ( f ) by suitable linear
forms to get rid of zeros and poles containing DL′ , and then restricting the
resulting form to DL′ ⊂ DL. It is proved in [14] that this quasi-pullback of
Ψ( f ) coincides with the Borcherds product for f |L′ ∈ M!(L′) up to constant.
Thus the operation |L′ defined in (5.1) can be thought of as a formal C-linear
extension of the quasi-pullback operation on Borcherds products.
We can now state the main result of this §5. We assume that p ≤ q′ ≤ q
and both L and L′ have Witt index p.
Proposition 5.1. Let L′ ⊂ L be as above. Let I be a maximal isotropic
sublattice of L such that IQ ⊂ L′Q. We set I′ = I ∩ L′. Then we have
( f |L′) ∗I′ (g|L′) = |I/I′| · ( f ∗I g)|L′
for f , g ∈ M!(L). In particular, the map
|I/I′|−1 · |L′ : M!(L, I) → M!(L′, I′)
is a ring homomorphism.
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This means that the assignment
(L, I) 7→ M!(L, I)
is a contravariant functor from the category of pairs (L, I) to the category of
associative C-algebras, by assigning the morphism |I/I′|−1 · |L′ to an embed-
ding (L′, I′) ֒→ (L, I).
The proof of Proposition 5.1 is reduced to the following assertion.
Proposition 5.2. Let L′ ⊂ L and I′ ⊂ I be as in Proposition 5.1. We put
K = I⊥ ∩ L/I and K′ = (I′)⊥ ∩ L′/I′. Let ξ : M!(L) → M! and ξ′ : M!(L′)→
M! be the maps ξ = 〈·↓L
K
,ΘK+〉 and ξ′ = 〈·↓L′K′ ,Θ(K′)+〉 respectively. Then we
have
ξ′ ◦ |L′ = |I/I′| · ξ.
Indeed, if we admit Proposition 5.2, we can calculate
( f |L′) ∗I′ (g|L′) = ξ′( f |L′) · (g|L′) = |I/I′| · ξ( f ) · (g|L′)
= |I/I′| · (ξ( f ) · g)|L′ = |I/I′| · ( f ∗I g)|L′ .
Thus Proposition 5.2 implies Proposition 5.1.
Before going on, we note some consequences.
Corollary 5.3. Let Θ⊥(L) ⊂ M!(L) and Θ⊥(L′) ⊂ M!(L′) be the respective
left annihilators. Then we have |−1L′ (Θ⊥(L′)) = Θ⊥(L). In particular, we have
Ker(|L′) ⊂ Θ⊥(L). The map M!(L)/Θ⊥(L) → M!(L′)/Θ⊥(L′) induced by
|I/I′|−1 · |L′ is inclusion of ideals in the polynomial ring M! = C[ j].
Proof. The equality |−1
L′ (Θ
⊥(L′)) = Θ⊥(L) follows from Proposition 5.2.
Since ξ and ξ′ embed M!(L)/Θ⊥(L) and M!(L′)/Θ⊥(L′) as ideals in M! re-
spectively, the last assertion follows. 
Corollary 5.4. Assume that L is unimodular and let R be a subring of C.
Then the subgroup |I/I′|−1 · M!(L)′
R
|L′ of M!(L′) is closed under ∗I′ . In par-
ticular, M!(L)′
R
|L′ ⊂ M!(L′)R is closed under ∗I′ .
Proof. This follows from Propositions 4.18 and 5.1. 
The proof of Proposition 5.2 occupies §5.2 and §5.3. It is divided into
two parts, reflecting the fact that the quasi-pullback |L′ is composition of
two operators ↑L′⊕N
L
and 〈·,ΘN+〉. In §5.2 we consider the case when L′ is of
finite index in L. In §5.3 we consider the case when the splitting L = L′ ⊕N
holds. The proof in the general case is a combination of these two special
cases.
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5.2. The case of finite pullback. In this subsection we prove Proposition
5.2 in the case when L′ is of finite index in L. In this case, the quasi-pullback
|L′ is the operation ↑L′L , and Proposition 5.2 takes the following form.
Lemma 5.5. When L′ ⊂ L is of finite index, we have for f ∈ M!(L)
ξ′( f ↑L′L ) = |I/I′| · ξ( f ).
This is a consequence of the following calculation in finite quadratic
modules.
Lemma 5.6. Let A be a finite quadratic module and I1, I2 ⊂ A be two
isotropic subgroups. We set A1 = I
⊥
1 /I1, A2 = I
⊥
2 /I2 and
A′ = (I⊥1 ∩ I⊥2 )/((I1 ∩ I⊥2 ) + (I2 ∩ I⊥1 )).
Let I′
2
= I2 ∩ I⊥1 /I1 ∩ I2 be the image of I2 ∩ I⊥1 in A1, and I′1 = I1 ∩ I⊥2 /I1 ∩ I2
be the image of I1 ∩ I⊥2 in A2. Then, under the natural isomorphism
(5.2) A′ ≃ (I′2)⊥ ∩ A1/I′2 ≃ (I′1)⊥ ∩ A2/I′1,
we have
(5.3) ↓AA2 ◦ ↑AA1= |I1 ∩ I2| ↑A2A′ ◦ ↓A1A′
as linear maps CA1 → CA2.
We postpone the proof of Lemma 5.6 for a moment, and first explain how
Lemma 5.5 is deduced from Lemma 5.6.
(Proof of Lemma 5.5). Let K = I⊥ ∩ L/I and K′ = (I′)⊥ ∩ L′/I′. We have a
canonical embedding K′ ֒→ K of finite index. Since ΘK+ = Θ(K′)+ ↓(K
′)+
K+
, we
find that
ξ( f ) = 〈 f ↓LK,ΘK+〉 = 〈 f ↓LK, Θ(K′)+ ↓(K
′)+
K+
〉 = 〈 f ↓LK ↑K
′
K , Θ(K′)+〉.
On the other hand, we have
ξ′( f ↑L′L ) = 〈 f ↑L
′
L ↓L
′
K′ , Θ(K′)+〉.
Thus it is sufficient to show that
(5.4) ↓L′K′ ◦↑L
′
L = |I/I′| ↑K
′
K ◦↓LK
as linear maps CAL → CAK′ .
We apply Lemma 5.6 as follows. Let I∗ = IQ ∩ L∨ and (I′)∗ = IQ ∩ (L′)∨.
We set A = AL′ , I1 = L/L
′ and I2 = (I′)∗/I′. Then A1 ≃ AL and A2 ≃ AK′ .
We have I2 ∩ I⊥1 = I∗/I′ and
I1 ∩ I2 = (L ∩ 〈L′, (I′)∗〉)/L′ = 〈L′, I〉/L′ = I/I′.
This implies that I′
2
= I∗/I ⊂ AL and A′ = AK . Thus we have
↑AA1=↑L
′
L , ↓AA2=↓L
′
K′ , ↓A1A′=↓LK, ↑A2A′=↑K
′
K ,
hence (5.3) implies (5.4). 
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We now prove Lemma 5.6.
(Proof of Lemma 5.6). We first justify the isomorphism (5.2), which also
implies that A′ is nondegenerate. We write Iˆ′
1
= I1 ∩ I⊥2 and Iˆ′2 = I2 ∩ I⊥1 . We
shall establish the following commutative diagram:
(Iˆ′
2
)⊥ ∩ I⊥
1
p1
&&▼▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
(Iˆ′
1
)⊥ ∩ I⊥
2
p2
&&▼▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
I⊥
1
∩ I⊥
2
p′
1
//
?
O
p′
2

? _o (I′
2
)⊥ ∩ A1
q2

(I′
1
)⊥ ∩ A2 q1 // A′
Here pi is the quotient map by Ii and p
′
i is the restriction of pi. Since we
have Iˆ′1 = I1 ∩ (I⊥1 ∩ I⊥2 ) and
I1/Iˆ
′
1 ≃ ((Iˆ′2)⊥ ∩ I⊥1 )/(I⊥1 ∩ I⊥2 ) ≃ (Iˆ′2)⊥/I⊥2 ,
we see that p′1 is surjective and is the quotient map by Iˆ
′
1. This induces the
map q2 : (I
′
2
)⊥ ∩ A1 → A′ as the quotient map by I′2. Similarly, we find that
p′2 is the quotient map by Iˆ
′
2 and q1 is induced as the quotient map by I
′
1.
We now prove (5.3). Let λ ∈ A1. It suffices to show that
(5.5) eλ ↑AA1↓AA2= |I1 ∩ I2| · eλ ↓A1A′↑A2A′ .
When λ < (I′
2
)⊥, we have eλ ↓A1A′= 0. On the other hand, we have (λ˜, Iˆ′2) . 0
for every λ˜ ∈ I⊥
1
in the inverse image of λ. In particular, we have (λ˜, I2) . 0
and hence eλ˜ ↓AA2= 0. This implies that eλ ↑AA1↓AA2= 0.
Next let λ ∈ (I′2)⊥. By the above commutative diagram, we can choose
λ˜ ∈ I⊥1 ∩ I⊥2 such that p′1(λ˜) = λ. Then
(5.6) eλ ↓A1A′↑A2A′ = eq2(λ) ↑A2A′ =
∑
µ′∈I′
1
ep′
2
(λ˜)+µ′ .
On the other hand, we have
(5.7) eλ ↑AA1↓AA2 =
∑
µ∈I1
eλ˜+µ ↓AA2 =
∑
µ∈Iˆ′
1
ep2(λ˜+µ) =
∑
µ∈Iˆ′
1
ep′
2
(λ˜)+p′
2
(µ).
Here we used the equality (λ˜+I1)∩I⊥2 = λ˜+ Iˆ′1. Since the map p′2 : Iˆ′1 → I′1 is
the quotient map by I1∩ I2, its fibers consist of |I1∩ I2| elements. Comparing
(5.6) and (5.7), we obtain the desired equality (5.5). 
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5.3. The split case. Next we prove Proposition 5.2 in the case when the
splitting L = L′ ⊕ N holds. In this case, ↑L′⊕N
L
is identity, I′ coincides with
I, so Proposition 5.2 takes the following form.
Lemma 5.7. When the splitting L = L′ ⊕ N holds, we have for f ∈ M!(L)
ξ′(〈 f ,ΘN+〉) = ξ( f ).
Proof. Since K = K′ ⊕ N, we have ΘK+ = Θ(K′)+ ⊗ ΘN+ under the natural
isomorphism ρK+ ≃ ρ(K′)+ ⊗ ρN+ . Therefore
ξ′(〈 f ,ΘN+〉) = 〈〈 f ,ΘN+〉↓L′K′ , Θ(K′)+〉 = 〈〈 f ↓LK,ΘN+〉,Θ(K′)+〉
= 〈 f ↓LK,ΘN+ ⊗ Θ(K′)+〉 = ξ( f ).
This proves the desired equality. 
We can now prove Proposition 5.2 in the general case.
(Proof of Proposition 5.2). Let L′ ⊕ N ⊂ L and I′ ⊂ I be as in Proposition
5.2. We write L′′ = L′ ⊕ N, K′′ = (I′)⊥ ∩ L′′/I′ and ξ′′ = 〈·↓L′′
K′′ ,Θ(K′′)+〉. By
using Lemma 5.7 for L′ ⊂ L′′ and Lemma 5.5 for L′′ ⊂ L, we see that
ξ′( f |L′) = ξ′(〈 f ↑L′′L ,ΘN+〉) = ξ′′( f ↑L
′′
L ) = |I/I′| · ξ( f ).
This proves Proposition 5.2 in the general case. 
5.4. Special finite pushforward. We close this section by noticing that
Θ-product is also covariantly functorial with respect to pushforward to a
special type of overlattices. Let I ⊂ L be as before.
Proposition 5.8. Let L′ be a sublattice of L of finite index. Assume that
L = 〈L′, I〉. We set I′ = I ∩ L′. Then we have
( f ↓L′L ) ∗I (g↓L
′
L ) = ( f ∗I′ g)↓L
′
L
for f , g ∈ M!(L′).
Proof. We use the notation in the proof of Lemma 5.5. Since I1 = L/L
′
coincides with I1 ∩ I2 = I/I′, we have I1 ⊂ I2. Hence I′1 = {0} and so the
canonical embedding K′ ֒→ K is isomorphic. Moreover, since I2 = (I′)∗/I′
coincides with I2 ∩ I⊥1 , we have (I′)∗ = I∗ and hence 〈L, I∗〉 = 〈L′, (I′)∗〉.
These equalities imply that ↓L′
K′ = ↓LK ◦ ↓L
′
L
. Therefore we have
ξ′( f ) = 〈 f ↓L′K′ , Θ(K′)+〉 = 〈 f ↓L
′
L ↓LK, ΘK+〉 = ξ( f ↓L
′
L ).
As in the case of quasi-pullback, this implies
( f ↓L′L ) ∗I (g↓L
′
L ) = ξ( f ↓L
′
L ) · (g↓L
′
L ) = ξ
′( f ) · (g↓L′L )
= (ξ′( f ) · g)↓L′L = ( f ∗I′ g)↓L
′
L .
This proves Proposition 5.8. 
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