Background: Covariate measurement error is common in epidemiologic studies. Current methods for correcting measurement error with information from external calibration samples are insufficient to provide valid adjusted inferences. We consider the problem of estimating the regression of an outcome Y on covariates X and Z, where Y and Z are observed, X is unobserved, but a variable W that measures X with error is observed. Information about measurement error is provided in an external calibration sample where data on X and W (but not Y and Z) are recorded. Methods: We describe a method that uses summary statistics from the calibration sample to create multiple imputations of the missing values of X in the regression sample, so that the regression coefficients of Y on X and Z and associated standard errors can be estimated using simple multiple imputation combining rules, yielding valid statistical inferences under the assumption of a multivariate normal distribution.
M
any studies in epidemiology involve biomarkers recorded with measurement error, which distorts inferences. Specifically, in regression analysis, regression coefficients of variables subject to measurement error are attenuated, and treatment effects are potentially estimated with bias when variables subject to measurement error are included as covariates. [1] [2] [3] [4] [5] However, adjustments to correct these biases are rarely applied in epidemiologic studies. 6 Information about measurement error is often contained in a calibration experiment such as a bioassay, where samples with known values of the variable are analyzed by a measuring instrument, and the regression of the measured values on the true values is estimated, yielding a calibration curve. 7 Low values with high measurement error are often reported as below the limit of detection, and other values are estimated from this calibration curve and treated as the true values in the main analysis. Browne and Whitcomb 8 provide a review of methods for determining the limit of detection and related quantities. Simulations have shown that this approach, which we call classical calibration, yields biased regression estimates when the measurement error is substantial. 9 This usual way of providing information from calibration experiments to users does not allow valid statistical inferences unless the measurement error is small. Better methods would allow useful information from calibrations with relatively high measurement error to be included in analysis.
We consider data from a main study and a calibration sample in the form of Figure 1 . The main analysis concerns the regression of Y on X and Z, where Y is the outcome of interest, X is the true value of the biomarker of interest, and Z denotes other covariates, assumed to be measured without error. The main study data are a random sample on Y, Z, and W, where W is the measured version of the biomarker, the true value X measured with error. Information relating W and X is gained from a calibration sample that includes measurements on W and X. The shaded cells in Figure 1 represent unobserved values. Figure 1 contrasts 2 calibration sample designs, which we call "internal calibration" and "external calibration." In internal calibration (Fig. 1A) , values of X and W are available for a subsample of the main study participants, and Y and Z are also recorded for this subsample. External calibration is carried out independently of the main study, for example by an assay manufacturer, so values of Y and Z are not recorded for the calibration sample, yielding the sparser data pattern of Figure 1B .
The literature on measurement error adjustments has largely concerned the internal calibration design. In that setting, regression calibration substitutes the estimated conditional expectation of the true biomarker given the observed surrogate and the other covariates into the primary regression model. 10 This method yields consistent estimates of the main regression parameters, under the nondifferential measurement error assumption that Y is independent of W given Z and X, which we denote as NDME(Y, W | Z, X). If the calibration data are available, standard errors of the estimates can be calculated using either bootstrap or sandwich estimation methods. When direct estimates of the regression of Y on (X, Z) are available from the calibration sample, they can be combined with the regression calibration estimates, yielding the method known as efficient regression calibration. 11 An alternative to regression calibration and efficient regression calibration is multiple imputation for internal calibration, 12 where values of the biomarker X are imputed as draws from the conditional distribution of X given W, Z, and Y, estimated from the calibration subsample. This imputation step is repeated to create multiple completed data sets. Each completed data set is then analyzed using standard complete-data procedures, and estimates and standard errors from these analysis are combined using multiple-imputation combining rules given by Rubin. 13 One attraction of multiple imputation is that it is increasingly available in statistical software (SAS PROC MI, IVEware, MICE). Cole et al 14 propose this approach with a survival outcome model when one covariate is measured with error. Raghunathan 15 applies multiple imputation to data from the National Health and Nutrition Examination Survey to handle measurement error in self-reports of health conditions. He and Zaslavsky 16 address underreporting of cancer therapies in registry systems by using multiple imputation to impute correct treatment status, using information from medical records in a calibration sample. Freedman et al 17 compare regression calibration, efficient regression calibration, and multiple imputation under the multivariate normal model, for the internal calibration design. They show in simulations that regression calibration, efficient regression calibration, and multiple imputation for internal calibration have minimal bias and that efficient regression calibration is more efficient than the other 2 approaches. Guo and Little 9 show that more efficient versions of multiple imputation for internal calibration are available that exploit the nondifferential measurement error assumption, and these are as efficient or more efficient than efficient regression calibration. They also extend multiple imputation for internal calibration to handle measurement error with nonconstant variance, a situation that regression calibration and efficient regression calibration are ill-equipped to handle.
Our focus here is on the external calibration design in Figure 1B . Because biomarkers are commonly calibrated by assay producers independently of the main study, this situation is much more common than that of the internal calibration design, but methods for this case have received limited attention. The classical calibration method uses only the information of X and W and hence can be applied to external calibration data. However, it is known from previous studies that classical calibration is biased when the measurement error is substantial. 9 The regression calibration, efficient regression calibration, and multiple imputation for internal calibration methods all require information in the calibration sample that is not available with the external calibration design: for regression calibration, the values of Z; and for efficient regression calibration and multiple imputation for internal calibration, the values of both Y and Z. Our simulation study shows that versions of multiple imputation for internal calibration or regression calibration based only on the distribution of X given W, which can be applied to external calibration data, both yield biased inferences for the regression of Y on X and Z.
We propose multiple imputation for external calibration, a new method that addresses these problems. It requires only summary statistics from the calibration sample, an important consideration because the microdata (ie, subject- level or unit-level external calibration data) are generally not made available from an external calibration sample. The method yields valid multiple imputation inferences for the regression of Y on X and Z, although values of Y and Z are missing in the calibration sample. Like multiple imputation for internal calibration, it is based on a multivariate normal model, but it is not the standard version of multiple imputation, as implemented in programs like PROC MI in SAS; that method is actually not feasible for external calibration data, because there is insufficient information to estimate all the imputation model parameters. The multiple imputation for external calibration method solves this problem by exploiting parameter restrictions based on the nondifferential measurement error assumption. The method is remarkably simple, because it is a direct simulation method that does not require iterative computations. More statistical details on multiple imputation for external calibration, and R code to implement it, are provided in the Appendix and the eAppendix (http://links.lww.com/EDE/A525), respectively.
Our proposed method is illustrated using data to assess the association between X ϭ concentration of sex hormonebinding globulin (SHBG) and Y ϭ bone mineral density loss, adjusting for Z ϭ age and body mass index (BMI), for midlife women from the 2008 Michigan Bone Health and Metabolism Study. 18 The true SHBG concentration X for each participant is unobserved, but an assay measure W is collected, which can be viewed as an error-contaminated version of the true concentration X. Calibration data on the joint distribution of X and W are also available.
We describe the model that underlies multiple imputation for external calibration, and outline the algorithm for creating multiple imputations. We provide a simulation study comparing multiple imputation for external calibration with competing methods and present sensitivity analysis to examine the robustness of multiple imputation for external calibration. We also show an application to real data from the Michigan Bone Health and Metabolism Study.
PROPOSED METHOD
We write U ϭ (Y, Z), a vector of p variables, for the set of q outcomes Y and r covariates Z other than X, where p ϭ q ϩ r. As q and r may be greater than 1, the formulation covers multivariate regression with one or more dependent variables and one or more covariates. We assume here that X and its surrogate W are scalar, although our method can be extended to handle more than 1 variable subject to measurement error.
We assume that in the main sample and the calibration sample, the conditional distribution of U and X given W has a joint (p ϩ 1)-variate normal distribution with a mean that is linear in W and a constant covariance matrix. This conditional distribution is assumed to be the same in the main study sample and the calibration sample, although the distribution of W can differ in the 2 samples. This indispensable assumption is related to the transportability across studies assumption. 19 Further, we make the following nondifferential measurement error assumption: NDME(U, W ͉ X): the distribution of U given W and X does not depend on W.
That is, the measurement error in W is assumed to be unrelated to values of U ϭ (Y, Z), conditional on the true value X. This assumption is stronger than the nondifferential measurement error assumption for internal calibration, which assumes the measurement error is unrelated to Y conditional on X and the covariates Z. The stronger assumption is needed given the more limited information available in external calibration data. However, we believe the assumption is plausible in many bioassays. The NDME(U, W ͉ X) assumption will hereafter be referred to simply as the NDME assumption.
Our method generates imputations of X from the conditional distribution of X given the observed variables in the main study sample, namely Y, Z, W; let ϭ (, ␦) where denotes the vector of regression coefficients of regression X on (Y, Z, W) and ␦ denotes the residual standard deviation for that regression.
is taken from the posterior distribution of given the data. This draw can be computed rather simply from the main sample data and summary statistics from the external calibration sample, namely the sample size, sample mean, and sum of squares and cross products matrix of X and W. The missing value x i of X for the ith observation in the study sample is then imputed by
is the conditional mean of x i given (y i , z i , w i ), the values of (Y, Z, W) for case i, and z i (d) is a draw from the standard normal distribution. This method is proper in the sense defined by Rubin, 13 as it takes into account uncertainty in estimating . An alternative approach is to replace (d) by the maximum likelihood estimate in the given formula, but this method is improper-it does not propagate uncertainty in estimating -and hence is inferior to the proper method.
The key aspect of the method is deriving p estimates of the partial covariances between X and the components of U, given W. These p parameters cannot be estimated directly from the data in Figure 1B because X and U are never observed together. However, the nondifferential measurement error assumption implies that the p coefficients of W in the regression of U on W and X are zero. These p parameter restrictions allow the missing covariances to be expressed in terms of parameters that can be estimated from the available data, and then multiple imputations of the missing values to be created. More statistical details on how and (d) are computed, and software (R source code) to implement the proper version of multiple imputation for external calibration, are provided in the eAppendix (http://links.lww.com/EDE/A525).
In this article, we consider the situation in which the external calibration data are not available for inclusion in the postimputation analysis. Reiter 20 shows that in this situation, the standard variance estimator obtained from the multipleimputation combining rules 13 is positively biased and confidence interval coverage exceeds 95%. Here, we follow Reiter's two-stage imputation procedure to generate imputations that enable consistent estimation of variances. Specifically, we first draw d values of model parameters (d) ; then, for each (d) , d ϭ 1, …, m, we construct n imputed data sets by generating n sets of draws of X. Finally, this procedure yields a collection of M ϭ m ϫ n imputed data sets, which can be analyzed by standard complete data inference. The results from all imputed data sets are combined to obtain valid inferences using the following combining rules suggested by Reiter. 20 For d ϭ 1, …, m and l ϭ 1, …, n, let ␥ (d,l) and var(␥ (d,l) ) be the estimate of parameters of interest and the corresponding estimated variance computed with the (d, l) data set, respectively. The multiple imputation estimate of ␥, ␥ MI , and associated variance T MI are calculated as
The 95% confidence intervals for the multiple imputation estimate are calculated as ␥ MI Ϯ t 0.975, ͱT MI , with degrees of
T MI Ͻ 0, the variance estimator is recalculated as (1 ϩ 1/m)B, and inferences are based on a t-distribution with (m Ϫ 1) degrees of freedom. In this study, we choose m ϭ 12 and n ϭ 3.
SIMULATION STUDY
We now describe simulation studies to compare the proposed multiple imputation for external calibration method with existing methods.
Simulation Design and Parameter Settings
We assume a linear regression model for outcome Y on covariate X measured with error and covariate Z measured without error,
where
) denotes the vector of regression coefficients and residual variance. Our objective is inference for ␥ ϭ (␥ X , ␥ Z ). The covariates X and Z have mean 0, variance 1, and correlation ϭ 0.3 (low correlation) and ϭ 0.6 (high correlation). In the regression model, ␥ 0 ϭ 0, ␥ Z ϭ 0.4, 2 ϭ 1, and ␥ X ϭ 0.4 and 1.2, corresponding to a small and large covariate effect, respectively. In the main study data, n main ϭ 400 observations are generated on Y, Z, and W, a surrogate measure for X related to X by the measurement error model
where ␤ 0 ϭ 0 and ␤ 1 ϭ 1.1, so that W is a linear biased surrogate for X, and 2 is set to 0.25, 0.5, and 0.75 to represent small, moderate, and large measurement errors, respectively. For the calibration data, n calib ϭ 100 observations on (X, W) are sampled from the measurement error model. We generate 1000 main and calibration data sets for each combination of parameter values.
Methods Compared Multiple Imputation for External Calibration
We apply the proper version of the proposed method described earlier in the text and compare it with the following existing methods. 
Results
The results of the simulation studies are shown in Table 1 . Inferences about ␥ X and ␥ Z , the regression coefficients of X and Z from the regression of Y on X and Z, are assessed for each method. Performance for a parameter ␥ is summarized using (a) the ; and (c) the empirical noncoverage rate of the 95% confidence interval, that is the number of simulated data sets for which the 95% confidence intervals (CIs) do not contain the true parameter values. Given 1000 simulated data sets, the nominal value of noncoverage is equal to 50. We compare various methods with respect to the absolute bias, root mean square error, and empirical noncoverage of 95% confidence intervals. A good method is anticipated to have small absolute bias, low root mean square error, and a nominal level noncoverage. We first consider inferences for ␥ X . As expected, the naive regression estimate is attenuated towards 0, and empirical noncoverage rate of 95% confidence intervals seriously exceeds the nominal level in all simulation scenarios. The classical calibration method also performs very poorly, with substantial bias and high noncoverage rate, particularly when the measurement error is large. Regression prediction has small empirical bias when the correlation between X and Z is low, but it is biased with poor confidence coverage when the correlation is high, with the bias and noncoverage increasing with the size of covariate effect and the measurement error. Under all simulation scenarios considered here, the multiple imputation for external calibration method has small empirical bias, and confidence interval coverage close to the nominal level. The root mean square error of multiple imputation for external calibration is generally lower than that of regression prediction, but it is a little larger than that of regression prediction in some situations. We conjecture that the loss of precision of multiple imputation for external calibration relative to regression prediction arises because the former takes into account the correlation between X and Z, as is necessary to get consistent estimates. This conjecture was confirmed by assessing the performance of a modified version of multiple imputation for external calibration that assumes (like regression prediction) that X and Z are uncorrelated. This method had smaller root mean square error than regression prediction when the bias from assuming X and Z are uncorrelated is small.
The performance of inferences for the regression coefficient ␥ Z of the covariate Z is also shown in Table 1 . The estimates obtained by the naive method are biased, with bias increasing with the measurement error, the size of covariate effect, and the correlation between X and Z. The classical calibration and regression prediction methods also exhibit substantial bias, high root mean square error, and high noncoverage rates. In contrast, our multiple imputation for external calibration method performs well in all simulation scenarios.
The results presented in Table 1 are based upon the two-stage imputation parameter setting (m, n) ϭ (12, 3). We also examined the performance of our method under other combinations of m and n settings, namely (20, 3) and (12, 5) . The results from the simulation study under those settings are close to those in Table 1 , although the combination of (20, 3) results in a slightly higher than nominal coverage rate.
We also assessed through simulation the performance of the usual multiple imputation variance estimator when the calibration data are used for imputation but not for the postimputation analysis. We constructed 36 completed data sets (the same number as those generated using the two-stage imputation procedure) by using the standard multiple imputation method (ie, creating one imputed dataset per draw of model parameters). We then applied Rubin's standard multiple imputation combining rules, 13 without including the calibration data. We found that the Rubin's estimator was positively biased by 5%-30% over the settings we examined.
SENSITIVITY TO DEVIATIONS FROM MULTIVARIATE NORMALITY
Our proposed method is based on assumptions of nondifferent measurement error and multivariate normality. The nondifferential measurement error assumption is common and often reasonable for assay data, 11, 17, 21 and it is required to identify the parameters. 12 Therefore, we focus on a sensitivity analysis to evaluate the robustness of our method to violation of the normality assumption. We consider 2 forms of misspecification: the case where a binary covariate Z is misspecified as normal and the case where the covariate X is specified as normal when in fact it is log normal. As in the previous section, we examine the performance of our method and others under various choices of the measurement error variance ( 2 ), correlation between X and Z (), and the covariate effect of X (␥ X ).
Simulation results for a binary covariate are presented in Table 2 . We first generate (X, Z*) from a bivariate normal distribution with mean 0, variance 1, and correlation . The binary variable Z is then set to 1 if Z* Ն 0.8, and to 0 otherwise; this setting results in the marginal probability Pr.(Z ϭ 1) ϭ 0.2, a moderately low value. We also examined several cut points other than 0.8, namely 0.5, 0.6, and 0.7, with results similar to those presented below. The surrogate W is generated from a simple unbiased measurement error model given as W ͉ X, Y, Z ϳ N(X, 2 ). The outcome Y is related to X and Z by a linear regression model, as in (2) . To be consistent with previous setup, the sample size of the main study is chosen to be 400, and the sample size of the calibration study is chosen as 100. Under each simulation setting, we generate 1000 simulated data sets. Table 2 summarizes the empirical bias, root mean square error of the estimates for the regression parameters (␥ X , ␥ Z ), and the noncoverage rate of 95% confidence interval. In all simulation settings, the multiple imputation for external calibration method yields estimates with small empirical bias, and noncoverage rates close to the 50 nominal level. The method appears quite robust to this form of model misspecification. Table 3 presents results for misspecification of a lognormal covariate. The true covariate X is generated from a log-normal distribution given as X ϳ LN(0, 2 ), and Z is generated from a standard normal distribution with zero correlation between X and Z. We consider various degrees of skewness and heavy tails of the distribution of X by varying the parameter . We set equal to 0.25, 0.5, and 1 to represent low, moderate, and high skewness, respectively. Except for the scenario where the distribution of X is highly skewed and has a very heavy tail (and hence deviates seriously from normality), multiple imputation for external cal-ibration generally outperforms the other methods with respect to bias and confidence coverage. This finding further suggests robustness of our method, except when the distribution of X is highly skewed.
APPLICATION TO THE MICHIGAN BONE HEALTH AND METABOLISM STUDY
We illustrate the proposed method in this section with data from the Michigan Bone Health and Metabolism Study. One of the goals of this study is to assess the association between serum reproductive hormone concentrations and bone mineral density loss in midlife women. We consider here the relationship between sex hormone binding globulin concentration (X), which is the primary plasma transport protein for sex hormones, and bone mineral density loss (Y), adjusting for covariates Z ϭ age and BMI. We estimated parameters in the linear regression of bone mineral density loss on the logarithm of sex hormone binding globulin concentration, age, and BMI by 5 different methods: the "naive" analysis (where SHBG concentrations are represented by assay measures), classical calibration, 2 versions of regression calibration (namely RP1, with standard errors based on the bootstrap, and RP2, with naive standard errors that ignore the measurement error in the predictions of X), and multiple imputation for external calibration. Table 4 presents the estimates and associated standard errors for the regression coefficients of log sex hormone binding globulin concentration, age, and BMI. The naive analysis yields a positive effect of sex hormone binding globulin concentration on bone mineral density loss, 0.0516 (0.0269). Classical calibration, RP1, RP2, and multiple imputation for external calibration result in stronger calibration estimate is approximately 8% larger than the classical calibration estimate, with a standard error that is almost 1.3 times larger than that of the classical calibration estimate. Here, we do not see much difference between RP1 and multiple imputation for external calibration, although we note that RP1 method requires the full calibration data set, not just summary statistics. The RP2 estimate has smaller standard error than the RP1 estimate, as expected because unlike RP1, it fails to account the uncertainty due to measurement error. Use of RP2 will tend to yield confidence intervals that are too narrow. The naive, classical calibration, and RP1 estimates of the coefficient for BMI are approximately twice as large as the multiple imputation for external calibration estimate, showing that measurement-error adjustment affects the estimated coefficients of other covariates measured without error. Table 4 also presents estimates of the coefficient for log sex hormone binding globulin concentration from a simple regression of bone mineral density loss on log sex hormone binding globulin concentration without including age and BMI as covariates. These estimates are slightly larger than those obtained from the multivariate regression with age and BMI as covariates.
CONCLUSIONS AND DISCUSSION
Our simulations are consistent with previous findings that the classical calibration method for incorporating information from an external calibration sample yields biased estimates in the regression setting when measurement error is substantial. The higher settings of measurement error in our simulations may exceed that found in many real settings. We suspect that assays with high measurement error are less likely to be implemented in practice, as the widespread use of the classical calibration method inhibits the ability to make use of them, although they may still provide useful information. A method that works only when the problem it is trying to solve is very minor is not a good method.
We propose a simple multiple imputation method that corrects for covariate measurement error in regression analysis, when the calibration data provide information only about X and W. Our simulation studies suggest that our method is markedly superior to existing methods for adjusting for covariate measurement error, eliminating bias, and providing confidence interval coverage close to nominal levels. Its superiority is most pronounced when the covariates X and Z are highly correlated, the covariate effect is large, or the measurement error is large. By general theoretical properties of multiple imputation, inferences for other parameters of the joint distribution of the variables are also valid, under the stated assumptions (ie, the assumptions of multivariate normality and nondifferential measurement error).
The proposed procedure is simple and fast to compute, and requires only simple summary statistics for the joint distribution of (X, W) in the calibration sample. Hence, it is a viable method for external calibration data, where the microdata from the calibration sample are typically not available to the analyst. Of course, the method requires that summary statistics from the calibration sample be made available, which is not yet common in practice. Without these statistics, we know of no valid method of correcting for measurement error in the regression setting, and we do not believe such a method exists.
When the calibration data are not included in the postimputation analysis, we use the two-stage imputation procedure and apply Reiter's multiple-imputation combining rules for valid statistical inference. Reiter's variance estimator T MI could be negative, particularly when measurement error is substantial. In general, we found that negative values of T MI can be avoided by making the m and n large. For fixed M, where M ϭ m ϫ n, making m large is more likely to reduce the chance of negative values than making n large.
Our method rests primarily on the assumptions of nondifferential measurement error, equivalence of the distribution of (U, X ͉ W) in the calibration and study samples, and normality of this distribution. The first 2 assumptions are crucial and necessary to identify the parameters, and our simulations suggest some degree of robustness to the normality assumption. This assumption could be relaxed, but at the expense of requiring more information from the calibration sample. This is a topic for future research. We also assume here that X and W are scalar; in the future, we plan to extend the proposed method to handle more than one covariate subject to measurement error.
APPENDIX Multiple Imputation for External Calibration Algorithm
We first describe the improper method with parameters estimated by maximum likelihood. We then discuss the adopted method where parameters are drawn from their posterior distribution.
The maximum likelihood estimate is computed as follows:
Step (1): Let ϭ ( 1 , 2 , ux ⅐ w ), where 1 represents parameters of the normal distribution of X given W, 2 represents parameters of the normal distribution of U given W, and ux ⅐ w represents the set of p partial covariances between U and X given W. Estimate 1 by 1 , the maximum likelihood estimates based on the calibration sample on (X, W), and 2 by 2 , the maximum likelihood estimates based on the main study sample on (U, W). These are the normal linear regression maximum likelihood estimates for complete data and involve standard least squares calculations. Also note that 2 can be computed from summary statistics on the calibration sample, namely the sample size, sample mean, and sum of squares and cross products matrix of X and W.
