Abstract The aim of this paper is to demonstrate a new approach to solve the linearized (n-1) security constrained optimal power flow (SCOPF) problem by a structure exploiting interior point solver.
Introduction
The optimal power flow (OPF) problem describes a minimum cost electricity generation model that takes into account generation level constraints, line flow constraint and bus voltage constraint. However, the normal OPF model is not necessarily secure against equipment failure.
Therefore, attention has turned to an improved model: the Security-Constrained Optimal Power Flow (SCOPF). This model guarantees that the transmission networks can successfully transfer power flow not only under the base network topology, but also for any contingency state caused by losing segments of the network, such as power transmission lines. The downside is the typically large size of the SCOPF model.
On the other hand, interior point methods (IPM) have proven to be robust and successful methods for solving various power system problems (Wei et al 1996; Quintana et al 2000; Capitanescu et al 2007) . One advantage of IPM is that they are applicable to large problems and can easily exploit problem structure (Gondzio and Grothey 2009) . Structure exploiting IPM have been applied to solving SCOPF problems (Karoui et al 2008; Qiu et al 2005; Petra and Anitescu 2010) . In detail, Qiu, Flueck, and Tu (2005) solve the nonlinear SCOPF model with a structure exploiting IPM. They use an iterative method, namely GMRES, to solve the arising Schur complement system. Their preconditioner is derived from the base case scenario of the power system network without any other contingency considered. Petra and Anitescu 2010 also use an iterative method but use random contingencies to build the preconditioner. They showed that the preconditioned method outperforms a direct approach on medium-sized problems but experiences a bottleneck on larger problems.
In this paper, we will present a new approach to solve the large linearized SCOPF problem. Firstly we revisit the standard Schur complement factorization for the SCOPF and present a reformulation in which most matrices that need to be factorized are constant throughout the IPM iteration. Thus we only require a single factorization of these matrices to solve the problem. Nevertheless assembling the Schur complement matrix is still computationaly expensive, so as a second step we use a preconditioned iterative method to solve the Schur complement system in the spirit of Qiu et al (2005) and Petra and Anitescu (2010) . We investigate two main different schemes to build the preconditioner by combining the contributions of "active" contingencies.
The paper is organized as follows. In Section 2, the structure of the linearized DC SCOPF model is described above. We give a symmetric transformation of the model. In Section 3, we firstly recall the linear algebra of interior point methods. Then we present a reformulation of the SCOPF, resulting in constant factorizable matrices. In Section 4, numerical results from tehe factorization-based approaches are presented. Comparisons are given between the original IPM approach in OOPS and our new approaches in OOPS. Finally, in the last section, we suggest to use an iterative method to solve the Schur complement system and discuss how to build an effective preconditioner based on active scenarios.
Structure Analysis of the SCOPF Model
A power system network consists of buses (nodes) b ∈ B, transmission lines l ∈ L and power generators g ∈ G . Power generators are allocated at buses, that is, for each generator g, o g ∈ B gives the bus to which it is connected. We use C to denote the set of contingencies, indexed by c. In this paper, we only consider line failures, hence C ⊆ L and c is the index of the contingent transmission line. Parameters a bl,c gives the line/bus incidence under contingency case c, i.e. a bl takes value -1 if b is the start bus of line l; 1 if b is the end bus of l; otherwise takes 0. Hence A c = {a bl,c } is the node-arc incidence matrix when line c is missing. The lower/upper bound of the real power output of generator g is given by p 
In this model the variables δ c b are only fixed up to a constant. Hence we set δ c b 0 = 0 at a designated reference bus b 0 .
Constraints (2) and (3) represent the power generation limits and line flow limits, respectively. Whereas constraints (4) and (5) refer to the linearized Kirchhof Current Law and Kirchoff Voltage Law, respectively. This resulting linear model is known as the "DC model" as there is no reactive power flow in the model. Note that in the DC model, it is assumed that there are no transmission line losses.
To analyze the structure of the DC SCOPF model (1) -(6), we note that p g are the only variables which affect all contingencies. Without consideration of p g , the rest of the problem may be decomposed into separate sub-problem for each contingency, and each sub-problem is similar in structure to the original OPF problem. In fact, the only difference between the standard OPF and the contingency sub-problem is that in the latter the broken line is missing.
We use subscript 0 to denote the sub-problem without any line outage, corresponding to the basic OPF condition. Other subscript numbers denote the corresponding contingent situation, e.g, "1" denotes the case in which line 1 has tripped. Then, after we reorder the variables of the SCOPF problem by contingencies as
the whole constraint coefficient matrix can be reformed as a large sparse bordered block diagonal matrix in which each diagonal block matrix corresponds to one contingency. The structure of the bordered block diagonal matrix is shown in Figure 2 . This coefficient matrix can become very large with increasing size of the power system network and number of contingencies. With every line outage considered in the network, we need to add another diagonal block into the model. Furthermore, within each contingency c, we always present Kirchoff Voltage Law before Kirchoff Current Law and reorder the variables as
It is worth mentioning that we do not introduce line flow variables of the collapsed line, f c c , and the reference bus voltage phase variables, δ c b 0 (6), for any contingency case. This step is the equivalent of removing the fixed columns from the coefficient matrix.
In the following, we use a 3-bus power network as an example to describe the structure of the coefficient matrix of the SCOPF problem. As shown in Figure 1 , this 3-bus system contains three transmission lines and four generators. We only consider the contingency created by the loss of the line from bus 1 to bus 2. With the above orderings, (7) and (8), the coefficient matrix of the 3-bus system without the fixed columns is visualized in Figure 3 . The black blocks in the figure indicate the nonzero elements. In detail, the first six rows in the Figure 3 correspond to the base case while the next five correspond to the single contingency. The first three rows, the 7th and the 8th rows denote the Kirchoff Voltage Law corresponding to the two contingency cases, respectively. The final column blocks corresponds to p g variables.
Through simple reformulation we can achieve that the diagonal block matrices become symmetric. Because of the assumption that there is no loss in the transmission line, the total demand must be equal to the total power generation. Hence, we may replace the KCL constraint at one specific bus by the total generation constraint. We After this process, the coefficient matrix of SCOPF problem still has block-angular form, as shown in Figure 4 . In addition, if we order all the variables according to (7) and (8), the block diagonal matrices P c can now be represented by a symmetric matrix as
where
and A c is the bus-line node-arc matrix in contingency case c. Note that in this modified model, matrices A c do not contain the index of the reference bus b 0 . As mentioned, the column border (F 0 , F 1 , . . . , F |C | ) corresponds to the power generations variables p g . The matrices F c have the form
where J ∈ R (|B|−1)×|G | is the bus-generator incidence matrix with 0-1 entries. Note that since we ignore the KCL on the reference bus b 0 in the reformulated model, matrix J now is the bus-generator incidence matrix without the node corresponding to the reference bus. Furthermore, the last row now is given by the total generation constraint (14).
The corresponding coefficient matrix of the 3-bus example is shown in the Figure  5 . Comparing to the structure of the original model, we do not need the 4th and 9th rows in Figure 3 , which correspond to the KCL of the reference bus b 0 for both contingencies. Instead, we now have one extra diagonal block P G .
Note that the leading diagonal block entry of the matrices P c is the diagonal ma-
Since parameters r l and V denote the reactance of the transmission line l and voltage level respectively, entries of R c are bounded well away from zero and all the r l have the same order of magnitude. In other words, matrices R c should be well-scaled. Moreover, matrix A c is a node-arc incidence matrix with full row rank. Therefore, matrices P c are invertible and can be stably LDL Tdecomposed without need for regularization.
Linear Algebra of Interior Point Method
Interior point methods (Wright 1997) are a powerful tool to solve large or extremely large optimization problems. In this section, we describe the basic background of interior point methods and discuss some details of the linear algebra issues encountered when solving the SCOPF problem of the previous section. Firstly, we consider the linear programming problem in standard form
Its corresponding barrier problem is
where µ > 0 is a barrier parameter.
The generic framework of interior point method is to derive first order optimality conditions of the corresponding barrier problem and perform Newton steps towards their solution while decreasing µ to zero between steps. Here we use the so-called augmented system form to compute the Newton direction (∆ x, ∆ y) as
and
The main computational effort of IPM is solving system (19), which is done by obtaining LDL T factors of the matrix −Θ A T A 0 . In the following, we explore how the structure of the coefficient matrix affects the IPM implementation. To apply IPM, we build the augmented system matrix corresponding to the structured coefficient matrix from Figure 4 . After reordering rows and columns, the augmented system matrix can be expressed as Figure 6 , where block matrices Θ i , i ∈ {0, 1, . . ., |C |, G} represent the appropriate sections of the diagonal matrix Θ . This reordered matrix is double bordered block diagonal and each diagonal block matrix is itself an augmented system matrix corresponding to one contingency sub-problem. To simplify the notation, we use the form (21)
to refer to the reordered augmented system in Figure 6 , where
n i rows and columns.
Default structure-exploiting technique
The linear algebra implementation in OOPS (Gondzio and Grothey 2009) and also in others' framework (Karoui et al 2008; Qiu et al 2005) uses a block Cholesky type factorization. That is, we have
We use this factorization and the corresponding back-solve sequence to obtain the solution of the system Φx = b, where x = (x 1 , . . . , x n , x 0 ) and b = (b 1 , . . . , b n , b 0 ).
The steps of the back-solve are indicated by the following sequence
From (25) - (27), it is obvious that we can avoid factorizing the entire augmented system matrix Φ directly. Instead, we find the Cholesky factors of the smaller augmented matrices Φ i . In addition, it is often better to calculate the contributions (27) by terms
The implementation in OOPS (Gondzio and Grothey 2009) It is worth mentioning that in this default method, matrix Θ i = X −1
i Z i and hence Θ i change in each IPM iteration. In addition, the values of X and Z tend toward zero or infinity when the IPM converges, hence it regularization of the factorization of Φ i is required. More details can be found in Altman and Gondzio (1993) .
Structure Exploitation for SCOPF model
The augmented system matrix for the SCOPF problem has form (21) with diagonal
Unlike the general situation, now coefficient matrices P i , given by (15), are themselves of augmented system format, symmetric and invertible. An obvious question is how we can take advantage of this fact.
In the following, we introduce a new method in which we avoid factorizing matrices φ i . Instead, we decompose the matrices P j . For instance, solving
is equivalent to the sequence
where P −1 i is given by its LDL T factors. In order to make the notation easier and clear to read, in the following we keep using x i = Φ On the other hand, since now we do not have access to Cholesky factors L i , D i and L T i of Φ i anymore, the back-solving process (28)-(32) needs to be replaced by process (37)-(41).
Note that while matrices Φ i depends on Θ i = X −1 i Z i and change in every IPM iteration, P i is constant throughout and hence only needs to be factorized once. In addition, there is no need to use additional pivoting and regularization in order to factorize P i . Therefore, back-solves with P i should be very stable and improve the quality of the solution to the system. With the modified model, we still need to compute the Cholesky factorization of the Schur complement C in (27). This however is a small system since the dimension of matrix C is the number of power generators, n g , plus one.
In order to form C in (27), we now cannot use the form (33) anymore since we do not have access to LDL T factors. We have three alternatives to build matrix C: where J is the bus-generator incidence matrix and hence each column of J contains only one non-zero element. Note that the last block column of B i is a zero column. If we take the special structures of J and Φ into consideration, the contribution
in (27) can be further reduced to
Recalling the solving sequence of (35)- (36), we find that now
where the first sub-block matrix of the solution, that is P −1 i J, is a constant matrix. On the other hand, sub-block P −T i Θ i P −1 i J changes between each IPM iteration because the term Θ i is changing. Therefore, we only need to compute the corresponding subsolution x i,1 (35) once. We may save these solutions and then reuse them in the later IPM iterations.
Hence when we build the Schur complement C in every IPM iteration, we reuse P 
C) As (33) in the default method, we can reformulate (43) as
where i which is dense. Hence, we tend to use routing DSYRK of CBLAS to perform this symmetric matrix operation.
In this section, we presented four methods to solve the augmented system. They are summarized in Table 1 . Compared with the default method, we expect that the second method should require less memory since now we only need to factorize smaller matrices P i . On the other hand, the third and fourth method should require more memory since they need to save partial solutions of solving Φ −1 i B T i . Compared to the second method, the third method should definitely save time on computing the Cholesky factorization and back-solving the linear system. We expect the third method to be the fastest one to solve the linearized SCOPF problems. In addition, for each Φ −1 b operation according to (35) and (36), we need to do four back-solves with the L-factors of P i , consisting of two in (35) and two in (36). That is because we only have LDL T access to smaller matrix P i . However, in Method 1, we only require two backsolves albeit wit the larger factors of Φ i . Hence we are interested in how method 1 and method 2 would behave since they both have their own advantages and disadvantages. Refer to C) Equations (34)- (41) Call DSYRK Y
Numerical results
To demonstrate the efficiency of our approaches, we used several test networks with different number of buses: 3, 26, 56, 100, 200, 300 and 500. Among these test problems, examples with sizes 26 and 56 are modified from the IEEE test problems. The test models with more than 56 buses are made up randomly using a 2D grid-like distribution network. The number of generators are fixed as one-fourth of the number of buses and other values of parameters, such as reactance, are generated as uniform random data, using the same parameter range as the IEEE test problems. For all the test problems, we ensure that each bus is connected to the network with at least two transmission lines to guarantee that the n-1 SCOPF formulation is meaningful and feasible. The number of variables and constraints in each test problem are shown in Table 2 . The last column denotes the number of nonzero elements in the coefficient matrix.
Examples are tested on a 2.33GHz Intel(R) Xeon(R) computer with 4GB RAM, running Redhat Enterprise Linux. The code is compiled with gcc with compile option -O2. The tolerances of finding the optimal solution is set to 10 −6 . For all these problems, we compare the time and the number of IPM iterations for solving these examples to convergence. In addition, we also focus on the memory requirement of the these different methods. We use OOPS to test our different IPM implementations. The results of those four methods are represented in Table 3 .
Comparing these four different implementations, we find that the second method needs the least amount of memory while the third one is the fastest. As we expected, both the third and the fourth methods require more memory since we need to save additional data. Furthermore, in comparison to Method 1, Method 2 requires less memory for all test problems but spends more time on solving larger systems. In fact, the performance of the second method is better than the default method if the network size is less than 300. Method 4 is comparable to the default method in speed only if the size is less than 400. But it require too much more memory. Focusing on the memory consumption side, since the second method only factorizes the smaller dimensioned matrix P i and does not save extra information, it consequently needs least memory. For the systems with size more than 100 buses, we found the default method requires less memory than both the third method and fourth method. This is due to the fact that the default algorithm needs to build matrices
. This technique is used to reduce the memory need for large or extremely large problems, in which the matrices V i are always sparse. On the other hand, the matrices V i = P −1 i J are smaller in dimension but very dense, hence it may require less memory in the small test problems but it needs much more memory for the larger problem.
Among these four IPM implementations in OOPS, we note that method 3 is the best one if we only focus on its speed. Hence saving the partial data when we build the Schur complement C can definitely speed up the solution process.
However, due to saving partial results it requires too much memory and assembling the Schur complement is computationally expensive. Hence it is not well suited for large problems. To overcome this difficulty, in the next section, we use an iterative solver within Method 3 to avoid building C.
Preconditioned Iterative Method
In all methods discussed so far in the previous section, we need to build the Schur complement C = Φ 0 + ∑ (38) to (40) now can be replaced by an iterative solver.
The advantage of an iterative solver is that the matrix-vector product Cx can be performed cheaply and quickly by evaluating the value Cx = Φ 0 x+∑
To make an iterative method work, it is crucial to choose a good preconditioner. However, choosing a good preconditioner is still something of a "black art" and the best choice is heavily problem dependent. There are a few suggestions in the literature to cover SCOPF problem. Since
, involves a sum of all scenarios, an appealing idea is to construct the preconditioner by using a subset of scenarios instead of all of them. This preconditioner is build as
where M is a set of indices of the contingency scenario. Note that Qiu et al (2005) just use the base case scenario i = 0 without any line failures to build the preconditioner while Petra and Anitescu (2010) use a random sample of contingencies. When we evaluated the performance of the IPM implementations in the previous sections, we found that some contingency scenarios may bring very large entries into the Schur complement after several IPM iterations. In detail, sometimes the entries of the i th contingency contribution
i J are much larger than the entries in other different contingency scenarios. In fact, when we compute the factor Θ i = X −1 i Z i in the saddle point matrix Φ i , we found that one or several theta value x −1 j z j are very large compared to others. These very large values are caused by a slack variable corresponding to an active line flow limit constraint in a particular contingency scenario. In addition, this specific contingency scenario typically contains this small slack variable through the whole IPM process even though the theta factor is changing iteration by iteration. We define these kind of contingencies as "active contingencies".
For example, recalling the three bus system, we found that in the contingency case one, when the line from bus one to bus two fails, flow on line from bus one to bus three is close to its upper bound, resulting in the corresponding slack variable to be close to zero. This results in the corresponding theta value x −1 i z i to be of order 10 6 times larger than the others. Because of this, it is crucial that these active contingencies should be included in the preconditioner. Now we suggest two different methods to build M based on active contingencies in (45).
In the first approach,we compute the set M in each IPM iteration. In each IPM iteration, we check all the contingencies and consider one to be active if and only if the ratio between the largest and the smallest theta factor is larger than 10 6 . We do not save the previous contingency scenarios in the set M and reset the set before each IPM iteration. We name this approach the "active" method.
In the second approach we update the set M when we find "active" contingencies. We use the same ratio, 10 6 to denote whether or not a contingency is active. However, this time once we add the indices of these contingencies into M , we then never move them out from the set throughout the whole IPM procedure. Therefore, the number of the components of M is at least non-decreasing and could potentially grow in in pace with the IPM iterations. We call this approach the "cumulative" method.
Numerical Result
To test our approach, we use preconditioned GMRES as the iterative solver and use the same test problems as in the last section. The tolerances of IPM is 10 −6 .
Firstly, we solve the model by GMRES with the preconditioner build only by the base case. Its numerical results are shown in the Table 4 . Then, we use our two new approaches to build the preconditioner. The corresponding results are shown in the Table 5 . It is worth mentioning that with the base case preconditioner, we can only solve the 3 and 26 buses systems. The test problems with size more than 56 buses fail because GMRES does not converge to the required tolerance. Even for the problems with 3 or 26 buses, we also need to change the tolerance of GMRES manually for several IPM steps to force GMRES to converge.
However, as shown in the Table 5 , almost all the test problems can be solved with our preconditioner. This is true even if we set the GMRES tolerance fixed as 10 −12 . In addition, we find that the cumulative method performs better than the active method.
Comparing to the numerical results from the previous section, we find advantages in using an iterative method rather than a direct method. Compared to the Table 3 , the cumulative method is faster than Method 3 and only requires approximately half the solution time of the default method. Moreover, its memory requirements are also much less than the default method and Method 3.
Conclusions
To summarize, this paper presents results on solving SCOPF problems by several structure-exploiting implementations of IPM and also by iterative method.
Firstly, we suggest a new way of organizing the linear algebra of IPM applied to SCOPF that avoids most factorizations. Then we turn to use iterative method to overcome the difficulty of forming the Schur complement matrix. In addition, we discuss and test several schemes of how to build an efficient and robust preconditioner. We introduce the concept of active contingencies and demonstrate how to use it to build the preconditioners. The numerical tests show us that with our best approach, the full IPM performance can be cut down by over half the time required, compared to the default method.
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