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Abstract
Log-symplectic structures are Poisson structures that are determined
by a symplectic form with logarithmic singularities. We construct moduli
spaces of curves with values in a log-symplectic manifold. Among the
applications, we classify symplectically ruled log-symplectic 4 manifolds
(both orientable and non-orientable), and obstruct the existence of contact
boundary components, in analogy with well-known theorems by McDuff.
Moreover, we study certain log-symplectically ruled surfaces, using tools
from symplectic field theory.
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1 Introduction
A log-symplectic structure on a manifold X2n is a Poisson tensor pi ∈ Γ(∧2 TX)
for which pi∧n ∈ Γ(∧2n TX) vanishes transversely. Morally this means that a
log-symplectic structure is very close to being a symplectic structure, as the
definition implies that pi is invertible in the complement of the codimension-1
submanifold Z = (pi∧n)−1(0). Hence ω = pi−1 is a symplectic form on X \ Z.
The singular behaviour in a neighbourhood of Z is also very much constrained
by the transverse vanishing requirement: there exist local coordinates such that
ω = dxx ∧ dy1 + dy2 ∧ dy3 + · · ·+ dy2n−2 ∧ dy2n−1.
Log-symplectic structures were introduced by Radko on orientable surfaces in
[18], and a general definition first appeared in [10]. A crucial observation of [10]
is that one can view a log-symplectic structure as a symplectic form on a Lie
algebroid, called the “log-tangent bundle”. That is a vector bundle, denoted by
TX(−logZ), with a Lie bracket on the space of its sections, and a compatible
infinitesimal action on X (this bundle is often also denoted by bTX, and called
the “b-tangent bundle”). The Lie algebroid picture is very useful as it allows us
to apply some techniques of symplectic geometry to log-symplectic structures:
this is the case for Moser’s argument and its consequences like the Darboux
theorem, the existence of some cohomological constraints to the existence ([12],
[4]), and also for more sophisticated results like Gompf’s construction ([8]) of
symplectic forms on Lefschetz fibrations ([5]).
In this paper we go further in this direction, extending the use of pseu-
doholomorphic curves to log-symplectic structures. We study what we call
“log-holomorphic maps”, meaning maps from a surface with boundary Σ to
a log-symplectic manifold X with singular locus Z, satisfying a holomorphicity
condition. To be more precise, the log-tangent bundle TΣ(−log ∂Σ) of a sur-
face relative to the boundary, as well as the log-tangent bundle TX(−logZ)
of a log-symplectic manifold, both carry complex structures. We study moduli
spaces of maps u : Σ −→ X such that there is an induced complex linear map
du : TΣ(−log ∂Σ) −→ TX(−logZ). These moduli spaces turn out to behave
well enough. As in symplectic geometry there are natural compactifications,
and we give criteria for them to be smooth. In particular, we construct mod-
uli spaces of spheres, and of Riemann surfaces with non-empty boundary of
arbitrary genus. In order to prove compactness and smoothness we translate
everything back to the symplectic world, and borrow from the general theory
(especially Symplectic Field Theory).
As applications we deduce several results on the (symplectic) topology of
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log-symplectic manifolds, especially in dimension 4, in which case the theory is
more powerful. To start with, we use an argument of McDuff ([14]) to prove a
list of non-existence results for log-symplectic manifolds (possibly with bound-
ary). The key point is that McDuff’s argument relies on a maximum principle
for holomorphic curves near a contact hypersurface, which also holds in a neigh-
bourhood of the singular locus in a log-symplectic manifold. In dimension 4 the
results can be phrased as follows.
Theorem A. Let (X, Z, ω) be a closed 4-dimensional log-symplectic manifold.
If one component of Z contains a symplectic sphere, then all components are
diffeomorphic to S1×S2. If (X, Z, ω) has non-empty boundary of contact type.
Then none of the components of Z contains a symplectic sphere. Moreover, the
boundary cannot be contactomorphic to the standard sphere.
A finer analysis of the moduli spaces of spheres allows to prove a classification
theorem up to diffeomorphism for a certain class of log-symplectic 4-manifolds.
To be more precise, we prove that if the singular locus of a log-symplectic mani-
fold contains a symplectic sphere, then the moduli space of holomorphic spheres
can be compactified adding nodal curves a (−1)-spheres as irreducible compo-
nents. In particular the moduli space is compact whenever the log-symplectic
manifold is minimal, i.e. its symplectic locus is not a blow-up of another sym-
plectic manifold. In that case we say that the manifold is a ruled surface. This
is the log-symplectic analogue of a famous result of McDuff ([16]).
Theorem B. Let (X, Z, ω) be a minimal log-symplectic 4-manifold. Assume
that Z contains a copy of S1×S2. Then X supports an S2-fibration over a (not
necessarily orientable) closed surface B, with symplectic fibers, and such that
Z is a union of fibers. Moreover, the log-symplectic form depends only on the
diffeomorphism type, up to deformations.
Moreover, the non-minimal case can be characterized in terms of Lefschetz
fibrations. It might also be worth pointing out that in the Theorems A and B
above, as well as in the general construction of the moduli spaces of curves, X
is not assumed to be orientable.
The results above only use maps of spheres. As an application of our study
of surfaces with boundary, we can prove a result analogous to Theorem B, con-
structing a “log-symplectic fibration”, instead of a symplectic one. We state
here a simplified version of the result (for a precise statement we refer to Corol-
lary 6.3.11).
Theorem C. Let (X, Z, ω) be log-symplectic, such that Z ∼= unionsq
i
S1×Σgi . Assume
there exists a holomorphic sphere S ⊂ X with S t Z and S · S = 0. Then
• gi = gj for all i, j
• there is a continuous fibration f : X −→ Σgi with fiber S2, such that Z is
a union of sections.
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In fact, one can show that f is smooth on X \ Z, and the fibers of f |X\Z
are symplectic (in this sense the fibration is “log-symplectic”). There is also
a “non-orientable” version of this statement, producing a fibration with fiber
RP 2, out of a single holomorphic RP 2 (holomorphic in the logarithmic sense).
Theorem C is proven using the intersection theory of punctured holomorphic
spheres ([21], [23]).
Outline of the paper. In section 2 we quickly review the general theory
of holomorphic curves. This can be skipped by the readers that are already
familiar with the subject. In section 3 we introduce log-symplectic manifolds,
and discuss the relevant notion of holomorphicity in the log setup. In section
4 we define the spaces of holomorphic curves in log-symplectic manifolds. In
section 5 we study compactness and smoothness of the moduli space of closed
curves, and explain a few application, including Theorem A and Theorem B.
In section 6 we study curves with boundary and their moduli spaces, and prove
Theorem C. In the appendix we recall some facts on the intersection theory
of punctured holomorphic curves, and carry out some computations needed in
section 6.
Acknowledgements. The author is thankful to Gil Cavalcanti and Chris
Wendl for useful conversations, and to Marius Crainic for a question that started
this project. This research was supported by the VIDI grant 639.032.221 from
NWO, the Netherlands Organisation for Scientific Research.
2 Holomorphic curves in symplectic manifolds
We review here some important aspects of the theory of holomorphic curves
in symplectic manifolds. We will recall the relevant setup, the construction of
the moduli spaces of curves, and their compactness and smoothness properties.
We distinguish two main subtopics: closed curves in compact manifolds, and
possibly punctured curves in open manifolds. For the former we refer to the
original paper of Gromov [9] and the treatise [17]. For the latter we use the
language of Symplectic Field Theory, as introduced in [7] and [3]; we refer to
the lecture notes by Chris Wendl [25] for an account of the relevant results.
We mention here once and for all that all the complex structures mentioned in
the paper are not assumed to be integrable, unless explicitely mentioned. In
other words, by an (almost) complex structure on a vector bundle we always
mean a fiberwise complex structure, whereas a complex structure on the tangent
bundle induced by a holomorphic atlas is called integrable complex structure.
2.1 Closed holomorphic curves
Definitions and first properties. Let (M, ω, J) be a symplectic manifold
with a compatible almost compex structure J . Given a closed Riemann surface
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(Σ, j), one can consider maps
u : Σ −→M
such that
du ◦ j = Jdu
These maps are called holomorphic curves. One can associate a non-negative
real number to any map u : Σ −→M , called the energy of the curve, defined as
E(u) :=
∫
Σ
|du|2dvolΣ
where the norm of du is defined using the Riemannian metrics on Σ and M
constructed using the complex structures and respectively the symplectic forms
dvolΣ and ω. A key fact in symplectic topology is the energy identity, stating
that if u is holomorphic, one has
E(u) =
∫
Σ
u∗ω (1)
It implies that the energy of a holomorphic curve only depends on its homology
class u∗([Σ]) ∈ H2(M ; Z) (in particular it does not depend on the choice of
tame almost complex structure). As a consequence a non-constant holomorphic
curve is homologically non-trivial.
Moduli spaces. One can collect holomorphic curves of the same genus in
moduli spaces, i.e. one can give a geometric structure to the set of holo-
morphic maps from a surface with a fixed genus (up to reparametrization).
More precisely, we say that two holomorphic curves u : (Σ, j) −→ (M, J),
u′ : (Σ′, j′) −→ (M, J) are equivalent if there is a biholomorphism φ : (Σ, j) −→
(Σ′, j′) such that u′ ◦φ = u. The set of self equivalences of a holomorphic curve
is called automorphism group. We consider
Mg(J) := {(j, u) : u : Σg −→M smooth such that du ◦ j = Jdu}/ ∼
with the topology induced by the (Fre´chet) topology on the set of all smooth
maps. To give a smooth structure to this space, one views the operator ∂J ,
defined as ∂Ju =
1
2
(du+ Jdu ◦ j), as a section of an infinite dimensional vector
bundle. This section is Fredholm. If it is transverse (i.e. its vertical component
at solutions is surjective) then the zero set is smooth, as a consequence of the
implicit function theorem, and finite dimensional.
Definition 2.1.1. A holomorphic curve u is (Fredholm) regular if the lineariza-
tion at u of the operator ∂J is surjective.
Let A ∈ H2(M ; Z) be a singular homology class, let u : Σ −→M . Define
Mg(A, J) := {(j, u) ∈Mg(J) : [u] = A}
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Given u ∈ Mg(A, J), we define the index of u as indu = (n − 3)(2 − 2g) +
2c1(A). This integer is also called the virtual dimension of Mg(A, J), denoted
by vdimMg(A, J), and coincides with the Fredholm index at u of the opera-
tor ∂J . By the implicit function theorem, the set Mg(A, J)reg ⊂ Mg(A, J) of
Fredholm regular curves with trivial automorphism group is a smooth manifold
of dimension vdimMg(A, J).
In general one can prove regularity without abstract perturbations only for sim-
ple curves, i.e., curves that do not factor as u = v◦c, for a (non-trivial) branched
cover c : Σ −→ Σ′. For closed simply covered curves one has the following re-
sult. Denote with J (ω) a set of ω-compatible almost complex structures on M .
Denote with M∗g(A, J) the set of genus g simple J-holomorphic curves in the
homology class A.
Theorem 2.1.2. There exists a comeager1 subset of complex structures J reg ⊂
J (ω) such that for all J ∈ J reg all simple J-curves are regular. In particu-
lar for all J ∈ J reg the space M∗g(A, J) is a smooth manifold of dimension
vdimMg(A, J) = (n− 3)(2− 2g) + 2c1(A)
There is also a version of this with marked points. Define
Mg,k(A, J) := {(j, u, (z1, . . . , zk)) : zj ∈ Σg : [u] = A}/ ∼
the virtual dimension of which is vdimMg,k(A, J) = Mg(A, J) + 2k, and the
transversality theorem applies as well.
On a compact manifold the moduli space of curves can be compactified adding
limiting objects called nodal holomorphic curves. Nodal curves are reducible
holomorphic curves. They can be realized as maps of disconnected Riemann
surfaces, with possibly singular components, and connected image. The ap-
peareance of irreducible spherical components is called bubbling. For a precise
definition see [17]. Gromov’s compactness theorem ([9]) states the following.
Theorem 2.1.3 (Gromov compactness). Let M be a compact manifold, and let
Jk be a sequence of compatible almost complex structures. Let uk be a sequence
of Jk-holomorphic curves satisfying a uniform energy bound E(uk) ≤ C. Then
there exists a subsequence converging to a nodal curve u∞. If all the curves have
the same genus, then also does the limit. If [uk] = A, then [u∞] = A.
In particular if the homology class A cannot be split as a sum A = A1 + · · ·+
AN , with Ai representable by a holomorphic map then Mg(A, J) is compact.
2.2 Punctured holomorphic curves
For the study of holomorphic curves in log-symplectic manifolds we will use the
language of symplectic field theory (SFT). Here we introduce the main notions
from the theory, mainly with the aim of proving that one can use SFT in log-
symplectic manifolds.
1A countable intersection of open dense sets.
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Stable Hamiltonian structures and cylindrical ends. The target man-
ifolds in SFT are manifolds with cylindrical ends, or completions of manifolds
with stable Hamiltonian boundary.
Definition 2.2.1. A stable Hamiltonian structure on a (2n − 1)-dimensional
manifold Z is a pair (α, β) consisting of a 1-form α and a 2-form β such that
• dβ = 0
• α ∧ βn−1 is a volume form
• kerβ ⊂ ker dα
The Reeb vector field of a stable Hamiltonian structure is the unique vector field
R such that ιRβ = 0 nad α(R) = 1.
Example 2.2.2. If α and β are both closed, with α ∧ βn−1 6= 0, then (α, β) is
stable Hamiltonian. In this case d(sα) + β = ds∧α+ β is a symplectic form on
R× Z. These stable Hamiltonian structures are called cosymplectic structures.
Another example is given by contact forms and their differential.
Definition 2.2.3. A symplectic manifold (W, ω) has stable Hamiltonian bound-
ary ∂W = Z+ unionsqZ− if there exists a vector field V (defined in a neighbourhood
of the boundary), which points outwards at Z+ and inwards at Z−, such that
((ιV ω)|T∂W , ω|T∂W ) is a stable Hamiltonian structure on ∂W , inducing the
boundary orientation on Z+m and the opposite orientation on Z−.
Let us assume for simplicity that Z− = ∅. A collar neighbourhood of a stable
Hamiltonian boundary is symplectomorphic to (−ε, 0] × ∂W with symplectic
form ω = d(sα) + β (Moser argument). The symplectomorphism is obtained
by realizing the vector field V as V =
∂
∂s
. This naturally endowes Ŵ :=
W ∪ [0, ∞) × ∂W with a smooth structure. Moreover, the form ω extends
smoothly as a closed form ωˆ on Ŵ , by the formula ωˆ|[0,∞)×∂W := d(sα) + β.
Assuming that ωˆ is symplectic (which is the case for example when dα = 0),
one calls the manifold (Ŵ , ωˆ) the completion of (W, ω)
Cylindrical complex structures and holomorphic maps.
Definition 2.2.4. A complex structure J on Ŵ is cylindrical if it is ωˆ-tame,
and on the cylindrical end it satisfies
• J is s-invariant.
• J∂s = R
• J(kerα) = kerα
• J is β-compatible on kerα
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Let Σ˙ be a punctured Riemann surface. Let u : Σ˙ −→ Ŵ be a holomorphic
map.
Definition 2.2.5. The energy of a punctured holomorphic curve is the quantity
E(u) := sup
ϕ
∫
Σ
ωˆϕ. The supremum is taken over all ϕ : [0, +∞) −→ [0, ε) with
ϕ′ > 0.
Finite energy curves enjoy special geometric properties, under the following
non-degeneracy assumption on the stable Hamiltonian boundary.
Definition 2.2.6. A stable Hamiltonian structure (α, β) on Z is Morse-Bott
if for all T > 0
• the set ZT ⊂ Z of points belonging to a T -periodic Reeb orbit is a closed
submanifold
• rank dα|MT is locally constant
• TpZT = ker(dpφT − 1) for all p ∈ ZT , where φT is the time-T map of the
Reeb flow.
Example 2.2.7. Take a closed disc (D2, ωstd) and a symplectic manifold (M, η).
The product (D2 ×M, ωstd + η) is a symplectic manifold whose boundary is
S1×M . The boundary inherits a stable Hamiltonian structure of cosymplectic
type, namely (dt, η) (t is the coordinate on the circle R/Z). Such structure
is Morse-Bott. Indeed, the Reeb vector field is ∂t, thus the Reeb orbits have
integer period, and are iterations of the standard cover of the circle, with image
S1× p. In the notation of Definition 2.2.6 ZN = S1×M for all N ∈ N, hence it
is a closed manifold. Also the second condition in Definition 2.2.6 is satisfied, as
α = dt is closed. Also the Reeb flow is the identity map, so the third condition
is trivially satisfied.
Finite energy curves in manifolds with Morse-Bott boundary are asymptotic
to Reeb orbits, meaning that for each puncture p there are coordinates (r, θ)
centered at p, and a Reeb orbit γ, such that u(reiθ)→ γ(eiθ) for r → 0 (see [2]).
If Σ˙ = Σ \ Γ, we say that a puncture z ∈ Γ is positive is it is asymptotic to a
Reeb orbit in Z+, negative otherwise. We split the set of punctures accordingly
as Γ = Γ+ ∪ Γ−.
Asymptotic operators. Let (Z, α, β) be stable Hamiltonian, with ξ :=
kerα, and let γ : S1 −→ Z be a Reeb orbit of period T . Let J be a β-compatible
complex structure on ξ.
Definition 2.2.8. The asymptotic operator Aγ : Γ(γ
∗ξ) −→ Γ(γ∗ξ) is defined
as
Aγη = −J(∇t − T∇ηR) (2)
for some symmetric connection ∇ on TZ. We say that Aγ is non-degenerate if
ker(Aγ) = 0. The Reeb orbit γ is non-degenerate if Aγ is.
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Remark 2.2.9. Given a unitary trivialization τ : γ∗ξ ∼= S1 × R2n, asymptotic
operators are exactly the ones of the form
Aτ = −J0 d
dt
− S(t) (3)
for a loop S(t) of symmetric matrices.
Asymptotic operators play a crucial role in the index theory and in the in-
tersection theory of punctured holomorphic curves. They can be seen as limits
of the linearized Cauchy-Riemann operator at the punctures.
Any asymptotic operator has discrete real spectrum, accumulating at +∞
and −∞ ([25]).
If dim ξ = 2, each eigenvector eλ of a trivialized asymptotic operator (relative
to an eigenvalue λ) has a well-defined winding number wind(eλ). One can
show ([11]) that the winding number only depends on the eigenvalue, hence
wind(λ) := wind(eλ) is well a defined integer. Thus, given a trivialization τ ,
one can define the extremal winding numbers as
ατ+(A) := min{wind(λ) : λ ∈ σ(Aτ ) ∩ (0, +∞)}
ατ−(A) := max{wind(λ) : λ ∈ σ(Aτ ) ∩ (−∞, 0)}
(4)
One defines the parity of A as
p(A) := ατ+(A)− ατ−(A) (5)
The number p(A) does not depend on the trivialization τ , and if A is non-
degenerate, is either 0 or 1.
Definition 2.2.10. A non-degenerate Reeb orbit is even/odd if p(Aγ) is 0/1.
One can use the extremal winding numbers to define the Conley-Zehnder
index of an orbit.
Definition 2.2.11.
µτCZ(γ) := α
τ
+(Aγ)− ατ−(Aγ) = 2ατ−(Aγ) + p(Aγ) = 2ατ+(Aγ)− p(Aγ)
The Conley-Zehnder index can be defined for non-degenerate asymptotic
operators (and hence for non-degenerate Reeb orbits) in any dimension (see
[19], [25], [11]).
Moduli spaces. We want to state here the dimension formula for the moduli
space of punctured holomorphic curves – this wil depend on the so-called rela-
tive Chern number and on the Conley-Zehnder index (for possibly degenerate
orbits). Consider a punctured surface Σ˙ = Σ \ Γ, and let R = (R1, . . . ,Rk)
be a k-tuple of connected sets of Reeb orbits. We say that a set of asymptotic
constraints c is the datum of
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• a partition Γ = Γ±C unionsq Γ±U into (positive or negative) constrained and un-
constrained punctures;
• for each z ∈ ΓC , a Reeb orbit γz;
• for each z ∈ ΓU , a connected manifold Sz ⊂ ∂W of points belonging to a
family Sz of Reeb orbits.
We say that a punctured holomorphic curve u : Σ˙ −→ Ŵ satisfies the constraints
c if each puncture z ∈ ΓC is asymptotic to γz, and each puncture z ∈ ΓU is
asymptotic to a Reeb orbit belonging to Rz.
A curve with k punctures, subject to a constraint c, determines a relative
homology class A ∈ H2(W,
⋃
z∈ΓC
γz ∪
⋃
z∈ΓU
Sz). Define
Mg(A, J)c
as the set of equivalence classes of punctured genus g J-holomorphic curves,
subject to the constraint c, in the homology class A. As in the closed case, one
has a generic transversality result, and a dimension formula for the moduli space.
In order to give the dimension formula, take a holomorphic map u. Fix
a trivialization τ of u∗TW in a neighbourhood of the punctures, and define
cτ1(u) := c
τ
1(u
∗TW ), the first Chern number relative to the trivialization τ , as
follows. For line bundles it is defined as the number of zeroes of a transverse
section extending a section constant around the punctures, with respect to τ .
The relative Chern number is extended additively to higher rank bundles, and
the result only depends on the relative homology class of u.
The Conley-Zehnder index can be defined as follows. Given a puncture z,
and ε > 0 suitably small, define
δz =
{
ε if z ∈ ΓC
−ε if z ∈ ΓU
(6)
Define the total Conley-Zehnder index as
µτ (c) :=
∑
z∈Γ+
µτCZ(γz + δz)−
∑
z∈Γ−
µτCZ(γz − δz) (7)
The Conley-Zehnder index of a non-degenerate asymptotic operator is stable
under small perturbation, thus the above number is well-defined.
Define
vdimMg(A, J)c := (n− 3)χ(Σ˙) + 2cτ1(A) + µ(c) (8)
(if u ∈Mg(A, J, S), this is also called the index of u, and denoted by ind(u)).
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Theorem 2.2.12 ([25], [23]). Let Ŵ be the completion of a manifold with
Morse-Bott stable Hamiltonian boundary. Let V be an open subset. Fix a
complex structure Jfix on Ŵ \ V , and consider the subset M∗g(A, J ; V )c ⊂
Mg(A, J ; V )c of simple curves with a point mapped to V . Let J (ω, Jfix) be the
set of compatible almost complex structures that coincide with Jfix on Ŵ \ V .
Then there exists a comeager subset J (ω, Jfix)reg ⊂ J (ω, Jfix) such that for all
J ∈ J (ω, Jfix)reg the spaceM∗g(A, J ; V )c is smooth of dimension vdimMg(A, J ; V )c.
Compactness. As in the closed case, when considering sequences of holomor-
phic curves bubbling of spheres might occur; moreover, another phenomenon,
called breaking, might occur. The objects resulting from bubbling and breaking
are called holomorphic buildings.
Theorem 2.2.13 ([3]). A sequence uk of punctured holomorphic curves with
Morse-Bott asymptotics and uniformly bounded energy admits a subsequence
converging to a holomorphic building.
We will not explain the definition of buildings in full generality, but restrict
to a simpler setting which is enough for our purposes. Consider the symplectic
manifold R× Z, and consider spheres with two punctures (i.e. cylinders), with
one puncture asymptotic to {−∞} × γ− (negative puncture), and the other
asymptotic to {+∞}× γ+ (positive puncture).
Let prZ : R × Z −→ Z be the projection onto Z. Broken cylinders with
values in R × Z can be described by the following data: a finite set u =
(u1, . . . , uN ) of cylinders with values in R×Z, such that: u1(−∞, t) = {−∞}×
γ−, uN (+∞, t) = {+∞}× γ+, and prZ ◦ uj(+∞, t) = prZ ◦ uj+1(−∞, t). The
integer indexing the cylinders is called the level.
For a general Ŵ , the behaviour is similar, except that u1 (the “main level”)
takes values in Ŵ , while uj takes values in R× Z for all j > 1.
A general building is, roughly, a set of curves as above, that additionally allows
for the curves uj to be nodal curves.
When one considers curves with a bigger number of punctures and positive
genus, the notation becomes more elaborate, but the behaviour of sequences is
similar. See [3], [25] for details.
3 Log-symplectic manifolds
In this section we define log-symplectic manifolds and list some well-known
properties. The properties are formulated in a way which is useful for the
purpose of studying holomorphic curves.
Definition and first properties.
Definition 3.0.1. A log-symplectic manifold is a manifold X together with a
Poisson bivector pi, such that
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• pin t 0
• (pin)−1(0) 6= ∅
Remark 3.0.2. A Poisson bivector satisfying the first but not the second con-
dition in Definition 3.0.1 is the inverse of a symplectic form. In the literature
people mostly omit the second condition in the definition of a log-symplectic
structure. In [4] and [5] the authors call a Poisson bivector satisfying our Def-
inition 3.0.1 a bona fide log-symplectic structure. Since we will mostly consider
log-symplectic manifolds which are not symplectic, we preferred to avoid the
use of additional terminology, and put this requirement in the definition.
Remark 3.0.3. Log-symplectic manifolds are necessarily even dimensional. We
will always denote dimX = 2n.
A log-symplectic manifold contains a distinguished submanifold, namely the
locus where the Poisson structure does not have maximal rank.
Definition 3.0.4. The singular locus of a log-symplectic structure pi on a man-
ifold X is the codimension-1 submanifold Z := (pin)
−1
(0).
We will always denote the singular locus of a log-symplectic manifold X as
ZX , or just Z.
Remark 3.0.5. Since the singular locus Z is the zero set of a generic section of
the bundle
∧top
TX, it is coorientable if X is orientable. For the same reason
if X is orientable, then Z is trivial in homology.
Local forms. As a consequence of the Weinstein splitting theorem, for each
point in Z there exists a coordinate neighbourhood V with coordinate functions
(x, y1, . . . , y2n−1) such that
• V ∩ Z = {x = 0}
• pi = x∂x ∧ ∂y1 + ∂y2 ∧ ∂y3 + · · ·+ ∂y2n−2 ∧ ∂y2n−1
One could also look at the inverse of the Poisson structure, obtaining a non-
smooth symplectic form
dx
x
∧ dy1 + dy2 ∧ dy3 + · · ·+ dy2n−2 ∧ dy2n−1 (9)
(the existence of such local form is referred to as Darboux theorem, and was
originally proven in [10]). This can actually be viewed as a smooth form in the
logarithmic tangent bundle.
Definition 3.0.6. Let (X, Z) be a manifold with a codimension-1 submanifold.
The logarithmic tangent bundle TX(−logZ) is the rank-2n vector bundle whose
sheaf of section is the sheaf XZ(X) of vector fields on X tangent to Z. We call
its dual logarithmic cotangent bundle, and we denote it with T ∗X(logZ).
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This bundle exists and is unique up to isomorphism by the Serre-Swan theo-
rem. The inclusion XZ ↪→ X induces a map ρ : TX(−logZ) −→ TX, called the
anchor map, which is an isomorphism almost everywhere (namely, on X \ Z).
TX(−logZ) is in fact a Lie algebroid.
Definition 3.0.7. A logarithmic differential form is a section of
∧•
(T ∗X(logZ)).
We say that a logarithmic differential form ω is closed if dω = 0, where d denotes
the Lie algebroid exterior differential.
Remark 3.0.8. dω = 0 is equivalent to d((ρ|−1X\Z)∗ω) = 0, as an ordinary
differential form.
The local form Equation (9) implies that one can view a log-symplectic
structure as a logarithmic 2-form. This implies in particular that the vector
bundle TX(−logZ) admits a complex structure. To be more precise, it admits
a contractible space of compatible complex structures, and a contractible space
of tame complex structures ([17]).
The correspondence between log-symplectic structures and logarithmic symplec-
tic forms is in fact one to one ([10]). Based on this, from now on we will treat
a log-symplectic manifold as a triple (X, Z, ω) consisting of:
• a smooth manifold X
• a codimension-1 submanifold Z
• a logarithmic symplectic form ω on TX(−logZ)
Maps of log-symplectic manifolds.
Definition 3.0.9 ([5]). Let (X, ZX), (Y, ZY ) be pairs of manifold with a
codimension-1 submanifold. A (smooth) map of pairs f : (Y, ZY ) −→ (X, ZX)
is a smooth map f : Y −→ X such that f t ZX , and f−1(ZX) = ZY .
Example 3.0.10. f : (Y, ∅) −→ (X, Z) is a smooth map of pairs if and only if
f is an ordinary smooth map f : Y −→ X \ Z.
The differential of a smooth map of pairs lifts uniquely to the logarithmic
tangent bundles, meaning that there is a commutative diagram
TY (− logZY ) TX(− logZX)
TY TX
df
df
(10)
The restricted bundle TX(−logZ)|Z carries a “canonical transverse section”
ξX = ξ, constructed as follows. Choose a local coordinate system φ = (x, y1, . . . , y2n−1))
on an open set U with x a defining function for Z ∩U and yi a coordinate chart
for Z. Define ξ|U := φ∗(x∂x). Given another chart φ′ = (x′, y′1, . . . , y′2n−1)) as
above, it is easy to compute that φ∗(x∂x)|Z = φ′∗(x′∂x′)|Z , which ensures that
ξ is well defined on Z. This canonical section is preserved under maps of pairs:
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Proposition 3.0.11. Let f : (Y, ZY ) −→ (X, ZX) be a smooth map of pairs.
Then f∗(ξZY ) = ξZX .
Proof. Consider a local defining function x for ZX . By transversality, its pull-
back y = f∗x via f is a local defining function for ZY . By definition we can
compute ξZX and ξZY by looking at x
∂
∂x
and y
∂
∂y
. f∗(y
∂
∂y
) = x
∂
∂x
+ xV ,
where V is tangent to ZX . Restricting to ZX gives the desired equality.
The following lemma due to Cavalcanti and Klaasse [5] is useful in order to
define embeddings of pairs, and in particular log-symplectic submanifolds.
Lemma 3.0.12 ([5]). Let f : (Y, ZY ) −→ (X, ZX) be a smooth map of pairs,
such that f−1(ZX) = ZY . The anchor map ρ : TY (−logZY ) −→ TY induces
an isomorphism ρ : ker df −→ ker df at all points, where df is the lift of df , in
the sense of (10).
This means that an embedding induces an inclusion at the level of the log-
arithmic tangent bundles. Hence the following definition makes sense.
Definition 3.0.13. A log-symplectic submanifold of (X, ZX , ω) is a pair of
manifolds (Y, ZY ) with a smooth embedding f : (Y, ZY ) −→ (X, ZX) such that
ω restricts to a symplectic form (i.e. nondegenerately) to f∗(TY (−logZY )).
The same meaning can be given to the expression complex submanifold of a
manifold with a logarithmic complex structure. The following fact is obvious:
Proposition 3.0.14. Let J be an ω-compatible complex structure on TX(−logZ).
Any complex submanifold is symplectic. Moreover, for each log-symplectic sub-
manifold (Y, ZY ) there exists a compatible complex structure on TX(−logZ)
for which (Y, ZY ) is a complex submanifold.
A normal form around the boundary, and the stable Hamiltonian ge-
ometry of the singular locus. Fix a Riemannian metric on X and consider
the function “distance from Z”, denoted with λ. We can write the log-symplectic
form in a neighbourhood of Z as
ω =
dλ
λ
∧ a+ b
for a and b respectively a 1- and a 2-form (in the ordinary sense) on a neigh-
bourhood of Z. It follows easily from ω being symplectic that α := a|TZ and
β := b|TZ determine a cosymplectic structure on Z (see Example 2.2.2). The
cosymplectic structure on Z completely determines the log-symplectic structure
in a neighbourhood of Z.
Proposition 3.0.15 ([10], [12]). Let (X, Z, ω) be log-symplectic, with Z com-
pact. There exists a cosymplectic structure (α, β) on Z, and a metric g on NZ
14
such that a tubular neighbourhood of Z is isomorphic to the normal bundle NZ
with the log-symplectic form
dλ
λ
∧ α+ β (11)
and λ is the g-distance from the zero section of NZ.
As a consequence, there exists a vector field V on X – defined by α(V ) =
β(V ) = 0,
dλ
λ
= 1 – such that LV ω = 0, and V is transverse to the level sets
of λ, for values of λ small enough. Let U be a tubular neighbourhood of Z,
with smooth boundary, so that V t ∂U . The condition LV ω = 0 implies that
W := X \ U is a symplectic manifold with stable Hamiltonian boundary −∂U .
The induced stable Hamiltonian structure is pulled back from (−α, β) as above,
via the normal bundle projection. Via the change of coordinates s := −logλ,
one can write ω = ds ∧ (−α) + β, as in Example 2.2.2. Hence one has the
following proposition, which is crucial to set up a theory of holomorphic curves.
Proposition 3.0.16. The complement X \Z of the singular locus is symplecto-
morphic to the completion of the manifold W := X \U , with stable Hamiltonian
boundary of cosymplectic type. ∂W is a double cover of Z (disconnected if and
only if X is orientable) and the cosymplectic structure on the boundary coincides
(up to isomorphism) with the pullback via the covering map of the cosymplectic
structure on Z.
An alternative normal form around the singular locus. One could write
a more concrete normal model around Z, just by writing explicitely what the
normal bundle looks like. To this end, note that every real line bundle over Z
can be written as a fiber product R×Z2 Z˜, where c : Z˜ −→ Z is a double cover
of Z. More precisely, a double cover Z˜ of Z is acted on by an involution σ, and
we define an action of Z2 = {±1} on R× Z˜ as
− 1 · (x, z) := (−x, σ(z)) (12)
and define
R×Z2 Z˜ := (R× Z˜)/Z2 (13)
Given a real line bundle over Z, one recovers the manifold Z˜ as the set of
vectors of length 1 with respect to some fiber metric, and the involution σ is
the multiplication by −1.
For a cosymplectic Z, Z˜ inherits a cosymplectic structure (via pullback along
c) which is invariant under σ. Hence the log-symplectic structure ω :=
dx
x
∧
c∗α+ c∗β on R× Z˜ is invariant under the action (12). Thus ω descends to the
quotient. The resulting log-symplectic structure on R×Z2 Z˜ has the form
dx
x
∧ α+ β (14)
and is symplectomorphic to the normal form (11). This implies:
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Corollary 3.0.17. Let (X, Z, ω) be compact log-symplectic. There exists a
double cover c : Z˜ −→ Z such that a neighbourhood of the singular locus can be
written (up to symplectomorphism) as
((−ε, ε)×Z2 Z˜,
dx
x
∧ c∗α+ c∗β)
where the fiber product is taken using the deck transformation.
Notation. We will most of the time omit the pullback sign from the formula
for the symplectic form.
Note that if Z˜ is the trivial double cover, then the action of Z2 just ex-
changes corresponding connected components, and the resulting quotient is
the trivial bundle. Since this happens if and only if Z is coorientable, and
NZ ∼= ∧top TX|Z (see Remark 3.0.5), we obtain the following obvious special-
ization.
Corollary 3.0.18. If X is orientable, a neighbourhood of the singular locus can
be written (up to symplectomorphism) as
((−ε, ε)× Z, dx
x
∧ α+ β)
Simple codimension-1 foliations. The cosymplectic structure on the singu-
lar locus induces a codimension-1 symplectic foliation. Assume for the moment
that Z is compact and connected. There is a map
p : Z −→ R/α(H1(Z, Z)) (15)
defined as p(z) :=
∫ z
z0
α. Whenever α is a multiple of a rational form, then
R/α(H1(Z, Z)) = R/cZ for some positive number c. In this case, one can prove
that the map is a fibration, such that the connected components of the fibers
are leaves. Moreover, one can this map to realize the leaves of the foliation kerα
as the fibers of a fibration.
Proposition 3.0.19 ([22]). Let (Z, α, β) be a cosymplectic manifold such that α
is a real multiple of a rational form. Then Z is a symplectic mapping torus; more
precisely, there exists a closed symplectic manifold (F, βF ), a symplectomor-
phism φ : (F, βF ) −→ (F, βF ), and a constant c, such that (R×F/Z, dt, βF ) ∼=
(Z, α, β); here the Z action is generated by 1 · (t, z) = (t+ c, φ(z)).
If Z is disconnected, each of its components Zi inherits a fibration over
R/ciZ. The number ci is a Poisson geometric invariant, called the period of the
modular vector field ([18], [10]). Log-symplectic manifolds whose singular locus
is a fibration are called proper ([4]). It is simple to observe that for a given
log-symplectic form ω there exists a nearby log-symplectic form ω′ such that
the resulting log-symplectic manifold is proper.
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4 Holomorphic curves in log-symplectic mani-
folds
In this section we study some general aspects of holomorphic curves in log-
symplectic manifolds. We start by introducing the class of almost complex
structures that we will consider (namely the cylindrical ones). Then we will
introduce holomorphic curves, and a notion of energy for those; we prove that
log-holomorphic curves coincide with the punctured curves in SFT, and that
also our notion of energy coincides the notion of energy that is used in standard
Gromov-Witten theory and SFT. Finally, we prove a maximum principle which
is going to be crucial for our construction of the moduli spaces. The construction
of the moduli spaces is carried out in the later sections, separately for closed
and open curves.
4.1 Cylindrical complex structures on log-symplectic man-
ifolds
Let us recall the notation from section 3: U denotes a tubular neighbourhood of
Z, with a fixed isomorphisms to the unit disc bundle of the normal bundle NZ of
Z. Let λ denote the length of the fiber coordinate (with respect to some fiberwise
Riemannian metric). We know from Proposition 3.0.15 and Proposition 3.0.16
that there exist closed forms α, β on Z, respectively a 1- and a 2-form, such
that the log-symplectic form is
ω = d log λ ∧ α+ β (16)
Viewing X \ Z as Ŵ := X̂ \ U , it is natural to consider ω-compatible almost
complex structures on T (X \Z) which are cylindrical, as in Definition 2.2.4. For
reasons that will become apparent, we actually use a slightly modified definition
of cylindrical complex structure. Recall that each connected component Zi of
Z has a well defined period ci ∈ (0, +∞).
Definition 4.1.1. Let (X, Z, ω) be log-symplectic. A complex structure J on
X \Z is cylindrical if it is ωˆ-tame, and on each component Ui of the cylindrical
end U it satisfies
• J is s-invariant.
• J∂s = ciR
• J(kerα) = kerα
• J is β-compatible on kerα
Notation. For simplicity, we will denote with cR the vector field on Z defined
as ciR on each component Zi. The above definition hence requires J∂s = cR.
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We need also to impose a further compatibility condition with Z. Recall that
U is isomorphic to R×Z2 Z˜, where Z2 acts by multiplication by −1 on R, and by
an involution σ on Z˜ (Corollary 3.0.17). Hence a cylindrical complex structure
is an R invariant complex structure on (R × Z˜ \ {0} × Z˜)/Z2. In particular it
induces an almost complex structure on the codimension-1 foliation F˜ on Z˜.
Definition 4.1.2. A cylindrical complex structure is adapted to the log-symplectic
structure if its restriction to F˜ is σ-invariant.
Example 4.1.3. If X is orientable, then Z˜ is a union of two disjoint copies
of Z. The definition is asking for the complex structures on two corresponding
copies of F to be equal.
The definition is designed so that the complex structure extends over Z as
a complex structure on TX(−logZ).
Proposition 4.1.4. An adapted cylindrical almost complex structure induces a
smooth complex structure on TX(−logZ).
Moreover, an adapted complex structure J on TX(−logZ) induces a com-
plex structure on kerα ⊂ TZ, compatibly with the leafwise symplectic form β if
J is ω-compatible. Indeed, consider the canonical section ξ ∈ Γ(TX(−logZ)|Z).
Consider the logarithmic 1-form ρ∗α ∈ Γ(T ∗X(logZ)): ξ ∈ ker(ρ∗α), and
ρ : ker(ρ∗α)|Z −→ ker(α)|Z ⊂ TZ is well-defined and surjective. Moreover,
J(ξ) t ker(ρ∗α). Further, the symplectic orthogonal to the subspace generated
by ξ and J(ξ) is contained in ker(ρ∗α), and projects isomorphically to ker(α).
Finally, span(ξ, J(ξ))⊥ω is closed under J , hence ρ induces an almost complex
structure on ker(α). This complex structure is the same that is induced by the
quotient map Z˜ −→ Z˜/Z2 = Z (this follows from the normal form).
Moreover, since ρ(J(λ∂λ)) = cR˜ the Reeb vector field for all λ 6= 0 by definition,
then ρ(J(ξ)) = cR on Z.
Notation. We will normally use adapted compatible complex structures, and
leave the word “adapted” implicit. We will use the expression “compatible
complex structure” for both the almost complex structure on X \ Z and its
extension to TX(−logZ).
4.2 Riemann surfaces and log-holomorphic structures
In this section we will specialize the definition of cylindrical complex structure
from the previous section to 2-dimensional log-symplectic manifolds (Σ, ∂Σ),
for which the singular locus coincides with the boundary. We explain how these
“logarithmic Riemann surfaces” correspond to punctured Riemann surfaces, and
that their automorphisms correspond to automorphisms of punctured surfaces.
Logarithmic holomorphic structures. Let Σ be a compact surface, possi-
bly with boundary. Consider the log-tangent bundle of the pair (Σ, ∂Σ), denoted
by TΣ(−log ∂Σ).
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Definition 4.2.1. A (logarithmic) holomorphic structure on (Σ, ∂Σ) is a com-
plex structure j on TΣ(−log ∂Σ), such that there exist a positive defining
function r for ∂Σ, and a global parametrization θ of the boundary, such that
j(r∂r) = ∂θ in a collar neighbourhood of ∂Σ
Remark 4.2.2. Normally a holomorphic structure on a surface with boundary
is defined as a conformal structure on its double, commuting with the canon-
ical involution. This notion is different fromDefinition 4.2.1, as a logarithmic
holomorphic structure does not extend to a holomorphic structure on the dou-
ble surface (rather, it extends to a degenerate one). Nonetheless, as we will
only deal with logarithmic holomorphic structures, we will often omit the word
“logarithmic”.
Remark 4.2.3. A logarithmic holomorphic structure on (Σ, ∂Σ) is cylindrical,
and adapted to a log-symplectic structure which is of the form drr ∧ dθ in a
neighbourhood of ∂Σ.
Punctured surfaces. Definition 4.2.1 implies that a collar neighbourhood
of a connected component of the boundary is biholomorphic to [0, ) × S1,
j(r∂r) = ∂θ. There is a map
pi : [0, )× S1 −→ Dε (17)
where Dε is the disc of radius epsilon, defined as
pi(r, θ) := reiθ
A simple computation shows that pi is a biholomorphism when restricted to the
interior. Globally, using (17) one can construct a closed Riemann surface Σˆ,
with a map
pi : Σ −→ Σˆ.
The closed surface Σˆ comes with a finite set of distinguished points p1, . . . , pk,
namely pi(∂Σ). The restriction pi : Σ \ ∂Σ −→ Σˆ \ {p1, . . . , pk} := Σ˙ is a
biholomorphism.
Conversely, given a closed Riemann surface Σˆ with a finite set of punctures
p1, . . . , pk, one can view local charts centered at the punctures as a choice of
cylindrical ends for Σ˙ := Σˆ \ {p1, . . . , pk}. One can compactify the punctured
surface Σ˙ adding circles at infinity – the resulting surface with boundary Σ has
a logarithmic holomorphic structure.
Maps of Riemann surfaces. Surfaces with a holomorphic structure are re-
lated by the following natural notion of map.
Definition 4.2.4. A map of pairs (Σ, ∂Σ) −→ (Σ′, ∂Σ′) between surfaces with
logarithmic holomorphic structures is holomorphic if the induced map on the
log-tangent bundles is complex linear.
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Lemma 4.2.5. (1) given Σ, the corresponding closed surface Σˆ is the unique
closed surface with the property that there is a map pi : Σ −→ Σˆ which is
an isomorphism when restricted: pi : Σ \ ∂Σ −→ Σˆ \ {p1, . . . , pk}. Unique
means that given two surfaces with these properties there exists a unique
isomorphism commuting with the projections.
(2) given a holomorphic map Σ −→ Σ′ there is a unique holomorphic map
Σˆ −→ Σˆ′ making the following diagram commute
Σ Σ′
Σˆ Σˆ′
pi pi (18)
(3) given a holomorphic map Σˆ −→ Σˆ′ there is a unique holomorphic map
Σ −→ Σ′ making the following diagram commute
Σ Σ′
Σˆ Σˆ′
pi pi (19)
Proof. (1) If there are two surfaces with a map pi : Σ −→ Σˆ and pi′ : Σ −→ Σˆ′,
then there is an isomorphism in the complement of a finite number of points
(namely pi′ ◦ pi−1|Σ\{p1, ..., pk}). Bounded neighbourhoods of the punctures isomor-
phic to punctured discs are mapped to bounded neighbourhoods of the punc-
tures. These maps extend as holomorphic automorphisms of the disc, so we
obtain an isomorphism φ : Σ −→ Σ′ such that piφ = pi′.
Proof. (2), (3) Similar to the above, using also the fact that the only automor-
phisms of the punctured disc are rotations.
4.3 Holomorphic curves
We are ready to introduce our notion of holomorphic curve in the log-setting. Fix
a tubular neighbourhood U of the singular locus Z in X, and pick a compatible
cylindrical complex structure. Let (Σ, ∂Σ) be a logarithmic Riemann surface;
recall that a map of pairs u : (Σ, ∂Σ) −→ (X, Z) induces by definition a diagram
TΣ(−log ∂Σ) TX(−logZ)
TΣ TX
du
du
Definition 4.3.1. A map of pairs u : (Σ, ∂Σ) −→ (X, Z) is log-holomorphic
(or simply holomorphic) if the lift of the differential du : TΣ(−log ∂Σ) −→
TX(−logZ) is complex linear.
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The choice of using cylindrical complex structures implies that the image of
the boundary of a holomorphic curve is constrained: it needs to coincide with
a Reeb orbit.
Proposition 4.3.2. Let u : (Σ, ∂Σ) −→ (X, Z) be holomorphic. Then the
boundary is mapped to a simple periodic orbit of the Reeb vector field.
Proof. This follows from Proposition 3.0.11, and the fact that ρ(J(−λ∂λ)) =
ρ(J(∂s)) = cR.
We can also easily compute the period of the Reeb orbit: write Z = unionsq
i
Zi,
with Zi connected. Let ci > 0 such that α(H1(Zi)) = ciZ (the period of the
component Zi). Then the period of the Reeb orbit to which a component of
the boundary is mapped only depends on the connected components of Z that
contains it, and it coincides with ci. In particular the orbit has minimal period,
hence it is simply covered. Notice that a Reeb orbit γ coming as boundary
condition of a holomorphic curve actually lifts to a closed loop γ˜ in Z˜. The
cosymplectic structure on Z˜ is the pull-back of the one on Z, (p∗α, p∗β). Hence
the period of γ˜ is also ci, and is also the minimal period.
Proposition 4.3.3. A log-holomorphic curve with non-empty boundary is sim-
ply covered.
Proof. Our remarks above imply that a log-holomorphic is simply covered in
a neighbourhood of the singular locus. It is a general fact that a holomorphic
curve is simply covered if and only if it is so in an open neighbourhood ([17])
Remark 4.3.4. Consider the punctured surface Σ˙ associated to Σ. A holomor-
phic map u : (Σ, ∂Σ) −→ (X, Z) induces (by restriction) a map u : Σ˙ −→ X \Z
which is holomorphic in the usual sense. The converse holds for simple maps if
we assume that the holomorphic curve has finite energy (see [2]).
4.4 Energy
We give a definition of energy of a holomorphic curve in a log-symplectic man-
ifold, and prove that it coincides with the SFT energy of the curve in the sym-
plectic locus. We keep the same notation as in the previous section.
Definition 4.4.1 ([13]). Consider a function µ : X −→ R, smooth on X \ Z,
that coincides with λ in a neighbourhood of Z, vanishing only at λ = 0, and
such that µ − 1 is compactly supported in U . Define the form βµ so that the
following equality holds:
ω = d logµ ∧ α+ βµ
Remark 4.4.2. The cohomology class of βµ is well defined and non-zero.
Definition 4.4.3 (Energy). Let u : Σ −→ X be a smooth map. Define the
energy of u as
E(u) :=
∫
Σ
u∗βµ +
∫
∂Σ
u∗α
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Proposition 4.4.4. E(u) is well defined.
Proof. Choose two functions µ, µ′ as in Definition 4.4.1. One sees immediately
that
βµ − βµ′ = d(log(µ
µ
′
)α)
By Stokes’ formula∫
Σ
u∗βµ −
∫
Σ
u∗βµ
′
=
∫
∂Σ
u∗ log(
µ
µ
′
)α = 0
where the last equality holds as µ = µ′ in a neighbourhood of Z.
Remark 4.4.5. Since βµ is closed, the energy of u depends only on u(∂Σ) and
on the homology class of u rel u(∂Σ).
The energy of a closed holomorphic curve Σ mapped to the symplectic man-
ifold (X \Z, ω|X\Z) coincides with the usual notion from symplectic geometry.
Proposition 4.4.6. If Σ is closed and u : Σ −→ X is holomorphic, with image
contained in X \ Z, then
E(u) =
∫
Σ
u∗ω
Proof. The image of u is contained in the complement of some open set V
containing Z. We can choose µ to be equal to 1 on X \ V .
We prove here that Definition 2.2.5 is equivalent to Definition 4.4.3. Notice
that for log-symplectic manifolds it is actually unnecessary to take the supre-
mum in Definition 2.2.5, since α is closed.
Proposition 4.4.7. ESFT (u) = εE(u). In particular, the two notions are
equivalent, and coincide if we choose ε = 1.
Proof. Note first that ω|X\U = ωϕ|X\U , hence we only need to check the equality
in the cylindrical end U . To this aim, we assume without loss of generality
that u−1(U) is a Riemann surface with smooth boundary. On U we can write
ω = d log λ ∧ α + β. Choosing a function µ as in Definition 4.4.1, one has
ω = d log(µ) ∧ α+ βµ = ω = dlogλ ∧ α+ β, hence
E(u) :=
∫
∂Σ
u∗α+
∫
u−1(U)
u∗βµ
=
∫
∂Σ
u∗α+
∫
u−1(U)
u∗d(log λ− logµ) ∧ u∗α+
∫
u−1(U)
u∗β
=
∫
∂Σ
u∗α+
∫
u−1(U)
u∗d(log(
λ
µ
)) ∧ u∗α+
∫
u−1(U)
u∗β
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Noting that ∂u−1(U) = −u−1(∂U) ∪ ∂Σ, Stokes’ theorem gives
E(u) =
∫
∂Σ
u∗α+
∫
u−1(U)
u∗β−
∫
u−1(∂U)
u∗ log(
λ
µ
)∧u∗α+
∫
∂Σ
u∗ log(
λ
µ
)∧u∗α
Now, λ ≡ µ near Z, which implies ∫
∂Σ
u∗ log(
−λ
µ
) ∧ u∗α = 0. As µ ≡ 1 near
∂U , one has that
∫
u−1(∂U) u
∗ log(
λ
µ
) ∧ u∗α = ∫
u−1(∂U) u
∗ log λ ∧ u∗α. Hence
E(u) =
∫
∂Σ
u∗α+
∫
u−1(U)
u∗β −
∫
u−1(∂U)
u∗ log λ ∧ u∗α (20)
Let us turn to the SFT energy. Writing out explicitly what the SFT energy
is, one gets
ESFT (u) =
∫
u−1(U)
u∗d(ϕ(− log(λ))) ∧ u∗α+ u∗β
Comparing with Equation (20), one sees that ESFT (u) = εE(u) if and only if
−
∫
u−1(∂U)
u∗ϕ(− log λ) ∧ u∗α+
∫
∂Σ
u∗ϕ(− log λ) ∧ u∗α
= ε
[ ∫
∂Σ
u∗α+
∫
u−1(∂U)
u∗ log λ ∧ u∗α
]
To conclude, we only need to observe that ϕ = identity near ∂U , and
ϕ(−logλ)→ ε as λ→ 0 (i.e. on ∂Σ).
4.5 The maximum and minimum principle
We prove in this section a maximum principle for holomorphic maps. This is
crucial in the proof of all compactness theorems for families of holomorphic
curves.
Realize X \ Z as Ŵ , as in Proposition 3.0.16. Assume X is endowed with a
cylindrical complex structure. Restrict to the cylindrical end [0, +∞) × ∂W ,
and consider the first projection p1 : [0, +∞) × ∂W −→ [0, +∞). Denote by
D2r the open disc of radius r.
Proposition 4.5.1. Let u : D2r −→ [0, +∞)×∂W be holomorphic. Then p1 ◦u
is harmonic.
Proof. ∆(p1 ◦u) = −ddc(p1 ◦u) = d(d(p1 ◦u)◦J) = d(dp1 ◦J ◦du) = d(α◦du) =
u∗dα = 0.
Corollary 4.5.2. Let Σ be a closed Riemann surface. Let u : Σ −→ X be
holomorphic and such that u(Σ) ∩ U 6= ∅. Then Σ is mapped to a symplectic
leaf in {λ} × ∂W , λ 6= 0.
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Corollary 4.5.3. Let Σ be compact with non-empty connected boundary, u :
Σ −→ X holomorphic with u−1(Z) = ∂Σ. Then u(Σ) ∩ (X \ U) 6= ∅.
Proof. If X \ U ∩ u(Σ) = ∅, then p1 ◦ u has a minimum, in contradiction with
Proposition 4.5.1.
5 Closed curves
In this section we study the moduli space of closed curves in a log-symplectic
manifold, and prove several results on the topology of log-symplectic manifolds,
including Theorem A and Theorem B.
5.1 A simpler case: genus 0, aspherical Z
Let us begin with a discussion of a simpler setup: we look at holomorphic spheres
in manifolds where there can be no holomorphic spheres in a neighbourhood of
the singular locus Z.
Definition 5.1.1. We say (Z, α, β) is symplectically aspherical if A · β = 0 for
all homotopy classes A ∈ pi2(Z, z0) for all z0 ∈ Z.
Manifolds for which pi2(Zi) = 0 for all components Zi of Z are symplectically
aspherical. In the proper case, since pi2(Z) ∼= pi2(F ) for a symplectic fiber F ,
the definition coincides with the usual asphericity condition for the symplectic
manifold (F, β).
If (Z, α, β) is aspherical, then all double covers p : Z˜ −→ Z with the pulled-
back cosymplectic structure are. By the energy identity and Proposition 4.4.7,
there exists no holomorphic sphere u : S2 −→ Z˜. The maximum and minimum
principles (Proposition 4.5.1) imply the following:
Corollary 5.1.2. Let (X, Z, ω) be log-symplectic, with Z symplectically as-
pherical. Then all non-constant holomorphic spheres are mapped into X \ U .
This specializes, for instance, to:
Corollary 5.1.3. Assume X has dimension 4, and Z has no component dif-
feomorphic to S1 × S2. Then all non-constant holomorphic spheres are mapped
into X \ U .
When Z is aspherical, then, all holomorphic spheres live in a compact subset
of the symplectic locus of X. Moreover, they all intersect (and are, in fact, con-
tained in) the subset of the symplectic locus where the almost complex structure
is allowed to vary arbitrarily. Thus, the transversality for the moduli space can
be achieved for a generic choice of complex structure (Theorem 2.1.2). Fur-
ther, since all the curves take value in a compact subset, Gromov’s compactness
theorem also applies (Theorem 2.1.3).
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Proposition 5.1.4. Let (X, Z, ω) be log-symplectic, with Z symplectically as-
pherical. Let A ∈ H2(X) be a spherical homology class. Then there exist a
comeager set of cylindrical complex structures Jreg such that for all J ∈ Jreg the
moduli space M∗0,m(J, A) is smooth of dimension 2n− 6 + 2c1(A) + 2m, and it
is compact modulo bubbling.
In particular, if bubbling can be prevented (for example by considering
classes A such that each non-trivial partition A = A1 + · · ·+Ak has Ai ·ω ≤ 0)
then M∗0(A) is a compact smooth manifold of dimension vdimM(A). In gen-
eral, bubbling can be controlled if X \ Z is low-dimensional (dimX = 4, 6), or
is, more generally, a semipositive manifold ([17]).
Definition 5.1.5. A symplectic manifold (M, ω) is semipositive if for all A ∈
pi2(M), 3− n ≤ c1(A) < 0 implies ω ·A ≤ 0.
This is automatically satisfied in dimension ≤ 6. The usefulness of this def-
inition lies in the fact that in semipositive manifolds, and for generic complex
structures, bubbling can only happen in codimension two. This means that fix-
ing a homology class A, the set of nodal curves representing A has codimension
at least 2 in the space of all curves representing A.
For convenience we will say that log-symplectic manifold (X, Z, ω) is semipos-
itive (X \ Z, ω|X\Z) is semipositive.
5.2 Obstructing certain log-symplectic manifolds
A standard argument by McDuff ([16]) can be used to obstuct the existence of
certain classes of log-symplectic manifolds, of which Theorem A mentioned in
the Introduction is a special case. Let us summarize McDuff’s argument here.
We keep on assuming that Z is aspherical, and that X \ Z is semipositive.
Consider A ∈ H2(X \ Z) with c1(A) = 2, so that vdimM∗0,1(A, J) = 2n, and
pick a generic J . Consider the evaluation map ev :M∗0,1(A, J) −→ X \ Z. As-
suming for the moment that the evaluation ev is a proper map, we can compute
its degree. Since Z is aspherical there is no holomorphic sphere in a neighbour-
hood of Z, thus deg(ev) = 0.
However, in some explicit example one might be able to prove that there is a
point x ∈ X \ Z such that there exists a unique Fredholm regular holomorphic
sphere passing through that point, leading to a contradiction with the aspheric-
ity of Z.
For instance, one can prove that such holomorphic spheres exist in the following
situations (see [16] for details and a more general discussion):
• if there exist symplectic submanifolds with trivial normal bundle, sym-
plectomorphic to S2 × V , with V a Ka¨hler manifold with pi2(V ) · ω = 0.
Here extend the product complex structure on S2 × V to the whole man-
ifold, take A = [S2 × {p}] and apply [17], Chapter 3.3, to show that the
obvious holomorphic sphere if Fredholm regular.
25
• there is a boundary component of contact type, contactomorphic to S2n−1
with the standard contact structure. Here realize the sphere as the bound-
ary of a Darboux ball in S2 × · · · × S2, and take A = [S2 × {p}]
• if dimX ≤ 6, a codimension-2 symplectic submanifold S symplectomor-
phic to CPn−1, with c1(NS) ≥ 0. Blow-up a copy of CPn−2 until the
normal bundle to S becomes trivial, and take the proper transform of a
CP 1 ⊂ CP 2n−1 transverse to CPn−2.
If ev is not proper, but X \ Z is semipositive, one can argue as follows. Pick
a point x in a neighbourhood of Z, and a point x′ ∈ X \ Z (in the same
component as x) such that there is an element in M∗0,1(A, J) passing through
x. Let N := ev(M0(A, J) \ ev(M∗0(A, J)) be the set of points in the image of a
nodal curve. This set has codimension at least 2 by semipositivity, hence there is
a path γ with values in (X \Z) \N joining x and x′. There is a neighbourhood
of γ which does not intersect N , and the evaluation map is proper over this
neighbourhood (no nodal curves are mapped to this neighbourhood). Now we
can argue as in the compact case above.
As examples of applications, we point out the following corollaries.
Corollary 5.2.1. Let (V, σV ) be a symplectic manifold such that pi2(V )·σV = 0,
and such that Vk supports a σV -compatible integrable complex structure. Let
σS2 be any symplectic form on S
2. Let (X, Z, ω) be a closed semipositive
log-symplectic manifold, such that a component of Z is symplectomorphic to
a mapping torus over (S2 × V, σS2 × σV ). Then none of the components of Z
are symplectically aspherical.
Given that any symplectic submanifold W with trivial normal bundle can
be used to produce a singular component diffeomorphic to S1 ×W ([4]), the
conclusion of the Corollary 5.2.1 holds if one assumes that X contains a sym-
plectic (S2 × V, σS2 × σV ) with trivial normal bundle.
A log-symplectic manifold with boundary is a manifold X with boundary ∂X
with a codimension-1 submanifold Z such that ∂X ∩ Z = ∅, together with a
symplectic form ω on TX(−logZ).
Corollary 5.2.2. Assume that (X, Z, ω) is compact, semipositive, and has
non-empty boundary of contact type, contactomorphic to the standard (2n− 1)-
dimensional sphere. Then Z cannot be symplectically aspherical.
The following is also an easy corollary of McDuff’s argument, applied to
log-symplectic manifolds with non-aspherical singular locus.
Corollary 5.2.3. Let (Vk, σVk) be symplectic manifolds such that pi2(Vk)·σVk =
0, and such that Vk supports a σVk -compatible integrable complex structure. Let
σS2 be any symplectic form on S
2. Let Z be a union of symplectic mapping
tori over (S2 × Vk, σS2 × σVk). Then there exists no log-symplectic manifold
(X, Z, ω) with non-empty boundary of contact type.
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Proof. Let U be a neighbourhood of the singular locus, with smooth boundary.
The boundary of U is also a mapping torus over S2 × V˜k, for some double
cover V˜k. We can use the S
2 factor to produce a holomorphic curve with Chern
number 2. By the properties of the moduli space of spheres there must then
be a holomorphic curve with values in a neighbourhood of the boundary, which
is a contradiction with the contact type hypothesis. More precisely, due to
a maximum principle analogous to Proposition 4.5.1 any sphere with a point
mapped close to the boundary must be entirely contained in a neighbourhood
of the boundary. Moreover, one can ensure that there exists a sphere mapped
in a neighbourhood of the boundary where the symplectic form is exact. By the
energy identity this implies that the holomorphic sphere has 0 energy, and is
therefore constant, which contradicts the fact that it has Chern number 2.
Specializing the above discussion to the 4-dimensional case, one obtains the
following statements, which provide a strengthening of Theorem A. Recall that
every 4-manifold is semipositive.
Corollary 5.2.4. If a log-symplectic 4-manifold contains a symplectic sphere
with 0 self-intersection, then the singular locus is a union of copies of S1 × S2.
Corollary 5.2.5. If one component of the singular locus of a closed 4-dimensional
log-symplectic manifold is diffeomorphic to S1×S2, then all components are dif-
feomorphic to S1 × S2.
Corollary 5.2.6. In a symplectic 4-manifold, symplectic spheres with non-
negative normal Chern number, and symplectic surfaces of positive genus with
trivial normal bundle, must intersect (in particular they cannot be homologous).
Proof. This is because around a symplectic surface Σ with trivial normal bun-
dle the symplectic structure can be modified into a log-symplectic form, with
singular locus S1 × Σ ([4], Theorem 5.1).
Corollary 5.2.7. Let (X, Z, ω) be compact log-symplectic 4-manifold with non-
empty boundary of contact type. Then Z is a union of S1 × S2.
Corollary 5.2.8. Let (X, Z, ω) be compact log-symplectic 4-manifold with non-
empty boundary of contact type. Then ∂X is not contactomorphic to the stan-
dard contact 3-sphere.
5.3 Compactness of the moduli space
Let us now consider an arbitrary proper log-symplectic manifold. In order
to compactify the moduli space of curves one needs to take care not only of
bubbling, but also of the non-compactness caused by the presence of the singular
locus, as shown in the following simple example.
Example 5.3.1. Consider (X, Z) = (R×S1×Σ, {0}×S1×Σ), with coordinates
(x, t, z), and complex structure J(x∂x) = ∂t, J |TΣ = jΣ on TX(−logZ). The
inclusion u(x,t) of Σ in X as {(x, t)}×Σ is a log-holomorphic map for all x 6= 0.
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Letting x→ 0, one finds the map u(0,t), the inclusion of Σ in X as {(0, t)} ×Σ.
This is not a map of pairs, as in Definition 3.0.9.
This example suggests that we might want to add the following set to the
moduli space:
Mg(A, J ;Z) :=
{
[(u, j)] :
u : Σg −→ Z has values in a symplectic leaf F
u is (j, J)-holomorphic as an F -valued map
}
/ ∼
(21)
The notion of holomorphicity as an F -valued map is well-defined, thanks to
the discussion following Proposition 4.1.4 - a cylindrical complex structure on
TX(−logZ) induces a compatible leafwise complex structure on kerα ⊂ TZ.
In order to show that one can compactify the moduli space by adding (possi-
bly nodal) holomorphic curves in Z, and nodal curves in X \ Z, one applies a
very simple idea: one just observes that a sequence of holomorphic curves has a
subsequence contained in the compact symplectic manifold X \U , or has a sub-
sequence contained in a compact neighbourhood of Z. In both cases Gromov’s
theorem gives us a convergent subsequence. In the remainder of this section we
make this idea precise.
Lemma 5.3.2. Mg(A, J ; Z˜) is compact modulo nodal curves.
Proof. In the proper case, this is an immediate consequence of Theorem 2.1.3,
applied to a (compact) fiber F˜ with varying complex structure F˜t.
Remark 5.3.3. Of course one does not need to fix the homology class A: it is
enough to uniformly bound the energy.
Theorem 5.3.4. Let (X, Z, ω) be a closed log-symplectic manifold. Mg(A, J)unionsq
Mg(A, J ;Z) is compact modulo nodal curves
Proof. Take a sequence uk of elements in Mg(A, J) unionsqMg(A, J ;Z). If there is
a subsequence with values in Mg(A, J ;Z), the statement is a consequence of
Lemma 5.3.2, hence we can assume that uk ∈Mg(A, J). Let U˜ ∼= (−ε, ε)× Z˜.
Let U := U˜/Z2. A sequence of holomorphic curves uk satisfies one of the
following two:
• it has a subsequence contained in X \ U
• it has a subsequence contained in U \ Z
In the first case, there is a subsequence converging to a nodal curve in X \ U ,
by the standard compactness result. In the second case, there are non-zero real
numbers λk, and holomorphic maps vk : Σ −→ Z˜, such that uk = (λk, vk).
Up to a subsequence, this converges in U˜ = (−ε, ε) × Z˜ to u∞ = (λ∞, v∞),
with λ∞ a possibly zero real number, and v∞ a nodal holomorphic curve in Z˜.
Denoting the projection to the quotient with q : U˜ −→ U , we find that q ◦ u∞
is the limit (in U ⊂ X) of uk = q ◦ uk (up to subsequence).
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The proof shows that we do not need to add the whole of Mg(A, J ; Z) in
order to compactify Mg(A, J). It is enough to take the union of Mg(A, J) the
following set:
N (A, J ;U) := {q ◦ u : u : Σ −→ (−ε, ε)× Z˜}/ ∼ (22)
It is readily seen, using Corollary 4.5.2, that
N (A, J ;U) = (−ε, ε)×Z2Mg(A, J ; Z˜) (23)
where the action of Z2 on Z˜ is by post-composition with the involution σ (recall
that we chose a σ-equivariant J).
Definition 5.3.5. Denote with Ng(A, J) the partial compactification of the
moduli space of curves of genus g, obtained by adding to Mg(A, J) the maps
of the form q ◦ u : Σg −→ Z, with u ∈ Mg(A, J ; Z˜). The space N (A, J ;U) is
the set of all elements in Ng(A, J) with values in U .
5.4 Transversality for closed holomorphic curves
We would like to prove that the moduli space is a smooth manifold. We consider
here the partial compactification Ng(A, J), as in Definition 5.3.5, and prove that
that is smooth, under some assumption. In particular, we prove smoothness
for (the partial compactification of) the moduli space of genus 0 maps in 4-
dimensional log-symplectic manifolds.
By the maximum principle (Corollary 4.5.2), one has
Ng(A, J) = Ng(A, J ;U) unionsqMg(A, J ;X \ U) (24)
Since regularity can be expected for somewhere injective curves, let us introduce
a notation. We denote by
N ∗g (A, J) := N ∗g (A, J ;U) unionsqM∗g(A, J ;X \ U)
whereM∗g(A, J ;X\U) is the subset of somewhere injective curves, andN ∗g (A, J ;U)
is the set of curves of the form q ◦ u with u somewhere injective.
We know from the general theory that the curves inM∗g(A, J ;X \U) are Fred-
holm regular for a generic choice of almost complex structure (Theorem 2.1.2).
The regularity of curves in a neighbourhood of the singular locus is more del-
icate: we observe in the following example that we cannot hope for Fredholm
regularity for positive-genus holomorphic curves.
Example 5.4.1. Consider R × S1 × Σg, and the simple map u : Σg −→ R ×
S1 × Σg. This is holomorphic for appropriate choices of cylindrical complex
structures. The pull-back of the tangent bundle is C × TΣg. The ∂ operator
splits, because of integrability of the complex structure. This operator has
always a non-trivial cokernel by the Riemann-Roch formula, unless g = 0.
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So let us content ourselves to consider the genus 0 case. The first step is
to show that in some cases one can deduce the Fredholm regularity from the
symplectic leaves. Assume we are in a neighbourhood U of the singular locus
Z, and u : S2 −→ U is of the form u = (λ0, [t0, v]) with v : S2 −→ F˜t0 . Then
u∗TX = C⊕ v∗T F˜ .
Corollary 5.4.2. If the complex structure on F˜t0 is integrable, u is regular if
and only if v is regular.
Proof. This follows immediately from [17] Chapter 3.3.
This is enough to prove that all simple holomorphic spheres are generically
regular in dimension 4. Indeed, if Z has a component Z0 for which the symplectic
fibers are not spheres, then we know that there are no holomorphic spheres with
values in the correponding component U0 of U . Hence can restrict to the case
where Z is a collection of S1×S2’s. By the formula (23) we only need to prove
that
• M∗(A, J ; Z˜) is smooth
• the action of Z2 on (−ε, ε)×Mg(A, J ; Z˜) is free
The first item follows from generic transversality, and Corollary 5.4.2. Actually,
what is true is that the only somewhere injective maps of a sphere into a sphere
are the biholomorphisms, which all represent the same homology class A. For
that homology class, M∗(A, J ; Z˜) = S1. Let us turn the second item into a
lemma.
Lemma 5.4.3. Z2 acts freely on (−ε, ε)×Mg(A, J ; Z˜).
Proof. Assume (−1) · (λ, v) = (λ, v). Then there exists a biholomorphism
ϕ : S2 −→ S2 such that
(λ, v) = (−λ, σ ◦ v ◦ ϕ)
or equivalently
σ ◦ v = v ◦ ϕ
It is enough to show that σ induces a fixed-point free map on the leaf space (S1)
of Z˜ = S1 × S2. That has to be the case because if there exists a t ∈ S1 such
that σ(t, z) = (t, τ(z)), for a symplectomorphism τ . τ is Hamiltonian, hence
has fixed points. Since σ needs to be free, that’s a contradiction.
Corollary 5.4.4. N ∗(A, J ;U) is smooth and diffeomorphic to (−ε, ε)×Z2Mg(A, J ; Z˜)
The proof actually shows that N ∗(A, J ;U) is a cylinder when X is orientable
and a Mo¨bius band when X is not orientable.
Theorem 5.4.5. Let (X, Z, ω) be a log-symplectic manifold of dimension 4.
There is a comeager set of cylindrical complex structures Jreg such that for all
J in Jreg all simple holomorphic maps u : S2 −→ X are Fredholm-regular.
In particular the partial compactification of the moduli space of simple curves
N ∗0 (A, J) is a smooth manifold of dimension 2c1(A)− 2.
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Proof. Consider a tubular neighbourhood U ∼= (−ε, ε)×Z2 Z. We already know
that for a generic choice of J all the spheres with values in X \U are Fredholm
regular, so we only need to look at U . Let F be the (2-dimensional) fiber. If F
has genus g > 0, then the theorem is just a consequence of Proposition 5.1.4. If
F has genus g = 0, we need to study the regularity of simple curves with values
in U \ Z. Since all complex structures on F are integrable, we can apply the
regularity theorem Corollary 5.4.2. The only simple holomorphic map has Chern
number 2, which is bigger than −1. Hence it is Fredholm regular. To conclude,
as a consequence of Lemma 5.4.3 we obtain that N ∗(A, J ;U) is smooth also at
points corresponding to Z-valued maps.
5.5 Ruled surfaces
We noted in Corollary 5.2.5 that for a log-symplectic 4-manifold the presence
of a singular component diffeomorphic to S1 × S2 forces all the singular locus
to be a union of S1 × S2. This condition turns out to be even more restrictive,
as it forces the entire manifold to be a blow-up of a ruled surface, i.e. a blow-up
a 4-manifold supporting a fibration X −→ B over a surface, with symplectic
fiber S2. This result part of what we called Theorem B in the introduction,
and is analogous to what McDuff proves in [16]. There it is proved that in a
symplectic 4-manifold the existence of a symplectically embedded sphere with
trivial normal bundle is equivalent to the manifold being ruled (up to blow-up).
The key fact is the following refined compactness theorem from [24].
Theorem 5.5.1. Let (M, ω) be a closed symplectic 4-manifold. Let A be a
homology class with A · A = 0. Let J be a generic complex structure, and
consider a sequence of embedded J-holomorphic spheres representing the class
A. Then a convergent subsequence converges to either an embedded sphere (in
the same class A), or to a nodal curve with two irreducible components, in classes
A1 and A2, with self-intersection −1, and intersecting each other positively at
exactly one point. Moreover the moduli space of such nodal curves is compact
and 0-dimensional.
The proof of this result is based on an analysis of the virtual dimension,
combined with the adjunction formula (in particular the fact that the index
determines whether the curve is embedded). The genericity of J is needed in
order to prevent negative-index holomorphic curves to appear. The exact same
proof applies to sequences of holomorphic curves in X \Z converging to a nodal
curve in X \ Z. Hence, we can prove a log-symplectic version of Theorem 5.5.1
as soon as we can prevent bubbling in a neighbourhood of Z.
Let us give a name to the 4-manifolds with singular locus containing S1 × S2.
Definition 5.5.2. A log-symplectic 4-manifold (X, Z, ω) is called genus-0 log-
symplectic if one component of the singular locus is diffeomorphic to S1 × S2.
We already know (Corollary 5.2.5) that if (X, Z, ω) is genus-0 then all of the
components of Z are S1×S2. Moreover if (X, Z, ω) contains a symplectic sphere
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with trivial normal bundle then X is genus-0 (Corollary 5.2.4), and conversely if
X is genus 0 then the S2-factor in the singular locus is an embedded symplectic
sphere with trivial normal bundle. We first show the spheres in the singular
locus are in fact all homologous (modulo double covers). In particular they all
appear in the same moduli space.
Proposition 5.5.3. Let (X, Z, ω) be a closed log-symplectic 4-manifold. As-
sume there exists an embedded symplectic sphere representing a homology class
A with zero self-intersection. Then all components of the singular locus are dif-
feomorphic to S1 × S2. The double cover Z˜ is also diffeomorphic to S1 × S2,
and for each component of Z˜ [{p} × S2 ⊂ Z˜] = A.
Proof. The proof goes as in Section 5.2. We already noted that all the compo-
nents of the singular locus are S1×S2’s, and the same is true for the components
of Z˜. Take neighbourhood of Z such that U ∼= (−ε, ε)×Z2 (S1 × S2); the com-
plement of {0}×Z2 (S1×S2) is just (−ε, 0)×S1×S2. Pick a cylindrical complex
structure that makes the embedded sphere S into a J-holomorphic sphere, and
such that {(λ, t)} × S2 ⊂ (−ε, 0) × S1 × S2 is holomorphic. By automatic
transversality we can assume that J is generic. The moduli space of simple
spheres in the class A, together with the spheres in the singular locus, is then
a smooth manifold (Theorem 5.4.5). It has dimension 2 by the adjunction for-
mula. Let N be the set of points belonging to a reducible nodal curve in the
class A. The evaluation map
ev :M0,1(A, J) ∩ ev−1((X \ Z) \N) −→ (X \ Z) \N
is a proper map. By positivity of intersection and the fact that A·A = 0, there is
at most one A curve through each point. The degree of the evaluation is 1, hence
the evalutation is a bijection (it is in fact a diffeomorphism). In particular there
exists an A-curve through each point of U \Z. By the maximum principle it has
to be contained in {(λ, t)}×S2 ⊂ Z˜, and hence coincide with {(λ, t)}×S2.
Theorem 5.5.4. Let (X, Z, ω) be a closed log-symplectic 4-manifold. Let A
be a homology class with A · A = 0. Let J be a generic complex structure, and
consider a sequence of embedded J-holomorphic spheres representing the class A.
Then a convergent subsequence converges to either an embedded sphere (in the
same class A), or to a nodal curve with two irreducible components, in classes
A1 and A2, with self-intersection −1, and intersecting each other positively at
exactly one point. Moreover the moduli space of such nodal curves is compact
and 0-dimensional, and the nodal curves only appear in the symplectic locus.
Proof. We know from the above Proposition 5.5.3 that the singular locus consists
of S1×S2’s in the same class. Hence, by 5.4.4, the moduli space of curves with
values in U looks like (−ε, ε) ×Z2 M0(A, J ; Z˜) ∼= (−ε, ε) ×Z2 S1. Hence no
bubbling can occur in U . The statement now follows from Theorem 5.5.1
This result, together with the fact that the nodal singularities can be seen
as Lefschetz singularities ([24]) implies the following characterization.
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Proposition 5.5.5. Let (X, Z, ω) be a closed genus-0 log-symplectic 4-manifold.
Then X supports a Lefschetz fibration X −→ B with fibers of genus 0, so that
Z is a union of regular fibers. Moreover, the singular fibers have exactly one
singular point, and their irreducible components are (−1)-curves. In particular
if X \ Z is minimal, then X −→ B has no critical points.
Proof. (see also [24]) The statement follows from the evaluation map
ev : N 0,1(A, J) −→ X
being a diffeomorphism. The base of the Lefschetz fibration is N 0(A, J).
Corollary 5.5.6. A genus-0 log-symplectic 4-manifold X is diffeomorphic to a
blow-up of one of the manifolds in the following list:
• S2 × Σg
• S2 × (#kRP 2)
• S2×̂Σg
• S2×̂(#kRP 2)
where by S2×̂B we mean the unique (up to diffeomorphism) non-trivial oriented
sphere bundle over B.
In order to conclude the proof of Theorem B, we need to discuss unique-
ness of the log-symplectic form. It is shown in [24] that any two symplectic
forms supported by the same Lefschetz fibration can be deformed one into the
other. The proof is linear algebraic, as the non-trivial part is to interpolate with
non-degenerate forms. For this reason, the same proof holds for Lie algebroid
Lefschetz fibrations ([6]).
The statement is the following.
Proposition 5.5.7. Let F : A4M −→ A2B be a Lie algebroid Lefschetz fibration,
and ω0, ω1 be symplectic forms supported by the fibration and inducing the same
orientation on AM . Then there is a path ωs of symplectic forms joining ω0 and
ω1.
In particular, the statements applies to the fibrations constructed in Propo-
sition 5.5.5. For more details see [1].
6 Curves with boundary
The aim of this section is to study logarithmic holomorphic curves with bound-
ary on the singular locus, as well as closed logarithmic holomorphic curves with
non-empty singular locus. We will construct moduli spaces of the latter in a
particular case, and apply our construction to the study of ruled surfaces.
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6.1 Moduli spaces of curves with boundary
We consider here (moduli spaces of) holomorphic maps of a compact logarith-
mic Riemann surfaces with boundary. We know from Proposition 4.3.2 and
Remark 4.3.4 that such curves correspond to finite energy punctured holomor-
phic curves, as studied in SFT, and their boundary components are mapped to
simple closed Reeb orbits.
We construct the moduli spaces using this correspondence. To be more pre-
cise, fix a tubular neighbourhood of Z so that the resulting stable Hamiltonian
structure is Morse-Bott, and pick a cylindrical complex structure. As in Sec-
tion 2.2, one can fix a set c of asymptotic constraints, and consider the space
Mg(A, J)c. Applying Theorem 2.2.12 one obtains immediately the following
generic transversality theorem:
Theorem 6.1.1. Let (X, Z, ω) be log-symplectic. Fix a tubular neighbourhood
U of Z such that the induced stable Hamiltonian structure is Morse-Bott, and
pick a cylindrical complex structure Jfix on U . Consider the set Jfix of compatible
complex structures that coincide with Jfix on U . Let c be a set of asymptotic
constraints. Then for a generic choice of J ∈ Jfix all curves in Mg(A, J)c are
Fredholm regular, so that the moduli space is a smooth manifold of dimension
(n− 3)(2− 2g −#pi0(∂Σ)) + 2cτ1(A) + µ(c).
Proof. All curves are embedded near the boundary, hence they are somewhere
injective (or, equivalently, simply covered). Moreover, by the maximum prin-
ciple all curves must intersect X \ U , which is the locus where the complex
structure is allowed to vary. Hence Theorem 2.2.12 applies, yielding the re-
sult.
In the same way the SFT compactness theorem 2.2.13 applies.
Theorem 6.1.2. With the same notation as above, the moduli spaceMg(A, J)c
is compactified by the space Mg(A, J)c of stable holomorphic buildings.
In the special case when no two boundary components are mapped to the
same component of the singular locus, the geometric setup allows to rule out
certain buildings.
Proposition 6.1.3. Let uk be a sequence of holomorphic curves with asymp-
totic constraint c so that no two boundary components are mapped to the same
component of the singular locus. Let u∞ be a limiting holomorphic building.
Then all the levels other than the main one consist of disjoint unions of nodal
curves with exactly two punctures (one for each component of the singular lo-
cus), asymptotic to simple Reeb orbits. The main level must be a nodal curve
with as many punctures as the uk’s, with at most one puncture asymptotic to
each component of Z.
Proof. For each component of the singular locus, the top level is a nodal curve
with a single positive puncture asymptotic to a single simple curve. The sum
of the negative punctures must be homotopic (in Z) to a simple curve. In
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particular, their projection to S1 need to be homotopic. By holomorphicity,
all the negative punctures are multiples of the positive generator of pi1(S
1),
which implies there must be a single simple negative puncture. Iterating the
argument one sees that it has to hold for all lower levels (main exluded), and
that the punctures of the main level are in one to one correspondence with the
punctures of uk.
6.2 Punctured spheres with 0 self-intersection
In this section we investigate the consequences of the existence of an embedded
holomorphic punctured sphere with 0 self-intersection in certain log-symplectic
4-manifolds.
The intersection number of punctured holomorphc curves was introduced by
[20] for non-degenerate asymptotics, and by [21], [23] for Morse-Bott asymp-
totics). It is a homotopy invariant number u ? v associated to pairs of holomor-
phic curves u and v in a 4-manifold, with some asymptotic constraints. As is the
case with closed holomorphic curves (see [15]), there is an adjunction formula
relating the topology of a somewhere injective curve, the number of its singular
points and its self-intersection number. Appendix A contains a brief introduc-
tion to the intersection theory of punctured holomorphic curves, with a focus on
the results that we need in the present section. We also refer to Appendix A.3
for the explicit computations of the intersection numbers and indices appearing
in the present section.
Let (X, Z, ω) be an oriented log-symplectic 4-manifold. Let X0 be a com-
ponent of X \ Z. We know (Proposition 3.0.16) that we can realize X0 (non-
uniquely) as a completion Ŵ of a manifold (W, ∂W ) with stable Hamiltonian
boundary, such that the 1-form α is closed. We will study punctured spheres
with 0 self-intersection in the case when the stable Hamiltonian structure in-
duces the trivial fibration S1 × Σgi on each component Zi of ∂W . The goal is
again to apply the results to the study of ruled surfaces (Section 6.3).
The precise statement is the following.
Theorem 6.2.1. Let (W, ∂W, ω) be a symplectic 4-manifold with an induced
stable Hamiltonian structure on ∂W , of the form (α, β), with dα = 0. Assume
that (α, β) induces a trivial symplectic fibration, so that ∂W = unionsqiS1 × Σgi .
Let J be a “generic” cylindrical complex structure, and let u : S2\{p1, . . . , pk} −→
Ŵ be a k-punctured J-holomorphic sphere such that
• different punctures are asymptotic to Reeb orbits in different components
of [R, +∞)× ∂W ;
• u?u = 0 as punctured holomorphic curves with unconstrained asymptotics.
LetM denote the component containing u of the moduli space of J-holomorphic
maps. Then M is a smooth 2-dimensional manifold, all elements of which
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are embedded curves. Moreover M can be compactified to a smooth closed 2-
dimensional manifold M, by adding nodal curves consisting exactly of 2 com-
ponents: an embedded k-punctured sphere of self-intersection −1, an embedded
sphere of self-intersection −1. The two components intersect exactly at one
point.
The proof will consist of an index computation, and an application of the
adjunction formula (Theorem A.2.1). We will start with an arbitrary holomor-
phic building, and compare the index of each level with the index of u. The
genericity of J will be used to rule out all such buildings containing levels with
negative index. Using the adjunction formula, we can relate the indices of the
remaining buildings with their self-intersection, and their embeddedness. As
a result, we will prove that the only holomorphic buildings that an appear as
limits of curves homotopic to u are those described in the statement.
A useful tool in the proof is the following lemma, which allows to tell whether
a cylinder is trivial.
Lemma 6.2.2. Let Z be a symplectic mapping torus, isormorphic to (S1 ×
Σg, cdt, volΣg ), and let J be a compatible almost complex structure on < × Z.
Let u : C∗ −→ R×Z be a finite energy holomorphic cylinder. Then, if g > 0, u
is a trivial cylinder. If g = 0, then the relative Chern class c1(u), defined with
respect to the isomorphism Z ∼= S1 × S2, is a non-negative even number, and
c1(u) = 0⇔ u is a trivial cylinder.
Proof. Fix an isomorphism Z = S1 ×Σg as symplectic mapping tori, and write
u = (u1, u2). The map u2 : C∗ −→ Σg is holomorphic and has finite energy,
thus extends to u2 : S
2 −→ Σg. If g > 0, this means that u2 is a constant.
If g = 0, one has u2 : S
2 −→ S2, and c1(u2) = 2deg(u2) ≥ 0 because u2 is
orientation preserving. In particular u2 is constant if and only if deg(u2) = 0
(by holomorphicity). The fact that c1(u) = c1(u2) implies the statement.
Proof of Theorem 6.2.1. First of all, using the adjunction formula one computes
that ind(u) = 2 (Corollary A.3.2). Since J is a generic complex structure, there
are no J-holomorphic curves of negative index.
Let us assume now that u : S2 \ {p1, . . . , pk} −→ Ŵ is J-holomorphic; let γi be
the orbit to which pi is asymptotic. Consider the moduli spaceM :=M0(A, J)c
of J-holomorphic punctured spheres, with punctures p1, . . . , pk asymptotic to
simple orbits in the same components as γ1, . . . , γk, respectively. By the
transversality theorem 6.1.1, M is a smooth 2-dimensional manifold.
By Proposition 6.1.3, we can compactifyM by adding holomorphic buildings
u∞ = (u0,ui), where u0 is a nodal punctured sphere in Ŵ , and ui, i > 0 is a
nodal cylinder in R× ∂W . In particular we can write each ui as a collection of
curves: ui = (ui,0, ui,1, . . . , ui,mi), where ui,j are spheres for j > 0, and ui,0 is
either a k-punctured sphere (when i = 0) or a cylinder (when i > 0). We need
to show that:
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• mi = 0 for all i > 0;
• ui,0 is the trivial cylinder for all i > 0;
• m0 = 1;
• u0 = (u0, v1), is such that u0 ? u0 = −1 = v1 · v1, and u0 · v1 = 1.
We will do this by index counting, assuming that there are no holomorphic
curves of negative index (which is true due to our assumption that J is generic).
Denote by Ni,j the number of nodes of the curve ui,j , and let Si,j be its
domain. Let Si be the (topological) connected sum of the Si,j ’s at the nodes.
Then
χ(Si) =
∑
j≥0
(χ(Si,j)−Ni,j) (25)
and
2− k = χ(S2 \ {p1, . . . , pk}) =
∑
i,j
χ(Si) = χ(S0) (26)
(the last equality follows from Si being a cylinder for i > 0). Denote by Ai the
relative homology class of ui,0, and Bi,j the homology class of ui,j .
Define the following numbers:
• ind(u∞) := (n − 3)χ(Σ˙) + 2cτ1(A) + µτ (c) = −
∑
i,j(χ(Si,j) − Ni,j) +∑
i 2c
τ
1(Ai) +
∑
i,j 2c1(Bi,j) + µ
τ (c)
• ind(u0) := −
∑
j(χ(S0,j)−N0,j) + 2cτ1(A0) +
∑
j 2c1(B0,j) + µ
τ (c′)
• ind(ui) := −
∑
j(χ(Si,j)−Ni,j)+2cτ1(Ai)+
∑
j 2c1(Bi,j)+µ
τ (c′), for i > 0
One has
2 = ind(u∞) = ind(u0)+
∑
i≥1
(ind(ui)−µτ (c′)) = ind(u0)+
∑
i≥1
(ind(ui)−2) (27)
We’d like to prove that ind(u0) and ind(ui)− 2 are all non-negative.
It is immediate to check that
ind(u0) = ind(u0) +N0,0 +
∑
(ind(u0,j) +N0,j) (28)
and all the summands are non-negative. Similarly, for i > 0,
ind(ui) = (ind(ui,0) +Ni,0 − 2) +
∑
j≥1
(ind(ui,j +Ni,j)) ≥
∑
j≥0
(Ni,j)− 2 (29)
We claim that ind(ui)− 2 ≥ 0.
First of all, Lemma 6.2.2 ensures that c1(Ai) ≥ 0 and is even whenever i > 0.
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Moreover, also c1(Bi,j) ≥ 0, because by the maximum principle ui,j : S2 −→
{?} × S2. Finally, c1(Ai) = 0 if and only if Ai represents a trivial cylinder (in
which case Ni,0 > 0, by stability), while c1(Bi,j) = 0 if and only if Bi,j repre-
sents a constant bubble (in which case Ni,j > 2, again by stability).
Now,
ind(ui)−2 = 2cτ1(Ai)+
∑
j
2c1(Bi,j)−
∑
j
(χ(Si,j)−Ni,j) ≥ 0+ind(ui,j)+
∑
j
Ni,j ≥ 0
(30)
which proves the claim.
In fact, we can prove that ind(ui) − 2 ≥ 3, which contradicts the estimate
2 ≥ ind(ui)− 2. Indeed,
ind(ui)− 2 = 2cτ1(Ai)− (0−Ni,0) +
∑
j
2c1(Bi,j)− (2−Ni,j) (31)
It was already observed that the stability condition implies 2cτ1(Ai) +Ni,0 ≥ 1.
If there are no bubbles, then 2cτ1(Ai) ≥ 4. If there is a non-constant bubble,
then 2c1(Bi,j)− (2−Ni,j) ≥ 4− 2 + 1 = 3 (a bubble has at least one node). If
all bubbles are constant, then there must be at least 6 nodes (by stability, and
the fact that nodes come in pairs), hence ind(ui) − 2 ≥ 6 − 2 = 4. All cases
contradict 2 ≥ ind(ui)− 2, implying that there cannot be any levels other than
the main one.
We are left to prove that the main level is either an embedded curve with 0
self-intersection, or it consists of two components, one of which is a punctured
sphere and the other a sphere, intersecting each other in a point, and with self-
intersection −1. We know that 2 = ind(u∞) = ind(u0,0) = ind(u0) + N0,0 +∑
j ind(u0,j) +N0,j .
Since the orbits to which u0 is asymptotic are simple and of minimal period, u0
is a simply covered curve, hence the adjunction formula applies. Moreover, the
index of u0 is an even number. We can distinguish two cases:
• ind(u0) = 2. Then there are no nodes, and no bubbles. Since u0 is a simple
curve, limit of curves with 0 self-intersection, it has 0 self-intersection. The
adjunction formula then implies that it is embedded.
• ind(u0) = 0. Then the only possibility is that there is a single bubble, say
v = u0,1, such that ind(v) = 0, and N0,0 = N0,1 = 1. Moreover, v is simply
covered. Assume it is a k-fold cover of a simple curve v′, then v′ has to be
a sphere. Further, 0 = ind(v) = 2c1(kB
′)− 2 = ind(v′) + 2(k − 1)c1(B′),
where [v] = B, and [v′] = B′. Since ind(v′) ≥ 0, c1(B′) ≥ 1, so that one
needs to have k = 1.
Now, we would like to prove that v ·v = u0 ?u0 = −1, v ·u0 = 1. We know (The-
orem A.1.2) that u ?u = u •τ u+ iτ∞(u), where the first term is topological, and
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consists of the number of intersections of u with a slight perturbation of u along
the direction of the trivialization τ , and iτ∞(u) (the number of “hidden intersec-
tions at infinity”), only depends on the asymptotic trivialization and on the Reeb
orbits. We know that the pair (u0, v) is a limit of curves with 0 self-intersection,
and that v is closed. Hence, if u is a curve in the moduli space, one has u ? u =
0 = (u0+v)•τ (u0+v)+iτ∞(u) = u0•τ u0+iτ∞(u0)+v·v+2u0 ·v = u0?u0+v·v+2.
Denote by sing(w) the contribution of the singularity of a curve w to the self
intersection number. By the adjunction formula, w?w = sing(w)+ 12 ind(w)−1.
Moreover u0 ·v ≥ 1. Thus u0?u0 +v ·v+2 ≥ sing(u0)+sing(v) ≥ 0. This implies
that both curves are embedded, and their self intersection is −1. As a conse-
quence, u0 ·v = 1 (the single point of intersection is the node, and is transverse).
This automatically implies that the moduli space is a smooth closed surface
if the manifold is not a blow-up. If the manifold is a blow-up, the compactified
moduli space in the Gromov topology is a topological surface, and it can be
naturally given the structure of a smooth surface via the blow-down map.
This concludes the proof of the theorem.
A version of Theorem 6.2.1 for holomorphic curves with a marked point can
be stated as follows.
Theorem 6.2.3. Same hypotheses and notation as in Theorem 6.2.1. Let M1
be the component containing u of the moduli space of J-holomorphic curves with
one marked point. Then M1 is a smooth 4-dimensional manifold, fibering over
M. Moreover M1 can be compactified to a manifold with boundary M1, by
adding:
• punctured nodal curves, with two irreducible components of self-intersection
−1, intersecting in one point;
• holomorphic buildings of height 2, where the main level is a curve of M,
and the second level is a trivial cylinder with a marked point.
The boundary ofM1 consists of the latter elements. The evaluation map extends
continuously to M1, with values in the compactification X of Ŵ .
Proof. The proof follows from Theorem 6.2.1 and the SFT compactness the-
orem. Indeed, we can compactify M1 using the space of stable holomorphic
buildings with one marked point. The buildings of M together with a marked
point are examples of elements of the SFT compactification. They are not all, as
there might be building with levels consisting entirely of trivial cylinders, as long
as they have enough marked points to be stable. In the case of the present theo-
rem, it is possible for a level to contain exactly one trivial cylinder, if the marked
point belongs to it. From this consideration the first part of the statement is
proved. It is easily computed that the dimension of the set of height 2 buildings
is 3, i.e. it has codimension 1. The evaluation map extends continuously, by
the very definition of the topology on the space of buildings.
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As an application, we mention the following consequence of the analysis
above.
Proposition 6.2.4. Let W be symplectic with stable Hamiltonian boundary
isomorphic to a union of S1 × Σgi . Let J be a cylindrical complex structure,
and assume there is an embedded punctured J-holomorphic sphere S, with at
most one puncture for each boundary component, and 0 self-intersection (with
unconstrained asymptotics). Then:
(i) the number of punctures is equal to the number of components of ∂W ;
(ii) there is a diffeomorphism between the moduli space of curves homotopic
to S, and Σgi . In particular gi = gj for all i, j.
Proof. Part (i). Assume first that W be minimal. View the domain of S as a
compact surface with boundary (Σ, ∂Σ), with a logarithmic holomorphic struc-
ture. Consider the space M1 of holomorphic curves homotopic to S, with one
marked point in Σ. By Theorem 6.2.3 and the minimality assumption this is
a compact smooth manifold with boundary. One can naturally compactify Ŵ
to a log-symplectic manifold Y with boundary, such that ∂Y is the singular
locus. Since pi0(∂M1) = pi0(∂S), by assumption ev∗ : pi0(∂M1) −→ pi0(∂Y ) is
injective. Hence, if it is surjective the first part of the statement is true.
Consider the moduli space M1 of punctured J-holomorphic spheres homo-
topic to S, and its compactification M1. By Theorem 6.2.3, M1 is a compact
manifold with boundary, and the evaluation map ev :M1 −→ Y is continuous,
sends the boundary to the boundary, and is smooth in the interior. If ev is
surjective, then the number of boundary components of S needs to be equal to
the number of boundary components of Y .
Consider the doubles of M1 and Y , and extend the evaluation map in the
obvious way. Its degree is well defined, and needs to be non-zero: for each point
in the image of the evaluation, there is a unique curve in M mapping to it.
In the nonminimal case one can run a similar argument noting that the
limiting buildings form a codimension-2 space. Thus one can proceed as in Sec-
tion 5.2.
Part (ii). For each component of the boundary, one can define a map
ri : M −→ Ri, from the moduli space of curves homotopic to S to the set
Ri ∼= Σgi of simple unparametrized Reeb orbits in the i-th component of ∂X.
The map assigns to each curve the Reeb orbit to which its i-th puncture is
asymptotic. We will show that for all i the map ri is a homeomorphism.
The map ri is injective. Indeed, assume that there are two curves in M
with a puncture asymptotic to the same Reeb orbit γ. Then their intersection,
as curves with constrained asymptotic orbit γ and the other punctures uncon-
strained, is equal to −1 (this follows from Lemma A.3.4). Hence the curves
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must coincide, by positivity of intersection.
The map ri is a local diffeomorphism. The tangent space toM at embedded
curves consists of holomorphic sections of the normal bundle; the image of the
differential is the restriction of the sections to the boundary. A non-zero section
that vanishes at the boundary produces a new holomorphic curve with the same
asymptotic orbit, which contradicts the injectivity. If the manifold is minimal,
this is enough to conclude that ri is a diffeomorphism. Since Ri ∼= Σgi , and all
boundary components are reached by holomorphic curves, we get gi = gj for all
i, j.
In general, the same proof shows that the map ri is a homeomorphism. To turn it
into a diffeomorphism we can define a smooth structure on the compactification
by declaring the blow-down map to be a diffeomorphism, as in Theorem 6.2.1.
6.3 Logarithmic ruled surfaces
We use the results from the previous section to show that in certain log-symplectic
4-manifolds, the presence of a holomorphic sphere with 0 self-intersection implies
that the manifold is (topologically) ruled, up to blow-up, proving Theorem C
(Corollary 6.3.11). The main ingredient is the construction of a smooth moduli
space of log-holomorphic spheres.
Let us start with some observations on the combinatorics of the singular
locus of a log-symplectic sphere. First of all, to any pair (X, Z) consisting of a
manifold and a codimension-1 submanifold (in particular to the pair determined
by a log-symplectic structure), one can attach a finite planar unoriented graph
Γ(X, Z). The vertices are the components of X \ Z. Each component of Z
determines an edge, joining the vertices corresponding to the components of
X \ Z that it bounds. Here are some 2-dimensional pictures.
Figure 1: Manifolds with hypersurface, and corresponding graph
Clearly pi0(Γ(X, Z)) = pi0(X), in particular the graph is connected if and
only if X is. Let us introduce some terminology that is going to be useful.
Definition 6.3.1. Let Γ be a finite connected graph. We call a circle an edge
with both endpoints on the same vertex. A loop is a connected subgraph, with
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Figure 2: Different manifolds may give rise to the same graph
Figure 3: A circle with a single vertex, representing RP 2 with the nontrivial
loop as singular locus.
no circles, such that each vertex is connected to exactly two edges. We say that
a vertex is an extreme if all the edges connected to it, except at most one, are
circles. We say that a graph is 1-connected if it contains no loops, and orientable
if it contains no circles.
Lemma 6.3.2. Let (X, Z, ω) be log-symplectic. Then X is orientable if and
only if Γ(X, Z) is orientable.
Proof. If X is orientable, then Z = {f = 0} for some globally defined function
vanishing linearly. X \ Z splits as {f > 0} ∪ {f < 0}, and each component of
Z, being coorientable, bounds both a component of {f > 0} and a component
of {f < 0}, which are necessarily different.
If X is not orientable, then at least one component Zi of Z is not coorientable.
Then there exists a neighbourhood Ui of Zi such that ui \ Zi is connected.
Hence the edge of Γ(X, Z) corresponding to Zi has both extremes on the same
vertex.
Lemma 6.3.3. A 1-connected graph has at least 2 extremes.
Proof. The statement and proof are insensitive of circles, we might assume there
are none. Pick any vertex v0. Construct a sequence vk simply by selecting at
each step a vertex (different from vk) which is connected to vk−1 by an edge.
There are two possibilities. Case one, the process must stop, as we get to a
vertex connected by only one edge. In this case such vertex is an extreme. Case
two, the process can continue indefinitely. But then since the graph is finite,
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Figure 4: A loop in the graph producing an infinite order element in pi1
there must be a loop, so the graph is not 1-connected.
In order to find the second extreme, one can repeat the process above, taking
as v0 the extreme found with the procedure above. The process must end to a
different extreme than v0.
For surfaces, we can reconstruct (Σ, σ) given Γ(Σ, σ) and the genus of the
component associated to each vertex. In particular we have the following lemma.
Lemma 6.3.4. Let (Σ, σ) be a surface with a codimension-1 submanifold. If
Σ is a sphere, then Γ(Σ, σ) is orientable and 1-connected. If Σ is RP 2, then
Γ(Σ, σ) has exactly one circle, and is 1-connected.
Proof. If Σ is a sphere then every component of Σ \ σ is a punctured sphere,
while if Σ ∼= RP 2, then Σ \ σ consists of punctured spheres and punctured
Mo¨bius bands. Either way, a loop in Γ(Σ, σ) would determine a(t least one)
element of infinite order in pi1(Σ) (see Figure 4), which cannot happen. Finally,
adding a circle to the graph corresponds with taking connected sum with RP 2,
and this can be done exactly once by the classification of surfaces.
Definition 6.3.5. Let (X, Z, ω) be a log-symplectic 4-manifold. A closed em-
bedded surface S ⊂ X is nice if
• S t Z;
• the map pi0(S ∩ Z) −→ pi0(Z) induced from the inclusion is injective;
• the graph Γ(S, S ∩ Z) is 1-connected, and has at least one edge.
Lemma 6.3.6. Embedded spheres and embedded real projective planes, inter-
secting Z transversely, and intersecting each component of Z in a connected set,
are nice.
Proof. This is a direct consequence of Lemma 6.3.4.
Theorem 6.3.7. Let (X, Z, ω) be a log-symplectic 4-manifold. Assume that
there is a neighbourhood of Z realizing Z as a union of S1×Σgi , with the trivial
stable Hamiltonian structure. Let J be a cylindrical complex structure with
respect to such trivialization. Then the moduli space M of nice J-holomorphic
spheres with 0 self-intersection is a smooth closed 2-dimensional manifold.
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Proof. A log J-holomorphic curve u : (Σ, σ) −→ (X, Z) determines several
punctured holomorphic curves ui : Σ˙i −→ Xi, i = 1, . . . , N , where Σ˙i and Xi
are components respectively of Σ \σ and X \Z. In the case at hand, each Σ˙i is
a punctured sphere. By automatic transversality ([23]), we may assume that J
is regular (see also). Then, each ui satisfies the hypotheses of Proposition 6.2.4.
Thus there are moduli spaces Mi, one for each component, and they are all
diffeomorphic to each other.
More precisely, recall that for each component Xi of X \ Z, and each com-
ponent Zi,j bounding Xi, one can define a map ri,j :Mi −→ Ri,j , where Ri,j is
the set of simple unparametrized Reeb orbits in Zi,j . The map is defined so that
ri,j(v) is the Reeb orbit to which the j-th puncture of v in Xi is asymptotic; we
showed in Proposition 6.2.4 that ri,j is a diffeomorphism.
In order to glue the moduli spaces Mi, we exploit our understanding of the
graph Γ(Σ, σ). Consider first the case Σ ∼= S2. First of all we know that to each
vertex there corresponds a punctured holomorphic sphere, and a corresponding
moduli space. Denote Mx the moduli space corresponding to the vertex x.
Since there are no loops, each pair of vertices determines at most one edge. To
the edge xy between vertices x and y one can associate the manifold Rxy of
Reeb orbits on the corresponding component of Z. Moreover, to each edge one
can associate two diffeomorphisms rxy :Mx −→ Rxy and ryx :My −→ Rxy.
By Lemma 6.3.3 we know that there exists one extreme, which for S2 has no
circles. We can fix one of the extremes, say x0, and partition the set of vertices
by their distance from x0, i.e. the number of edges that it takes to reach x0.
This is well defined as there are no loops. In particular, for each vertex there is
exactly one set of edges connecting it to x0.
For each x, let x0x1, x1x2, . . . , xix be the sequence of edges joining x with
x0. Define the map rx = r
−1
x0x1 ◦ rx1x0 ◦ r−1x1x2 ◦ rx2x1 ◦ · · · ◦ rxxi :Mx −→Mx0
(rx0 = id). It is a diffeomorphisms for each vertex x.
Finally, denoting with V (Σ, σ) the set of vertices of Γ(Σ, σ), we can define
the moduli space as M = {(vx)x∈V (Σ, σ) : vx ∈ Mx, rx(vx) = vx0}. The map
(vx)x 7→ vx induces a diffeomorphism M∼=Mx for all x ∈ V (Σ, σ).
In fact, in the proof we only used the properties of the graph Γ(Σ, σ), and
the fact that Σ \ σ is a collection of punctured spheres. This suggests that if
Σ ∼= RP 2, a similar statement holds.
Let (RP 2, σ) be a real projective plane admitting a log-symplectic structure
with singular locus σ. Let j be a complex structure on TRP 2(− log(σ)), and
let u : (RP 2, σ, j) −→ (X, Z, J) be holomorphic.
Definition 6.3.8. We say that a holomorphic map u : (RP 2, σ, j) −→ (X, Z, J)
has 0-self intersection if each component of u|RP 2\σ has 0-self intersection as a
punctured holomorphic curve.
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Theorem 6.3.9. Let (X, Z, ω) be a log-symplectic 4-manifold. Assume that
there is a neighbourhood of Z realizing Z as a union of S1 ×Σgi , with the triv-
ial stable Hamiltonian structure. Let J be a cylindrical complex structure with
respect to such trivialization. Then the moduli space M of nice J-holomorphic
projective planes with 0 self-intersection is a smooth closed 2-dimensional man-
ifold.
Proof. The proof is almost exactly the same as Theorem 6.3.7. We can split a
holomorphic projective plane as a union of punctured holomorphic spheres, and
apply automatic transversality to make sure J is generic. One then constructs
a moduli space for each components, and glues along the singular locus. The
only difference with the above is that the graph Γ(Σ, σ) contains a circle. How-
ever, the circle does not prescribe any glueing condition between moduli spaces
(moduli spaces are associated to vertices, and two vertices are glued using the
edges joining them).
One can construct a moduli space of curves with one marked point using a
similar gluing construction. A delicate point is that the compactification of the
spaces of curves with a marked point is a manifold with boundary, and we can
only construct a C0 structure at the boundary points. This reflects the fact that
we are constructing the moduli space of holomorphic curves by gluing punctured
spheres along their asymptotic orbits. However we don’t know in general how to
control the infinite jet of the punctured spheres along their asymptotic orbits;
hence we can only glue their images as topologically embedded surfaces.
Theorem 6.3.10. Same assumptions as Theorem 6.3.7 or Theorem 6.3.9.
There exist moduli spaces M1 of log-holomorphic spheres and projective planes
with one marked point, which is a closed topological 4-dimensional manifold. It
comes with a canonical smooth structure on the complement of a codimension-1
submanifold MZ . Moreover there is a well defined evaluation map ev :M1 −→
X, such that ev−1(Z) =MZ , which is continuous, and smooth on M1 \MZ .
Proof. For each x ∈ V (Σ, σ), define M1 x as the compactification of the space
of holomorphic curves (in the appropriate component) with one marked point.
This is a manifold whose boundary can be identified with a union of copies of
Mx × S1, one for each edge having x as a vertex. Using r−1yx ◦ rxy to identify
Mx×S1 withMy×S1, defineM1 as the space obtained by glueing the manifolds
M1 x along their boundaries, using the identifications just explained, as dictated
by the graph Γ(Σ, σ), in the same fashion as in the proof of Theorem 6.3.7.
The resulting space is a topological manifold, with the properties claimed in the
statement.
The following corollary is what was described in the Introduction as Theo-
rem C.
Corollary 6.3.11. Let (X, Z, ω) be a log-symplectic 4-manifold satisfying the
assumptions from Theorem 6.3.7. Assume further that X is minimal, and that
there exists a cylindrical complex structure J (with respect to the trivialization
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in the assumption) and a J holomorphic sphere with 0 self-intersection, or a J-
holomorphic projective plane with 0 self intersection. Then there is a continuous
map f : X −→ B, with B a smooth closed orientable surface, such that
• f |X\Z is a smooth submersion;
• Z is a union of copies of S1 ×B, and f |Z is the projection to B;
• the fibers of f are spheres if X is orientable, projective planes if X is not
orientable;
• the fibers are symplectic on X\Z, and the closures in X of the components
of f−1(p) ∩X \ Z are log-symplectic surfaces with boundary, of which the
boundary is the singular locus.
Proof. There is an obvious map g :M1 −→M, which can be described as fol-
lows. Let (u, z) ∈M1 \MZ , and let x ∈ V (Σ, σ) correspond to the component
that contains the point z. Let ux be the restriction of u to that component. This
defines a unique element (ux)x ∈M (via the canonical isomorphismMx ∼=M).
This map extends continuously to MZ , by the way we chose the gluing maps.
In order to prove the theorem, now, it suffices to show that the evaluation
ev : M1 −→ X is a homeomorphism, which is a diffeomorphism on M1 \ Z.
This follows from the same arguments as in Proposition 5.5.3.
Remark 6.3.12. In Proposition 5.5.5 we were able to produce a moduli space
of holomorphic curves starting from a symplectic submanifold. In the setting
of Corollary 6.3.11 instead we need to start from a holomorphic curve. This is
because we know how to construct good moduli spaces of J-holomorphic curves
for a certain type of cylindrical complex structure. If one starts from, say, a
log-symplectic submanifold, it is guaranteed that one will find a log-complex
structure J making it holomorphic, but J won’t be cylindrical in general.
If Z ∼= S1 × S2 one can in fact deform any log-symplectic curve to an asymp-
totically cylindrical one. If it was possible to construct a moduli space of such
spheres with a smooth evaluation map, then one could mimic Gromov’s argu-
ment ([9], see also [24]) to show that all genus-0 log-symplectic structures on
S2×S2 are symplectomorphic to products. Unfortunately at present we do not
know how to ensure smoothness, and the genus-0 case does not yield to stronger
results.
A Intersection theory of punctured holomorphic
curves
In this appendix we briefly introduce some aspects of the intersection theory of
punctured holomorphic curves. This is developed in [20] in the non-degenerate
case, and [23] and [21] in the Morse-Bott case.
46
A.1 Intersection number
Let (W, ∂W, ω) be a 4-dimensional symplectic manifold, and assume ∂W inher-
its a Morse-Bott stable Hamiltonian structure. Let u be a punctured holomor-
phic curve, with set of punctures Γ.
We assume for simplicity that all Reeb orbits are simply covered.
Theorem A.1.1. Given two distinct holomorphic curves u, u′, with asymptotic
constraints c, c′, there exists a number i∞(u, u′) such that the pairing
u ? u′ := u · u′ + i∞(u, u′) ∈ Z (32)
(where u ·u′ is the number of intersection points, with multiplicity) depends only
on the components of the moduli spaces Mc, Mc′ containing respectively u and
u′.
The number u ? u′ is the intersection number between the two punctured
holomorphic curves. The dependence only on the corresponding components of
the moduli spaces can be stated as the invariance of the intersection number
under homotopies of punctured holomorphic curves with asymptotics c, c′. The
intersection number does depend on the choice of asymptotic constraint (i.e.,
whether we consider a punctured to be constrained or unconstrained), so it re-
ally should be seen as a pairing between pairs of curves together with constraints.
A way to compute the intersection number is by relating it to the spectrum of
the asymptotic operators. Let us introduce some notation. Let τ denote a choice
of asymptotic trivialization of the hyperplane distribution for each puncture.
Consider the asymptotic operator associated to a Reeb orbit γ, which in the
trivialization τ can be written as Aτγ = −J0 ddt − S(t). For all |δ| small enough,
the asymptotic operator Aτγ+δ := −J0 ddt−S(t)+δI is non-degenerate. Moreover,
the extremal winding numbers α±(Aτγ + δ) (see Equation (4)) are independent
on δ if |δ| is small enough. We define the extremal winding numbers of a Reeb
orbit as
ατ±(γ + δ) := α±(A
τ
γ + δ) (33)
In order to write a computable formula for the ? pairing, we introduce the
following two numbers:
• u •τ u′ is the intersection number of u and a perturbation of u′ “in the di-
rection of τ”. By definition, the perturbation is supported in a neighbour-
hood of infinity, and is of the following type. Assume u′ is asymptotic to γ
at z. We deform u′ so that it is asymptotic to expγ(t) η(t), for η ∈ Γ(γ∗ξ)
small, with wind(η) = 0. One can ensure that u and u′ intersect in a finite
number of points.
• Let z, z′ be punctures of the domain of u, u′ respectively, asymptotic to
γ, γ′. Define
Ωτ±(γ + δ, γ
′ + δ) =
{
0 if γ 6= γ′
∓ ατ∓(γ + δ) if γ = γ′
(34)
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Now, given a puncture z, and ε > 0 suitably small, define
δz =
{
ε if z ∈ ΓC
−ε if z ∈ ΓU
(35)
And we define the perturbed asymptotic operator as {Az ± δz}z∈Γ±
Theorem A.1.2.
u ? u′ = u •τ u′ −
∑
(z, z′)∈Γ±×Γ′±
Ωτ±(γz ± δz, γz′ ± δz′) (36)
Note that this allows to define the self-intersection number u ? u.
A.2 Adjunction formula
Before to state the adjunction formula, we need to introduce some notation.
Define the normal Chern number of a punctured holomorphic curve u as
cN (u) = c
τ
1(u)− χ(Σ˙) +
∑
z∈Γ+
ατ−(γz + δz)−
∑
z∈Γ−
ατ+(γz − δz) (37)
Since Aγz±δz is non-degenerate, Equation (5) holds. We can write Γ = Γ0unionsqΓ1,
with z ∈ Γi ∩ Γ± if and only if p(Aγz ± δz) = i (Γ0 and Γ1 are said the sets of
even/odd punctures). Using Equation (8), one easily checks that
2cN (u) = ind(u)− χ(Σ˙)−#Γ1 (38)
Theorem A.2.1 (Adjunction formula). For a holomorphic curve with con-
straint c, with value in a 4-manifold with cylindrical ends, there exist a ho-
motopy invariant number sing(u; c) ≥ 0, such that u is embedded whenever
sing(u; c) = 0, and
u ? u = 2sing(u; c) + cN (u) = 2sing(u; c) +
1
2
(ind(u)− χ(Σ˙)−#Γ1) (39)
A.3 Computation of intersection numbers
In this section we compute the intersection numbers used in the proof of The-
orem 6.2.1. Until the end of the section, we will be considering a symplec-
tic manifold W with boundary ∂W , inheriting a stable Hamiltonian structure
(α, β) such that (∂W, α, β) ∼= (S1 × Σg, cdt, volΣg ). In particular, the Reeb
vector field is 1c
∂
∂t , and the simple Reeb orbits are γ(t) = (t, x0). The pullback
bundle γ∗ξ := γ∗ kerα ∼= S1× Tx0Σg, hence a trivialization τ can be given by a
Hermitian isomorphism Tx0Σg
∼= C. We will always assume that this choice of
trivialization is fixed, unless otherwise stated.
Finally, we will denote the completion of W (Section 2.2) with Ŵ .
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Let us compute the asymptotic operator and its spectrum, in order to com-
pute intersection numbers using Theorem A.1.2. One sees immediately from
Definition 2.2.8 that Aγ = −J0 ddt . As expected, the kernel is 2-dimensional
(i.e. equal to the dimension of the space of Reeb orbits), consisting of all con-
stant complex functions. All eigenvalues are 2pik, k ∈ Z with eigenfunctions
C exp(2pikJ0t), C ∈ C.
Taking ε small (ε < 2pi), consider Aγ ± ε. This operator has eigenvalues
λ±k = 2pik ± ε, with eigenfunctions f = C exp(2piktJ0) = C exp((λ±k ∓ ε)tJ0).
The corresponding extremal winding numbers are
α+(A+ ε) = min{wind(λ+k ) : λk > 0} = min{wind(exp(2piktJ0)) = k : k ≥ 0} = 0
α−(A+ ε) = max{wind(λ+k ) : λk < 0} = max{wind(exp(2piktJ0)) = k : k < 0} = −1
α+(A− ε) = min{wind(λ−k ) : λ−k > 0} = min{wind(exp(2piktJ0)) = k : k ≥ 1} = 1
α−(A− ε) = max{wind(λ−k ) : λ−k < 0} = max{wind(exp(2piktJ0)) = k : k ≤ 0} = 0
(40)
In particular this implies
Lemma A.3.1. All punctured holomorphic curves u : Σ˙ = Σ \ Γ −→ W with
simple asymptotics have only odd punctures.
Proof. For notational simplicity, we prove this for z ∈ Γ+ a positive puncture
(the computation is identical for negative punctures). Recall that the parity of
a Morse-Bott puncture asymptotic to an orbit γ is defined as p(Az) = α+(Az ±
ε) − α−(Az ± ε), where the sign depends on whether we see the puncture as
constrained or unconstrained. Either way, Equation (40) gives p(Az) = 1.
Corollary A.3.2. Let u : Σ˙ −→ Ŵ be an embedded punctured holomorphic
sphere. Then
ind(u) = 2 + 2(u ? u) (41)
Proof. The equation follows immediately from the adjunction formula Theo-
rem A.2.1 and the previous lemma.
Using formula 2.2.11 and (40) one sees immediately that
µCZ(−J0 d
dt
± εI) = ∓1 (42)
As a result we can compute the total Conley-Zehnder index of a punctured
holomorphic curve.
Lemma A.3.3. Let (W, ∂W, ω) be symplectic with stable Hamiltonian boundary
(unionsq
i
S1×Σgi , cidt, volΣgi ). Let c be a set of constraints, consisting of simple orbits.
Let Γ be a set of punctures, split Γ = Γ±C ∪ Γ±U . Then
µ(c) = #ΓU −#ΓC (43)
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Proof. Recall that
µ(c) :=
∑
z∈Γ+
µCZ(γz + δz)−
∑
z∈Γ−
µCZ(γz − δz) (44)
(see Equation (7)), where
δz =
{
ε if z ∈ Γ±C
−ε if z ∈ Γ±U
(45)
Hence
µ(c) =
∑
z∈Γ+U
µCZ(γz−ε)+
∑
z∈Γ+C
µCZ(γz+ε)−
∑
z∈Γ−U
µCZ(γz+ε)−
∑
z∈Γ−C
µCZ(γz−ε) =
∑
z∈Γ+U
1 +
∑
z∈Γ+C
(−1)−
∑
z∈Γ−U
(−1)−
∑
z∈Γ−C
1 = #ΓU −#ΓC
Finally, we conclude by compputing the difference between self intersection
numbers in the constrained and unconstrained case. Denote by u ?U u the self
intersection number of a curve u where all the asymptotic orbits are considered
unconstrained. Analogously, u ?C u is the intersection number where all the
orbits are considered constrained.
Lemma A.3.4.
u ?U u = u ?C u+ #Γ (46)
Proof. We use Theorem A.1.2. Then
u?Uu−u?Cu = −
∑
z∈Γ±
∓α∓(γz∓ε)+
∑
z∈Γ±
∓α∓(γz±ε) = −
∑
z∈Γ±
0+
∑
z∈Γ±
1 = #Γ
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