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Einleitung
Entropiezahlen und Approximationsgro¨ßen sind reelle Zahlenfolgen, die Eigen-
schaften von Mengen bzw. Operatoren beschreiben. So sind die (a¨ußeren) Entro-
piezahlen einer Teilmenge A eines metrischen Raums (X, d) durch
εn(A) := inf
{
ε > 0 : ∃x1, . . . , xn : A ⊆
n⋃
i=1
Ud(xi, ε)
}
definiert. Und fu¨r einen linearen stetigen Operator T ∈ L(E,F ) wird εn(T ) :=
εn(T (UE)) gesetzt. Die Entropiezahlen konvergieren genau dann gegen Null, wenn
der Operator T kompakt ist. Das Konvergenzverhalten dieser Zahlenfolge kann
als Grad der Kompaktheit eines Operators aufgefaßt werden.
Entropiezahlen finden ihre Anwendung in der Analysis, Geometrie, Stochastik
und Approximationstheorie. Beispielsweise kann fu¨r T ∈ L(E,E) die Eigenwert-
folge λn(T ), die alle Eigenwerte mit algebraischer Vielfachheit und nach dem
absoluten Betrag geordnet entha¨lt, mit Hilfe der Entropiezahlen abgescha¨tzt wer-
den:
λn(T ) ≤
√
2 · ε2n−1(T ),
dabei wird auch ku¨rzer en(T ) := ε2n−1(T ) geschrieben.
Im Mittelpunkt der Arbeit stehen fu¨r 1 ≤ p ≤ 2 p-konvexe Hu¨llen von abza¨hlbar-
unendlichen Punktmengen in Hilbertra¨umen. Fu¨r eine solche Menge M = {xi :
i ∈ N} ⊆ H sei die p-konvexe Hu¨lle als Bild der Einheitskugel von `p unter dem
linearen stetigen Operator
T : `p → H : (ξi)∞i=1 7→
∞∑
i=1
ξixi
definiert. Ziel der Betrachtungen ist es, Zusammenha¨nge zwischen dem Aufbau
der Menge und gewissen Approximationsgro¨ßen ihrer p-konvexen Hu¨lle zu finden.
Genauer soll das Verhalten der sogenannten Gelfandzahlen der p-konvexen Hu¨lle
untersucht werden. Fu¨r T ∈ L(E,F ) sind diese durch
cn(T ) := inf {||T |M || : M ⊆ E ∧ codim(M) < n}
definiert.
Im weiteren sollen die Voraussetzungen verscha¨rft werden, das heißt, es soll eine
Zerlegung T = SDσ in einen linearen stetigen Operator S ∈ L(`p, H) und einen
Diagonaloperator Dσ : `p → `p mit monoton-fallender nichtnegativer Zahlenfolge
σ = (σi) geben.
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Ist p = 1 und fa¨llt σ logarithmisch, das heißt fu¨r ein α > 0 ist σi . (log(i+1))−α,
dann gibt es bereits von Carl, Kyrezi und Pajor ([CaKyPa]) bzw. im Grenzfall
α = 1/2 von Li und Linde ([LiLi]) die Abscha¨tzung
cn(T ) .
{
n−α , fu¨r 0 < α ≤ 1/2
n−1/2 · (log(n+ 1))1/2−α , fu¨r α ≥ 1/2
Fa¨llt dagegen σ polynomial (σi . i−α), dann ist nach [CaKyPa] cn(T ) . n−1/2−α.
Diese Abscha¨tzungen sind alle asymptotisch optimal.
Der allgemeine p-konvexe Fall (1 < p < ∞) ist bisher nicht betrachtet worden.
In dieser Arbeit werden die Fa¨lle 1 < p ≤ 2 untersucht. So gibt es asymptotisch
optimale Abscha¨tzungen sowohl fu¨r den polynomialen als auch fu¨r den logarith-
mischen Fall. Interessanterweise vereinfacht sich im logarithmischen Fall (σi .
(log(i + 1))−α) die Abscha¨tzung zu einer Ungleichung cn(T ) . (log(n + 1))−α,
wa¨hrend im polynomialen Fall (σi . i−α) nach der Gro¨ße von α differenziert
werden muß
cn(T ) .
{
n−
p′
2
·α , fu¨r α < 1− 1
p
n
1
2
− 1
p
−α , fu¨r α > 1− 1
p
Fu¨r den Grenzfall α = 1 − 1/p konnte keine Abscha¨tzung gefunden werden,
aufgrund der Optimalita¨tsbetrachtungen muß aber n−1/2 . cn(T ) gelten.
Im zweiten Teil werden die von Carl ([Ca1] bzw. [Ca4]) eingefu¨hrten Entropie-
moduli betrachtet. Da diese aus den Entropiezahlen abgeleitet werden, ko¨nnen
sie sowohl fu¨r Mengen als auch fu¨r Operatoren definiert werden. Steht also X
fu¨r eine Menge bzw. einen Operator, dann wird der n-te Entropiemodul als
gn(X) := infk∈N k
1
n · εk(X) definiert. Mit Hilfe der Entropiemoduli sind unter
anderem Volumenabscha¨tzungen mo¨glich, so gilt zum Beispiel fu¨r eine beliebige
beschra¨nkte Lebesgue-meßbare Teilmenge A eines Banachraums E die Unglei-
chung (volk(A)/ volk(UE))
1/k ≤ gk(A).
Fu¨r Diagonaloperatoren Dσ : `p → `p mit monoton-fallender nichtnegativer Zah-
lenfolge σ = (σi) ist bereits von Carl und Stephani ([CaSt]) die Abscha¨tzung(
k∏
i=1
σi
) 1
k
≤ gk(Dσ) ≤ 6 ·
(
k∏
i=1
σi
) 1
k
bekannt. Das Ziel ist es, eine Verallgemeinerung dieser Aussage fu¨r Diagonalope-
ratoren zwischen beliebigen Folgenra¨umen zu finden. Diese wird natu¨rlich von
dem Verha¨ltnis der Volumina der Einheitskugeln in den beiden Folgenra¨umen
abha¨ngen, das heißt es tritt der Faktor k
1
r := k
1
q
− 1
p auf.
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Es wird gezeigt, daß fu¨r einen solchen Diagonaloperator Dσ : `p → `q die
Abscha¨tzung nach unten folgendermaßen aussieht
k
1
r ·
(
k∏
i=1
σi
) 1
k
. gk(Dσ).
Bei der Abscha¨tzung nach oben muß zwischen zwei Fa¨llen unterschieden werden.
Auf der einen Seite ist fu¨r p ≤ q
gk(Dσ) ≤ 6 ·
(
k∏
i=1
σi
) 1
k
,
andererseits gilt fu¨r p > q
gk(Dσ) .
(
4 + 2 ·
∣∣∣∣(σi)∞i=k+1∣∣∣∣`r
σk
)
· k 1r ·
(
k∏
i=1
σi
) 1
k
.
Zu bemerken ist, daß in beiden Fa¨llen die Abscha¨tzungen nach oben und unten
nicht asymptotisch gleich sind. Es wird gezeigt, daß die Abscha¨tzung nach unten
asymptotisch optimal ist. Eine offene Frage ist, ob das auch fu¨r die Abscha¨tzungen
nach oben gilt.
Diese Aussage fu¨r Diagonaloperatoren la¨ßt sich auf Operatoren zwischen belie-
bigen Banachra¨umen verallgemeinern. Von Carl und Stephani ([CaSt]) existiert
die asymptotisch optimale Abscha¨tzung der Entropiemoduli durch die Approxi-
mationszahlen:
gk(T ) ≤ 10k ·
(
k∏
i=1
ai(T )
) 1
k
.
Die Frage ist nun, ob eine geringfu¨gige Vergro¨ßerung des Index der Entropiemo-
duli, eine Verbesserung des Vorfaktors 10k ermo¨glicht. So wird gezeigt werden,
daß fu¨r jedes 0 < ε ≤ 3
g(1+ε)·k(T ) . (1 + ε−4) ·
(
k∏
i=1
ti(T )
) 1
k
gilt, wobei ti(T ) die Folge der Tichomirovzahlen bezeichnet. Dies widerspricht
nicht der Optimalita¨t der vorhergehenden Abscha¨tzung, da der Vorfaktor ε−4 fu¨r
ε→ 0 gegen unendlich strebt.
Schließlich werden Entropiemoduli von 1-konvexen Hu¨llen von pra¨kompakten
Mengen in Banachra¨umen vom Typ p betrachtet. Fu¨r Entropiezahlen gibt es
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das folgende Ergebnis von Carl, Kyrezi und Pajor ([CaKyPa]) bzw. Creutzig und
Steinwart ([CrSt]): Ist A eine pra¨kompakte Menge in einem Banachraum vom
Typ p mit εn(A) . (log(n+ 1))−α, dann gilt
cn(T ) .

n−α , fu¨r 0 < α < 1/2
n−1/2 · log(n+ 1) , fu¨r α = 1/2
n−1/2 · (log(n+ 1))1/2−α , fu¨r α > 1/2
Ist nun die U¨bertragung der bekannten Aussagen fu¨r Entropiezahlen auf die
Entropiemoduli mo¨glich? Es wird gezeigt, daß die Entropiezahlen genau dann
asymptotisch logarithmisch fallen (εk(A) ³ (log(k+1))−α), falls sich die Entropie-
moduli gn(A) asymptotisch wie n
−α verhalten. Damit gilt fu¨r eine pra¨kompakte
Menge A in einem Banachraum vom Typ p, deren Entropiemoduli asymptotisch
polynomial fallen (gn(A) ³ n−α), daß
gn(acoA) .

n−α , fu¨r 0 < α < 1/p′
n
− 1
p′ · log(n+ 1) , fu¨r α = 1/p′
n
− 1
p′ · (log(n+ 1)) 1p′−α , fu¨r α > 1/p′
ist.
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1 Grundbegriffe
1.1 Ra¨ume
Falls nicht explizit etwas anderes vereinbart wird, bezeichnen im folgenden E und
F immer Banachra¨ume und H einen Hilbertraum. UE ist die abgeschlossene und◦
UE die offene Einheitskugel im Banachraum E.
Fu¨r zwei Banachra¨ume E und F wird der Raum der stetigen linearen Operatoren
zwischen ihnen mit L(E,F ) bezeichnet. Der Teilraum von L(E,F ), in welchem
die Operatoren zusa¨tzlich noch kompakt sind, wird mitK(E,F ) bezeichnet. Jeder
Operator soll im weiteren stetig und linear sein, auch wenn dies nicht explizit
angegeben ist.
Wichtige Vertreter von Banachra¨umen sind die Folgenra¨ume `p(I) (p ≥ 1), die
fu¨r eine endliche oder abza¨hlbar-unendliche Menge I aus allen p-summierbaren
Zahlenfolgen x = (ξi)i∈I bestehen, das heißt aus Folgen fu¨r die die Norm
||x||p :=
(∑
i∈I
|ξi|p
) 1
p
endlich ist. Ferner gibt es den Banachraum `∞(I) der beschra¨nkten Folgen mit
der Norm
||x||∞ := sup
i∈I
|ξi|.
Ist I = N wird die Indexmenge weggelassen. Ist I endlich und k die Kardinalita¨t
von I, dann wird auch `kp anstatt `p(I) geschrieben.
Zur Vermeidung aufwendiger Fallunterscheidungen soll in den weiteren Betrach-
tungen der Ausdruck 1∞ fu¨r 0 stehen.
Fu¨r 1 ≤ p ≤ ∞ bezeichnet p′ die Zahl, die den Ausdruck 1
p
+ 1
p′ = 1 erfu¨llt. Dann
gilt fu¨r 1 ≤ p <∞, daß `p′ der duale Raum von `p ist. (siehe [Pi1])
Die Folgenra¨ume lassen sich zu den Lorentzfolgenra¨umen verallgemeinern. Eine
Zahlenfolge geho¨rt zu dem Quasi-Banachraum `p,q (0 < p, q ≤ ∞), falls fu¨r die
dem Betrage nach monoton-fallende Umordnung x = (ξi) die Quasi-Norm
||x||`p,q :=

( ∞∑
i=1
(
i(1/p−1/q) · |ξi|
)q) 1q
, fu¨r 0 < p ≤ ∞ und 0 < q <∞
sup
i∈N
i1/p · |ξi| , fu¨r 0 < p ≤ ∞ und q =∞
endlich ist. Fu¨r 1 < p < ∞ und 1 ≤ q ≤ ∞ ist ||·||`p,q a¨quivalent zu einer Norm
(siehe [Pi1]), damit ist `p,q in diesem Fall ein Banachraum.
Diese Definition ist eine Verallgemeinerung der Folgenra¨ume, denn fu¨r 1 ≤ p ≤
∞ gilt `p = `p,p. Außerdem existiert auf diesen Ra¨umen eine lexikographische
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Ordnung, das heißt fu¨r q1 ≤ q2 ist `p,q1 ⊆ `p,q2 und fu¨r p1 < p2 ist `p1,q1 ⊆ `p2,q2
(siehe [Pi1] oder [CaSt]).
1.1. Definition. Sei 1 ≤ p, q ≤ ∞ und σ = (σi)∞i=1 eine reelle Zahlenfolge, dann
wird ein Operator
Dσ : `p → `q : (ξi)∞i=1 7→ (σiξi)∞i=1
als Diagonaloperator bezeichnet.
Jeder Diagonaloperator ist durch die Folge (σi)
∞
i=1 seiner Diagonalwerte eindeutig
bestimmt. In [Pi1] werden die Eigenschaften charakterisiert, die diese Zahlenfolge
erfu¨llen muß, damit der Diagonaloperator wohldefiniert ist:
1.2. Satz. Seien 1 ≤ p, q ≤ ∞ und eine Zahlenfolge σ = (σi)∞i=1 gegeben. Weiter
sei r so gewa¨hlt, daß 1
r
= max{1
q
− 1
p
, 0} ist. Dann bildet σ genau dann einen
Diagonaloperator von `p in `q, falls σ ∈ `r ist. Die Norm des von σ erzeugten
Diagonaloperators Dσ ist gleich ||σ||r.
Eine Zahlenfolge (ξi) ist asymptotisch kleiner als eine Zahlenfolge (ζi) (ξi . ζi),
wenn eine Konstante c > 0 exisitiert mit ξi ≤ c · ζi fu¨r alle i ∈ N. Sind die
beiden Zahlenfolgen sogar asymptotisch gleich ξi . ζi . ξi, dann wird ξi ³ ζi
geschrieben.
Ein Banachraum E hat die metrische Lifteigenschaft, wenn sich jeder Opera-
tor T , der von E in einen Quotientenraum F/F0 abbildet, fu¨r alle ε > 0 zu einer
Abbildung T˜ : E → F mit T = QFF0T˜ und ‖T˜‖ ≤ (1+ε)‖T‖ liften la¨ßt. Zum Bei-
spiel hat l1(I) fu¨r jede Indexmenge I die metrische Lifteigenschaft. (siehe [CaSt])
Umgekehrt hat ein Banachraum F die metrische Fortsetzungseigenschaft,
wenn fu¨r jeden Operator T , der von einem Raum E0 ⊆ E in F abbildet, eine
lineare stetige Fortsetzung T˜ : E → F mit ‖T‖ = ‖T˜‖ existiert. Der Raum l∞(I)
besitzt fu¨r alle Indexmengen I die metrische Fortsetzungseigenschaft. (verglei-
che [CaSt])
Abschließend noch einige Anmerkungen zu Abbildungen zwischen Ra¨umen. Eine
Injektion I : E → F heißt metrisch, wenn fu¨r jedes x ∈ E die Gleichung ||x|| =
||I(x)|| gilt. Ferner ist eine Surjektion S : E → F metrisch, falls S(
◦
UE) =
◦
UF
ist.
1.2 Entropiezahlen und Approximationsgro¨ßen
Fu¨r einen Operator T ∈ L(E,F ) ist die n-te (a¨ußere) Entropiezahl (n ∈ N)
definiert durch
εn(T ) := inf
{
ε > 0 : ∃x1, . . . , xn : T (UE) ⊆
n⋃
i=1
(xi + ε · UF )
}
.
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Ha¨ufiger werden im weiteren die dyadischen Entropiezahlen
en(T ) := ε2n−1(T )
gebraucht. Mit Hilfe der Entropiezahlen kann ferner der n-te Entropiemodul
definiert werden:
gn(T ) := inf
k∈N
k
1
n · εk(T ).
Weiterhin ko¨nnen fu¨r n ∈ N noch die Approximationszahlen
an(T ) := inf {||T − A|| : A ∈ L(E,F ) ∧ rank(A) < n}
definiert werden. Ferner gibt es die Gelfandzahlen
cn(T ) := inf
{∣∣∣∣TIEM ∣∣∣∣ : M ⊆ E ∧ codim(M) < n}
und die Kolmogorovzahlen
dn(T ) := inf
{∣∣∣∣QFNT ∣∣∣∣ : N ⊆ F ∧ dim(N) < n} ,
dabei ist IEM die natu¨rliche Einbettung von M in E und Q
F
N die Quotientenab-
bildung von F in F/N . Ist schließlich QE : `1(UE) → E : (xb)b∈UE 7→
∑
b∈UE xbb
die kanonische metrische Surjektion und JF : F → `∞(UF ′) : y 7→ ((y, b))b∈UF ′
die kanonische metrische Injektion, dann sind die Tichomirovzahlen definiert
durch
tn(T ) := an(JFTQE)
Die Beweise der folgenden Eigenschaften finden sich unter anderem in [CaSt],
[Pi1] oder [Pi2].
Der Operator T ist genau dann kompakt, wenn die Entropiezahlen gegen Null
konvergieren. Dasselbe gilt fu¨r die Gelfand-, die Kolmogorov- und die Tichomi-
rovzahlen. Durch betrachten des Konvergenzverhaltens dieser Zahlenfolgen, ist
es mo¨glich, einen Grad der Kompaktheit eines Operators einzufu¨hren.
Konvergieren die Approximationszahlen gegen Null, wird der Operator approxi-
mierbar genannt. Jeder approximierbare Operator ist kompakt. Umgekehrt gilt
diese Aussage im allgemeinen nicht (vgl. [En]).
1.3. Definition. Seien E, F , G und H Banachra¨ume, T, T1, T2 ∈ L(E,F ), S ∈
L(F,G) und R ∈ L(G,H). Dann ko¨nnen folgende Eigenschaften einigen oder
sogar allen obigen Zahlenfolgen zugeordnet werden
1. (Monotonie) Fu¨r alle s ∈ {ε, e, g, a, c, d, t} ist s1(T ) ≥ s2(T ) ≥ s3(T ) ≥
. . . ≥ 0 und s1(T ) = ||T ||.
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2. (Additivita¨t) Die Entropiezahlen erfu¨llen εkn(T1 + T2) ≤ εk(T1) + εn(T2),
wa¨hrend fu¨r alle s ∈ {e, a, c, d, t} die Ungleichung sk+n−1(T1+T2) ≤ sk(T1)+
sn(T2) gilt. Die Entropiemoduli sind nicht additiv.
Die schwache Additivita¨t besagt, daß sn(T1 + T2) ≤ sn(T1) + ||T2|| ist.
Damit gilt sie fu¨r alle s ∈ {ε, e, a, c, d, t}.
3. (Multiplikativita¨t) Hier mu¨ssen vier Fa¨lle unterschieden werden. Bei den
Entropiezahlen ist εkn(RS) ≤ εk(R)εn(S) und bei s ∈ {e, a, c, d} gilt die Un-
gleichung sk+n−1(RS) ≤ sk(R)sn(S), ferner ist gn(RS) ≤ gn(R)gn(S). Ein
Extrafall sind die Tichomirovzahlen, denn es gilt tk+n−1(RS) ≤ tk(R)dn(S)
und tk+n−1(RS) ≤ ck(R)tn(S).
4. (Idealeigenschaft) Die Idealeigenschaft oder auch schwache Multipli-
kativita¨t ist eine Folgerung aus Monotonie und Multiplikativita¨t. Sie gilt
fu¨r alle s ∈ {ε, e, a, c, d, t} und besagt sn(RST ) ≤ ||R|| · sn(S) · ||T ||.
5. (Rangeigenschaft) Die Rangeigenschaft sn(T ) = 0 ⇐⇒ rank(T ) < n
gilt fu¨r s ∈ {g, a, c, d, t}.
6. (normbestimmende Eigenschaft) Sei s ∈ {g, a, c, d, t} und dim(E) ≥ n,
dann ist sn(IE) = 1.
7. (Surjektivita¨t) Ist Q eine metrische Surjektion und s ∈ {ε, e, g, d, t}, dann
ist sn(TQ) = sn(T ). Die Gelfandzahlen sind nicht surjektiv.
8. (Injektivita¨t) Fu¨r jede metrische Injektion J gilt einerseits sn(JT ) =
sn(T ), falls s ∈ {c, t} ist, andererseits ist sn(T ) ≤ 2 · sn(JT ) ≤ 4 · sn(T ),
wenn s ∈ {ε, e, g} ist. Die letzte Ungleichung wird auch als schwache In-
jektivita¨t bezeichnet. Die Kolmogorovzahlen sind nicht injektiv.
Eine s-Zahlenfunktion ist eine Zahlenfolge, die monoton, schwach multiplika-
tiv und schwach additiv ist, außerdem erfu¨llt sie die Rangeigenschaft und die
normbestimmende Eigenschaft. s-Zahlenfunktionen sind additiv, wenn sie fu¨r
T1, T2 ∈ L(E,F ) der Ungleichung sk+n−1(T1+T2) ≤ sk(T1)+sn(T2) genu¨gen. Die
Approximationszahlen an, die Gelfandzahlen cn, die Kolmogorovzahlen dn und
die Tichomirovzahlen tn sind additive s-Zahlenfunktionen (vgl. [Pi2]).
Bei genauer Betrachtung der Definition der Entropiemoduli zeigt es sich, daß es
gar nicht notwendig ist, den Index auf die natu¨rlichen Zahlen zu beschra¨nken. So
kann ein kontinuierlicher Entropiemodul definiert werden: Sei ν eine positive
reelle Zahl, dann ist
gν(T ) := inf
k∈N
k
1
ν · εk(T ).
Welche Eigenschaften haben diese verallgemeinerten Entropiemoduli?
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Die Monotonie ist klar, wobei die Gleichung g1(T ) = ||T || schon von den ganz-
zahligen Entropiemoduli bekannt ist. Die Multiplikativita¨t, und damit auch die
Idealeigenschaft, folgt unmittelbar aus der Multiplikativita¨t der Entropiezahlen.
Analog u¨bertra¨gt sich die Surjektivita¨t und Injektivita¨t von den Entropiezahlen
auf die Entropiemoduli. Die Proposition 1.3.1 aus [CaSt] liefert die Rangeigen-
schaft. Diese besagt na¨mlich, daß ein Operator T ∈ L(E,F ) genau dann vom
Rang m > 0 ist, wenn es eine Konstante c > 0 gibt mit
c · k− 1m ≤ εk(T ) ≤ 4 · ||T || · k− 1m
fu¨r alle k ∈ N.
Sei ein beliebiges T ∈ L(E,F ) gegeben. Besitzt F die metrische Fortsetzungs-
eigenschaft, dann ist cn(T ) = an(T ). Hat andersherum E die metrische Liftei-
genschaft, dann ist dn(T ) = an(T ) (vgl. [CaSt]). Zwischen den Approximations-,
Gelfand- und Tichomirovzahlen gilt die Beziehung tn(T ) ≤ cn(T ) ≤ an(T ).
Fu¨r den dualen Operator gilt nach [Pi2]:
1.4. Satz. Fu¨r jeden Operator T : E → F zwischen Banachra¨umen E und F ist
cn(T
′) ≤ dn(T ) und dn(T ′) = cn(T ).
Ist T kompakt, dann ist sogar cn(T
′) = dn(T ).
Speziell fu¨r DiagonaloperatorenDσ : `p → `p gilt nach [Pi2] ti(Dσ) = ai(Dσ) = σi,
falls σ1 ≥ σ2 ≥ σ3 ≥ . . . ≥ 0 ist.
1.3 Interpolation
Zwei Quasi-Banachra¨ume E0 und E1 bilden ein Interpolationspaar {E0, E1},
wenn sie beide linear und stetig in einen linearen Hausdorffraum E eingebettet
sind. Die Ra¨ume E0 ∩ E1 mit der Quasi-Norm
||x||E0∩E1 := max{||x||E0 , ||x||E1}
und
E0 + E1 := {x ∈ E : ∃x0 ∈ E0, x1 ∈ E1 : x = x0 + x1}
mit der Quasi-Norm
||x||E0+E1 := inf{||x0||E0 + ||x1||E1 : x0 ∈ E0, x1 ∈ E1, x = x0 + x1}
sind ebenfalls Quasi-Banachra¨ume. Ein Zwischenraum E ist ein Quasi-Banach-
raum fu¨r den E0 ∩ E1 ⊆ E ⊆ E0 + E1 gilt.
Die Menge L({E0, E1}, {F0, F1}) umfaßt alle stetigen linearen Operatoren von
E0 + E1 in F0 + F1, deren Einschra¨nkungen auf Ei (fu¨r i = 0, 1) stetige Abbil-
dungen von Ei in Fi sind.
10
1.5. Definition. Eine Interpolationsmethode ist ein Funktor Φ, der zu jedem
Interpolationspaar {E0, E1} einen geeigneten Zwischenraum EΦ liefert, so daß die
Interpolationseigenschaft erfu¨llt ist:
Sei ein Operator T ∈ L({E0, E1}, {F0, F1}) gegeben, dann wird durch die Ein-
schra¨nkung von T auf EΦ ein Operator T ∈ L(EΦ, FΦ) induziert.
Ein Beispiel ist die reelle Interpolationsmethode. Sie liefert zu dem Interpolati-
onspaar {E0, E1} den Zwischenraum (E0, E1)ϑ,q (0 < ϑ < 1 und 0 < q ≤ ∞), der
aus allen x ∈ E0 + E1 besteht, fu¨r die
||x||ϑ,q :=

(∞∫
0
|τ−ϑ·K(τ,x)|q
τ
dτ
) 1
q
, fu¨r q <∞
sup
τ
τ−ϑ ·K(τ, x) , fu¨r q =∞
endlich ist, wobei K(τ, x) := inf{||x0||E0 + τ ||x1||E1 : x = x0 + x1} ist.
Wie sehen fu¨r konkrete Banachra¨ume diese Zwischenra¨ume aus? Fu¨r die Lorentz-
folgenra¨ume gilt nach [Pe]:
1.6. Satz. Seien 0 < ϑ < 1, 1 < p0 < p1 < ∞ und 1 ≤ q0, q1, q ≤ ∞. Dann gilt
fu¨r p mit 1
p
= 1−ϑ
p0
+ ϑ
p1
, daß
(`p0,q0 , `p1,q1)ϑ,q = `p,q
ist. Dabei darf auch p1 = q1 =∞ sein.
Sei 0 < p, q ≤ ∞ gegeben, dann heißen die Elemente der Menge
L(s)p,q(E,F ) :=
{
S : E → F | ||(sn(S))∞i=1||`p,q <∞
}
Operatoren vom s-Typ `p,q. Fu¨r Operatoren vom s-Typ `p,∞ gilt (siehe [Ko¨]):
1.7. Satz. Sei s eine additive s-Zahlenfunktion. Ferner seien 0 < ϑ < 1 und
0 < p0 < p1 ≤ ∞ gegeben, außerdem p mit 1p = 1−ϑp0 + ϑp1 , dann ist(
L(s)p0,∞(E,F ),L
(s)
p1,∞(E,F )
)
ϑ,∞
⊆ L(s)p,∞(E,F ).
1.4 Volumenverha¨ltnisse in Folgenra¨umen
Fu¨r gewisse Abscha¨tzungen ist das Verha¨ltnis der Volumina der Einheitskugeln
zweier k-dimensionaler Folgenra¨ume `kp und `
k
q von Interesse. Wie ha¨ngt diese
Zahl von k, p und q ab?
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1.8. Lemma. Das Verha¨ltnis der Volumina der Einheitskugeln von `kp und `
k
q
(1 ≤ p, q ≤ ∞) la¨ßt sich folgendermaßen durch die Gammafunktion ausdru¨cken
volk(U`kp)
volk(U`kq )
=
Γ(1
p
+ 1)k · Γ(k
q
+ 1)
Γ(1
q
+ 1)k · Γ(k
p
+ 1)
.
Bemerkung. Genauer wird sogar gezeigt, daß
volk(U`kp) = 2
k · Γ(
1
p
+ 1)k
Γ(k
p
+ 1)
ist. Fu¨r p = 2 ist dies die Formel von Jacobi.
Beweis. Zuna¨chst soll das Volumen von U`kp (p <∞) iterativ bestimmt werden.
Dazu wird
U`kp =
{
x ∈ `kp : ||x||p ≤ 1
}
=
{
(ξ1, . . . , ξk) ∈ `kp :
k∑
i=1
|ξi|p ≤ 1
}
betrachtet. Wenn der Wert von ξk fixiert wird, dann kann die entstehende Menge
als Teilmenge von `k−1p aufgefaßt werden:{
(ξ1, . . . , ξk−1) ∈ `k−1p :
k−1∑
i=1
|ξi|p ≤ 1− |ξk|p
}
= (1− |ξk|p)
1
p · U`k−1p .
Das Volumen von U`kp ergibt sich somit als Integral u¨ber diese ”
Schnitte“
volk(U`kp) =
1∫
−1
volk−1
(
(1− |ξ|p) 1p · U`k−1p
)
dξ
=
1∫
−1
(1− |ξ|p) k−1p · volk−1
(
U`k−1p
)
dξ
= 2 · volk−1
(
U`k−1p
)
·
1∫
0
(1− ξp) k−1p dξ.
Iteration liefert nun
volk(U`kp) = vol1(U`1p) · 2k−1 ·
k∏
i=2
 1∫
0
(1− ξp) i−1p dξ
 .
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Um das Integral zu berechnen, wird ξp durch ζ substituiert
1∫
0
(1− ξp) i−1p dξ = 1
p
·
1∫
0
ζ−
p−1
p · (1− ζ) i−1p dζ
Dies entspricht gerade der Eulerschen Beta-Funktion, die sich wiederum durch die
Gamma-Funktion ausdru¨cken la¨ßt. Da außerdem vol1(U`1p) = 2 ist, gilt insgesamt
volk(U`kp) = 2
k ·
(
1
p
)k−1
·
k∏
i=2
Γ(1
p
)Γ( i−1
p
+ 1)
Γ( i
p
+ 1)
= 2k ·
(
1
p
· Γ
(
1
p
))k−1
· Γ(
1
p
+ 1)
Γ(k
p
+ 1)
= 2k · Γ(
1
p
+ 1)k
Γ(k
p
+ 1)
.
Schließlich ist noch volk(U`k∞) = 2
k, womit die Sonderfa¨lle p = ∞ bzw. q = ∞
abgedeckt sind. .
Dieses Resultat kann bis auf konstante Vorfaktoren durch eine Potenz von k
abgescha¨tzt werden.
1.9. Satz. Fu¨r 1 ≤ p, q ≤ ∞ gibt es Konstanten c1(p, q) und c2(p, q), die die
Ungleichung
c1(p, q) · k
1
q
− 1
p ≤
[
volk(U`kp)
volk(U`kq )
] 1
k
≤ c2(p, q) · k
1
q
− 1
p
fu¨r alle k ∈ N erfu¨llen.
Beweis. Nach der Stirlingschen Formel gibt es zu jeder Zahl 0 < x ∈ R ein
0 < ϑ(x) < 1, so daß
Γ(x+ 1) =
√
2pi · xx+ 12 · e−x · eϑ(x)12x
gilt. Das Einsetzen der Grenzen von ϑ(x) liefert die Ungleichung
(2pi)
1
2 · xx · x 12 · e−x ≤ Γ(x+ 1) ≤ (2pi) 12 · xx · x 12 · e−x · e 112x . (1.1)
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Wenn p und q kleiner als ∞ sind, kann damit das Volumenverha¨ltnis nach oben
abgescha¨tzt werden:
[
volk(U`kp)
volk(U`kq )
] 1
k
=
[
Γ(1
p
+ 1)k · Γ(k
q
+ 1)
Γ(1
q
+ 1)k · Γ(k
p
+ 1)
] 1
k
≤
(2pi)
k
2 ·
(
1
p
) k
p ·
(
1
p
) k
2 · e− kp · e kp12 · (2pi) 12 ·
(
k
q
) k
q ·
(
k
q
) 1
2 · e− kq · e q12k
(2pi)
k
2 ·
(
1
q
) k
q ·
(
1
q
) k
2 · e− kq · (2pi) 12 ·
(
k
p
) k
p ·
(
k
p
) 1
2 · e− kp

1
k
=
[
k
k
q
− k
p · q k−12 · p− k−12 · e kp12 · e q12k
] 1
k
=k
1
q
− 1
p ·
(
q
p
) k−1
2k
· e p12 · e q12·k2 .
(1.2)
Die Abscha¨tzung nach unten la¨uft analog ab:[
volk(U`kp)
volk(U`kq )
] 1
k
≥ k 1q− 1p ·
(
q
p
) k−1
2k
· e− q12 · e− p12·k2 . (1.3)
Mit Hilfe der Ungleichung
min
{
1,
(
q
p
) 1
2
}
≤
(
q
p
) k−1
2k
≤ max
{
1,
(
q
p
) 1
2
}
folgt aus den Ungleichungen (1.2) und (1.3):
min
{
1,
(
q
p
) 1
2
}
· e− p+q12 · k 1q− 1p ≤
[
volk(U`kp)
volk(U`kq )
] 1
k
≤ max
{
1,
(
q
p
) 1
2
}
e
p+q
12 · k 1q− 1p ,
das heißt die Konstanten c1 = min{1,
√
q/p}·e− p+q12 und c2 = max{1,
√
q/p}·e p+q12
liefern fu¨r den Fall 1 ≤ p, q <∞ die Aussage des Satzes.
In den Fa¨llen p = ∞ bzw. q = ∞ liefert die Stirlingsche Formel (1.1) folgende
Ungleichungen
( q
2pi
) k−1
2k · e− q12 · k 12k · k 1q ≤
[
volk(U`kp)
volk(U`kq )
] 1
k
≤
( q
2pi
) k−1
2k · e q12·k2 · k 12k · k 1q
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bzw.(
2pi
p
) k−1
2k
· e− p12·k2 · k− 12k · k− 1p ≤
[
volk(U`kp)
volk(U`kq )
] 1
k
≤
(
2pi
p
) k−1
2k
· e p12 · k− 12k · k− 1p .
Analog dem ersten Fall ko¨nnen die Vorfaktoren so abgescha¨tzt werden, daß sie un-
abha¨ngig von k sind. So sind im Fall p =∞ die Konstanten c1 = min{1,
√
q/2pi}·
e−
q
12 und c2 = max{1,
√
q/2pi} ·e q12 ·e 12e eine geeignete Wahl. Und fu¨r q =∞ sind
c1 = min{1,
√
2pi/p} · e− p12 · e− 12e und c2 = max{1,
√
2pi/p} · e p12 Konstanten, die
die Behauptung erfu¨llen. .
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2 Gelfandzahlen p-konvexer Hu¨llen von Punkt-
mengen
Es sollen p-konvexe Hu¨llen (1 ≤ p < ∞) von abza¨hlbar-unendlichen Punktmen-
gen in einem beliebigen Hilbertraum H betrachtet werden. Konkret werden in
dieser Arbeit die Fa¨lle 1 < p ≤ 2 untersucht. Ist M = {xi : i ∈ N} eine solche
Punktmenge, dann ist die p-konvexe Hu¨lle definiert durch
cop (M) :=
{
n∑
i=1
ξixi :
n∑
i=1
|ξi|p ≤ 1 ∧ n ∈ N
}
.
Fu¨r p = 1 ist das die
”
normale“ konvexe Hu¨lle. Diese Definition wird im folgenden
nicht benutzt, stattdessen wird das Bild der Einheitskugel von `p unter dem
Operator
T : `p → H : (ξi)∞i=1 7→
∞∑
i=1
ξixi
untersucht. Dies ist ausreichend, denn aufgrund der Inklusion
cop (M) ⊆ T (U`p) ⊆ cop (M)
sind die Entropiezahlen von cop (M) und T gleich. In den weiteren Betrachtungen
soll fu¨r den Operator T eine Zerlegung
T = SDσ
in einen Diagonaloperator Dσ : `p → `p mit nichtnegativer Zahlenfolge σ = (σi)
und einen linearen stetigen Operator S : `p → H existieren.
Wie verhalten sich die Gelfandzahlen der p-konvexen Hu¨lle bzw. des Operators
T in Abha¨ngigkeit vom Verhalten des Diagonaloperators Dσ?
Fa¨llt σ polynomial (σi . i−α fu¨r ein α > 0), dann gilt fu¨r die p-konvexe Hu¨lle
(1 ≤ p ≤ 2):
ck(T ) .
{
k−
p′
2
·α , fu¨r α < 1− 1
p
k
1
2
− 1
p
−α , fu¨r α > 1− 1
p
fu¨r alle k ∈ N. Der Fall p = 1 wurde in [CaKyPa] gezeigt. Fu¨r 1 < p ≤ 2 wird
dies im folgenden bewiesen.
Fa¨llt σ hingegen logarithmisch, gibt es also eine Konstante α > 0 fu¨r die σi .
(log(i+ 1))−α ist, dann muß zwischen zwei Fa¨llen unterschieden werden. Einer-
seits gilt nach [CaKyPa] bzw. [LiLi] fu¨r die 1-konvexe Hu¨lle, daß
ck(T ) .
{
k−α , fu¨r α ≤ 1
2
k−
1
2 · (log(k + 1)) 12−α , fu¨r α ≥ 1
2
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ist. Andererseits wird gezeigt, daß fu¨r die p-konvexe Hu¨lle im Fall 1 < p ≤ 2
ck(T ) . (log(k + 1))−α
gilt. Diese schwache Aussage ist dennoch optimal, wie in Proposition 2.18 bewie-
sen wird.
2.1 Der polynomiale Fall
Im Mittelpunkt steht der Beweis der folgenden Aussage.
2.1. Satz. Seien ein Hilbertraum H und fu¨r 1 ≤ p ≤ 2 ein Operator T von
`p in H gegeben, so daß eine Zerlegung T = SDσ in einen Diagonaloperator
Dσ : `p → `p mit σi ≥ 0 und einen linearen stetigen Operator S : `p → H
existiert. Gibt es eine Konstante α > 0, so daß σi . i−α ist, dann gilt
ck(T ) .
{
k−
p′
2
·α , fu¨r α < 1− 1
p
k
1
2
− 1
p
−α , fu¨r α > 1− 1
p
fu¨r alle k ∈ N.
Die Abscha¨tzungen in diesem Satz sind optimal:
2.2. Proposition. Fu¨r 1 ≤ p ≤ 2 und α > 0 gibt es einen Operator T : `p → `2,
der sich, wie im Satz gefordert, zerlegen la¨ßt und fu¨r den
ck(T ) &
{
k−
p′
2
·α , fu¨r α < 1− 1
p
k
1
2
− 1
p
−α , fu¨r α > 1− 1
p
gilt.
Vor dem Beweis des Satzes zuna¨chst einige vorbereitende Definitionen und Sa¨tze.
2.3. Definition. Ein beliebiger Banachraum E ist vom Typ p, wenn eine Kon-
stante c > 0 existiert, so daß fu¨r alle endlichen Tupel (xi)
n
i=1 von Elementen aus
E
1∫
0
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
ri(t) · xi
∣∣∣∣∣
∣∣∣∣∣ dt ≤ c ·
(
n∑
i=1
||xi||p
) 1
p
ist. Dabei sind ri(t) := sgn(sin 2
ipit) die Rademacher Funktionen. Gegebenfalls
wird das Infimum aller dieser Konstanten c die Typ p Konstante von E genannt
und mit τp(E) bezeichnet.
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2.4. Bemerkung. Der Folgenraum `p hat fu¨r 1 ≤ p ≤ 2 den Typ p und fu¨r 2 ≤
p <∞ den Typ 2. (siehe zum Beispiel [DiJaTo])
2.5. Definition. Seien E und F Banachra¨ume. Ein Operator T : E → F heißt
absolut p-summierend, falls ein c ≥ 0 existiert mit der Eigenschaft, daß fu¨r
beliebige {x1, . . . , xn} ⊆ E(
n∑
i=1
||T (xi)||p
) 1
p
≤ c · sup
||a||≤1
(
n∑
i=1
|〈xi, a〉|p
) 1
p
.
Gegebenenfalls wird das Infimum u¨ber alle mo¨glichen Konstanten c die absolut
p-summierende Konstante pip(T ) genannt.
2.6. Definition. Sei F ein Banachraum und T : `n2 → F ein linearer stetiger
Operator, dann ist die l-Norm definiert durch
l(T ) :=
∫
Rn
||T (x)||2 dγn(x)
 12 .
Dabei ist γn das Maß der Gaußschen Standard-Normalverteilung auf Rn. Diese
Definition kann auf jeden beliebigen linearen stetigen Operator T : E → F
erweitert werden:
l(T ) := sup {l(Tu)| u : `n2 → E mit ||u|| ≤ 1 ∧ n ∈ N} .
Die l-Norm und die absolut p-summierende Konstante pip erfu¨llen die Idealeigen-
schaft (vergleiche unter anderem [LiPi], [Pi2] bzw. [ToJa]), das heißt:
Sind v : E → F , u : F → F0 und w : E0 → E fu¨r beliebige Banachra¨ume E0 und
F0 gegeben, dann ist
l(uvw) ≤ ||u|| · l(v) · ||w|| bzw. pip(uvw) ≤ ||u|| · pip(v) · ||w|| .
Mit diesen Grundlagen lassen sich die folgenden Sa¨tze formulieren. Zuna¨chst eine
Abscha¨tzung aus [PaTo2] in der Pra¨zisierung von [Go]
2.7. Satz. Seien ein Banachraum E und ein Operator T : E → `2 gegeben, dann
ist
sup
1≤k
k
1
2 ck(T ) ≤
√
2 · l(T ′).
In [CaPa] wird aus diesem Satz der folgende abgeleitet.
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2.8. Satz. Seien E und F Banachra¨ume, wobei E ′ vom Typ 2 sein soll. Dann
gilt fu¨r jeden Operator T : E → F die Ungleichung
sup
1≤k
k
1
2 ck(T ) ≤ c · τ2(E ′)pi2(T ),
wobei c eine universelle Konstante ist.
Das Little Grothendieck Theorem (siehe [Gr]) besagt:
2.9. Satz. Jeder Operator T : `1 → `2 ist absolut 2-summierend und
pi2(T ) ≤ c · ||T ||
fu¨r eine universelle Konstante c.
Fu¨r den Beweis des Falles α > 1 − 1
p
wird noch folgende Aussage gebraucht
(siehe [Ca5] bzw. [Ca6]).
2.10. Satz. Seien 1 ≤ p ≤ ∞, 0 < q < p′ und 0 < t ≤ ∞ beliebig gewa¨hlt. Au-
ßerdem sei Dσ : `p → `1 ein Diagonaloperator mit σ = (σi)∞i=1 ∈ `q,t. Desweiteren
seien ein Hilbertraum H und ein Operator T ∈ L(`1, H) gegeben. Dann ist
(en(TDσ))
∞
n=1 ∈ `s,t fu¨r
1
s
=
1
p
+
1
q
− 1
2
.
Schließlich lassen sich nach The´ore`me A aus [PaTo1] die Gelfandzahlen in geeig-
nete Verbindung zu den dyadischen Entropiezahlen bringen.
2.11. Satz. Fu¨r jedes α > 1
2
existiert eine Konstante c(α), welche fu¨r alle kom-
pakten Operatoren T : E → `2 die Ungleichung
sup
1≤k
kα · ck(T ) ≤ c(α) · sup
1≤k
kα · ek(T )
erfu¨llt.
Beweis von Satz 2.1. Im Fall α < 1− 1
p
muß p > 1 sein, da α > 0 ist.
Sei zuna¨chst (σi)
∞
i=1 ∈ `p′ , dann la¨ßt sich der Operator Dσ in den Diagonalope-
rator D1 : `p → `1 : (ξi) 7→ (σiξi) und die Identita¨t I : `1 → `p zerlegen. Aus
Satz 2.8 folgt
ck(T ) = ck(SID1) ≤ c1 · τ2(`p′) · k− 12 · pi2(SID1).
Wegen Satz 2.9 und der Idealeigenschaft von pi2 ist
pi2(SID1) ≤ pi2(SI) · ||D1|| ≤ c2 · ||SI|| · ||D1|| ,
und damit gilt schließlich ck(T ) ≤ c3 · k− 12 .
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Sei jetzt φ : `∞ → L(c)∞,∞(`p, H) der Operator, der eine Zahlenfolge (σ˜i)∞i=1 ∈ `∞
auf den Operator
SD˜ ∈ L(c)∞,∞(`p, H)
abbildet, wobei D˜ : `p → `p der von (σ˜i)∞i=1 erzeugte Diagonaloperator ist. Wie
oben gezeigt wurde ist
φ(`p′) ⊆ L(c)2,∞(`p, H),
daher gilt sogar
φ ∈ L
(
{`p′ , `∞}, {L(c)2,∞(`p, H),L(c)∞,∞(`p, H)}
)
.
Sei nun 0 < ϑ < 1 so gewa¨hlt, daß α = 1−ϑ
p′ ist. Dann wird mit Hilfe der reellen
Interpolation der Operator
φ : (`p′ , `∞)ϑ,∞ → (L(c)2,∞(`p, H),L(c)∞,∞(`p, H))ϑ,∞
induziert. Ferner gilt nach Satz 1.6:
(`p′ , `∞)ϑ,∞ = ` 1
α
,∞,
und nach Satz 1.7:
(L
(c)
2,∞(`p, H),L
(c)
∞,∞(`p, H))ϑ,∞ ⊆ L(c)2
1−ϑ ,∞
(`p, H) = L
(c)
2
p′·α ,∞
(`p, H).
Da φ
(
(σi)
∞
i=1
)
= T ist, liefert dies schließlich ck(T ) ≤ c · k− p
′
2
·α.
Analog zum Beweis des ersten Falles wird im Fall α > 1− 1
p
der Operator Dσ in
den Diagonaloperator D1 und die Identita¨t I zerlegt, sodaß nach Satz 2.10
ek(SID1) ≤ c1 · k−
1
p
−α+ 1
2
ist. Aufgrund der Voraussetzung α > 1 − 1
p
ist 1
p
+ α − 1
2
> 1
2
, damit ist aber
SID1 kompakt. Durch anwenden von Satz 2.11 ergibt sich nun die Ungleichung:
sup
1≤k
k
1
p
+α− 1
2 · ck(SID1) ≤ c2 · sup
1≤k
k
1
p
+α− 1
2 · ek(SID1) ≤ c1 · c2.
.
Jetzt soll zuna¨chst eine verallgemeinerte Optimalita¨tsabscha¨tzung bewiesen wer-
den, welche sowohl fu¨r den polynomialen als auch fu¨r den logarithmischen Fall
beno¨tigt wird. Folgende Ungleichung aus [Ca3] ist fu¨r die weiteren Betrachtungen
notwendig.
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2.12. Satz. Sei s ∈ {a, c, d, t}, dann gilt fu¨r jeden Operator T ∈ L(E,F ), jedes
n ∈ N und alle 0 < α <∞:
sup
1≤k≤n
kα · ek(T ) ≤ cα · sup
1≤k≤n
kα · sk(T ),
wobei cα nur von α abha¨ngt.
Daraus kann mit Hilfe einer Beweismethode aus [Ca5] bzw. ihrer Verallgemeine-
rung aus [St] gefolgert werden:
2.13. Lemma. Seien ein Operator T : E → F und nichtnegative Konstanten ν1
und ν2 gegeben, so daß ν1 + ν2 > 0 und cn(T ) . n−ν1(log(n+ 1))−ν2 . en(T ) ist.
Unter diesen Voraussetzungen gilt fu¨r n ∈ N
en(T ) ³ cn(T ) ³ n−ν1(log(n+ 1))−ν2 .
Beweis. Im weiteren sei ein beliebiges n ∈ N fest vorgegeben.
Nach Voraussetzung gibt es Konstanten c1 und c2, so daß c1 ·n−ν1(log(n+1))−ν2 ≤
en(T ) und cn(T ) ≤ c2 ·n−ν1(log(n+1))−ν2 gilt. Da fu¨r ν := 2 ·ν1+ν2 der Ausdruck
kν · k−ν1(log(k + 1))−ν2 monoton wachsend ist, folgt aus Satz 2.12:
c1 · nν−ν1(log(n+ 1))−ν2 ≤ sup
1≤k≤n
kν · ek(T ) ≤
≤ cν · sup
1≤k≤n
kν · ck(T ) ≤ cν · c2 · nν−ν1(log(n+ 1))−ν2 .
Woraus sich unmittelbar en(T ) ³ n−ν1(log(n+ 1))−ν2 ergibt.
Fu¨r ein beliebiges m ∈ N gilt:
c1 · (mn)ν−ν1(log(mn+ 1))−ν2 ≤ cν · sup
1≤k≤mn
kν · ck(T )
≤ cν · sup
1≤k≤n
kν · ck(T ) + cν · sup
n≤k≤mn
kν · ck(T )
≤ cνc2 · nν−ν1(log(n+ 1))−ν2 + cν · (mn)ν · cn(T ).
Sei jetzt m ∈ N so gewa¨hlt, daß m > (2 · c2 · cν · 2ν2 · c−11 )
1
ν1+ν2 ist. Dann gilt fu¨r
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alle n ∈ N mit n ≥ m− 1
cn(T ) ≥ c1
cν
· (mn)−ν1(log(mn+ 1))−ν2 − c2 ·m−ν · n−ν1(log(n+ 1))−ν2
≥
(
c1
cν
·m−ν1(log(m) + log(n+ 1))−ν2 − c2 ·m−ν(log(n+ 1))−ν2
)
· n−ν1
≥
(
c1
cν
·m−ν1 · (2 · log(n+ 1))−ν2 − c2 ·m−ν(log(n+ 1))−ν2
)
· n−ν1
=
(
c1
cν
· 2−ν2 − c2 ·m−ν1−ν2
)
·m−ν1 · n−ν1(log(n+ 1))−ν2
>
(
c1
cν
· 2−ν2 − c1
2 · cν · 2
−ν2
)
·m−ν1 · n−ν1(log(n+ 1))−ν2 .
Das heißt mit einem entsprechend gewa¨hlten c′ > 0 gilt fu¨r alle n ∈ N
cn(T ) ≥ c′ · n−ν1(log(n+ 1))−ν2 .
.
Nun soll ein Operator konstruiert werden, der bestimmte Abscha¨tzungen der
Gelfandzahlen optimal erfu¨llt. Der Beweis des Theorems 1.1. aus [BeDo] besagt:
2.14. Satz. Sei 2 < s < ∞. Dann gibt es Konstanten c1 und c2, die nur von
s abha¨ngen, so daß fu¨r jede positive natu¨rliche Zahl n und fu¨r m :=
[
n
s
2
]
eine
isomorphe Einbettung Tn : `
n
2 → `ms mit ||Tn|| ≤ c1 und ||T−1n || ≤ c2 existiert.
Weitergehend kann gezeigt werden:
2.15. Lemma. Sei T : E → F ein injektiver Operator und T−1 : T (E) → E
sein Linksinverses, außerdem gebe es Konstanten c1 und c2 mit ||T || ≤ c1 und
||T−1|| ≤ c2. Dann ist T ′ eine Surjektion mit der Eigenschaft
1
c2
· UE′ ⊆ T ′(UF ′) ⊆ c1 · UE′ .
Beweis. Sei a ∈ E ′ gegeben, dann ist fu¨r die Surjektivita¨t von T ′ zu zeigen,
daß es ein b ∈ F ′ gibt mit T ′(b) = a. Nach dem Hahn-Banach-Theorem kann
bˆ := aT−1 ∈ (T (E))′ zu b ∈ F ′ fortgesetzt werden. Dabei ist b|T (E) = bˆ und
‖b‖ = ‖bˆ‖, das heißt T ′b = bT = bˆT = aT−1T = a.
Ist nun a ∈ 1/c2 · UE′ gegeben, dann existiert nach obiger Vorgehensweise ein
b ∈ F ′. Und aus ‖b‖ = ‖bˆ‖ ≤ ‖a‖·‖T−1‖ ≤ 1 ergibt sich unmittelbar b ∈ UF ′ . Die
andere Inklusion folgt sofort aus der Gleichheit ‖T‖ = ‖T ′‖, damit ist na¨mlich
‖T ′‖ ≤ c1 bzw. T ′(UF ′) ⊆ c1 · UE′ . .
Unter Zuhilfenahme dieser Aussagen kann nun folgender Satz gezeigt werden.
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2.16. Satz. Seien nichtnegative Konstanten ν1 und ν2 mit ν1 + ν2 > 0 und die
Funktion δ : R+ → R+ : x 7→ x−ν1(log(x+ 1))−ν2 gegeben.
Außerdem soll fu¨r jeden Diagonaloperator Dσ : `p → `p mit 0 ≤ σi . δ(i2/p′) und
jeden linearen stetigen Operator S : `p → `2, die Abscha¨tzung cn(SDσ) . δ(n)
gelten.
Dann gibt es einen Operator T : `p → `2, der sich genauso zerlegen la¨ßt (T =
SDσ) und fu¨r den cn(T ) ³ δ (n) gilt.
Beweis. Wird m(n) := [2n·p
′/2] fu¨r n ∈ N gesetzt, dann existiert nach Satz 2.14
und Lemma 2.15 fu¨r jedes n ∈ N eine Surjektion Sn : `m(n)p → `2n2 , welche fu¨r
zwei geeignete Konstanten c1 und c2 die Eigenschaft
c1 · U`2n2 ⊆ Sn
(
U
`
m(n)
p
)
⊆ c2 · U`2n2 (2.1)
erfu¨llt. Daraus kann ein Operator T : `p → `2 konstruiert werden:
T :=
∞⊕
n=1
δ
(
2n−1
) · Sn.
Um die Zerlegung von T zu erhalten, wa¨hlt man S : `p → `2 als
S :=
∞⊕
n=1
Sn
und den Diagonaloperator Dσ : `p → `p mit
Dσ :=
∞⊕
n=1
δ
(
2n−1
) · id
`
m(n)
p →`m(n)p . (2.2)
Nach (2.1) ist fu¨r alle n ∈ N ||Sn|| ≤ c2, das heißt ||S|| ≤ c2.
Fu¨r ein beliebiges festes i soll als na¨chstes σi nach oben abgescha¨tzt werden. Nach
Gleichung (2.2) gibt es ein j ∈ N mit:
σi = δ
(
2j−1
)
und
j−1∑
n=1
m(n) < i ≤
j∑
n=1
m(n).
Damit kann j nach unten durch i abgescha¨tzt werden, denn aus
i ≤
j∑
n=1
m(n) ≤
j∑
n=1
2
p′
2
·n =
2
p′
2
2
p′
2 − 1
·
(
2
p′
2
·j − 1
)
=: c3 ·
(
2
p′
2
·j − 1
)
folgt unmittelbar j ≥ 2
p′ ·log2
(
i
c3
+ 1
)
. Woraus sich aufgrund der Definition von δ
σi = δ
(
2j−1
) ≤ δ(1
2
·
(
i
c3
+ 1
) 2
p′
)
≤ δ
(
1
2
· c−
2
p′
3 · i
2
p′
)
. δ
(
i
2
p′
)
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ergibt. Damit gilt nach Voraussetzung
ck(T ) . δ (k) (2.3)
fu¨r alle k ∈ N.
Mit Hilfe von (2.1) kann der Beweis der zweiten Ungleichung gefu¨hrt werden.
Durch betrachten der Volumina ergibt sich ek(I`k2 ) ≥ 12 . Somit gilt fu¨r jedes k ∈ N
e2k(T ) ≥ e2k(δ
(
2k−1
) · Sk)
≥ δ (2k−1) · c1 · e2k(I`2k2 )
≥ c1
2
· δ (2k−1) ,
deshalb ist
ek(T ) ≥ ek+1(T ) = e2log2(k+1)(T ) ≥
c1
2
· δ
(
1
2
· (k + 1)
)
≥ c1
2
· δ (k) .
Zusammen mit Ungleichung (2.3) kann nun Lemma 2.13 angewendet werden. .
Beweis von Proposition 2.2. Der Beweis des Falles α < 1 − 1/p ergibt sich
unmittelbar aus Satz 2.16, wenn ν1 := α · p′/2 und ν2 := 0 gesetzt wird.
Im Fall α > 1− 1
p
liefert die Wahl σi := i
−α einen Diagonaloperator Dσ : `p → `2.
Nach Satz 3.2 gibt es eine Konstante c, so daß
c · k 12− 1p ·
(
k∏
i=1
σi
) 1
k
≤ gk(Dσ)
ist. Das heißt fu¨r Dσ gilt
c · k 12− 1p ·
(
k∏
i=1
i−α
) 1
k
≤ inf
n∈Nn
1
k · εn(D).
Aus der konkreten Wahl n := 2k−1 folgt nun
ek(D) ≥ c · 2 1k−1 · k
1
2
− 1
p ·
(
k∏
i=1
i−α
) 1
k
≥ c′ · k 12− 1p ·
(
k∏
i=1
k−α
) 1
k
= c′ · k 12− 1p−α.
Diese Ungleichung ist zum Beispiel in [Ca2] zu finden. Ferner gilt nach Satz 2.1
ck(D) . k
1
2
− 1
p
−α. Damit kann schließlich fu¨r ν1 := 1p + α − 12 und ν2 := 0 das
Lemma 2.13 angewendet werden. .
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2.2 Der logarithmische Fall
Zuerst soll die logarithmische Abscha¨tzung fu¨r den Fall 1 < p ≤ 2 gezeigt werden.
2.17. Satz. Seien 1 < p ≤ 2 und der Operator T von `p in den Hilbertraum H
gegeben. Ferner soll eine Zerlegung T = SDσ in einen linearen stetigen Operator
S : `p → H und einen Diagonaloperator Dσ : `p → `p existieren, wobei es eine
Konstante α > 0 mit 0 ≤ σi . (log(i+ 1))−α geben soll. Dann ist
cn(T ) . (log(n+ 1))−α .
Beweis. Die Definition
Dn−1 : `p → `p : (ξi) 7→
{
σiξi , fu¨r i < n
0 , fu¨r i ≥ n
}
liefert einen Diagonaloperator vom Rang n−1. Also ist der Rang von A := SDn−1
kleiner als n, und es gilt
an(T ) ≤ ||T − A|| .
Außerdem ist nach Voraussetzung ||Dσ −Dn−1|| . (log(n+ 1))−α, sodaß insge-
samt gilt:
cn(T ) ≤ an(T ) ≤ ||SDσ − SDn−1|| . ||S|| · (log(n+ 1))−α .
.
Obwohl dies auf den ersten Blick nur eine schwache Abscha¨tzung ist, ist es nicht
mo¨glich, sie asymptotisch weiter zu verbessern:
2.18. Proposition. Sei 1 < p ≤ 2 und α > 0. Dann gibt es ein T : `p → `2, das
sich wie im Satz 2.17 zerlegen la¨ßt, so daß cn(T ) & (log(n+ 1))−α fu¨r alle n ∈ N
ist.
Beweis. Wird ν1 := 0 und ν2 := α gesetzt, dann la¨ßt sich Satz 2.16 anwenden.
Dabei ist nur zu beachten, daß fu¨r alle i ∈ N(
log(i
2
p′ + 1)
)−α
. (log(i+ 1))−α
gilt. .
Im logarithmische Fall fu¨r die 1-konvexe Hu¨lle muß nach der Gro¨ße von α un-
terschieden werden. Im Fall α 6= 1
2
wurden die entsprechenden Ungleichungen
in [CaKyPa] bewiesen. Der Grenzfall α = 1
2
wurde dann in [LiLi] gezeigt. Diese
Aussage aus [LiLi] soll jetzt fu¨r den gesamten Beweis genutzt werden:
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2.19. Satz. Sei H ein Hilbertraum und T : `1 → H ein Operator fu¨r den eine
Zerlegung in einen Diagonaloperator Dσ : `1 → `1 mit nichtnegativer monoton-
fallender Zahlenfolge σ = (σi) und einen linearen stetigen Operator S : `1 → H
existiert. Dann gilt
(i) Ist die Folge (log(k + 1))
1
2 · σk monoton-fallend, dann existiert eine Kon-
stante c, so daß
c2n−1(T ) ≤ c · n− 12 · (log(n+ 1))
1
2 · σn.
(ii) Ist umgekehrt (log(k + 1))
1
2 ·σk monoton-wachsend, dann gibt es eine Kon-
stante c mit
cn(T ) ≤ c · σ2n−1.
2.20. Folgerung. Fu¨r die Wahl σn := (log(n+ 1))
−α folgt aus diesem Satz un-
mittelbar:
cn(T ) .
{
n−α , fu¨r 0 < α ≤ 1
2
n−
1
2 · (log(n+ 1)) 12−α , fu¨r α ≥ 1
2
Die Abscha¨tzungen in Folgerung 2.20 sind optimal:
2.21. Proposition. Fu¨r jedes α > 0 existiert ein Operator T : `1 → H, der
sich entsprechend Satz 2.19 in Dσ und S zerlegen la¨ßt. Fu¨r dieses T gilt σi .
(log(i+ 1))−α und
cn(T ) &
{
n−α , fu¨r 0 < α ≤ 1
2
n−
1
2 · (log(n+ 1)) 12−α , fu¨r α ≥ 1
2
Auf einen Hinweis von Prof. B. Carl la¨ßt sich der Beweis des obigen Satzes
aus [LiLi] verku¨rzen. Zuna¨chst soll eine Verallgemeinerung von Satz 2.7 bewiesen
werden. Dazu wird folgende Definition gebraucht.
2.22. Definition. Seien E und F Banachra¨ume und T : E → F ein Operator,
dann ist
an(T, l) := inf {l(T − A) : rank(A) < n} .
2.23. Lemma. Seien ein Banachraum E, ein Hilbertraum H und ein Operator
T : E → H gegeben, dann ist
k
1
2 · ck+n−1(T ) ≤
√
2 · an(T ′, l). (2.4)
Gibt es weiterhin einen Banachraum F und Operatoren R : E → F und S : F →
H mit T = SR, dann gilt fu¨r alle k, n ∈ N
k
1
2 · ck+n−1(SR) ≤
√
2 · l(S ′) · an(R). (2.5)
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Beweis. Sei zuna¨chst V ∈ L(H,E) ein beliebiger Operator. Ist J : E → E ′′ die
natu¨rliche Einbettung, das heißt fu¨r x ∈ E und y ∈ E ′ ist 〈J(x), y〉 := 〈y, x〉,
dann gilt V ′′ = JV . Also ist aufgrund der Idealeigenschaft l(V ) ≥ l(V ′′).
Im Fall l(V ) <∞ ist unter Beachtung von Satz 2.7 V ′ kompakt, und damit nach
Schauder auch V . Zusammen mit Satz 1.4 folgt
sup
1≤k
k
1
2dk(V ) = sup
1≤k
k
1
2 ck(V
′) ≤
√
2 · l(V ′′) ≤
√
2 · l(V ). (2.6)
Schließlich gilt die Aussage sup
1≤k
k
1
2dk(V ) ≤
√
2 · l(V ) auch fu¨r l(V ) =∞.
Fu¨r den Beweis der Ungleichung (2.4) sei nun ein Operator A : H → E ′ mit
rank(A) < n gegeben. Damit ist aufgrund der Rangeigenschaft der Kolmogorov-
zahlen
dk+n−1(T ′) ≤ dk(T ′ − A) + dn(A) = dk(T ′ − A).
Weiter ist nach (2.6)
k
1
2 · dk(T ′ − A) ≤
√
2 · l(T ′ − A).
Die Definition von an(T
′, l) und Satz 1.4 liefern schließlich
k
1
2 · ck+n−1(T ) = k 12 · dk+n−1(T ′) ≤
√
2 · an(T ′, l).
Um die Ungleichung (2.5) zu zeigen, sei ein Operator B : F ′ → E ′ mit rank(B) <
n gegeben. Jetzt ist
an(T
′, l) = an(R′S ′, l) = inf {l(R′S ′ − A) : rank(A) < n}
≤ l((R′ −B)S ′)
≤ ||R′ −B|| · l(S ′)
Aufgrund von Ungleichung (2.4) ist nur noch zu zeigen, daß an(R
′) ≤ an(R) ist:
Fu¨r jedes ε > 0 gibt es ein A : E → F mit rank(A) < n, so daß ||R− A|| ≤
an(R) + ε ist. Damit ist aber
an(R
′) ≤ ||R′ − A′|| = ||(R− A)′|| ≤ an(R) + ε.
.
Fu¨r den eigentlichen Beweis von Satz 2.19 wird noch folgender Satz aus [LiPi]
beno¨tigt.
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2.24. Satz. Sei ein Diagonaloperator Dσ : `∞ → `∞ gegeben, wobei die Folge
σ = (σi) nichtnegativ und monoton-fallend sein soll. Ist außerdem
% := sup
n∈N
(log(n+ 1))
1
2 · σn <∞,
dann gibt es eine Konstante c > 0, die nur von σ1 und % abha¨ngt, so daß l(Dσ) ≤ c
ist.
Beweis von Satz 2.19. Um (i) zu beweisen, wird Dσ in zwei Diagonalopera-
toren
D1 : `1 → `1 : (ξi) 7→
(
(log(i+ 1))
1
2 · σi · ξi
)
und
D2 : `1 → `1 : (ξi) 7→
(
(log(i+ 1))−
1
2 · ξi
)
zerlegt. Nach Lemma 2.23 ist
n
1
2 · c2n−1(SD2D1) ≤
√
2 · an(D1) · l(D′2S ′) ≤
√
2 · an(D1) · l(D′2) · ||S ′|| .
Da (log(n+ 1))
1
2 · σn nach Voraussetzung monoton-fallend ist, gilt
an(D1) ≤ (log(n+ 1))
1
2 · σn.
Vervollsta¨ndigt wird der Beweis durch Anwenden von Satz 2.24 auf den Operator
D′2 : `∞ → `∞, denn damit ist
n
1
2 · c2n−1(T ) ≤
√
2 · c · ||S|| · (log(n+ 1)) 12 · σn.
Fu¨r den Fall (ii) wird der Operator
D2n : `1 → `1 : (ξi) 7→
{
σiξi , fu¨r i ≤ 2n
0 , fu¨r i > 2n
}
durch die zwei Operatoren
D
(1)
2n : `1 → `1 : (ξi) 7→
{
(log(i+ 1))
1
2 · σiξi , fu¨r i ≤ 2n
0 , fu¨r i > 2n
}
und
D
(2)
2n : `1 → `1 : (ξi) 7→
{
(log(i+ 1))−
1
2 · ξi , fu¨r i ≤ 2n
0 , fu¨r i > 2n
}
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faktorisiert. Damit ist nun:
cn(T ) = cn(SDσ) = cn(S(Dσ −D2n) + SD2n) ≤ ||S|| · σ2n−1 + cn (SD2n) .
Weiter gilt
cn (SD2n) ≤ cn
(
SD
(2)
2n
)
·
∣∣∣∣∣∣D(1)2n ∣∣∣∣∣∣ ≤
≤ cn
(
SD
(2)
2n
)
· (log(2n + 1)) 12 · σ2n ≤ cn
(
SD
(2)
2n
)
· (n+ 1) 12 · σ2n .
Mit Hilfe von Satz 2.7 ist außerdem
n
1
2 · cn
(
SD
(2)
2n
)
≤
√
2 · l
((
D
(2)
2n
)′
S ′
)
≤
√
2 · l
((
D
(2)
2n
)′)
· ||S ′|| .
Nach Satz 2.24 ist schließlich l
((
D
(2)
2n
)′)
≤ c, woraus die Behauptung folgt. .
Abschließend soll noch die Optimalita¨t im 1-konvexen Fall bewiesen werden. Die
folgende Asymptotik ist aus [GaGl] bekannt.
2.25. Satz. Sei n ∈ N und k ≤ n, dann ist
ck(id : `
n
1 → `n2 ) ³

1 , fu¨r 1 ≤ k ≤ log n(
log(nk+1)
k
) 1
2
, fu¨r log n ≤ k ≤ n
Beweis von Proposition 2.21. Sei σn = (log(n+ 1))
−α wie in Folgerung 2.20
gewa¨hlt. Daraus ergibt sich der Diagonaloperator Dσ : `1 → `2. Betrachtet man
jetzt Dn,m : `
m−n
1 → `m−n2 : (ξi)m−ni=1 7→ (σi+n−1ξi)m−ni=1 , dann ist zuna¨chst
cn(D) ≥ cn(Dn,m) ≥ σm · cn(id : `m−n1 → `m−n2 ).
Seien m und n so gewa¨hlt, daß log(m− n) ≤ n ≤ m− n bzw. 2n ≤ m ≤ 2n + n
ist. Werden nun n und m− n in Satz 2.25 eingesetzt, dann folgt
cn(id : `
m−n
1 → `m−n2 ) ³
(
log
(
m
n
)
n
) 1
2
.
Die Wahl m := 2n liefert insgesamt
cn(D) ≥ c · σ2n · n− 12 ·
(
log
2n
n
) 1
2
≥ c′ · σ2n
≥ c′′ · n−α.
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Und fu¨r m := n2 + n ist
cn(D) ≥ c · σn2+n · n− 12 · (log(n+ 1))
1
2
≥ c′ · n− 12 · (log(n+ 1)) 12−α .
.
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3 Entropiemoduli
3.1 Diagonaloperatoren
Aus [CaSt] ist folgende Abscha¨tzung der Entropiemoduli von Diagonaloperatoren
bekannt
3.1. Satz. Fu¨r 1 ≤ p ≤ ∞ sei der Diagonaloperator Dσ : `p → `p die monoton-
fallende nichtnegative Zahlenfolge σ = (σi) gegeben, dann ist(
k∏
i=1
σi
) 1
k
≤ gk(Dσ) ≤ 6 ·
(
k∏
i=1
σi
) 1
k
fu¨r alle k ∈ N.
Im weiteren seien 1 ≤ p, q ≤ ∞ gegeben. Außerdem sei r so gewa¨hlt, daß 1
r
=
1
q
− 1
p
ist. Kann obiger Satz fu¨r wohldefinierte (vgl. Satz 1.2) Diagonaloperatoren
Dσ : `p → `q mit monoton-fallender nichtnegativer Zahlenfolge σ verallgemeinert
werden?
In Anlehnung an Beweismethoden aus [CaSt] kann gezeigt werden, daß folgendes
gilt:
3.2. Satz. Seien 1 ≤ p, q ≤ ∞ und 1
r
:= 1
q
− 1
p
vorgegeben. Ferner sei Dσ :
`p → `q ein Diagonaloperator mit monoton-fallender nichtnegativer Zahlenfolge
σ = (σi)
∞
i=1 gegeben. Dann gilt fu¨r alle k ∈ N, daß im Fall p ≤ q
c1(p, q) · k 1r ·
(
k∏
i=1
σi
) 1
k
≤ gk(Dσ) ≤ 6 ·
(
k∏
i=1
σi
) 1
k
ist. Und im umgekehrten Fall (p > q) folgt
c1(p, q) · k 1r ·
(
k∏
i=1
σi
) 1
k
≤ gk(Dσ) ≤
≤
(
4 + 2 ·
∣∣∣∣(σi)∞i=k+1∣∣∣∣r
σk
)
· c2(p, q) · k 1r ·
(
k∏
i=1
σi
) 1
k
.
Dabei ha¨ngen die Konstanten c1(p, q) und c2(p, q) nur von p und q ab.
3.3. Bemerkung. Die Abscha¨tzung nach unten ist asymptotisch optimal, denn
bei vorgegebenem α > max{1
r
, 0} gilt nach [Ca2] fu¨r den Diagonaloperator Dσ :
`p → `q mit σi = i−α, daß en(Dσ) . n 1r−α ist. Woraus gk(Dσ) . k 1r−α folgt.
Die Frage, ob die Abscha¨tzungen nach oben optimal sind, konnte nicht gekla¨rt
werden.
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Vor dem Beweis des Satzes soll zuna¨chst eine Abscha¨tzung fu¨r die Entropiezahlen
gezeigt werden, welche sich anschließend auf die Entropiemoduli u¨bertragen la¨ßt.
3.4. Lemma. Seien 1 ≤ p, q ≤ ∞ und 1
r
:= 1
q
− 1
p
gegeben. Dann gilt fu¨r den
wohldefinierten Diagonaloperator Dσ : `p → `q mit monoton-fallender nichtnega-
tiver Zahlenfolge σ = (σi), daß
sup
1≤k<∞
c1(p, q) · n− 1k · k 1r ·
(
k∏
i=1
σi
) 1
k
≤ εn(Dσ)
fu¨r alle n ∈ N ist. Dabei bezeichnet c1(p, q) die Konstante aus Satz 1.9.
Beweis. Die kanonische Injektion Ik : `
k
p → `p und die kanonische Projektion
Pk : `q → `kq haben beide Norm 1. Also erfu¨llt D(k)σ := PkDσIk die Ungleichung
εn(D
(k)
σ ) ≤ ||Pk|| · εn(Dσ) · ||Ik|| = εn(Dσ).
Daher genu¨gt es εn(D
(k)
σ ) nach unten abzuscha¨tzen. Sei dazu ε > εn(D
(k)
σ ) beliebig
aber fest vorgegeben, dann gibt es geeignete (ξi)
n
i=1, so daß
D(k)σ (U`kp) ⊆
n⋃
i=1
{
ξi + ε · U`kq
}
ist. Durch betrachten der Volumina folgt daraus unmittelbar:
σ1 · . . . · σk · volk(U`kp) ≤ n · εk · volk(U`kq ).
Das heißt fu¨r alle k ∈ N gilt
n−
1
k ·
[
volk(U`kp)
volk(U`kq )
] 1
k
·
(
k∏
i=1
σi
) 1
k
≤ ε.
Das Volumenverha¨ltnis la¨ßt sich nach Satz 1.9 durch c1(p, q) · k 1r abscha¨tzen.
Abschließend liefern der Grenzwertu¨bergang ε −→ εn(D(k)σ ) und die Ermittlung
des Supremums u¨ber alle 1 ≤ k <∞ schließlich
sup
1≤k<∞
c1(p, q) · n− 1k · k 1r ·
(
k∏
i=1
σi
) 1
k
≤ εn(Dσ).
.
Nun soll die eigentliche Abscha¨tzung der Entropiemoduli von Diagonaloperatoren
Dσ : `p → `q erfolgen.
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Beweis von Satz 3.2. Die Abscha¨tzungen nach unten folgen, indem die Un-
gleichung fu¨r Entropiezahlen aus Lemma 3.4 auf die Entropiemoduli u¨bertragen
wird. Nach diesem Lemma ist fu¨r alle n ∈ N
sup
1≤k<∞
c1(p, q) · n− 1k · k 1r ·
(
k∏
i=1
σi
) 1
k
≤ εn(Dσ),
das heißt aber fu¨r beliebige n und k aus N ist
c1(p, q) · k 1r ·
(
k∏
i=1
σi
) 1
k
≤ n 1k · εn(Dσ).
Die Bestimmung des Infimums u¨ber alle 1 ≤ n <∞ liefert schließlich
c1(p, q) · k 1r ·
(
k∏
i=1
σi
) 1
k
≤ inf
1≤n<∞
n
1
k · εn(Dσ) = gk(Dσ).
Die Abscha¨tzungen nach oben mu¨ssen fu¨r die beiden Fa¨lle einzeln bewiesen wer-
den. Im Fall p ≤ q wird I : `p → `q : (ξi) 7→ (ξi) die kanonische Einbettung
zwischen `p und `q betrachtet. Ferner sei D
(p)
σ : `p → `p : (ξi) 7→ (σiξi) der wohl-
definierte (vgl. Satz 1.2) Operator von `p in `p gegeben, so daß Dσ = ID
(p)
σ ist.
Aufgrund von Satz 3.1 ergibt sich
gk(Dσ) ≤ ||I|| · gk(D(p)σ ) ≤ 6 ·
(
k∏
i=1
σi
) 1
k
.
Im Fall p > q werden, wie im Beweis von Lemma 3.4, die kanonische Injektion
Ik : `
k
p → `p und die kanonische Projektion Pk : `q → `kq herangezogen, so daß
sich ein Operator D
(k)
σ := PkDσIk : `
k
p → `kq ergibt. Außerdem wird der Operator
Dk : `p → `q : (ξi) 7→
{
σiξi , fu¨r i ≤ k
0 , fu¨r i > k
}
gebraucht.
Weiterhin sei ein maximales System von Punkten (yi)
N
i=1 aus der Menge D
(k)
σ (U`kp)
mit ||yi − yj||q > 2 · σk fu¨r alle i 6= j gegeben. Da U`kq ⊆ U`kp ist, gilt die Inklusion
N⋃
j=1
{
yj + σk · U`kq
}
⊆ D(k)σ (U`kp) + σk · U`kp ⊆ 2 ·D(k)σ (U`kp).
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Dabei sind die Mengen {yj + σk · U`kq} (j = 1 . . . N) paarweise disjunkt, da||yi − yj||q > 2 · σk ist. Die Betrachtung der Volumina ergibt nun
N · σkk · volk(U`kq ) ≤ 2k · σ1 · . . . · σk · volk(U`kp). (3.1)
Wegen der Maximalita¨t der yj, bilden die Mengen {yj + 2σk · U`kq} (j = 1 . . . N)
eine U¨berdeckung von D
(k)
σ (U`kp). Da sich U`kq in U`q einbetten la¨ßt, bilden somit
die Mengen
{
yj + 2σkU`q
}
(j = 1 . . . N) eine U¨berdeckung von Dk(U`p). Fu¨r die
Entropiezahlen heißt das, daß εN(Dk) ≤ 2 ·σk ist. Nach Satz 1.2 ist ||Dσ −Dk|| =∣∣∣∣(σi)∞i=k+1∣∣∣∣r. Was insgesamt zu der Abscha¨tzung
εN(Dσ) ≤ ||Dσ −Dk||+ εN(Dk) ≤
∣∣∣∣(σi)∞i=k+1∣∣∣∣r + 2 · σk
fu¨hrt. Zusammen mit Ungleichung (3.1) und Satz 1.9 la¨ßt sich schließlich gk(Dσ)
folgendermaßen abscha¨tzen
gk(Dσ) ≤ N 1k · εN(Dσ)
≤ 2
σk
·
[
volk(U`kp)
volk(U`kq )
] 1
k
·
(
k∏
i=1
σi
) 1
k
· (∣∣∣∣(σi)∞i=k+1∣∣∣∣r + 2 · σk)
≤
(
4 + 2 ·
∣∣∣∣(σi)∞i=k+1∣∣∣∣r
σk
)
· c2(p, q) · k 1r ·
(
k∏
i=1
σi
) 1
k
.
Was das gewu¨nschte Ergebnis ist. .
3.2 Operatoren zwischen Banachra¨umen
Gibt es a¨hnliche Abscha¨tzungen, wie im vorigen Abschnitt fu¨r Diagonaloperato-
ren, auch fu¨r beliebige lineare stetige Operatoren zwischen Banachra¨umen?
Da beliebige Operatoren keine Diagonalwerte σi besitzen, muß eine geeignete
Verallgemeinerung gefunden werden. Eine Mo¨glichkeit ist es, die Diagonalwerte
durch die Approximationszahlen zu ersetzen. Diese Wahl ist insofern plausibel,
da fu¨r Diagonaloperatoren die n-te Approximationszahl gleich dem n-ten Diago-
nalwert ist.
Ist nun T ein beliebiger linearer stetiger Operator zwischen Banachra¨umen, dann
ist bereits aus [CaSt] die Abscha¨tzung
gk(T ) ≤ 10k ·
(
k∏
i=1
ai(T )
) 1
k
bekannt.
Zuerst soll gezeigt werden, daß der Vorfaktor 10k fu¨r diese Art der Abscha¨tzung
asymptotisch optimal ist.
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3.5. Satz. Es gibt Banachra¨ume E und F und ein T ∈ L(E,F ), so daß
k
2e
·
(
k∏
i=1
ai(T )
) 1
k
≤ gk(T )
gilt.
Beweis. Fu¨r den Operator Dσ : `∞ → `1 mit σi := 2−i sei
Di : `∞ → `1 : (ξ1, ξ2, . . . ) 7→ (σ1ξ1, . . . , σiξi, 0, 0, . . . )
die Einschra¨nkung auf die ersten i Einheitsvektoren. Aufgrund von Satz 1.2 folgt
ai(Dσ) ≤ ||Dσ −Di−1|| =
∣∣∣∣(2−j)∞j=i∣∣∣∣1 = ∞∑
j=i
2−j = 2−i+1 = 2 · σi.
Außerdem liefert der Beweis des Satzes 3.2[
volk(U`k∞)
volk(U`k1 )
] 1
k
·
(
k∏
i=1
σi
) 1
k
≤ gk(Dσ).
Nach Lemma 1.8 ist volk(U`k∞)/ volk(U`k1 ) = Γ(k + 1), was nach der Stirlingschen
Formel (siehe Ungleichung (1.1)) gro¨ßer als (k/e)k ist. Insgesamt folgt also
gk(Dσ) ≥ k
e
·
(
k∏
i=1
σi
) 1
k
≥ k
2e
·
(
k∏
i=1
ai(Dσ)
) 1
k
fu¨r alle k ∈ N. .
Es ist also im allgemeinen nicht mo¨glich, den Vorfaktor weiter zu verkleinern. Was
passiert, wenn der Index der Entropiemoduli geringfu¨gig vergro¨ßert wird? La¨ßt
sich dann der Vorfaktor verkleinern? Dies ist mo¨glich, wie im weiteren gezeigt
wird.
3.6. Satz. Sei T ein linearer stetiger Operator zwischen den Banachra¨umen E
und F , dann ist fu¨r jedes 0 < ε ≤ 3:
g(1+ε)·k(T ) ≤
(
c1 + c2 · (2 + 3ε)
2
ε4
)
·
(
k∏
i=1
ti(T )
) 1
k
.
Wobei c1 und c2 positive Konstanten sind.
Um den eigentlichen Beweis fu¨hren zu ko¨nnen, sind noch einige Vorbetrachtungen
notwendig.
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3.7. Definition. Da Entropiezahlen nur fu¨r positive natu¨rliche Zahlen definiert
sind, wird die Funktion
[[x]] :=
{
k , fu¨r k ≤ x < k + 1 (k ∈ N)
1 , fu¨r x < 1
beno¨tigt.
3.8. Bemerkung. Fu¨r jedes x > 0 gilt die Ungleichung x
2
≤ [[x]] < x + 1. Ist x
gro¨ßer als 1
2
, dann ist die Abscha¨tzung [[x]] < 2 · x richtig. Schließlich gilt fu¨r alle
x ≥ 1 sogar [[x]] ≤ x bzw. allgemeiner (fu¨r beliebige x) formuliert [[x]] ≤ max{1, x}.
Die Ganzzahlfunktion, welche die na¨chstkleinere ganze Zahl liefert, wird im wei-
teren wie u¨blich mit [·] : R→ R bezeichnet.
Wichtig fu¨r die weiteren Ausfu¨hrungen ist der folgende Satz aus [Ps].
3.9. Satz. Fu¨r jedes α > 1
2
gibt es eine Konstante C(α), so daß fu¨r jeden n-
dimensionalen normierten Raum E ein Isomorphismus u : `n2 → E existiert
mit
max{dk(u), ck(u−1)} ≤ C(α) ·
(n
k
)α
fu¨r 1 ≤ k ≤ n. Aufgrund der Rangeigenschaft der ck und dk gilt diese Ungleichung
sogar fu¨r alle k ∈ N. Außerdem gibt es eine weitere Konstante C1(α), womit die
Ungleichung
max{ek(u), ek(u−1)} ≤ C1(α) ·
(n
k
)α
fu¨r alle k ∈ N gilt.
Bemerkung. Im weiteren wird dieser Satz immer mit α = 1 angewandt.
3.10. Lemma. Seien Banachra¨ume E und F und ein linearer stetiger Operator
T ∈ L(E,F ) gegeben, dann ist fu¨r alle 0 < δ ≤ 1 und alle m ∈ N mit m ≥ 2
g(1+2δ)( mm−1)·k
(T ) ≤
(
c1 + c2 ·
(
1
δ
)2
·m2
)
·
(
k∏
i=1
ti(T )
) 1
k
.
Dabei sind c1 und c2 positive Konstanten.
Beweis. (unter Verwendung von Methoden aus [CaSt], [DeJu] und [CaMa])
Zur Vereinfachung der Schreibweise wird im weiteren α := m
m−1 gesetzt.
Seien ε > 0, die kanonische metrische Surjektion QE : `1(UE) → E und die
kanonische metrische Injektion JF : F → `∞(UF ′) gegeben. Dann existiert fu¨r
S := JFTQE ein Rˆ ∈ L(`1(UE), `∞(UF ′)) mit r := rank(Rˆ) < [αk], so daß∣∣∣∣∣∣S − Rˆ∣∣∣∣∣∣ ≤ (1 + ε) · a[αk](S) = (1 + ε) · t[αk](T ) (3.2)
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ist. Daher ist unter Ausnutzung der Injektivita¨t und Surjektivita¨t der Tichomi-
rovzahlen
ti(Rˆ) ≤
∣∣∣∣∣∣Rˆ− S∣∣∣∣∣∣+ ti(S) ≤ (1 + ε) · t[αk](T ) + ti(T ) ≤ (2 + ε) · ti(T ) (3.3)
fu¨r alle i ≤ [αk]. Aufgrund der Surjektivita¨t und der schwachen Injektivita¨t der
Entropiemoduli ist außerdem
g(1+2δ)αk(T ) ≤ 2 · g(1+2δ)αk(S). (3.4)
Sei X der Faktorraum `1(UE)/N(Rˆ) und Y der r-dimensionale Bildraum von Rˆ,
dann gibt es fu¨r die kanonische Projektion Q : `1(UE) → X und die kanonische
Injektion I : Y → `∞(UF ′) einen Operator R : X → Y mit Rˆ = IRQ. Fu¨r ein
beliebiges n ∈ N ist εn(Rˆ) ≤ ||I|| εn(R) ||Q|| = εn(R) und zusammen mit (3.2)
ist
εn(S) ≤
∣∣∣∣∣∣S − Rˆ∣∣∣∣∣∣+ εn(Rˆ) ≤ (1 + ε) · t[αk](T ) + εn(R). (3.5)
Die Injektivita¨t und Surjektivita¨t der Tichomirovzahlen ti fu¨hrt zu der Gleichung
ti(Rˆ) = ti(R).
Nun seien u : `r2 → X und v : `r2 → Y Isomorphismen wie im Satz 3.9, dann gilt
fu¨r beide die Ungleichung (stellvertretend wird sie hier nur fu¨r v angefu¨hrt)
ε[(8n)δ]+1(v) ≤ e[log2([(8n)δ]+1)]+1(v) ≤
C1(1) · r
[log2 ([(8n)
δ] + 1)] + 1
,
wobei n ∈ N beliebig ist. Damit ist aber
ε
([(8n)δ]+1)
2·n(R) = ε([(8n)δ]+1)2·n(vv
−1Ruu−1)
≤ ε[(8n)δ]+1(v) · εn(v−1Ru) · ε[(8n)δ]+1(u−1)
≤ C1(1)2 ·
(
r
[log2 ([(8n)
δ] + 1)] + 1
)2
· εn(v−1Ru)
(3.6)
fu¨r alle n ∈ N.
Der Operator v−1Ru la¨ßt sich nach dem Schmidtschen Orthogonalisierungsverfah-
ren (vgl. [Pi1]) durch geeignet gewa¨hlte isometrische Operatoren U, V : `r2 → `r2
und ihren Adjungierten als Diagonaloperator D := U?v−1RuV , der von einer
monoton-fallenden nichtnegativen Zahlenfolge (σi)
r
i=1 erzeugt wird, schreiben. Da
U , U?, V und V ? isometrisch sind, ist
εn(v
−1Ru) = εn(D) (3.7)
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und ti(v
−1Ru) = ti(D). Mit Hilfe von Satz 3.9 und (3.3) folgt daraus, daß fu¨r alle
i ∈ N mit i ≤ r < [αk]
σi = ai(D) = ti(D) = ti(v
−1Ru)
≤ c
[[
(α−1)i
2α
]]
(v−1) · t[ i+1α ](R) · d[[ (α−1)i2α ]](u)
≤ C(1)2 ·
(
4α · r
(α− 1) · i
)2
· t[ i+1α ](R)
≤ C(1)2 · 16 ·m2 ·
(r
i
)2
· (2 + ε) · t[ i+1α ](T )
gilt. Die Definition
σ˜i := C(1)
2 · 16 ·m2 · (2 + ε) ·
(r
i
)2
· t[ i+1α ](T )
liefert eine monoton-fallende nichtnegative Zahlenfolge, die einen Diagonalope-
rator D˜ : `r2 → `r2 bildet. Wegen der vorhergehenden Ungleichung ist D(U`r2) ⊆
D˜(U`r2), was wiederum bedeutet
εn(D) ≤ εn(D˜). (3.8)
In jedem Fall ist α > 1, deshalb ist fu¨r alle k ∈ N
k =
[
αk
α
]
≤
[
[αk] + 1
α
]
≤
[
αk + 1
α
]
=
[
k +
1
α
]
= k. (3.9)
Daher gilt fu¨r % := C(1)2 · 16 ·m2 · (2 + ε) · tk(T ), daß
σ˜i ≥ σ˜r ≥ C(1)2 · 16 ·m2 · (2 + ε) ·
(r
r
)2
· t[ [αk]+1α ](T ) = %
fu¨r alle i ∈ N mit i ≤ r < [αk] richtig ist.
Jetzt sei ein maximales System (yi)
N
i=1 von Punkten in D˜(U`r2) mit der Eigenschaft||yi − yj|| > 2% fu¨r alle i 6= j gegeben. Aufgrund der Maximalita¨t ist einerseits
D˜(U`r2) ⊆
N⋃
j=1
{yj + 2%U`r2}. (3.10)
Andererseits ist
N⋃
j=1
{yj + %U`r2} ⊆ D˜(U`r2) + %U`r2 ⊆ 2 · D˜(U`r2), (3.11)
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da % kleiner als σ˜i ist. Aus (3.10) folgt unmittelbar εN(D˜) ≤ 2%. Zusammen mit
(3.5), (3.6), (3.7) und (3.8) gilt nun
ε
([(8N)δ]+1)
2·N(S) ≤ (1 + ε) · t[αk](T ) + ε([(8N)δ]+1)2·N(R)
≤ (1 + ε) · tk(T ) + C1(1)2 ·
(
r
[log2 ([(8N)
δ] + 1)] + 1
)2
· εN(v−1Ru)
≤ (1 + ε) · tk(T ) + C1(1)2 ·
(
r
[log2 ([(8N)
δ] + 1)] + 1
)2
· 2 · %
≤
(
1 + ε+ 32 ·m2 · (2 + ε)C1(1)2C(1)2
(
r
[log2 ([(8N)
δ] + 1)] + 1
)2)
· tk(T ).
(3.12)
Das Betrachten der Volumina in (3.10) liefert die Ungleichung
r∏
i=1
σ˜i ≤ N · (2%)r.
Unter Zuhilfenahme der Stirlingschen Formel (siehe Ungleichung (1.1)) ist somit
N ≥
r∏
i=1
σ˜i
2%
=
r∏
i=1
(
r
i
)2 · t[ i+1α ](T )
2 · tk(T )
≥
r∏
i=1
r2
2 · i2 =
r2r
2r · (r!)2
≥ r
2r
2r · 2pi · r2r · r · e−2r · e 16r
≥ e
2r
2pi · e 16 · 22r ≥
1
8
·
(e
2
)2r
(3.13)
Daher kann
[
log2
([
(8N)δ
]
+ 1
)]
+ 1 nach unten durch δr
2
abgescha¨tzt werden,
denn es gilt
[
log2
([
(8N)δ
]
+ 1
)]
+ 1 ≥
[
log2
([(e
2
)2δr]
+ 1
)]
+ 1 ≥ 2δr · log2
(e
2
)
≥ δr
2
.
Dies kann in (3.12) eingesetzt werden. Der anschließende Grenzwertu¨bergang von
ε gegen 0 fu¨hrt zu der Ungleichung
ε
([(8N)δ]+1)
2·N(S) ≤
(
1 + 256 ·m2 ·
(
1
δ
)2
· C1(1)2C(1)2
)
· tk(T ). (3.14)
39
Nun soll noch N von oben abgescha¨tzt werden. Nach dem Vergleich der Volumina
in (3.11) ist N ·%r ≤ 2r ·σ˜1 ·. . .·σ˜r, da die Mengen {yi+%U`r2} disjunkt sind. Analog
obiger Abscha¨tzung (3.13) folgt aufgrund der Stirlingschen Formel schließlich
N ≤ 2r ·
r∏
i=1
σ˜i
%
≤ 2r · r
2r
2pi · r2r · r · e−2r ·
r∏
i=1
t[ i+1α ]
(T )
tk(T )r
≤ 2[αk] · e2[αk] ·
[αk]∏
i=1
t[ i+1α ]
(T )
tk(T )[αk]
= 2[αk] · e2[αk] ·

[αk]∏
i=1
t[ i+1α ]
(T )
1
α
tk(T )
[αk]
α

α
(3.15)
Im weiteren soll gezeigt werden, daß daraus
N ≤ 2[αk] · e2[αk] ·

k∏
i=1
ti(T )
tk(T )k

α
folgt. Dazu muß nur die Ungleichung
[αk]∏
i=1
t[ i+1α ]
(T )
1
α
tk(T )
[αk]
α
≤
k∏
i=1
ti(T )
tk(T )k
gezeigt werden. Wird fu¨r α der Quotient m
m−1 eingesetzt, dann ist
[αk]∏
i=1
t[ i+1α ]
(T )
1
α
tk(T )
[αk]
α
=
[ mm−1k]∏
i=1
t[ (i+1)(m−1)m ]
(T )
m−1
m
tk(T )
[ mm−1 k](m−1)
m
=

[ mm−1k]∏
i=1
t[ (i+1)(m−1)m ]
(T )m−1
tk(T )
[ mm−1k](m−1)

1
m
.
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Za¨hler und Nenner des Bruchs in Klammern bestehen aus
[
m
m−1k
] ·(m−1) Fakto-
ren. Durch Erweitern mit tk(T ) sind es schließlich genau m · k Stu¨ck. Der Za¨hler
hat dann die Form
[ mm−1k]∏
i=1
t[ (i+1)(m−1)m ]
(T )m−1 ·
mk∏
i=[ mm−1k]·(m−1)+1
tk(T ). (3.16)
Um aufwendige Fallunterscheidungen zu vermeiden, werden dabei wie u¨blich leere
Produkte (Produkte, deren Endindex kleiner als ihr Startindex ist) gleich Eins
gesetzt. Jetzt sollen diese m ·k Faktoren in aufsteigender Reihenfolge in Gruppen
von m · (m − 1) Faktoren aufgeteilt werden. Dies geht natu¨rlich meistens nicht
exakt auf, das heißt es ergeben sich
[
m·k
m·(m−1)
]
=
[
k
m−1
]
”
volle“ Gruppen und ein
Rest r. So hat der Za¨hler schließlich die Form:
[ km−1 ]−1∏
j=0
(
jm+m∏
i=jm+1
t[ (i+1)(m−1)m ]
(T )m−1
)
·
·
[ mm−1k]∏
i=[ km−1 ]·m+1
t[ (i+1)(m−1)m ]
(T )m−1 ·
mk∏
i=[ mm−1k]·(m−1)+1
tk(T ).
In jeder der vollen Gruppen la¨uft der Produktindex i von jm + 1 bis jm + m.
Fu¨r einen konkreten Produktindex i = jm + d (1 ≤ d ≤ m), la¨ßt sich der Index
der Tichomirovzahlen folgendermaßen schreiben:[
(i+ 1)(m− 1)
m
]
=
[
(jm+ d+ 1)(m− 1)
m
]
=
[
j · (m− 1) + (d+ 1)(m− 1)
m
]
= j · (m− 1) +
[
(d+ 1)(m− 1)
m
]
= j · (m− 1) + d+ 1 +
[
−d+ 1
m
]
(3.17)
Dabei ist [
−d+ 1
m
]
=
{
−1 , 1 ≤ d ≤ m− 1
−2 , d = m (3.18)
Das heißt, wird der Produktindex i um Eins vergro¨ßert, dann nimmt auch der
Index der Tichomirovzahlen um Eins zu, außer fu¨r i = jm+m−1, da die beiden
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gro¨ßten Produktindizes in der Gruppe (jm +m − 1 und jm +m) den gleichen
Tichomirovzahlen-Index haben:
jm+m∏
i=jm+1
t[ (i+1)(m−1)m ]
(T )m−1 =
(
m−1∏
d=1
t(j·(m−1)+d)(T )m−1
)
· t(j·(m−1)+m−1)(T )m−1.
Diese Eigenschaft kann nun ausgenutzt werden, um einige Tichomirovzahlen-
Indizes so zu verkleinern, daß sich schließlich das Produkt der Gruppe folgender-
maßen abscha¨tzen la¨ßt:(
m−1∏
d=1
t(j·(m−1)+d)(T )m−1
)
· t(j·(m−1)+m−1)(T )m−1 ≤
m−1∏
d=1
t(j·(m−1)+d)(T )m.
Die restlichen Faktoren r des Za¨hlers zerfallen in die zwei Produkte
r1 :=
[ mm−1k]∏
i=[ km−1 ]·m+1
t[ (i+1)(m−1)m ]
(T )m−1 und r2 :=
mk∏
i=[ mm−1k]·(m−1)+1
tk(T ).
Zuna¨chst ist
k =
(m− 1) · k
m− 1 =
m · k
m− 1 −
k
m− 1 =
[
m · k
m− 1
]
−
[
k
m− 1
]
, (3.19)
was zu der Gleichung
mk −
[
m
m− 1k
]
· (m− 1) =
[
m
m− 1k
]
−m ·
[
k
m− 1
]
(3.20)
fu¨hrt. Aus der Ungleichung [
m
m− 1k
]
+ 1 >
m · k
m− 1
ergibt sich mit Hilfe von (3.20)
(m− 1) > mk −
[
m
m− 1k
]
· (m− 1) =
[
m
m− 1k
]
−m ·
[
k
m− 1
]
.
Daher folgt aus (3.17) und (3.18), daß
r1 =
[ mm−1k]∏
i=[ km−1 ]·m+1
t[ (i+1)(m−1)m ]
(T )m−1 =
[ mm−1k]−[ km−1 ]·m∏
d=1
t([ km−1 ]·(m−1)+d)
(T )m−1
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ist. Die Gleichung (3.20) besagt, daß die beiden Produkte r1 und r2 gleich-
große Indexmengen haben. Da in r1 außerdem i ≤ [αk] ist, sind nach (3.9)
die Tichomirovzahlen-Indizes in r1 immer kleiner gleich k. Somit ko¨nnen die
Tichomirovzahlen-Indizes von r2 so verkleinert werden, daß schließlich
r1 · r2 ≤
[ mm−1k]−[ km−1 ]·m∏
d=1
t([ km−1 ]·(m−1)+d)
(T )m
gilt. Der gesamte Za¨hler (3.16) hat nun die Form
[ km−1 ]−1∏
j=0
(
m−1∏
d=1
t(j·(m−1)+d)(T )m
)
·
[ mm−1k]−[ km−1 ]·m∏
d=1
t([ km−1 ]·(m−1)+d)
(T )m.
Aufgrund von (3.19) ist dies aber genau das m-fache Produkt der k ersten Ti-
chomirovzahlen. Und aus (3.15) folgt
N ≤ 2[αk] · e2[αk] ·

k∏
i=1
ti(T )
tk(T )k

α
.
Mit dieser Ungleichung und unter Einbeziehung der Abscha¨tzungen (3.4) und
(3.14) folgt schließlich
g(1+2δ)αk(T ) ≤ 2 · g(1+2δ)αk(S)
≤ 2 · (([(8N)δ]+ 1)2 ·N) 1(1+2δ)αk · ε
([(8N)δ]+1)
2·N(S)
≤ 2 · (4 · 82δ ·N1+2δ) 1(1+2δ)αk · ε
([(8N)δ]+1)
2·N(S)
≤ 2 · 8 ·N 1αk · ε
([(8N)δ]+1)
2·N(S)
≤ 16 · 2 · e2 ·
k∏
i=1
ti(T )
1
k
tk(T )
·
(
1 + 256 ·m2 ·
(
1
δ
)2
C1(1)
2C(1)2
)
· tk(T )
≤ 32 · e2 ·
(
1 + 256 ·m2 ·
(
1
δ
)2
· C1(1)2C(1)2
)
·
k∏
i=1
ti(T )
1
k .
.
Durch passende Wahl von m und δ fu¨r ein gegebenes 0 < ε ≤ 3 kann nun Satz 3.6
bewiesen werden.
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Beweis von Satz 3.6. Es muß nur gezeigt werden, daß sich das vorhergehende
Lemma anwenden la¨ßt. Ziel ist es dabei m und δ so zu wa¨hlen, daß (1 + ε) =
(1 + 2δ)
(
m
m−1
)
ist und c1 + c2 ·
(
1
δ
)2 ·m2 mo¨glichst klein wird. Falls m > 1+ε
ε
ist,
la¨ßt sich also δ durch m und ε ausdru¨cken:
δ =
ε · (m− 1)− 1
2 ·m =
ε
2
− ε+ 1
2m
. (3.21)
Zuna¨chst wird vernachla¨ssigt, daß m ganzzahlig sein muß, und m durch µ :=
1 + 1
ε
+ r fu¨r ein r > 0 ersetzt. Um das Minimum des Ausdruckes(
1
δ
)2
· µ2 = 4µ
4
(ε(µ− 1)− 1)2
fu¨r alle r > 0 zu finden, werden die Nullstellen der Ableitung nach r
d
dr
(
4
(
1 + 1
ε
+ r
)4
(εr)2
)
=
16
(
1 + 1
ε
+ r
)3 · (εr)2 − 4 (1 + 1
ε
+ r
)4 · 2εr · ε
(εr)4
bestimmt. Dies ist genau dann Null, wenn
0 = 16(εr)2 − 8
(
1 +
1
ε
+ r
)
· ε2 · r = 8ε2 · r2 − 8
(
1 +
1
ε
)
· ε2 · r
gilt, woraus sich die Nullstellen 0 und 1 + 1
ε
ergeben. Davon ist aber nur 1 + 1
ε
eine Minimumstelle, da nur fu¨r r = 1 + 1
ε
die zweite Ableitung positiv ist. Die
beste Wahl wa¨re also µ = 2 + 2
ε
. Diese kann aber nicht genutzt werden, da m
ganzzahlig sein muß.
Sei daher m die na¨chstgro¨ßere ganze Zahl nach µ, das heißt
2 < µ ≤ m < µ+ 1.
So ist nach Gleichung (3.21)
δ =
ε
2
− ε+ 1
2m
≥ ε
2
− ε+ 1
2µ
=
ε
4
und
δ =
ε
2
− ε+ 1
2m
<
ε
2
− ε+ 1
2µ+ 2
=
ε
3
.
Das heißt es genu¨gt ε kleiner gleich 3 zu wa¨hlen, damit δ ≤ 1 ist. Insgesamt gilt
also (
1
δ
)2
·m2 ≤
(
4
ε
)2
· (µ+ 1)2 = 16 · (3ε+ 2)
2
ε4
.
.
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3.3 Entropie konvexer Hu¨llen
Die Entropiezahlen fu¨r Operatoren sind eigentlich nur eine Spezialisierung der
Entropiezahlen fu¨r Mengen.
3.11. Definition. Fu¨r eine Teilmenge A eines beliebigen Banachraums E wer-
den die Entropiezahlen folgendermaßen definiert:
εn(A) := inf
{
ε > 0 : ∃x1, . . . , xn : A ⊆
n⋃
i=1
(xi + ε · UE)
}
.
Die Definitionen der dyadischen Entropiezahlen bzw. der Entropiemoduli gelten
entsprechend: en(A) := ε2n−1(A) bzw. gn(A) := inf
k∈N
k
1
n · εk(A).
Der Banachraum E sei vom Typ p (1 < p ≤ 2). Das Verhalten der dyadischen
Entropiezahlen der konvexen Hu¨lle einer pra¨kompakten Teilmenge von E la¨ßt
sich unter bestimmten Voraussetzungen relativ gut abscha¨tzen. Die relevanten
Ergebnisse sind hier kurz zusammengefaßt:
3.12. Satz. Fu¨r eine pra¨kompakte Teilmenge A des Banachraums E vom Typ
p ∈ (1, 2] gebe es ein α > 0 mit en(A) ≤ n−α fu¨r alle n ∈ N. Dann gilt
en(acoA) ≤ cα,p · ||A||
ε1(A)
·

n−α , fu¨r 0 < α < 1/p′
n
− 1
p′ · log(n+ 1) , fu¨r α = 1/p′
n
− 1
p′ · (log(n+ 1)) 1p′−α , fu¨r α > 1/p′
Dabei ist ||A|| := sup{||x|| : x ∈ A} und acoA die absolut-konvexe Hu¨lle von A,
diese entspricht der 1-konvexen Hu¨lle.
Der Beweis des allgemeinen Falls α 6= 1/p′ ist in [CaKyPa] zu finden. Der Grenz-
fall α = 1/p′ wurde fu¨r Hilbertra¨ume in [Ga] und fu¨r Banachra¨ume in ([CrSt])
bewiesen.
Gibt es eine a¨hnliche Aussage fu¨r Entropiemoduli?
3.13. Satz. Ist A eine pra¨kompakte Teilmenge des Banachraums E vom Typ
p ∈ (1, 2]. Und existieren drei positive Konstanten α, c1 und c2, so daß fu¨r alle
n ∈ N
c1 · n−α ≤ gn(A) ≤ c2 · n−α
gilt. Dann ist fu¨r jedes n ∈ N
gn(acoA) ≤ c ·

n−α , fu¨r 0 < α < 1/p′
n
− 1
p′ · log(n+ 1) , fu¨r α = 1/p′
n
− 1
p′ · (log(n+ 1))1/p′−α , fu¨r α > 1/p′
Wobei c nur von α, c1, c2, ε1(A), ||A|| und p abha¨ngt.
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3.14. Bemerkung. In Analogie zu [CaKyPa] kann mit Hilfe der Menge
A :=
{
(log(j + 1))−α · ej : j ∈ N
} ⊆ `p
die Optimalita¨t der Abscha¨tzung im Fall α < 1
p′ gezeigt werden, dabei bezeichnet
ej den j-ten Einheitsvektor von `p. Einerseits la¨ßt sich A mit k Einheitskugeln
vom Radius (log(k + 1))−α u¨berdecken. Andererseits ist die U¨berdeckung mit k
Einheitskugeln vom Radius 1
5
(log(k + 1))−α nicht mo¨glich, das heißt
1
5
(log(k + 1))−α ≤ εk(A) ≤ (log(k + 1))−α.
Woraus schließlich gn(A) ³ n−α folgt. Und da εk(A) ≤ εk(acoA) ist, gilt außer-
dem n−α . gn(acoA).
Die Frage der Optimalita¨t fu¨r α ≥ 1
p′ ist offen.
Vor dem eigentlichen Beweis des Satzes zuna¨chst noch einige vorbereitende Schrit-
te.
3.15. Bemerkung. Fu¨r k > 1 und α > 0 sei die Funktion f : R+ → R+ : ν 7→
k−
1
ν · ν−α gegeben. Aus der Ableitung
f ′(ν) = log k · k− 1ν · 1
ν2
· ν−α − α · k− 1ν · ν−α−1
= k−
1
ν · ν−α−1 ·
(
log k · 1
ν
− α
)
ergibt sich die Maximumstelle νmax =
log k
α
. Im Intervall (0, νmax) ist die Ableitung
positiv, das heißt f streng monoton-wachsend, und im Intervall (νmax,∞) negativ,
das heißt f streng monoton-fallend.
Seien die Konstanten 0 < α ∈ R und 1 ≤ ν ∈ R gegeben, dann ist fu¨r alle k ∈ N
mit k > 1
k−
1
ν · ν−α ≤ k− 1νmax · ν−αmax = e−α · αα · (log k)−α. (3.22)
Der folgende Satz zeigt, daß sich aus den Voraussetzungen des Satzes 3.13 die
von Satz 3.12 ableiten lassen.
3.16. Satz. Seien eine monoton-fallende nichtnegative Zahlenfolge εk und posi-
tive Konstanten α, c1 und c2 gegeben, so daß fu¨r alle n ∈ N
c1 · n−α ≤ inf
k∈N
k
1
n · εk ≤ c2 · n−α (3.23)
ist. Dann existiert eine Konstante c(α, c1, c2, ε1), die nicht von k abha¨ngt, so daß
fu¨r alle k > 1
εk ≤ c(α, c1, c2, ε1) · (log k)−α
ist.
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Beweis. Zuna¨chst soll gezeigt werden, daß sich die Ungleichung (3.23) auf die
reellen Zahlen (ν ∈ R, ν ≥ 1) verallgemeinern la¨ßt:
c′1 · ν−α ≤ inf
k∈N
k
1
ν · εk ≤ c′2 · ν−α. (3.24)
Dazu sei n ∈ N so gewa¨hlt, daß n ≤ ν < n+ 1 ist, dann folgt
inf
k∈N
k
1
ν · εk ≤ inf
k∈N
k
1
n · εk ≤ c2 · n−α = c2 ·
(ν
n
)α
· ν−α
< c2 ·
(
n+ 1
n
)α
· ν−α ≤ c2 · 2α · ν−α.
Wird umgekehrt n ∈ N so gewa¨hlt, daß n− 1 < ν ≤ n ist, dann ergibt sich
inf
k∈N
k
1
ν · εk ≥ inf
k∈N
k
1
n · εk ≥ c1 · n−α = c1 ·
(ν
n
)α
· ν−α
> c1 ·
(
ν
ν + 1
)α
· ν−α ≥ c1 ·
(
1
2
)α
· ν−α.
Es genu¨gt demnach c′1 := c1 · 2−α und c′2 := c2 · 2α zu setzen.
Fu¨r den weiteren Beweis seien die Konstanten
% := sup
{
τ ≥ 1 : τ = 1 ∨ eα·τ ≤ 2 · c
′
2
c′1
· e · αα · τα
}
und ϑ ∈ (1, 2] vorgegeben, dann gilt fu¨r jedes σ > % die Ungleichung
eα·σ > 2 · c
′
2
c′1
· e · αα · σα > ϑ · c
′
2
c′1
· e · αα · σα
oder anders formuliert:
ϑ−1 · c
′
1
c′2
· e−1 · α−α > e−α·σ · σα. (3.25)
Nun soll noch eine Menge konstruiert werden, die fu¨r den Beweis beno¨tigt wird.
Fu¨r jedes ν ≥ 1 ist nach (3.24) infk∈N k 1ν ·εk ≤ c′2·ν−α, das heißt es gibt mindestens
ein k ∈ N mit
εk ≤ ϑ · c′2 · k−
1
ν · ν−α. (3.26)
Alle k > 1 mit dieser Eigenschaft werden in der Menge
Kν :=
{
k ∈ N : k > 1 ∧ εk ≤ ϑ · c′2 · k−
1
ν · ν−α
}
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zusammengefaßt. Die Vereinigung⋃
ν≥1
Kν =
{
k ∈ N : k > 1 ∧ ∃ν ∈ R : ν ≥ 1 ∧ εk ≤ ϑ · c′2 · k−
1
ν · ν−α
}
ist nach Ungleichung (3.22) eine Teilmenge von
K :=
{
k ∈ N : k > 1 ∧ εk ≤ ϑ · c′2 · e−α · αα · (log k)−α
}
.
Jetzt kann zum eigentlichen Beweis des Satzes u¨bergegangen werden. Sei also
im weiteren ein m ∈ N mit m > max {e2·e·α·%, 188%} vorgegeben. Zu zeigen ist
dann εm ≤ c · (logm)−α, wobei c nur von α, c1, c2, ε1 und ϑ abha¨ngen darf. Fu¨r
m ∈ K ist aufgrund der Definition von K die Behauptung bereits bewiesen. Sei
also m /∈ K.
Nun soll gezeigt werden, daß die Menge
K¯ :=
⋃
1≤τ≤ logm
α·%
Kτ
eine Teilmenge des Intervalls (1,m] ist. Aufgrund der Wahl von m > e2·e·α·% ist
1 < logm
α·% , und damit K¯ wohldefiniert.
Angenommen es ga¨be ein l ∈ K¯ mit l > m, dann mu¨ßte es ein τ ∈
[
1, logm
α·%
]
geben mit
εl ≤ ϑ · c′2 · l−
1
τ · τ−α.
Da l > m und % ≥ 1 ist, gilt τ ≤ logm
α·% <
log l
α
. Und da nach Bemerkung 3.15 die
Funktion τ 7→ l− 1τ · τ−α im Intervall (0, log l
α
)
streng monoton-wachsend ist, folgt
εl ≤ ϑ · c′2 · l
− 1
( logmα·% ) ·
(
logm
α · %
)−α
= ϑ · c′2 · e−α·%·
log l
logm · αα · %α · (logm)−α.
Umgekehrt besagt Ungleichung (3.24), daß fu¨r jedes ν ≥ 1
c′1 · l−
1
ν · ν−α ≤ εl
ist. Fu¨r ν := log l
α
ergibt sich
c′1 · e−α · αα · (log l)−α ≤ εl ≤ ϑ · c′2 · e−α·%·
log l
logm · αα · %α · (logm)−α.
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Woraus durch umformen
1 ≤ ϑ · eα · c
′
2
c′1
· e−α·(%· log llogm) ·
(
% · log l
logm
)α
folgt. Da log l
logm
> 1 vorausgesetzt wurde, gilt auch die Ungleichung % · log l
logm
> %.
Zusammen mit der Ungleichung (3.25) folgt
1 < ϑ · eα · c
′
2
c′1
· ϑ−1 · c
′
1
c′2
· e−1 · α−α = eα−α·logα · 1
e
.
Die Funktion α−α · logα hat im Intervall (0,∞) das globale Maximum 1. Damit
liefert die vorherige Ungleichung den Widerspruch 1 < 1, das heißt die Annahme
war falsch und K¯ ist Teilmenge von (1,m].
Gibt es jetzt ein l ∈ K¯ mit l ≥ m 14·e·% , dann ist mit Hilfe von Bemerkung 3.15 fu¨r
ein τ ≤ logm
α·%
εm ≤ εl ≤ ϑ · c′2 · l−
1
τ · τ−α ≤ ϑ · c′2 · e−α · αα · (log l)−α
≤ ϑ · c′2 · e−α · αα · (logm
1
4·e·% )−α = ϑ · c′2 · αα · 4α · %α · (logm)−α.
Welches die gewu¨nschte Abscha¨tzung ist.
Fu¨r den Fall, daß K¯ ⊂ (1,m 14·e·% ) ist, sei l ∈ N so gewa¨hlt, daß l− 1 < m 14·e·% ≤ l
ist. Das heißt l /∈ K¯, daher gilt fu¨r alle τ ∈
[
1, logm
α·%
]
εl > ϑ · c′2 · l−
1
τ · τ−α.
Da m > e2·e·α·% ist, kann τ := logm
2·e·α·% gesetzt werden. Außerdem gilt m
1
2·e·% >
m
1
4·e·% + 1, da m > 188% ist. Und so ist
εl > ϑ · c′2 · l−
2·e·α·%
logm ·
(
logm
2 · e · α · %
)−α
> ϑ · c′2 ·
(
m
1
4·e·% + 1
)− 2·e·α·%
logm ·
(
logm
2 · e · α · %
)−α
> ϑ · c′2 ·
(
m
1
2·e·%
)− 2·e·α·%
logm ·
(
logm
2 · e · α · %
)−α
= ϑ · c′2 · 2α ·
(
logm
α · %
)−α
.
Damit ist K( logmα·% )
die leere Menge, denn ga¨be es ein j ∈ K( logmα·% ), dann wa¨re
εj ≤ ϑ · c′2 · j−
α·%
logm ·
(
logm
α · %
)−α
≤ ϑ · c′2 ·
(
logm
α · %
)−α
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Und nach Wahl von l ist j ∈ K( logmα·% ) ⊂ K¯ ⊂ (1,m
1
4·e·% ) ⊂ (1, l), also mu¨ßte
ϑ · c′2 ·
(
logm
α · %
)−α
≥ εj ≥ εl > ϑ · c′2 · 2α ·
(
logm
α · %
)−α
gelten. Was aber zu der falschen Aussage 1 > 2α fu¨hrt. Damit kann fu¨r logm
α·% nur
noch k = 1 die Ungleichung (3.26) erfu¨llen:
ε1 ≤ ϑ · c′2 ·
(
logm
α · %
)−α
= ϑ · c′2 · αα · %α · (logm)−α.
Dies ist, wegen εm ≤ ε1, genau das Gewu¨nschte. Verbleibt noch der Fall, wenn
1 < m ≤ max {e2·e·α·%, 188%} gilt. Dann ist aber
εm ≤ ε1 ·max {2α · eα · αα · %α, %α · (log 188)α} · (logm)−α.
Insgesamt ist schließlich die Ungleichung εm ≤ c(α, c1, c2, ε1, ϑ) · (logm)−α fu¨r
jedes beliebige ϑ ∈ (1, 2] richtig, wobei das Infimum infϑ∈(1,2] c(α, c1, c2, ε1, ϑ) eine
positive reelle Zahl ist. .
Jetzt kann der Satz 3.13 bewiesen werden.
Beweis von Satz 3.13. Die Entropiezahlen εk(A) sind eine monoton-fallende
nichtnegative Zahlenfolge, genau wie in den Voraussetzungen des vorigen Satzes
verlangt. Auch die Ungleichung in der Voraussetzung wird erfu¨llt, da die Entro-
piemoduli als gn(A) := infk∈N k
1
n · εk(A) definiert sind. Daher la¨ßt sich der Satz
anwenden, und fu¨r alle k > 1 ist
εk(A) ≤ c¯ · (log k)−α.
Dies kann, falls i ∈ N und i > 1 ist, auf die dyadischen Entropiezahlen spezialisiert
werden: ei(A) = ε2i−1(A) ≤ c¯ · (log 2)−α · i−α.
Fu¨r die Konstante C := max {ε1(A), c¯ · (log 2)−α} ist damit ei(A) ≤ C · i−α fu¨r
alle i ∈ N. Das heißt wiederum ei( 1C · A) ≤ i−α, womit sich Satz 3.12 anwenden
la¨ßt.
Dadurch ko¨nnen nun die Entropiemoduli der konvexen Hu¨lle folgendermaßen
50
abgescha¨tzt werden:
gn(acoA) = C · gn(aco( 1
C
· A))
≤ C · inf
k∈N
k
1
n · εk(aco( 1
C
· A))
≤ C · 2n−1n · ε2n−1(aco( 1
C
· A))
≤ C · 2 · en(aco( 1
C
· A))
≤ C · 2 · cα,p · ||A||
ε1(A)
·

n−α , fu¨r 0 < α < 1/p′
n
− 1
p′ · log(n+ 1) , fu¨r α = 1/p′
n−1/p
′ · (log(n+ 1))1/p′−α , fu¨r 1/p′ < α
.
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