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HEURISTICS OPTIMISATION OF NUMERICAL FUNCTIONS 
Kalin Penev 
Southampton Solent University, Kalin.Penev@solent.ac.uk , UK 
Abstract: The article presents an investigation of heuristic behaviour of search algorithms 
applied to numerical problems. The aim is to compare the abilities of Particle Swarm 
Optimisation, Differential Evolution and Free Search to adapt to variety of search spaces 
without the need for constant re-tuning of algorithms parameters. The article focuses on several 
advanced characteristics of Free Search and attempts to clarify specifics of its behaviour. The 
achieved experimental results are presented and discussed.  
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1. INTRODUCTION  
The objective of this article is to introduce an algorithm called Free Search (FS) [16][17][19]. 
According to the discussion on the heuristic methods in the literature [13], Free Search can be 
classified as heuristic method based on trials and errors rather than comprehensive theory. It can be 
likened to the heuristic behaviour of variety of animals in nature, where they day by day explore 
surrounding environment trying to find some favour. They learn from the trials and refine their 
behaviour. FS models walking, as discrete steps within continuous space. FS generates a new 
solution as deviation of a current one x = x0 + Δx. Where x is a new solution, x0 is a current location 
and Δx is modification strategy. x,  x0 and Δx are vectors of real numbers. FS modifies all current 
solutions, which is similar to Evolutionary Programming (EP) [9], Particle Swarm Optimisation 
(PSO) [5] and Differential Evolution (DE) [20]. The individuals are called animals by analogy with 
real animals in nature. In pursuing the objective of the algorithm each individual generates and 
examines its action with own extent of uncertainty, taking into account the search space limits, 
constraints, and acquired from the previous generations knowledge. The population in Free Search 
can be considered as a team of individuals, which exchange knowledge and experience in contrast 
to the herd behaviour of a swarm or a flock. Presented in the article experimental evaluation 
contributes to the assessment of the reliability and to the abilities for adaptation to unknown 
problems. Free Search is compared to other evolutionary algorithms such as PSO [6] and DE [21]. 
2. FREE SEARCH 
This section refines the description of the algorithm, published earlier [18]. It focuses on the 
abilities for adaptation and self-regulation. It attempts to clarify how a computational program 
could models processes similar to process of thinking. The algorithm architecture is presented in 
Figure 1 as a flow chart and as an example in pseudo-code. The structure of the algorithm consists 
of three major events initialisation, exploration and termination. 
Free Search starts with initialisation. The algorithm requires definition of initial values of the 
search space boundaries [Xmini, Xmaxi], population size m, limit for the number of explorations G, 
limit for the number of steps within one exploration walk T, minimal and maximal values for the 
neighbour space frame [Rmin, Rmax]. The maximal neighbour space guarantees coverage of the 
whole search space from one animal. The minimal neighbour space guarantees desired granularity 
of the coverage from one animal. For the algorithm Rmin and Rmax are absolute values. An 
appropriate definition of these values could support good performance across variety of problems  
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without additional external adjustments. A prior determination of the neighbour space to concrete 
value for particular problem can lead to slightly better performance on that problem but aggravates 
the performance on other problems, which is in line with the existing general assessment of the 
performance of the optimisation algorithms [12][24]. FS requires definition of an initialisation 
strategy. Acceptable initialisation strategies are:  
- random values: x0ji = Xmini + (Xmaxi – Xmini)*randomji(0,1);  
- certain values: x0ji = aji ,   aji ∈ [Xmini ,Xmaxi];  
- one location: x0ji = ci ,   ci ∈ [Xmini ,Xmaxi],  
random(0,1) is a random value between 0 and 1, aji and ci are constants.  
The ability to operate with all these strategies also supports the good performance across 
variety of problems without additional external adjustments. Then each animal takes individual 
exploration walk. The exploration walk generates coordinates of a new location xtji as:  
xtji = x0ji - Δxtji + 2*Δxtji*randomtji(0,1).  
The modification strategy is:  Δxtji = Rji * ( Xmaxi – Xmini ) * randomtji(0,1), where i = l for 
uni-dimensional step (l indicates one dimension), i = 1,..,n for multi-dimensional step. T is step 
limit per walk. t is current step, t = 1,..,T. Rji indicates the size of the idealised frame of the 
neighbour space for animal j within dimension i. randomtji(0,1)  generates random values between 0 
and 1. Δxtji indicates the actual size of the neighbour space for particular problem for step t of 
individual j within dimension i. The modification strategy is independent from the current or the 
best achievements. It guarantees individual behaviour different from swarm behaviour. The strategy 
allows nonzero probability for access to any location of the search space and highly encourages 
escaping from trapping in local sub-optima. A sufficiently large Rji >1 guarantees coverage of the 
entire search space with certain probability.  The walk is followed by detached assessment of the 
locations, individually explored. The assessment, during the exploration, is modelled as follows: 
ftj = f(xtji),  fj = max(ftj), here ftj is the value of the objective function achieved from animal j for 
step t.  fj is the quality of the location marked with pheromone from an animal after one exploration.  
The pheromone generation is generalised for whole population:  Pj = fj / max(fj), where max(fj) 
is the best achieved value from the population for the exploration. This is a normalisation of the 
explored problem to a qualitative (or cognitive) space, in which the algorithm operates. This 
idealised space can be considered as a simplified model of the idealised space of notions in thought. 
The normalisation of any particular search space to one idealised space supports successful 
performance across variety of problems without additional external adjustments. The sensibility 
generation is:  Sj  = Smin + ΔSj ,  where ΔSj  = (Smax –Smin)*randomj(0,1) 
Smin and Smax are minimal and maximal possible values of the sensibility.  
Smin = Pmin, Smax = Pmax. Pmin and Pmax are minimal and maximal possible values of the 
pheromone marks. The process continues with selection of a start location for the new exploration 
walk. The act of selection can be considered as a model of a decision-making in thought.  
The ability for decision-making based on the achieved from the exploration (which can be in 
contradiction with the existing assumptions about the task during the implementation of the 
algorithm) supports good performance across variety of problems without additional external 
adjustments. The selection for a start location x0j for an exploration walk is: 
x0j = xk (Pk ≥ Sj ), where j = 1,..,m, k = 1,..,m, j is the animals number, k is the number of the 
location marked with pheromone, x0j is the start location selected from animal number j.  
After the exploration follows the event termination. Acceptable criteria for termination are: 
- reaching the optimisation criterion: fmax ≥  fopt, where fmax is maximal achieved solution, 
fopt is an acceptable value of the objective function. 
- expiration of generation limit:  g ≥ G, where G is a limit and g - current values. 
- complex criterion: (( fmax ≥ fopt) || ( g ≥ G )). 
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In Figure 1 Xmini and Xmaxi are the search space boundaries, m is the population size, j = 
1,..,m, k = 1,..,m, n is the number of dimensions, i = 1,..,n. j indicates explored locations. k indicates 
the locations marked with pheromone. T is step limit per walk. t is current step. Rji is a variable 
frame for the neighbouring space Rji ∈ [Rmin, Rmax]. 
 
 Free Search{ 
       Initialisation{  
               initialise Xmaxi, Xmini, n, m, G, x0ji, T, Rji 
               take initial walks, ftj (x0j+Δxtj) 
               generate an initial pheromone Pk 
               distribute the initial pheromone Pk 
       } // end initialisation 
      do{ // exploration  
               generate sensibility Sj 
               select start locations for a walk x’0j = xk(Sj,Pk) 
               take exploration walks ftj (x0j+Δxtj) 
               generate a pheromone Pk 
               distribute the pheromone Pk  
       } while (f(xj)<fopt && g<G) // termination 
       Output the result }  
// end Free Search 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Free Search – algorithm architecture and pseudo code. 
 
The Free Search structure is similar to the general description of the evolutionary algorithms 
[4][8]. The FS architecture is simplified and consists of generalised events initialisation, exploration 
and termination. However, the semantic of the events is enriched with new bio-inspired content. A 
major element of this content is sense. Sense is time dependent variable, adjusted during the process 
of search in an adaptable frame. The frame obtains certainty when the algorithm is applied to the 
concrete problem. The algorithm determines the sensibility during the process of search as function 
of the explored problem. The same algorithm makes different adjustments of the sense during the 
exploration of different problems. This is considered to be a model of adaptation.  
The sensibility creates a specific interpretation of the individuals in FS called animals. They 
can be described by the abstraction – entities, which can move, which can evaluate by particular 
criteria locations from a search space, and which can indicate the quality of the evaluated locations 
as memory from previous activities. Then they can identify the indicators from previous activities, 
and can use them to decide where and how to move. The sense models individualism. Its value is 
unique for each animal and it plays a role of a tool for regulation of the divergence and the 
convergence within the search process and a tool for guiding of the space exploration. Three 
general states of the sensibility distribution can be considered – uniform, enhanced and reduced. 
Within a stochastic environment and during a stochastic process, it is assumed that any deviation 
could lead to non-uniform changes of the process. The achieved results play a role of deviator. The 
animals with enhanced sensibility will select and can differentiate more precisely locations marked 
with higher level of pheromone and will ignore the locations with lower level of pheromone. By 
reducing of the sensibility, the animal can be allowed to explore around locations marked with a 
low level of pheromone, which indirectly decreases the probability for selection of locations 
marked with high level of pheromone. The sense is an original concept implemented in Free Search. 
It has no analogue in other evolutionary population-based methods.  
When related to the pheromone marks it can be interpreted as individual knowledge used in 
decision-making for selection of a location for search. This relation leads to adaptive self-regulation 
of the sense, the pheromone marks, and the action. How is this adaptive self-regulation organised? 
An achievement of better solutions increases the maximal value of the pheromone and enhances the 
maximal allowed sensibility of the animals. This is an adaptive regulation between pheromone and 
sensibility. In fact it is an abstract approach for learning.  
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The enhanced sensibility within the defined frame implicitly regulates the action by indirect 
reduction of the probability for selection of the locations marked with low level of pheromone. In 
this manner FS implements a computational model of abstraction, cognition, decision-making and 
action analogous perhaps to the processes of perception, learning and thinking in biological systems 
[18] [19]. The algorithm is implemented as a computer program. In this study FS together with DE 
and PSO are applied to the following tests.  
3. TEST PROBLEMS 
For the test are used search spaces defined by non-linear multi-modal functions. For all 
experiments the aim is to find the maximum therefore the test functions are transformed in a 
relevant manner.  
Step sphere test function is proposed by Bäck [2]. It introduces plateaus to the topology, and 
excludes a local correlation of the space. Maximise: 
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The maximum is f(0) = 0.  
Norwegian test function test function is published on the domain of the Norwegian University 
of Science and Technology (therefore it is called Norwegian) by Brekke [3] and Federici [10].  
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The maximum is f(1.0)=1.0.  
Himmelblau test function [11] has four maxima equal height (200) at (3.584, -1.848), (3.0, 
2.0), (2.805, 3.1313) and (-3.779, -3.283). 
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The search space is restricted to –10 < x, y < 10. 
4. EXPERIMENTAL RESULTS 
FS, PSO and DE are applied to the above-mentioned functions as follows – Each algorithm is 
evaluated four times per test function – (1) start from stochastic initial population with limit 100 
iterations, (2) start from stochastic initial population with limit 2000 iterations, (3) start from one 
initial location with limit 100 iterations, (4) start from one initial location with limit 2000 iterations.  
The single initial location is defined as:  x0 = xmin + 0.1(xmax - xmin).  
Each evaluation is 320 experiments. Population size is 10 (ten) individuals for all algorithms 
for all experiments. DE and PSO are implemented according to the original models proposed in the 
literature [5][6][7][20][21]. To reduce probability for trapping and to enhance ability for adaptation 
DE and PSO are freed by variation of their parameters. For DE differential factor F varies from 0.5 
to 1.5. For PSO inertia W varies from 0.5 to 1.5. Respectively for FS neighbour space R varies from 
0.5 to 1.5. These configurations of DE, PSO and FS are applied to the tests described in section 3. 
The results are accepted as successful if: for Step sphere test function equal to 10 (The 
optimum is 10 for xi∈ [-0.5, 0.5)); for Himmelblau test function higher than 199.9, precision 
0.0005; for Rastrigin test function higher than -0.1(the next high optima are less than –1.0); for 
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Norwegian test function higher than 0.99 (the next high optimum is less than –0.985);  
 Start from stochastic locations Start from single location 
 FS DE PSO FS DE PSO 
 100  2000  100  2000 100 2000 100 2000 100 2000  100  2000 
F1 94 320  85  218 25 185 15 320 0 0 0 0 
F2 187  267  202  225 153 235 144 257 0 0 0 0 
F3 34  253  4  6 10 15 22 269 0 0 0 0 
F4 320  320  294  315 268 313 320 320 0 0 0 0 
Overall 635  1160 585 764 456 748 501 1166 0 0 0 0 
 
Table 1.  Experimental results 
In Table 1 F1 - 20 dimensional Step sphere test function.  F2 - two-dimensional Rastrigin test function.  F3 - 
two-dimensional Norwegian test function. F4 - two-dimensional Himmelblau test function.   
5. CONCLUSIONS 
The results from the experiments with a start from stochastic initial population demonstrate 
that the evaluated algorithms can adapt to the explored tests without external adjustments for given 
tests. The experiments confirm the excellent exploration abilities of Particle Swarm Optimisation 
and Differential Evolution published earlier in the literature [1][18][21][22]. For 100 iterations PSO 
can cope for 50% of the experiments with Rastrigin test function and DE and FS for more than 
50%. However, the algorithms have difficulties in escaping from trapping in sub-optimal peaks. 
After 2000 iterations DE cannot reach the optimum for 30% PSO for 27% and FS for 17% from the 
experiments. The algorithms reach all four equal optima of the Himmelblau test function in 100 
iterations for more than 80% of the experiments. It illustrates the excellent exploration abilities of 
PSO, DE and FS. Himmelblau test function is used in the literature for evaluation of clustering and 
niche methods [14]. FS outperforms DE and PSO on Norwegian test problem, which confirms that 
they have some difficulties in search near to the search space boundaries published earlier [18]. In 
Table 1 the results for strategy (2) for DE are presented [20]. For the experiments with a start from 
one location DE and PSO are not applicable. This is a consequence from the requirements for non-
equal individuals for adaptive settings of the optimisation parameters from DE and PSO.  
A higher number, of successful results achieved from FS, suggests that the algorithm could 
reach the best solution in fewer starts. The ability to find the optimum starting from one location is 
essential for solving heterogeneous tasks when a prior knowledge about the task does not exist. It 
gives a credit how reliable could be one algorithm applied to unknown problems. FS overcomes 
common disadvantages of existing evolutionary population-based algorithms such as dependence 
on the initial population and inability for orientation within the search space, which is supported 
with the experimental results. Free Search can advance a wide range of disciplines in the efforts to 
cope with complex, uncertain problems, such as engineering, physics, chemistry, economics, 
business, finance, and operations research. Further investigations can focus on evaluation with 
dynamic and time dependent search space, including implementation in autonomous systems. A 
pragmatic area for further research is application to real-world problems. 
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