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Abstract
We study the path realization of Demazure crystals related to solvable lat-
tice models in statistical mechanics. Various characters are represented
in a unified way as the sums over one dimensional configurations which
we call unrestricted, classically restricted and restricted paths. As an
application characters of Demazure modules are obtained in terms of q-
multinomial coefficients for several level 1 modules of classical affine alge-
bras.
1
0 Introduction
Let Uq(g) be a quantum affine algebra and V (λ) be the integrable Uq(g)-module
with highest weight λ ∈ P+. Given a Weyl group element w, the associated
Demazure module Vw(λ) is the finite dimensional subspace of V (λ) generated
from the extermal weight space V (λ)wλ by the ei generators. In [1], Kashiwara
introduced its crystal Bw(λ), which is a finite subset of the crystal B(λ) for
V (λ). With this aid the character of the Demazure module Vw(λ) is expressed
as
chVw(λ) =
∑
p∈Bw(λ)
ewt p. (0.1)
The subject of this paper is to calculate (0.1) systematically by using the path
realization of the Demazure crystal Bw(λ) studied in [2], [3]. The realization is
based on the earlier one for B(λ) [4], [5] and has an origin in the analyses of
solvable lattice models [6], [7], [8]. In these works the object called one dimen-
sional configuration sums (1dsums) played an essential role and were studied
extensively either in their “infinite lattice limits j →∞” or “finite truncations
j <∞”. In this paper we consider three kinds of 1dsums gj, Xj and Xj , which
we call unrestricted, classically restricted and restricted 1dsums, respectively.
The unrestricted gj is relevant to vertex models and so is Xj to the restricted
solid-on-solid (RSOS) type models. In section 2 we apply the main theorem in
[2] to relate the Demazure character with the 1dsum gj for finite j. We shall
also clarify the relations among the three kinds of 1dsums and thereby give a
unified picture to understand the Demazure characters and various branching
functions. (See Table 1.) This enables us to evaluate these quantities explicitly
from several known results on the 1dsums. As an application, in section 3 we
shall give q-multinomial formulae for chVw(λ) for many level 1 modules V (λ)
over Uq(g) for g of classical types g = A
(1)
n , B
(1)
n , D
(1)
n , A
(2)
2n−1, A
(2)
2n and D
(2)
n+1.
We hope to report on higher level cases in a future publication.
1 Path realization of Demazure crystals
1.1 Perfect crystals
Let us recall relevant facts and notations from [4],[5],[2],[3]. αi, hi, Λi (i ∈ I)
are the simple roots, coroots and fundamental weights, respectively. We put
ρ =
∑
i∈I Λi and let δ denote the null root. P = ⊕iZΛi ⊕ Zδ and Pcl =
⊕iZΛi ⊂ P are the weight and the classical weight lattices, respectively. Set
further P+(P+cl ) = {λ ∈ P (Pcl) | 〈λ, hi〉 ≥ 0 for any i} and (P
+
cl )l = {λ ∈
P+cl | 〈λ, c〉 = l}, where c is the canonical central element. For λ ∈ P
+ we let
(L(λ),B(λ)) denote the crystal base of the irreducible Uq(g)-module V (λ) with
highest weight λ. For a crystal base of a finite dimensional Uq(g)-module we
use the symbol (L,B). Let B be a perfect crystal of level l. See Definition 4.6.1
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in [4] for its definition. Then for any λ ∈ (P+cl )l, there uniquely exists b(λ) ∈ B
such that ϕ(b(λ)) = λ. Here we recall that εi(b) = max {k | e˜
k
i b 6= 0}, ϕi(b) =
max {k | f˜ki b 6= 0}, ε(b) =
∑
i∈I εi(b)Λi and ϕ(b) =
∑
i∈I ϕi(b)Λi. Let σ be
the automorphism of (P+cl )l given by σλ = ε(b(λ)). We put bk = b(σ
k−1λ) and
λk = σ
kλ. Then perfectness assures that we have the isomorphism of crystals
B(λk−1) ≃ B(λk)⊗B. (1.1)
Define the set of paths P(λ,B) by
P(λ,B) = {p = · · · ⊗ p(2)⊗ p(1) | p(j) ∈ B, p(k) = bk for k≫ 0},
By iterating (1.1) we have an isomorphism of crystals
B(λ) ≃ P(λ,B). (1.2)
In particular, the image of the highest weight vector uλ ∈ B(λ) is given by
p = · · · ⊗ bk ⊗ · · · ⊗ b2 ⊗ b1. We call p the ground-state path. The actions of e˜i
and f˜i on P(λ,B) are determined explicitly by the signature rule. See section
1.3 of [2].
To describe the weights on P(λ,B) it is necessary to introduce the energy
function H : B ⊗ B → Z. Up to an additive constant it is determined by
requiring the following for any b, b′ ∈ B and i ∈ I such that e˜i(b⊗ b
′) 6= 0.
H(e˜i(b⊗ b
′)) =

H(b⊗ b′) if i 6= 0
H(b⊗ b′) + 1 if i = 0 and ϕ0(b) ≥ ε0(b
′)
H(b⊗ b′)− 1 if i = 0 and ϕ0(b) < ε0(b
′).
(1.3)
Under the isomorphism (1.2), the weight of a path p = · · · ⊗ p(2)⊗ p(1) is given
by (Proposition 4.5.4 in [4])
wt p = λ+
∞∑
i=1
(
wt p(i)− wt bi
)
−
(
∞∑
i=1
i(H(p(i+ 1)⊗ p(i))−H(bi+1 ⊗ bi))
)
δ. (1.4)
We remark the weight relation
λj = λ−
j∑
i=1
wt bi, (1.5)
which is valid for any j ≥ 0.
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1.2 Demazure modules
Let {ri}i∈I be the set of simple reflections, and let W be the Weyl group.
For λ ∈ (P+cl )l we consider the Demazure module Vw(λ) generated from the
extremal weight space V (λ)wλ. By definition its character is given by chVw(λ) =∑
µ dim(Vw(λ))µe
µ. For µ ∈ P, i ∈ I define the operator Di : Z[P ]→ Z[P ] by
Di(e
µ) =
eµ+ρ − eri(µ+ρ)
1− e−αi
e−ρ.
Let w = rik · · · ri1 ∈ W be a reduced expression. Then the following character
formula is well known [9], [10], [11].
chVw(λ) = Dik · · ·Di2Di1(e
µ). (1.6)
From this one has a recursion relation
chVriw(λ) = Di (chVw(λ)) if riw ≻ w. (1.7)
Let (L(λ),B(λ)) be the crystal base of V (λ). In [1] Kashiwara showed that
for each w ∈W , there exists a subset Bw(λ) of B(λ) such that
Vw(λ) ∩ L(λ)
Vw(λ) ∩ qL(λ)
=
⊕
b∈Bw(λ)
Qb. (1.8)
Furthermore, Bw(λ) has the following recursive property.
If riw ≻ w, then
Briw(λ) =
⋃
n≥0
f˜ni Bw(λ) \ {0}, (1.9)
which is analogous to (1.7). We call Bw(λ) a Demazure crystal. One can now
express chVw(λ) as in (0.1). It affords an effecient way to calculate the Demazure
character through the path realization of Bw(λ) given in the next subsection and
(1.4). Relations with the formula (1.6) and the 1dsums will also be explained
in section 2.
1.3 Path realization
In [2] the image of Bw(λ) under the isomorphism (1.2) is determined for a
suitably chosen Weyl group element w. Let us recall the main theorem therein,
which gives a path realization of the Demazure crystal. There appears the
mixing index κ specified from λ and B. (See section 2.3 of [2].) In this paper we
shall only consider the case κ = 1. Let λ be an element of (P+cl )l, and let B be
a classical crystal. For the theorem, we need to assume four conditions (I-IV).
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(I) B is perfect of level l.
Thus, we can assume an isomorphism between B(λ) and the set of paths P(λ,B).
Let p = · · ·⊗ b2⊗ b1 denote the ground state path. Fix a positive integer d. For
a set of elements i
(j)
a (j ≥ 1, 1 ≤ a ≤ d) in I, we define B
(j)
a (j ≥ 1, 0 ≤ a ≤ d)
by
B
(j)
0 = {bj}, B
(j)
a =
⋃
n≥0
f˜n
i
(j)
a
B
(j)
a−1 \ {0} (a = 1, · · · , d).
(II) For any j ≥ 1, B
(j)
d = B.
(III) For any j ≥ 1 and 1 ≤ a ≤ d, 〈λj , hi(j)a
〉 ≤ ε
i
(j)
a
(b) for all b ∈ B
(j)
a−1.
We now define an element w(k) of the Weyl group W by
w(0) = 1, w(k) = r
i
(j)
a
w(k−1) for k > 0,
where j and a are fixed from k by k = (j − 1)d+ a, j ≥ 1, 1 ≤ a ≤ d.
(IV) w(0) ≺ w(1) ≺ · · · ≺ w(k) ≺ · · ·.
See [2], [3] on how to check the last condition.
Finally we define a subset P(k)(λ,B) of P(λ,B) as follows. We set P(0)(λ,B) =
{p}. For k > 0,
P(k)(λ,B) = · · · ⊗B
(j+2)
0 ⊗B
(j+1)
0 ⊗B
(j)
a ⊗B
⊗(j−1), (1.10)
where j ≥ 1 and 1 ≤ a ≤ d are uniquely specified by k = (j − 1)d+ a.
Now we have
Theorem 1.1 ([2]) Under the assumptions (I-IV), we have
Bw(k)(λ) ≃ P
(k)(λ,B).
The proof is done by showing the recursion relation (1.9) in the path real-
ization.
2 One dimensional sums
Here we first introduce the unrestricted 1 dimensional sum (1dsum) gj and ex-
press the Demazure characters in terms of it. After establishing its fundamen-
tal properties we then introduce classically restricted 1dsums Xj and restricted
1dsums Xj and study their relations. In the working below we shall use the
variable
q = e−δ.
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2.1 Unrestricted 1dsum
For j ∈ Z≥0, b ∈ B and µ ∈ P , put
Pj(b, µ) = {b⊗ bj ⊗ · · · ⊗ b1 ∈ B
⊗(j+1)|wt(bj ⊗ · · · ⊗ b1) = cl(µ)}. (2.1)
In the sequel we always assume the relation k = (j − 1)d+ a. Comparing (2.1)
with (1.10) we have
P(k)(λ,B) = ⊔µ∈Pcl ⊔b∈B(j)a
Pj−1(b, µ).
For j ∈ Z≥0, b ∈ B and µ ∈ P we define the (unrestricted) 1dsum as follows.
gj(b, µ) = q
(Λ0,µ)
∑
bj+1⊗···⊗b1∈Pj(b,µ)
q
∑
j
i=1
iH(bi+1⊗bi). (2.2)
Defining a map E : B⊗(j+1) → Z by
E(bj+1 ⊗ · · · ⊗ b1) =
j∑
i=1
iH(bi+1 ⊗ bi), (2.3)
one can write (2.2) as
gj(b, µ) = q
(Λ0,µ)
∑
p∈Pj(b,µ)
qE(p). (2.4)
Note that
gj(b, µ) = 0 unless 〈µ, c〉 = 0
gj(b, µ+mδ) = q
mgj(b, µ) for any µ ∈ P and m ∈ Z.
(2.5)
For the Weyl group element w(k) in (III), the Demazure character (0.1) is
expressed in terms of the 1dsum.
Proposition 2.1
chVw(k)(λ) = q
−cj
∑
µ∈Pcl
eλj+µ
∑
b∈B
(j)
a
qjH(bj+1⊗b)gj−1(b, µ− wt(b)),
cj =
j∑
i=1
iH(bi+1 ⊗ bi). (2.6)
Proof. Substitute (1.5) and (2.2) into the rhs. Setting p = · · · ⊗ bj+1 ⊗ bj ⊗
· · · ⊗ b1 and noting (1.4) one finds that the result is equal to
∑
p∈P(k)(λ,B) e
wt p.
Thus the assertion follows from Theorem 1.1.
The 1dsums are uniquely characterized also from the recursion relation and
the initial condition as follows.
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Proposition 2.2
gj(b, µ) =
∑
b′∈B
qjH(b⊗b
′)gj−1(b
′, µ− wt(b′))
g0(b, µ) = δ0µ. (2.7)
Proof. In the definition (2.2) put b′ = bj and notice bj+1 = b due to (2.1).
When k = jd (a = d), B
(j)
a = B due to (II). Thus Proposition 2.2 simplifies
the sum in (2.6) into
chVw(jd)(λ) = q
−cj
∑
µ∈Pcl
eλj+µgj(bj+1, µ). (2.8)
The following relation is of primary importance in later discussion. See
Remark 2.1 and the proof of Proposition 2.7.
Proposition 2.3 For b ∈ B, let m = ϕi(b). Then we have
m∑
t=0
gj(f˜
t
i b, µ+ tαi)q
tjδ0i =
m∑
t=0
gj
(
f˜ ti b, ri(µ+ (m− t)αi)
)
qtjδ0i . (2.9)
For the proof we need a few Lemmas. The following is an immediate conse-
quence of the signature rule.
Lemma 2.1 For any b1, b2 ∈ B and i ∈ I we have
ϕi(b1 ⊗ b2) ≥ ϕi(b1) + 〈hi,wt b2〉
εi(b1 ⊗ b2) ≥ −〈hi,wt (b1 ⊗ b2)〉. (2.10)
Lemma 2.2 Let n = 〈hi, µ〉+m and assume n ≥ 0. Then the map
f˜ni : ⊔
m
t=0Pj(f˜
t
i b, µ+ tαi)→ ⊔
m
t=0Pj
(
f˜ ti b, ri(µ+ (m− t)αi)
)
(2.11)
is a bijection.
Proof. The image is certainly within the rhs by the weight reason unless it
is zero. Since f˜ni p = p
′ is equivalent to e˜ni p
′ = p, it suffices to show for 0 ≤
t ≤ m that ϕi(p) ≥ n for any p ∈ Pj(f˜
t
i b, µ + tαi) and εi(p
′) ≥ n for any
p′ ∈ Pj
(
f˜ ti b, ri(µ+ (m− t)αi)
)
. Applying Lemma 2.1, one has
ϕi(p) ≥ m− t+ 〈hi, cl(µ+ tαi)〉 = n+ t,
εi(p
′) ≥ εi(f˜
t
i b)− ϕi(f˜
t
i b)− 〈hi, cl (ri(µ+ (m− t)αi))〉
≥ 2t−m+ 〈hi, µ+ (m− t)αi〉 = n,
which completes the proof.
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Lemma 2.3 Let b ∈ B, m = ϕi(b), ξ ∈ P . For 0 ≤ t ≤ s ≤ m, assume that
p ∈ Pj(f˜
s
i b, ξ) and e˜
n
i p ∈ Pj(f˜
t
i b, ξ + (n+ t− s)αi). Then we have
E(e˜ni p) = E(p) + ((j + 1)(s− t)− n) δ0i.
Proof. Use (1.3) in (2.3).
Proof of Proposition 2.3. Put n = 〈hi, µ〉 +m. Since (2.9) is invariant under
the change µ → ri(µ +mαi), we may assume n ≥ 0 with no loss of generality.
The lhs of (2.9) is written as∑
0≤t≤s≤m
q(Λ0,µ+tαi)+tjδ0i
∑
p′
′qE(p
′), (2.12)
where
∑
p′
′ extends over those p′ ∈ Pj(f˜
t
i b, µ+tαi) such that f˜
n
i p
′ ∈ Pj(f˜
s
i b, ri(µ+
(m− s)αi)). The sum
∑
0≤t≤s≤m
∑
p′
′ in total ranges over the set appearing in
the lhs of (2.11). Thus Lemma 2.2 allows a change of the summation variable
into p = f˜ni p
′, and thereby transforms (2.12) into∑
0≤t≤s≤m
q(Λ0,µ+tαi)+tjδ0i
∑
p
′′qE(e˜
n
i p). (2.13)
Here
∑
p
′′ extends over those p ∈ Pj(f˜
s
i b, ri(µ + (m − s)αi)) such that e˜
n
i p ∈
Pj(f˜
t
i b, µ + tαi). Setting ξ = ri(µ + (m − s)αi), one can apply Lemma 2.3 to
rewrite (2.13) as∑
0≤t≤s≤m
q(Λ0,ri(µ+(m−s)αi))+sjδ0i
∑
p
′′qE(p)
=
∑
0≤s≤m
q(Λ0,ri(µ+(m−s)αi))+sjδ0i
∑
p∈Pj(f˜si b,ri(µ+(m−s)αi))
qE(p).
By (2.4) the last expression is the rhs of (2.9).
The relation (1.7) for the Demazure character (2.6) implies yet another re-
cursion relation for the 1dsums than Proposition 2.2.
Proposition 2.4 For any 0 ≤ a ≤ d− 1 and µ ∈ Pcl one has∑
b∈B
(j)
a+1
\B
(j)
a
qjH(bj+1⊗b)gj−1(b, µ− wt(b))
=
∑
b∈B
(j)
a+1
qjH(bj+1⊗b)gj−1(b, µ+ αi(j)
a+1
− wt(b))
−
∑
b∈B
(j)
a
qjH(bj+1⊗b)gj−1(b, ri(j)
a+1
(µ+ ρ+ λj)− λj − ρ− wt(b)).
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Proof. Suppose 1 ≤ a ≤ d − 1. Substitute (2.6) into (1.7) with w = w(k) and
i = i
(j)
a+1. Note that Di(e
µ+zδ) = ezδDi(e
µ) holds for any z ∈ Z and µ ∈ Pcl
because of ri(δ) = δ. After multiplying both sides by 1 − e
−αi , comparison of
the coefficients of eλj+µ leads to the above relation. The case a = 0 is similar.
Remark 2.1 It is possible to prove Proposition 2.4 without using (1.7) and
(2.6) but only from (2.9). In this sense, (2.9) is the most fundamental relation
of the 1dsums implied from the Demazure recursion relation (1.7).
2.2 Classically restricted and restricted 1dsum
The 1dsums discussed so far is related to vertex models. Now we proceed to the
two variants of them related to restricted solid-on-solid (RSOS) type models (cf.
[6], [7]) and Kostka-type polynomials (cf.[12], [13]). Here they shall be called
the restricted 1dsums and the classically restricted 1dsums, respectively. Let
Λi = Λi − 〈c,Λi〉Λ0 and put P
+
cl = ⊕i∈I\{0}Z≥0Λi. Fix a non-negative integer
l′. Given ξ ∈ (P+cl )l+l′ (resp. ξ ∈ P
+
cl) and b ∈ B we define
(ξ, b) is admissible ⇔ e˜
〈hi,ξ〉+1
i b = 0 ∀i ∈ I,
(ξ, b) is classically admissible ⇔ e˜
〈hi,ξ〉+1
i b = 0 ∀i ∈ I \ {0}.
Recall that l is the level of the perfect crystal B. It is easy to see that if (ξ, b) is
admissible (resp. (ξ, b) is classically admissible) then ξ+wt(b) ∈ (P+cl )l+l′ (resp.
ξ+wt(b) ∈ P
+
cl). The admissibility condition has been introduced by [14] in the
study of q-vertex operators by the crystal base theory. For j ∈ Z≥0, b ∈ B and
ξ, η ∈ (P+cl )l+l′ such that (ξ −wt(b), b) is admissible, (resp. ξ, η ∈ P
+
cl such that
(ξ − wt(b), b) is classically admissible), we define q-polynomials Xj(b, ξ, η) and
Xj(b, ξ, η) to be the sum ∑
bj ,...,b1∈B,bj+1=b
q
∑
j
i=1
iH(bi+1⊗bi).
Here the outer sum
∑
is taken over bj, . . . , b1 ∈ B under the following conditions
for each case.
Xj(b, ξ, η) case : ξi + wt(bi) = ξi−1 for 1 ≤ i ≤ j, ξj = ξ, ξ0 = η,
(ξi, bi) is admissible for 1 ≤ i ≤ j.
Xj(b, ξ, η) case : ξi + wt(bi) = ξi−1 for 1 ≤ i ≤ j, ξj = ξ, ξ0 = η,
(ξi, bi) is classically admissible for 1 ≤ i ≤ j.
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We define Xj(b, ξ, η) (resp. Xj(b, ξ, η)) to be zero if (ξ − wt(b), b) is not ad-
missible (resp. if (ξ − wt(b), b) is not classically admissible). This implies that
ϕi(b) ≤ 〈hi, ξ〉 for all i ∈ I (resp. ϕi(b) ≤ 〈hi, ξ〉 for all i ∈ I \{0}). We shall call
Xj(b, ξ, η) and Xj(b, ξ, η) the (level l+ l
′) restricted 1dsums and the classically
restricted 1dsums, respectively.
For any ξ ∈ P
+
cl, ξ + (l + l
′)Λ0 belongs to (P
+
cl )l+l′ for sufficiently large l
′.
Moreover the pair (ξ, b) is classically admissible if and only if (ξ + (l + l′)Λ0, b)
is admissible in the limit l′ →∞. Therefore we have
Proposition 2.5 For any ξ, η ∈ P
+
cl,
Xj(b, ξ, η) = lim
l′→∞
Xj(b, ξ + (l + l
′)Λ0, η + (l + l
′)Λ0).
As Proposition 2.2, the 1dsums Xj(b, ξ, η) and Xj(b, ξ, η) are characterized by
the recursion relation and the initial condition as follows.
Proposition 2.6
Xj(b, ξ, η) =
∑
b′∈B, (ξ,b′):admissible
qjH(b⊗b
′)Xj−1(b
′, ξ + wt(b′), η),
X0(b, ξ, η) = δξη,
Xj(b, ξ, η) =
∑
b′∈B, (ξ,b′):classically admissible
qjH(b⊗b
′)Xj−1(b
′, ξ + wt(b′), η),
X0(b, ξ, η) = δξη.
In order to express Xj and Xj in terms of gj , we need to assume
Conjecture 2.1 For any ξ ∈ (P+cl )l, there exists a disjoint union decomposition
(not necessarily unique) as
{b ∈ B | (ξ, b) is not admissible}
=
⊔
b′∈B,εi(b′)=〈hi,ξ〉+1 for some i∈I
{f˜ ti b
′ | 0 ≤ t ≤ ϕi(b
′)}. (2.14)
We have proved this for Uq(A
(1)
n ), B = l-fold symmetric tesnor case and have
checked several other cases. This property seems reflecting an intrinsic com-
binatorial nature of perfect crystals. If the conjecture holds, it follows by the
same argument as for Proposition 2.5 that for any ξ ∈ P
+
cl, there exists a disjoint
union decomposition (not necessarily unique) as
{b ∈ B | (ξ, b) is not classically admissible}
=
⊔
b′∈B,εi(b′)=〈hi,ξ〉+1 for some i∈I\{0}
{f˜ ti b
′ | 0 ≤ t ≤ ϕi(b
′)}. (2.15)
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Proposition 2.7 If Conjecture 2.1 holds, the restricted and classically restricted
1dsums are expressed as linear superpositions of the 1dsum gj over the affine
Weyl group W and the classical Weyl group W , respectively as
Xj(b, ξ, η) =
∑
w∈W
det w gj(b, w(η + ρ)− ξ − ρ), (2.16)
Xj(b, ξ, η) =
∑
w∈W
det w gj(b, w(η + ρ)− ξ − ρ). (2.17)
Proof. We show (2.16) from (2.14). (2.17) can be verified from (2.15) analo-
gously. Let Fj(b, ξ, η) denote the rhs of (2.16). We are to show that Fj(b, ξ, η)
fulfills the properties in Proposition 2.6. To check the initial condition is easy.
By using (2.7) one has
Fj(b, ξ, η) =
∑
b′∈B
qjH(b⊗b
′)Fj−1(b
′, ξ + wt(b′), η).
The sum here is similar to the one in Proposition 2.6 but without the con-
straint (ξ, b′) : admissible. Thus it is enough to show the cancellation of those
unwanted contributions from non-admissible b′, namely,
0 =
∑
b′∈B,(ξ,b′):non-admissible
qjH(b⊗b
′)Fj−1(b
′, ξ + wt(b′), η).
Under the assumption (2.14) it suffices to show the further decomposed form of
this as
0 =
m∑
t=0
qjH(b⊗f˜
t
i b
′)Fj−1(f˜
t
i b
′, ξ + wt(f˜ ti b
′), η)
for each b′ ∈ B such that εi(b
′) = 〈hi, ξ〉 + 1. Here m = ϕi(b
′) = 〈hi, ξ + ρ +
wt(b′)〉. From ϕi(b) ≤ 〈hi, ξ〉 one has H(b ⊗ f˜
t
i b
′) = H(b ⊗ b′) + tδ0i. By using
wt(f˜ ti b
′) = wt(b′)−tαi+tδ0iδ and (2.5) further, the rhs of the above is expressed
as
qjH(b⊗b
′)
∑
w∈W
det w
m∑
t=0
gj−1(f˜
t
i b
′, w(η + ρ)− ξ − ρ− wt(b′) + tαi)q
t(j−1)δ0i .
Upon applying (2.9), one finds that this quantity is precisely equal to itself with
w(η+ρ) replaced by riw(η+ρ). Thus it vanishes because of det riw = − det w.
2.3 Relation with affine Lie algebra and coset characters
Given a Uq(g) module M and µ ∈ P , let [M : µ] (resp. [M : µ]cl) denote the
dimension of the linear space {v ∈M | wt(v) = µ, eiv = 0 for all i ∈ I(resp. i ∈
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I \ {0})}. Let cj be as in Proposition 2.1, λ, λj ∈ (P
+
cl )l, V (λ), Vw(λ), bj , b(λ), d
and σ be as in section 1. Put λj = λj − lΛ0. The j → ∞ limits of gj , Xj and
Xj give rise to various branching functions. We summarize them in
Proposition 2.8 For µ ∈ P, ξ ∈ (P+cl )l′ , η ∈ (P
+
cl )l+l′ and η ∈ P
+
cl we have
lim
j→∞
q−cjgj(bj+1, µ) =
∑
i
(dimV (λ)µ−iδ) q
i, (2.18)
lim
j→∞
q−cjXj(bj+1, ξ + λj , η) =
∑
i
[V (ξ)⊗ V (λ) : η − iδ] qi, (2.19)
lim
j→∞
q−cjXj(bj+1, λj , η) =
∑
i
[V (λ) : η + lΛ0 − iδ]cl q
i. (2.20)
Proof. (2.18) is due to [4]. (2.19) is due to [14]. To show (2.20) recall that
any path can be written in the form p = uλj ⊗ bj ⊗ · · · ⊗ b1 (b1, . . . , bj ∈
B) for sufficiently large j, where one may identify uλj = · · · ⊗ bj+2 ⊗ bj+1.
For a path p = uλj ⊗ bj ⊗ · · · ⊗ b1, the condition e˜ip = 0 ∀i ∈ I \ {0} is
equivalent to the requirement that (λj+wt(bj)+ · · ·+wt(bi+1), bi) is classically
admissible for 1 ≤ i ≤ j. Since the weight of the path p is given by η + lΛ0 −(
E(bj+1 ⊗ bj ⊗ · · · ⊗ b1)− cj
)
δ, this completes the proof of (2.20).
Up to an overall power of q, (2.18) is a string function [15], (2.19) is a
branching coefficient of the module V (η) in the tensor product V (ξ) ⊗ V (λ),
(2.20) is the branching coefficient of the irreducible Uq(g) module with highest
weight η within the integrable highest weight module V (λ), where Uq(g) stands
for the subalgebra of Uq(g) generated by ei, fi, ti(i ∈ I \ {0}).
Remark 2.2 Multiply q−cj on both sides of (2.16) and take j →∞ limit. From
(2.18) and (2.19), the result turns out to be equivalent with Theorem 3.1 in [16]
when µ there is dominant integral. In this sense (2.16) is a finite j analogue of
it.
One can interpret the Kostka-Foulkes polynomial Kξµ(q) [17] as a classically
restricted 1dsum for A
(1)
n . Consider the level l perfect crystal B corresponding
to the l-fold symmetric tensor representation [5]. It is parametrized by semistan-
dard tableaux of shape (l) and entries from {0, 1, . . . , n}. In particular b(lΛ0) is
the one with all entries being n. Let 0 ≤ x1 ≤ · · · ≤ xl ≤ n and 0 ≤ y1 ≤ · · · ≤
yl ≤ n stand for the semistandard tableaux for b and b
′ ∈ B, respectively. Then
the H-function (1.3) is given by H(b ⊗ b′) = min τ (
∑l
i=1 θ(xi ≥ yτ(i))). Here
θ(true) = 1, θ(false) = 0 and the minimum extends over the degree l symmetric
group. Let ξ = (ξ1, ξ2, . . . , ξn+1) be any partition of lj (depth l(ξ) ≤ n+1) and
identify it with
∑n
i=1(ξi − ξi+1)Λi ∈ P
+
cl. Then we have
Kξ(lj)(q) = q
−ljXj(b(lΛ0), 0, ξ). (2.21)
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This is just an interpretation of a special case of a theorem in [13] via the
classically restricted 1dsums. See also [18] for another extension. Our picture
can be summarized roughly in the following table.
Table 1:
1dsum gj Xj Xj
path unrestricted classically restricted restricted
j <∞
string function of
Demazure module g-Kostka restricted g-Kostka
j →∞ string function gl/g (gl′ ⊕ gl)/gl+l′
Here gl denotes the affine Lie algebra g at level l. By g-Kostka we generally mean
the branching coefficients of the irreducible Uq(g)-modules in the Demazure
module Vw(jd)(σ
−j(lΛ0)). See [3], [18] for the Uq(g) invariance of the Demazure
modules.
Remark 2.3 Combining (2.21) and (2.17) one can express Kξ(lj)(q) as an al-
ternating sum over W . However the resulting formula is different from the one
on p244 in [17].
3 q-multinomial formula for gj(b, µ)
In this section we present explict formulae for the 1dsums gj(b, µ) in terms of q-
multinomial coefficients. We shall also attach the data B, d, i
(j)
a , B
(j)
a , etc from
[3], which satisfy (I) - (IV) in section 1. Combined with Proposition 2.1 or
(2.8) they yield a character formula for the Demazure module Vw(k)(λ). We
shall only consider level 1 cases of Uq(g) with g being classical types: A
(1)
n ,
B
(1)
n , D
(1)
n , A
(2)
2n−1, A
(2)
2n and D
(2)
n+1. Other cases, especially higher level cases
will be treated elsewhere. Except the D
(2)
n+1 case, the q-multinomial formulae
for gj(b, µ) have been effectively known in earlier works [19], [7], [20] on solvable
lattice models. They can be proved by establishing the recursion relation (2.7).
Given a crystal B and an integer vector with ♯B-components γ = (γb)b∈B
we shall employ the notations
[
j
γ
]
q
=
{
(q)j∏
b∈B
(q)γb
if j =
∑
b∈B γb and γb ∈ Z≥0
0 otherwise
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(q)m =
m∏
i=1
(1− qi) form ∈ Z≥0.
We shall also use
ǫs =
{
0 if s is even
1 if s is odd .
In view of (2.5) we shall assume µ is a level 0 integral weight, i.e., µ ∈ Pcl, 〈µ, c〉 =
0 in the rest of the paper.
3.1 (A(1)
n
, B(Λ1)) case
The level 1 perfect crystal B = B(Λ1) = {0, 1, . . . , n} can be depicted in the
crystal graph
✮
✲ ✲ ✲0 1 21 2 3 ♣ ♣ ♣ ♣ ♣ ♣ ✲ ✲n-1 nn-1
n
0
Elements of B have the weights
wt(b) = Λ
b+1 − Λb for b ∈ B,
where x is uniquely specified from x by x ≡ x mod n + 1 and 0 ≤ x ≤ n. The
energy function is given by
H(b⊗ b′) =
{
0 if b < b′
1 if b ≥ b′.
Due to the Dynkin diagram symmetry it suffices to consider the case λ = Λ0.
Then we have the result [3]:
d = n, λj = Λ−j, bj = −j,
B(j)a = {−j,−j + 1, . . . ,−j + a} 1 ≤ a ≤ n,
i(j)a = −j + a.
Proposition 3.1 (cf. [19], [7]) For j ∈ Z≥0, b ∈ B and µ = (µi)i∈B = (µn −
µ0)Λ0 + (µ0 − µ1)Λ1 + · · ·+ (µn−1 − µn)Λn ∈ Pcl, we have
gj(b, µ) = q
1
2
∑
i∈B
µi(µi−1)+
∑
i∈B
H(b⊗i)µi
[
j
µ
]
q
.
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3.2 (B(1)
n
, B(Λ1)) Case
The level 1 perfect crystal B = B(Λ1) = {1, 2, . . . , n, 0, n, . . . , 1} is depicted by
the crystal graph
✲ ✲1 21 2 ♣ ♣ ♣ ♣ ♣ ♣ ✲ ✲n-1 nn-2 n-1
✛ ✛1 2
1 2
♣ ♣ ♣ ♣ ♣ ♣ ✛ ✛n-1 n
n-2 n-1
0
❍❍❍❥
✟✟✟✙
n
n❅
❅
❅■
 
 
 ✒
0 0
Elements of B have the weights
wt(b) = −wt(b) =

Λb − Λb−1 b = 1 or 3 ≤ b ≤ n− 1
Λ2 − Λ1 − Λ0 b = 2
2Λn − Λn−1 b = n
wt(0) = 0.
We introduce an order ≺ on B by
1 ≺ · · · ≺ n ≺ 0 ≺ n ≺ · · · ≺ 1.
This and similar ≺ will be used in the subsequent subsections just for conve-
nience and should not be confused with the Bruhat order. The energy function
is given by
H(b⊗ b′) =
{
0 if b ≺ b′
1 if b  b′.
with the exceptions:
H(0⊗ 0) = 0, H(1⊗ 1) = −1.
There are 3 level 1 dominant integral weights (P+cl )1 = {Λ0,Λ1,Λn}. Due to the
Dynkin diagram symmetry it suffices to consider λ = Λ0 and Λn. In both cases
we have d = 2n− 1. The other data given in [3] reads
λ = Λ0 case :
λj = Λǫj , bj =
{
1 j : even
1 j : odd
,
B(j)a =
{
{bj , 2, . . . , a+ 1} 1 ≤ a ≤ n− 1
{bj , 2, . . . , n, 0, n, n− 1, . . . , 2n− a} n ≤ a ≤ 2n− 2
,
i(j)a =
{
ǫ1−j a = 1 or a = 2n− 1
min(a, 2n− a) 2 ≤ a ≤ 2n− 2.
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λ = Λn case :
λj = Λn, bj = 0,
B(j)a =

{0, n, n− 1, . . . , n+ 1− a} 1 ≤ a ≤ n− 1
{0, n, . . . , 2, 1} a = n
{0, n, n− 1, . . . , 1, 1, 2, . . . , a− n+ 1} n+ 1 ≤ a ≤ 2n− 1
,
i(j)a =
{
n+ 1− a 1 ≤ a ≤ n− 1
a− n n ≤ a ≤ 2n− 1.
For λ = Λn one can also make another choice of B
(j)
a and i
(j)
a as
B(j)a =
{
{0, n, n− 1, . . . , n+ 1− a} 0 ≤ a ≤ n
{0, n, n− 1, . . . , 1, 1, 2, . . . , a− n+ 1} n+ 1 ≤ a ≤ 2n− 1
,
i(j)a =
{
n+ 1− a 1 ≤ a ≤ n+ 1
a− n n+ 2 ≤ a ≤ 2n− 1.
In any case, B
(j)
0 = {bj} and B
(j)
d = B hold. Let us parametrize the level 0
elements µ ∈ Pcl by (µi)
n
i=1 ∈ Z
n as
µ = (−µ1 − µ2)Λ0 + (µ1 − µ2)Λ1 + · · ·+ (µn−1 − µn)Λn−1 + 2µnΛn.
Proposition 3.2 (cf. [7]) For j ∈ Z≥0, b ∈ B and the above µ ∈ Pcl, we have
gj(b, µ) =
∑∗
γ
q
1
2
∑
i∈B
γi(γi−1)−γsγs+
∑
i∈B
H(b⊗i)γi
[
j
γ
]
q
,
where s = n if b ≻ 0 and s = 1 if b ≺ 0. When b = 0, either choice s = n or
s = 1 is valid. The sum
∑∗
γ extends over γ = (γi)i∈B ∈ (Z≥0)
2n+1 such that
γi − γi = µi for i = 1, · · · , n,
∑
i∈B
γi = j.
3.3 (D(1)
n
, B(Λ1)) case
The level 1 perfect crystal B = B(Λ1) = {1, 2, . . . , n, n, . . . , 1} is depicted by
the crystal graph
✲ ✲1 21 2 ♣ ♣ ♣ ♣ ♣ ♣ ✲ ✲n-1 nn-2 n-1
✛ ✛1 2
1 2
♣ ♣ ♣ ♣ ♣ ♣ ✛ ✛n-1 n
n-2 n-1
 
 
 ✠
❅
❅
❅❘
nn
❅
❅
❅■
 
 
 ✒
0 0
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Elements of B have the weights
wt(b) = −wt(b) =

Λb − Λb−1 b 6= 2, n− 1
Λ2 − Λ1 − Λ0 b = 2
Λn + Λn−1 − Λn−2 b = n− 1.
We introduce an order on B by
1 ≺ · · · ≺ n− 1 ≺
n
n
≺ n− 1 ≺ · · · ≺ 1.
There is no order between n and n. The energy function is given by
H(b⊗ b′) =
{
0 if b ≺ b′,
1 if b  b′.
with the exceptions:
H(n⊗ n) = H(n⊗ n) = 0, H(1⊗ 1) = −1.
There are 4 level 1 dominant integral weights (P+cl )1 = {Λ0,Λ1,Λn−1,Λn}. Due
to the Dynkin diagram symmetry it suffices to consider λ = Λ0. Then the result
in [3] reads
d = 2n− 2, λj = Λǫj , bj =
{
1 j : even
1 j : odd
,
B(j)a =

{bj, 2, . . . , a+ 1} 1 ≤ a ≤ n− 2
{bj, 2, . . . , n− 1, n} a = n− 1
{bj, 2, . . . , n, n, n− 1, . . . , 2n− 1− a} n ≤ a ≤ 2n− 3
,
i(j)a =

ǫ1−j a = 1, 2n− 2
min(a, 2n− 1− a) a 6= 1, n− 1, 2n− 2
2n− 1− a a = n− 1.
One can also make another choice of B
(j)
a and i
(j)
a as
B(j)a =
{
{bj , 2, . . . , a+ 1} 1 ≤ a ≤ n− 1
{bj , 2, . . . , n, n, n− 1, . . . , 2n− 1− a} n ≤ a ≤ 2n− 3
,
i(j)a =

ǫ1−j a = 1, 2n− 2
min(a, 2n− 1− a) a 6= 1, n, 2n− 2
n a = n.
In any case, B
(j)
0 = {bj} and B
(j)
d = B hold. Let us parametrize the level 0
elements µ ∈ Pcl by (µi)
n
i=1 ∈ Z
n as
µ = (−µ1 − µ2)Λ0 + (µ1 − µ2)Λ1 + · · ·+ (µn−1 − µn)Λn−1 + (µn−1 + µn)Λn.
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Proposition 3.3 (cf. [7]) For j ∈ Z≥0, b ∈ B and the above µ ∈ Pcl, we have
gj(b, µ) =
∑∗
γ
q
1
2
∑
i∈B
γi(γi−1)−γsγs+
∑
i∈B
H(b⊗i)γi
[
j
γ
]
q
,
where s = n if b ∈ {n, . . . , 1} and s = 1 if b ∈ {1, . . . , n}. The sum
∑∗
γ extends
over γ = (γi)i∈B ∈ (Z≥0)
2n such that
γi − γi = µi for i = 1, · · · , n,
∑
i∈B
γi = j.
This is a very similar form to the B
(1)
n case.
3.4 (A
(2)
2n−1, B(Λ1)) case
The level 1 perfect crystal B = B(Λ1) = {1, 2, . . . , n, n, . . . , 1} is depicted by
the crystal graph
✲ ✲1 21 2 ♣ ♣ ♣ ♣ ♣ ♣ ✲ ✲n-1 nn-2 n-1
✛ ✛1 2
1 2
♣ ♣ ♣ ♣ ♣ ♣ ✛ ✛n-1 n
n-2 n-1
❄
n
❅
❅
❅■
 
 
 ✒
0 0
Elements of B have the weights
wt(b) = −wt(b) =
{
Λb − Λb−1 b 6= 2
Λ2 − Λ1 − Λ0 b = 2.
We introduce an order on B by
1 ≺ · · · ≺ n ≺ n ≺ · · · ≺ 1.
The energy function is given by
H(b⊗ b′) =
{
0 if b ≺ b′
1 if b  b′,
with the exception:
H(1⊗ 1) = −1.
There are 2 level 1 dominant integral weights (P+cl )1 = {Λ0,Λ1}. Due to the
Dynkin diagram symmetry it suffices to consider λ = Λ0. Then the result in [3]
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reads
d = 2n− 1, λj = Λǫj , bj =
{
1 j : even
1 j : odd
,
B(j)a =
{
{bj , 2, . . . , a+ 1} 1 ≤ a ≤ n− 1
{bj , 2, . . . , n, n, n− 1, . . . , 2n− a} n ≤ a ≤ 2n− 2
,
i(j)a =
{
ǫ1−j a = 1, 2n− 1
min(a, 2n− a) 2 ≤ a ≤ 2n− 2.
B
(j)
0 = {bj} and B
(j)
d = B hold. Let us parametrize the level 0 elements µ ∈ Pcl
by (µi)
n
i=1 ∈ Z
n as
µ = (−µ1 − µ2)Λ0 + (µ1 − µ2)Λ1 + · · ·+ (µn−1 − µn)Λn−1 + µnΛn.
Proposition 3.4 (cf. [20]) For j ∈ Z≥0, b ∈ B and the above µ ∈ Pcl, we have
gj(b, µ) =
∑∗
γ
qQ
(q2)γ1+γ1(q)j
(q2)γ1(q
2)γ
1
(q)γ1+γ1
∏n
i=2(q)γi(q)γi
G(b, µ, γ),
Q =
1
2
∑
i∈B
γi(γi − 1)− γ1γ1 +
∑
i∈B
H(b⊗ i)γi,
G(b, µ, γ) =
 1 if b = 1 or 1q 12µ1+q− 12µ1
q
1
2
(γ1+γ1
)
+q
− 1
2
(γ1+γ1
)
otherwise.
,
The sum
∑∗
γ extends over γ = (γi)i∈B ∈ (Z≥0)
2n such that
γi − γi = µi for i = 1, · · · , n,
∑
i∈B
γi = j.
3.5 (A
(2)
2n , B(0)⊕ B(Λ1)) case
For a technical reason, we take the opposite ordering for the labeling of vertices
of the Dynkin diagram from [3]. The level 1 perfect crystal B = B(0)⊕B(Λ1) =
{1, 2, . . . , n, 0, n, . . . , 1} is depicted by the crystal graph
✲ ✲1 21 2 ♣ ♣ ♣ ♣ ♣ ♣ ✲ ✲n-1 nn-2 n-1
✛ ✛1 2
1 2
♣ ♣ ♣ ♣ ♣ ♣ ✛ ✛n-1 n
n-2 n-1
0
❍❍❍❥
✟✟✟✙
n
n
✻
0
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Elements of B have the weights
wt(b) = −wt(b) =
{
Λb − Λb−1 1 ≤ b ≤ n− 1
2Λn − Λn−1 b = n
wt(0) = 0.
We introduce an order ≺ on B by
1 ≺ · · · ≺ n ≺ 0 ≺ n ≺ · · · ≺ 1.
The energy function is given by
H(b⊗ b′) =
{
0 if b ≺ b′
1 if b  b′,
with the exception:
H(0⊗ 0) = 0.
There is a unique level 1 dominant integral weight (P+cl )1 = {Λn}. Thus we set
λ = Λn, for which the result in [3] reads
d = 2n, λj = Λn, bj = 0,
B(j)a =
{
{0, n, n− 1, . . . , n+ 1− a} 1 ≤ a ≤ n
{0, n, n− 1, . . . , 1, 1, 2, . . . , a− n} n+ 1 ≤ a ≤ 2n
,
i(j)a = |n+ 1− a| 1 ≤ a ≤ 2n.
Let us parametrize the level 0 elements µ ∈ Pcl by (µi)
n
i=1 ∈ Z
n as
µ = −µ1Λ0 + (µ1 − µ2)Λ1 + · · ·+ (µn−1 − µn)Λn−1 + 2µnΛn.
Proposition 3.5 (cf. [20]) For j ∈ Z≥0, b ∈ B and the above µ ∈ Pcl, we have
gj(b, µ) =
∑∗
γ
q
1
2
∑
i∈B,i6=0
γi(γi−1)+
∑
i∈B
H(b⊗i)γi
[
j
γ
]
q
,
where the sum
∑∗
γ extends over γ = (γi)i∈B ∈ (Z≥0)
2n+1 such that
γi − γi = µi for i = 1, · · · , n,
∑
i∈B
γi = j.
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3.6 (D
(2)
n+1, B(0)⊕ B(Λ1)) Case
The level 1 perfect crystal B = B(0) ⊕ B(Λ1) = {1, 2, . . . , n, 0, n, . . . , 1, φ} is
depicted by the crystal graph
✲ ✲1 21 2 ♣ ♣ ♣ ♣ ♣ ♣ ✲ ✲n-1 nn-2 n-1
✛ ✛1 2
1 2
♣ ♣ ♣ ♣ ♣ ♣ ✛ ✛n-1 n
n-2 n-1
0
❄
❄
n
n
φ
✻
✻
0
0
Elements of B have the weights
wt(b) = −wt(b) =

Λ1 − 2Λ0 b = 1
Λb − Λb−1 2 ≤ b ≤ n− 1
2Λn − Λn−1 b = n
wt(0) = wt(φ) = 0.
We introduce an order ≺ on B \ {φ} by
1 ≺ · · · ≺ n ≺ 0 ≺ n ≺ · · · ≺ 1.
The energy function is given by
H(b ⊗ b′) =

0 if b ≺ b′ or (b, b′) = (0, 0), (φ, φ)
1 if one and only one of b and b′ is φ
2 if b  b′ and (b, b′) 6= (0, 0), (φ, φ).
There are 2 level 1 dominant integral weights (P+cl )1 = {Λ0,Λn}. Due to the
Dynkin diagram symmetry it suffices to consider λ = Λ0. Then the result in [3]
reads
d = 2n, λj = Λ0, bj = φ,
B(j)a =
{
{φ, 1, 2, . . . , a} 0 ≤ a ≤ n
{φ, 1, . . . , n, 0, n, n− 1, . . . , 2n+ 1− a} n+ 1 ≤ a ≤ 2n
,
i(j)a = min(a− 1, 2n+ 1− a) 1 ≤ a ≤ 2n.
Let us parametrize the level 0 elements µ ∈ Pcl by (µi)
n
i=1 ∈ Z
n as
µ = −2µ1Λ0 + (µ1 − µ2)Λ1 + · · ·+ (µn−1 − µn)Λn−1 + 2µnΛn.
21
Proposition 3.6 For j ∈ Z≥0, b ∈ B and the above µ ∈ Pcl, we have
gj(b, µ) =
∑∗
γ
q
∑
i∈B,i6=0,φ
γi(γi−1)+
∑
i∈B
H(b⊗i)γi
[
j
γ
]
q2
,
where the sum
∑∗
γ extends over γ = (γi)i∈B ∈ (Z≥0)
2n+2 such that
γi − γi = µi for i = 1, · · · , n,
∑
i∈B
γi = j.
4 Discussion
We have shown that various characters can be viewed in a unified way as the
1dsums under the path realization of Demazure crystals. Our picture is sum-
marized in Table 1 in the end of section 2. It is yet another task to actually
evaluate these 1dsums. In this paper it has been done in section 3 for level
1 cases of the unrestricted 1dsum gj. Substitution of them into Proposition
2.7 generates formulae also for Xj and Xj . As seen explicitly there, the re-
sults necessarily involve alternating signs from the Weyl group signature. Such
formulae are sometimes called bosonic. In this respect it is interesting also to
seek fermionic formulae. By this one roughly means those series or polynomials
which are free of signs, admit a quasi-particle interpretation or have an origin
in string hypotheses in the Bethe ansatz, etc. Formulae with such features have
been explored extensively for several cases of Xj and Xj in our Table 1 by
many authors. See for example [12] and references therein. On the other hand
relatively fewer fermionic formulae seem known or even conjectured for gj. A
possible reason for this is that gj does not correspond to a counting of highest
weight vectors as opposed to Xj and Xj . We hope to discuss this point further
and higher level cases in near future.
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