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転移学習における方策再利用法の技法と比較
河野　仁 ∗1
Comparison of policy reusing mechanisms in transfer reinforcemnet learing
Hitoshi Kono
In recent year, the robot systems with learning algorithms are deployed in the real world situation, for
example, automatic driving car, warehouse robots and so on. Especially, reinforcement learning (RL) don’t
need the supervised data, and RL can explore the optimal solution by it self. However, the robot or virtual
agent (called agent) which is implemented RL, can be only acquired a optimal or near optimal solution
that is focused on speciﬁc tasks. Hence, a transfer learning frame work was proposed for the past dozen
years or so to discuss the application capability of reinforcement learning. This paper introduce methods
of transferring policy which focused on Tyalor’s transfer learning mechanisms, and this paper is discussed
diﬀerence of eﬀectiveness of policy reusing mechanisms which are proposed by related work.
1 諸言
近年，知能ロボットの実世界応用の研究・開発が活発に
なされ，学習アルゴリズムが実装されたロボットシステ
ムの研究も多い. さらに，自分で試行錯誤的に解を獲得す
ることができる強化学習は，ヒトによる教示や大量の訓練
データを用意する必要がなく，メリットが多い [1–4]．し
かし，強化学習は多くの学習の繰り返しが必要であること
や，学習時間が長いことが課題として指摘される．そのた
め，過去に獲得した知識（強化学習の方策）を新たな環境や
タスクでの学習に再利用し，学習時間の短縮や高パフォー
マンスを獲得しやすくする転移学習が提案されている [5]．
特に近年では，複数のエージェントが同時に転移学習す
る方法や，方策の再利用度合いを調整して新たな環境での
適応力を向上させる手法など，多岐にわたる関連手法が提
案されている [6–9]．これらの手法は様々な環境で有用性
を確認されているが，条件設定や手法が細分化され，性能
の比較を行うことが難しい．また実装レベルの議論になる
と，転移学習という大枠の概念は共通理解できていても，
技法ともいえる実装の細部が開発者によって異なる可能性
が高い．そのため，パラメータの調整による手法への影響
が見えにくい．
そこで，本稿では方策再利用法の実装をいくつか議論
し，計算機実験の結果から効果の違いを議論する．また，
転移を行うことでエージェントが新たな環境に適応でき
ず，本来の転移学習の効果が得られないことを Negative
transfer（負の転移）と呼ぶが，仮に負の転移が発現した
エージェントが，時間が必要であるとしても再学習により
新たな環境に適応することも重要であり，新たな手法を提
案せず従来のパラメータ調整に回避可能であるかも議論
する．
以下，2章では方策再利用法の議論に必要な基礎的知識
として，強化学習や転移学習などの関連技術を述べる．3
章では，本稿で実施する計算機実験の条件を述べ，4章で
は計算機実験による結果と考察を議論する．最後に 5章で
は，本稿のまとめと今後の課題を論じる．
2 方策再利用法
本章では，議論の前に必要となる強化学習や転移学習な
どの基礎的な知識，前提条件に関して以下に述べる．
2.1 強化学習
強化学習は，エージェントが環境から与えられる報酬を
もとに，試行錯誤的に行動を繰り返し最適解を獲得するア
ルゴリズムであり，動物行動心理学などの知見から着想を
得ている [10]．本稿では Q学習を採用し，議論を進める．
エージェントは環境の状態集合 S から状態 sを観測でき，
それを共に行動集合 A から行動 a を選択し，実行するこ
とが可能である．エージェントは目的を達成すると報酬 r
が獲得でき，次式により方策 Q(s, a)を獲得する．
Q(s, a)← Q(s, a) + α{r + γmax
b∈A
Q(st+1, b)−Q(st, a)}
(1)
ここで，αは学習率で (0 < α ≤ 1)，γは割引率 (0 ≤ γ ≤
1)である．方策 Q(s, a)は，基本的にすべての状態 sとす
べての行動 aにおける行動価値が記された Look–up–table
で構成されており，Q–テーブルと呼ばれる．観測可能な状
態数が増加するほど Q(s, a)を保存するコンピュータ内の
メモリスペースが指数関数的に増大する「次元の呪い」が
発生する．そのため，Q(s, a)を関数近似により表現する方
法が多く提案されているが，近似誤差による学習への影響
など，不確定な要素が増えるため本稿では取り扱わない．
方策により行動を選択するための手法として，greedy法
や soft–max法など様々な方法があるが，本稿では確率的
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な行動選択を実現する，次式に示す Boltzmann 分布をも
とにした soft–max法を採用する．
P (a|s) = exp{Q(s, a)/T}∑
b exp{Q(s, b)/T}
(2)
ここで，T は温度定数と呼ばれ，行動価値の高い行動の
選択のしやすさを調整するパラメータであり 0 < T < 1
とする．
2.2 転移学習
転移学習は，転移元（Source task）のエージェント（広
義の転移学習の場合ヒトも含む）が学習した知識を，転移
先（Target task）のエージェントが再利用するフレーム
ワークである．転移学習という用語自体は発達心理学など
の分野で使われているが，工学分野全般における転移学習
は，神嶌による文献 [11]が詳しい．近年は機械学習をはじ
め強化学習でも応用され成果を得ている [12]．
強化学習における転移学習では，強化学習エージェント
が Source task にて学習を行い方策を獲得する．その後，
同一もしくは類似環境である Target taskにおいて，同一
もしくは類似エージェントが Source taskで獲得された方
策を再利用し，Target task での解の獲得速度を速めたり
することが可能である．
転移学習における方策の再利用方法として，代表的であ
り直感的な理解をしやすい方法は知識複写と知識修正であ
ると考えられる [13]．知識複写は次式により形式的に定義
できる．
Qt(s, a) ← Qs(s, a) (3)
ここで，Qs(s, a)は Source taskから転移された方策で
あり，Qt(s, a)は Target taskにてエージェントが使用す
る方策であり，さらに新たな環境で学習した行動価値もこ
こに更新される．注意が必要なのは，他の文献では明示的
に Qt や Qs と区別しない場合が多い．
知識修正は，Target taskで方策を再利用する際，再利用
しやすくするように Source taskと Target task間におけ
る環境情報や行動の対応を定義してから方策再利用する手
法である．この対応付け処理を Inter-task mapping(ITM)
と呼ぶ．式 (3)とは異なり，次式にて定義できる．
Qc(s, a) ← Qt(s, a) +Qs(s, a) (4)
ここで，Target task のエージェントが使用する方策
は Qc(s, a) であり，河野らは統合方策と呼んでいる [14].
これは方策再利用前に，Qt(s, a) の初期値と再利用方策
Qs(s, a) を統合している．Target task にて学習した行動
価値はQt(s, a)に更新され，行動選択はQc(s, a)を用いて
実行される．すなわち，Qs(s, a)は常に参照されるだけの
方策となり，Target task での行動価値更新などの処理は
実行されない．
ITMを考慮すると，式（4）は次式のように定義される．
Qc(s, a) ← Qt(s, a) +Qs(χs(s), χa(a)) (5)
関数 χx(·)は，Target taskにおける S とAのそれぞれ
の元を，Source taskの S とAのそれぞれの元に対応関係
を記述する手法である．すなわち，Source taskと Target
taskのエージェントにおける身体性の違いとその対応関係
を定義している．これにより，異なるエージェント間での
転移学習が効果的となる場合がある．
2.3 他の方策再利用メカニズム
強化学習における方策の再利用には，前述のとおり
Tyalor らの方法が基本形であると考えられる．しかし，
近年では方策再利用時に再利用知識における学習済みの行
動価値が高く，Target task での環境適応性能に悪影響を
及ぼすという指摘もある [7, 9, 15]．そのため，次式のよう
な再利用度合いを調整する方法が提案されている．
Qc(s, a) ← Qt(s, a) + ζQs(s, a) (6)
式（6）では，ITMの記述を省略している. ζ の値を調整
することで，行動価値の高さを調整し Target taskにおけ
る探査を促す効果がある．ζ は定数を与える方法や学習進
度に応じて値を減少させる手法などがあるが，本稿では定
数項として扱うこととする [14]．
3 方策再利用法の比較条件
本稿では，いくつか提案されている転移学習の知識再利
用法の具体的なメカニズムにおいて効果の比較を行う．比
較の指標としては以下に示す項目を評価する．
・転移学習としての効果
・ Target taskにおける環境適応性
転移学習の基本的な効果が得られていることを評価す
るために，「正の転移」，「負の転移」，「零の転移」3 つの
用語を定義する．正の転移は，エージェントが方策を再利
用することで新たな環境において最適解の獲得の高速化
が行える状態である．負の転移は，エージェントが方策を
再利用することで，環境に適応できず解の獲得に長時間か
かるような状態である．零の転移は，方策を再利用しても
Target task における学習に，なんら影響のないような状
態である．
すなわち，転移学習の効果が得られたと判断できる結
果は，正の転移が発生している状態である．また，Target
taskにおける環境適応性能を評価する基準としては，デッ
ドロックを考慮する．方策を再利用し，その方策に依存し
た意思決定を行うことで，新たな環境での行動を行えなく
なる状態をデッドロックとする．
また，実験結果の比較するための数値として，学習曲線
を採用する．学習曲線は横軸に学習の繰り返し回数，縦軸
にパフォーマンスを取る曲線のグラフである．これによ
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(a) Source task (b) Target task
Fig. 1 Environmental settings of source task and
target task
り，エージェントが学習を繰り返すことでどれくらいのパ
フォーマンスを獲得できているかの確認が可能である．学
習曲線の取得は，Source task や Target task での学習を
それぞれ 10 回の施行し，平均としたものを学習曲線とし
て描画する．
3.1 環境
本稿では，強化学習タスクとして単純な最短経路問題を
採用し，結果の直感的な理解を助ける．また，環境として
は図 1に示すグリッドワールドを設定する．図 1中の青い
円がエージェントであり，初期位置は固定とする．緑色で
塗りつぶされたグリッドがゴールであり，白いグリッドは
エージェントが移動可能な通路である．
図 1における環境の違いは，障害物の配置である．Tar-
get task では，Source task の最短経路に障害物が配置さ
れており，Source task の最短経路が再現せず，迂回しな
ければならないように設定されている．
また，エージェントは本実験では Souce taskと Target
taskで同一エージェントを採用する．これにより，知識修
正の場合は ITM の調整具合が結果に影響しない．すなわ
ち，本稿において Source taskと Target taskにおいて異
なる要素は，環境の障害物配置だけである．
なお，エージェントはグリッド上の上下左右と停止の計
5種類の行動が選択可能であるとする．
3.2 学習パラメータ
強化学習のための学習パラメータとして，全実験で学習
率 α = 0.1,割引率 γ = 0.99，ゴール報酬 rg = 1.0とする．
また，転移学習のパラメータとして転移率 ζ は，環境に応
じて適宜変更し，事前に調整された負の転移にならないパ
ラメータに設定する．
Source task における学習エピソード数は 500 とし，
Target taskにおける学習エピソード数も 500とする．行
動選択に用いる soft–max法の温度定数 T は 0.05とする．
再利用される方策を除く，全ての新たに生成されるQ–テー
ブルの初期値は 0とする．
3.3 比較に用いる転移学習の技法
本稿の実験では，以下に示す転移学習の実装を行った．
Fig. 2 Learning curve in source task and self-transfer
・知識複写
・知識修正
・転移率を導入した知識修正
前述のとおり，知識複写は再利用する方策をTarget task
にて学習する方策に一度コピーし，それを用いて意思決定
や行動価値の更新を行う．知識修正において，本稿では
Source task と Target task において同一エージェントを
採用していることから，式（4）と同等である．
4 実験結果と議論
4.1 Source taskにおける強化学習と方策の生成
最初に，Source task にて正常に方策の獲得がなされて
いるか評価を行う．Source task を実行して得られた学習
曲線を図 2に示す．
図中の学習曲線は横軸にエピソード数，縦軸にゴールま
でに要したステップ数としている．Source task では試行
錯誤の後，250 エピソード付近で最短経路の 18 ステップ
に収束していることが見て取れる．
さらに，Source taskで獲得した方策が正確に保存されて
いるか確認するために，Source taskと同環境でエージェン
トに方策を再利用させた．その結果が図 2の Self-transfer
である．この結果から，学習開始から最短経路でゴールに
到達することが可能となっているため，理想的な正の転移
が発現し，方策も正しく保存されていることがわかる．
4.2 知識複写
方策複写により転移学習した場合の学習曲線を図 3 に
示す．本実験条件から，方策を再利用するエージェントは
Target taskで学習を行っている．
知識複写では，学習初期が高いステップ数となっており，
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Fig. 3 Learning curve in condition with policy copy
負の転移が発現していると考えられる．しかし，エージェ
ントは Source taskの方策を基に行動し，最短経路に配置
された障害物に衝突しておりステップ数の増加が発生して
いるが，強化学習の割引率の効果により，徐々に障害物へ
の衝突が減り Target taskの最短経路が獲得出来ている．
Target task への環境適応は可能となっているが，最短
経路を獲得するまでに再利用する方策が悪影響を及ぼして
いると考えられる．ただし，環境によっては知識複写の方
法でも正の転移が得られる可能性があると考えられる．
4.3 方策修正
方策修正では，エージェントが Target taskにおいて最
短経路を妨害する障害物に衝突し，デッドロックした．こ
のデッドロックにより，ゴールへの到達ができないため，
報酬も受け取れず方策の改善，すなわち再学習も行えない．
学習曲線は得られていないため，グラフは示さない．
そこで，デッドロックを防止するために，エージェント
が障害物に衝突した場合，負の報酬 (Rc = −1.0)を与える
設定としたところ，方策改善がなされ，図 4に示す学習曲
線が得られた．図 4 のWithout transfer の曲線は，比較
のために行った Target taskの環境を一から強化学習した
学習曲線である．
これにより，Source task で獲得された方策を再利用す
ることで，Target task の最短経路も獲得しやすくなって
いる正の転移が発現している．
しかし，本実験により方策修正の手法では方策の転移時
に注意しなければいけない知見が得られた．知識修正は
再利用する方策に対して行動価値の更新を行わないため，
Target task にて最短経路を獲得したとしても，学習進度
が浅い場合は学習途中の方策を保存することとなる．その
場合の学習曲線を図 5に示す．
Fig. 4 Learning curve in target task with ζ = 1.0,
Rc = −1.0
Fig. 5 A kind of the case of negative transfer caused
by 100 iteration.
図 5では，Target taskでの学習エピソード数を 100回
に制限し，そこで獲得できた方策を同環境同エージェント
へ Self-transferした時の学習曲線である．Target taskで
は再利用方策が存在したため，見せかけの最適解獲得が学
習曲線から見て取れるが，実際には行動価値の更新が十分
に行えておらず，学習初期は環境の探査を行う傾向が発現
した．本実験では正の転移が発現しているが，このような
状態は Target taskでの学習進度によっては零の転移とな
るため，注意が必要であると考えられる．
4.4 転移率を用いた知識修正
転移率を用いた知識修正では，あらかじめ再利用する方
策を ζ で割り引いておくことで，環境適応性能を向上させ
る方法である．本実験では ζ = 0.1とした．これにより得
られた学習曲線を図 6に示す．図 6においても，図 4と同
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Fig. 6 Learning curve in target task with ζ = 0.1, Rc = 0
様にWithout transfer は Target task の環境において一
から強化学習を行った場合の学習曲線である．
転移率をあらかじめ調整することで，“負の報酬を導入
した知識修正”と同様の正の転移が発現した．しかし，今
回の ζ のパラメータ設定では図 4程の高速な解の獲得とな
らず，さらには最短経路という静的環境にも関わらず解が
一意に収束しなかった．学習曲線は 10 回の学習で得られ
た曲線の平均であるため，それぞれの学習曲線を比較する
と，10回中 7回は最短経路へ収束する学習曲線であり，残
りの 3回は多少の振動を伴う，凖収束であった．
今回は ζ を定数として実験を行い，また値も低めに設定
したため，正の転移は発現しているが，図 4程のパフォー
マンスの獲得はできなかった．
5 結言
本稿は，Tyalorらの提案した強化学習における転移学習
をもとに，いくつかの方策再利用法を議論し，計算機実験
からそれらの効果を検証した．
実験結果から，知識複写では負の転移が発現し，Target
taskの最適解探査に時間を要した．しかし，時間は要する
が環境適応は出来ているといえる．
知識修正では，Target taskにおける Source taskの最短
経路を妨害する障害物にエージェントが衝突し続けてデッ
ドロックし，明らかな負の転移となった．しかし，手法を
修正し障害物衝突時はエージェントに負の報酬を与えるこ
とで，デッドロックを回避し，さらには正の転移が発現し
た．また，本実験条件では正の転移が発現したが，Target
taskにて最短経路が発現したとしても，学習を早めに打ち
切った場合にはその方策を転移しても行動価値が十分に高
くなっていない可能性があり，正の転移が得られにくいこ
とが明らかとなった．
転移率を導入した知識修正では，手法に修正を加えるこ
となく正の転移が発現したが，負の報酬を導入した知識
修正の手法の結果ほど，Target task における解の獲得ス
ピード，最短経路への収束が表れず，転移率 ζ の微調整が
必要であると考えられる．
転移学習のためのパラメータチューニングは環境やエー
ジェントの違いに敏感であり，少なくとも知識複写のよう
な手法では転移学習の効果が表れる場面は少ないと考えら
れる．単純な知識複写ではエージェントのデッドロックが
発生するため，転移率や壁への衝突時の負の報酬が必要で
あるが，環境やエージェントのヘテロジーニティに応じて
パラメータを決定する方法論であったり，オートチューニ
ング技術の開発が必要であると考えられる．
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