Electrocardiogram (ECG) signal compression suffers of lack of standards for analogue-digital conversion. Results of this study have shown that 8 bits/sample, although frequently in use, does not satisfy quality criteria for medical doctors. This paper also presents predictive technique for lossless ECG compression using linear time-invariant models. Tests on clinically measured ECG signals confirm a very good performance in terms of compression ratio.
INTRODUCTION
A typical ECG signal requires less storage capacity than for medical images. However, ECG monitor devices are used frequently, even on a regular medical exams, while the medical images are recorded only when is necessary. Nowadays, electrocardiograph represents a necessary diagnostic device. Consequently, large amounts of data have to be stored. A need for efficient coding of ECG signals is continually increasing with modern use of long-term monitoring and telemedicine. Modern medical telemetry systems with low bitrate channels require signal compression for efficient functioning.
For example, high-resolution electrocardiogram monitoring device, records 12-chanells ECG with 11-bit resolution and sampling rate of 1000 samples per second, and therefore it generates over 56 MB per hour (about 1360 MB per day), or charges the network with constant flow of 132 kb/s. Thus, the ECG signal compression is not only desirable and useful, but also necessary.
Signal compression methods fall into two common categories: lossy and lossless.
Lossless ECG compression is essential for storage and transmission of electrocardiographs. The purpose of ECG compression should not be only to transmit or store the signal with fewer bits, but also to preserve the clinically significant information. According to the law regulations in many countries, medical signals after lossy compression cannot be used in diagnostics.
Predictive methods are a subclass of the lossless techniques. These methods exploit redundancy between samples, beats and leads of ECG signal, so that only new information has to be coded. Correlation of ECG samples is significant, and it is illustrated in Figures 3. and 4. In this paper, predictive techniques for lossless ECG compression are introduced. In combination with entropy coding, they achieve very good results. The amount of compression is often expressed with the compression ratio (CR) that is defined as the ratio between the bit rate of the original ECG signal and the bit rate of the compressed one. In this way, compression ratio shows how much the ECG data is being compressed compared to the original. The electrodes recording the first six are located on the limbs, while leads V1 to V6 are recorded from the chest ( Figure 5 ).
PARAMETERS FOR DIGITALIZATION OF ECG SIGNAL
ECG signal compression requires existence of a digitalized signal. cator of ECG quality that preserves important details significant for correct diagnosis. Five medical doctors were interviewed. In general, doctors rejected signal IV (8 bits per sample), although this type of conversion is used in numerous commercial ECG devices.
They were satisfied with other signals and they did not make a big difference. However, signal I was their favorite ( Figure 8 ).
According to these results, it would be appropriate to use analogue-digital conversion with high sampling rate and a higher number of quantization levels. Results indicate that the signal IV does not satisfy medical needs, but signal II is as good as signal I. Choice of signal II parameters reduces required number of bits to 60% of case I. This is a significant reduction of required resources.
ECG SIGNAL PREDICTION
The fundamental principle of predictive techniques is to use previously coded samples to generate a predicted value for the current sample.
This follows by coding the difference between the predicted and the actual values of the current sample. During a slow motion period, most consecutive samples will be similar, whereas the difference will be greater when the motion increases. Assumption is that entropy coding of ECG signal prediction error will achieve better compression ratio then entropy coding of original ECG signal. ECG signal compression and decompression scheme is illustrated in Figure 9 and 10. Now, consider the ECG signal y(n), which has been coded up to sample n -1, and let y(n -1), y(n -2),... be the values of the ECG signal up to that moment. Then, an estimate of ECG signal is predicted from previously samples:
where Y denotes the prediction rule.
Having the ECG signal prediction it is enough to code prediction error e(n) that is illustrated in Figure 11 . A reasonable prediction criterion is to minimize the prediction error probability. Probability distribution of prediction error is depicted in Figure 12 . It is obvious that amplitudes of the prediction error are less then amplitudes of the original ECG signal (Figures 1 and 11 ). In addition, prediction error signal has significantly smaller range of values making it more suitable for compression, so consequently, it requires fewer resources for storage and transmission. 
MODELS OF LINEAR TIME-INVARIANT SYSTEMS
One way of ECG signal prediction is to characterize ECG signal lead as the output of linear system which inputs are other leads of the same signal. In the following analysis, we shall discuss single-input single-output systems, because they correspond to ECG signals from test databases. Generalization to multiple-input system is straightforward. Time-invariant linear systems are the most important class of dynamical systems. System is time-invariant if its response to a certain input signal does not depend on absolute time. System is linear if its output response to a linear combination of inputs is the same linear combination of the output responses of the individual inputs. System is causal if the output at a certain time instant depends on the input up to that time instant only.Consider a system with an input signal u(n), output signal y(n), and disturbance n(n) (Figure 15 ).
Linear time-invariant causal system can be described by its impulse response g(k) as follows:
The impulse response is a complete characterization of the system.
Let the disturbance n(n) be given as where e(n) is the white noise with zero mean and variance l.
This description is versatile enough for most practical purposes. Then, the disturbance n(n)
has also zero mean, and the covariance It will be convenient to introduce a shift operator q of a certain signal s(n) as follows:
Then, linear time-invariant causal system could be described as
where G(q) is transfer function of linear system.
Let filter H(q) be monic h(0) = 1, stable with Since H is monic and invertible, and white noise e(n) has zero mean, the conditional expectation of disturbance n(n) is Then, the conditional expectation of output signal y(n) is given by
Collecting the terms gives, (
The prediction error is given by and represents that part of the output y(n) that cannot be predicted from past data. For this reason, it is also called the innovation at time n.
In the following discussion, several models of time-invariant linear system are presented.
AR model
The AR model for a single-output system with an output signal y(n) can be written as: 
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PARAMETER ESTIMATION
After a model has been selected, it is necessary to parameterize it. Parameter estimation is based on solving linear or pseudo-linear regression, depending on chosen model. It tends to minimize prediction error.
Linear regression
Linear regression is very useful for describing linear and nonlinear systems. Linear regression employs a predictor in form where f(t) is state vector, and q is parameter vector.
List squares criterion for the linear regression is given by
Since the list squares criterion is a quadratic function in q, it can be minimized analytically, which gives, provided the indicated inverse exists, least-squares estimate:
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for the construction of matrix R. An efficient way is using QR factorizations.
Pseudo-linear regression
In general, prediction error e(n,q) should be independent of past data. If the prediction error is correlated with a past data, then there was more information available in past data about output signal y(n) than picked up by the predictor y(n |q). The predictor then is not ideal.
This leads to the characterization of a good model as one that produces prediction errors that are independent of past data.
Let predictor be given in form
If the state vector j(n,q) does not depend on q this relationship would be a linear regression. From this, the term pseudo-linear regression for predictor is derived. The state vector j(n,q) contains relevant past data, partly reconstructed using the current model. Thus, it is reasonable to require from the model that the resulting prediction errors be uncorrelated with state vector j(n,q) (3]:
This is called the PLR estimate.
There are several approaches for solving this problem. They are basically numerical solutions by iterative search methods. One of these methods is bootstrap method.
It is necessary to solve in the special case where the prediction error is given by Let be a current iterate. Then is natural to determine the next one by solving This is a linear problem and can be solved as:
Solving of this linear problem is essentially a least-squares problem with proper definitions of R(N) and f(N). The algorithm is known as a bootstrap method, since it alternates between computing q and forming new vectors.
RESULTS
In this paper, usage of simple AR and ARX models is analyzed. For obtaining parameters of the predictor, these models require solving linear regression. In addition, complex methods such as ARMA, ARMAX and ARARX are discussed. They require solving of pseudo-linear regression. Using more complex methods result with better compression ratio, but computing is much more time consuming having iterative functions for parameterization.
General review of results for these models is given in Tables 2 and 3 . These results were achieved using predictive techniques in combination with techniques of entropy coding (non-adaptive zero-order arithmetic coding using standard 32-bit integer arithmetic).
Analysis of results indicates that difference in achieved compression ratios for simpler linear time-invariant models, such as AR and ARX model, and for more complex models, such as ARMA, ARMAX, and ARARX model, is not significant and it is about 2.5 %.
On the other hand, AR and ARMA models do not exploit correlation between different leads of the same ECG signal, while ARX, ARMAX and ARARX model use this correlation. In addition, results indicate that as order of model increase, potential ECG compression ratio increases, with increased complexity too.
Therefore, we recommend using ARX model. This model gives good compression ratios, it is not too complex, and it uses correlation between leads of the same ECG signal.
CONCLUSION
This paper presents predictive techniques for lossless ECG compression. Described models are custom in control theory and they are rarely used in data compression. This paper proposes using of these models in ECG signal compression.
Based on presented results, we recommend using simple models, such as AR and ARX that do not require iterative solving of pseudo-linear regression. After prediction, we recommend using of entropy coding (Huffman [8] or arithmetic coding [9] ) on prediction error signal.
Disadvantage of predictive methods is weak utilization of correlation between neighbor beats of the same ECG signal. Used methods have possibility to include this correlation, but then they become too complex.
According to the results of survey among medical experts, we suggest using analogue-digital conversion with high sampling rate and a higher number of quantization levels. Sampling rate of 240 samples per second and resolution of 10 bits per sample offer good compromise between quality and storage capacity. 
