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Abstract
Basic classes of matrices or linear transformations in finite dimensional quaternionic vector spaces with
a regular indefinite inner product are introduced and studied. The classes include plus matrices, selfadjoint,
skew-adjoint, and unitary matrices. In particular, results are proved concerning extensions of invariant semi-
definite subspaces. Canonical form for unitary matrices is developed and subsequently applied to stability
of periodic Hamiltonian systems.
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1. Introduction
Let H be the skew-field of real quaternions. We denote by Hn the right vector space over H of
n-component columns with components in H. Thus, the multiplication by quaternion scalars is
on the right: xλ, where x ∈ Hn, λ ∈ H. All subspaces of Hn are understood as right subspaces.
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The standard inner product in Hn is denoted by 〈·, ·〉:
〈x, y〉 =
n∑
m=1
y∗mxm,
where
x =

x1
x2
...
xn
 , y =

y1
y2
...
yn
 , xm, ym ∈ H
and the superscript ∗ stands for the standard conjugation in H, i.e., for q = a + bi + cj + dk ∈ H,
where a, b, c, d ∈ R and i, j, k are the standard units in H, we have q∗ = a − bi − cj − dk. We
use the euclidean norm in Hn and the operator norm of linear transformations:
‖x‖ = √x∗x, x ∈ Hn; ‖X‖ = max {‖Xx‖ : x ∈ Hn, ‖x‖ = 1},
where X ∈ Hm×n is an m × n matrix with entries in H, understood also as a linear transformation
from Hn into Hm. A matrix A ∈ Hn×n is said to be Hermitian if A coincides with its conjugate
transpose: A = A∗.
In this paper we study various classes of linear transformations in the context of indefinite
inner products in Hn. Thus, we consider the indefinite inner product [·, ·] induced by an invertible
Hermitian matrix H ∈ Hn×n:
[x, y] = y∗Hx = 〈Hx, y〉 = 〈x,Hy〉 = (Hy)∗x, x, y ∈ Hn.
We suppress in the notation [·, ·] the dependence of the indefinite inner product on H . The follow-
ing important classes of matrices relative to the indefinite inner product will be studied. A matrix
A ∈ Hn×n is called H -selfadjoint, resp., H -skew-adjoint, or H -unitary, if [Ax, y] = [x,Ay],
resp., [Ax, y] = −[x,Ay], or [Ax,Ay] = [x, y], for all x, y ∈ Hn. Plus matrices are matrices
A ∈ Hn×n with the property that [Ax,Ax]  0 as soon as [x, x]  0. The literature on these
and related classes of linear transformations in the context of complex or real vector spaces is
extensive (we mention here only the books [3,5,9,10,17,18,23,24,29]).
In recent years, research interest in quaternionic linear algebra has increased substantially, as
a selection of recent publications [4,19,26,39,42,43] will attest, motivated among other things by
applications of quaternions (and more general Clifford algebras) in physics, and by development
of structure preserving numerical algorithms for structured eigenvalue problems [14,20]. How-
ever, as far as we are aware, there are no works in the literature so far treating basic classes of
linear transformation with respect to indefinite inner product in the context of quaternionic vector
spaces.
In the present paper, we develop basic results concerning the classes of selfadjoint, skew-
adjoint, unitary, and plus matrices in finite dimensional quaternionic indefinite inner product
spaces. In several cases the quaternionic results may be obtained in a similar way as in the
complex case. One notable exception is the class of dissipative matrices and operators. The theory
of complex dissipative matrices and operators with respect to a complex indefinite inner product
is well-developed; see, for example, [37,31,8,38,33]. However, the problem of developing struc-
ture results for suitably defined quaternionic dissipative matrices (with respect to a quaternionic
indefinite inner product) remains open.
In particular, in the present paper we have used extensively the following sources: [24,31] in
Section 2, [30] in Sections 3 and 5, [16,35] in Section 6, and [6] in Section 7.
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The paper is organized as follows. Positive and negative (semi)definite and neutral subspaces
with respect to an indefinite inner product are considered in Section 2. The class of plus matrices is
studied in Sections 3 and 5, where in Section 3 we are concerned mainly with results on extensions
of invariant semidefinite subspaces, and in Section 5 the main concern is classification of various
subclasses of plus matrices. In Section 4 we use the canonical form of H -selfadjoint matrices
to derive results on extension of invariant semidefinite subspaces for H -selfadjoint matrices. In
particular, we characterize the cases when every invariant semidefinite subspace is automatically
neutral. The canonical form is also used in Section 5. In Section 6 we present the canonical forms
for H -skew-adjoint and H -unitary matrices, and use the latter to study stability and robust stability
of periodic Hamiltonian systems with quaternionic coefficients in Section 7.
The following notation will be used. z and z stand for the real and imaginary parts, respec-
tively, of a complex number z = z + iz. The subspace spanned by the vectors x1, . . . , xk ∈ Hn
is denoted Span{x1, . . . , xk}. We denote by ek the kth standard unit vector (with 1 in the kth
position and 0 in all other positions). The dimension n is understood from the context. The
number of positive (resp., negative) eigenvalues (counted with multiplicities) of a Hermitian
matrix H ∈ Hn×n will be denoted i+(H) (resp., i−(H)). Note that for every Hermitian H ∈ Hn×n
there is a unitary U ∈ Hn×n such that
U∗HU = diag(a1, . . . , an), (1.1)
the diagonal matrix with a1, . . . , an on the diagonal (in that order), where aj ’s are real numbers
(see, e.g., [42]), called the eigenvalues of H. Thus, i+(H) is the number of indices j such that
aj > 0.
We refer the reader to [39], for example, for information about linear algebra over skew-fields,
in particular, dimension of a subspace, rank of a matrix, basis of a subspace, etc.; see also papers
[19,42,43,26].
We denote by
C+ := {a + bi : a ∈ R, b > 0}
the open upper complex half-plane, and by Jp(λ) the upper triangular p × p Jordan block with
eigenvalue λ ∈ C.
It is well known that every matrix X ∈ Hn×n is similar (with an invertible quaternionic simi-
larity matrix) to a Jordan matrix
r⊕
m=1
Jpm(λm), (1.2)
where λm are either real or λm ∈ C+ (see, for example, [42]). The Jordan matrix (1.2) is unique
up to a permutation of Jordan blocks, and is called the Jordan form of X. Note also that over the
quaternions Jp(λ) is similar to Jp(λ∗). The set of distinct numbers among λ1, . . . , λm in (1.2) is
the set of eigenvalues of X, and will be denoted σ(X). For X ∈ Hn×n and for a complex number
λ = µ + iν ∈ σ(X), where µ, ν ∈ R, with nonnegative imaginary part ν, the notation Rλ(X)
stands for the root subspace corresponding to λ:
Rλ(X) =
{
y ∈ Hn×n : (X2 − 2µX + (µ2 + ν2)I )ny = 0}.
Using the Jordan form of X, the following fact is easily observed:
Proposition 1.1. The sets Rλ(X) are quaternionic subspaces and Hn is the direct sum of these
subspaces, over all λ ∈ σ(X).
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Moreover, ifM ⊆ Hn is an X-invariant subspace, then
M =
∑
λ∈σ(X)
(Rλ(X) ∩M). (1.3)
To verify (1.3), use standard arguments. Namely, let σ(X) = {λ1, . . . , λm}, and let
pj (t) = (t2 − 2(λj )t + (λj )2 + (λj )2)n, j = 1, 2, . . . m,
where t is a real independent variable. Since the real polynomials
qj (t) := p1(t)p2(t) · · ·pm(t)
pj (t)
, j = 1, 2, . . . , m,
do not have a common nonconstant factor, we have
m∑
j=1
rj (t)qj (t) ≡ 1,
for some real polynomials r1(t), . . . , rm(t). Now write any x ∈M in the form
x =
m∑
j=1
rj (X)qj (X)x,
and observe that rj (X)qj (X)x ∈ Rλj (X) ∩M. We take advantage here of the equality p1(X) · · ·
pm(X) = 0, which can be easily proved using the Jordan form of X.
An elementary lemma will be useful:
Lemma 1.2. If a ∈ H, a /= 0, then for every real number b the equation
x∗a + a∗x = b
has a quaternionic solution x.
2. Semidefinite subspaces
Let H ∈ Hn×n be an invertible Hermitian matrix.
Several classes of subspaces of Hn will be of main interest in this and subsequent sections:
(1) the class of H -nonnegative subspaces
S0(H) = {V : V is a subspace of Hn such that [x, x]  0 for every x ∈ V };
(2) the class of H -positive subspaces
S>0(H) = {V : V is a subspace of Hn such that [x, x] > 0 for every nonzero x ∈ V };
(3) the class of H -nonpositive subspaces
S0(H) = {V : V is a subspace of Hn such that [x, x]  0 for every x ∈ V };
(4) the class of H -negative subspaces
S<0(H) = {V : V is a subspace of Hn such that [x, x] < 0 for every nonzero x ∈ V };
(5) the class of H -neutral subspaces
S0(H) = {V : V is a subspace of Hn such that [x, y] = 0 for every x, y ∈ V }.
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Observe that by default (non-existence of nonzero vectors) the zero subspace is simultaneously
H -positive and H -negative. Clearly, if a subspace V ⊆ Hn belongs to one of the classesS0(H),
S>0(H),S0(H),S<0(H),S0(H), then so does every subspace of V .
Example 2.1. Let H =
[
1
0
0
1
]
. Then
S0(H) =
{
{0}, Span
[
1
z
]
, z ∈ H, z∗z  1
}
;
S>0(H) =
{
{0}, Span
[
1
z
]
, z ∈ H, z∗z < 1
}
;
S0(H) =
{
{0}, Span
[
y
1
]
, y ∈ H, y∗y  1
}
;
S<0(H) =
{
{0}, Span
[
y
1
]
, y ∈ H, y∗y < 1
}
;
S0(H) =
{
{0}, Span
[
1
z
]
, z ∈ H, z∗z = 1
}
;
A subspaceM ∈S+(H) is called maximal H-nonnegative if there is no larger subspace in
the set S+(H), in other words, if N ∈S+(H) and N ⊇M implies N =M. Analogously,
maximal H -nonpositive and maximal H -neutral subspaces are defined.
The dimension of a quarternionic (right) subspace is understood in the quaternionic sense, i.e.,
the cardinality of any basis. The following result is well known for the real and complex cases
(see, for example, [23,24]). In the quaternionic case the proof goes along the same pattern, and is
presented here for completeness.
Theorem 2.2. Let H ∈ Hn×n be invertible Hermitian. Then
(a) M ∈S0(H) is maximal H -nonnegative if and only if dimM = i+(H);
(b) M ∈S>0(H) is maximal H -positive if and only if dimM = i+(H);
(c) M ∈S0(H) is maximal H -nonpositive if and only if dimM = i−(H);
(d) M ∈S<0(H) is maximal H -negative if and only if dimM = i−(H);
(e) M ∈S0(H) is maximal H -neutral if and only if dimM = min(i+(H), i−(H)).
Proof. First of all, observe that the classes Sµ(H), µ ∈ { 0, > 0, 0, 0, < 0}, are naturally
transformed under congruence H → S∗HS, where S ∈ Hn×n is invertible. Namely,
M ∈Sµ(H) if and only if S−1M def= {S−1x|x ∈ M} ∈Sµ(S∗HS). (2.1)
The proof of this statement is immediate: Indeed,
〈S−1x, S∗HS · S−1x〉 = 〈x,Hx〉, x ∈M,
and (2.1) follows.
We start the proof with the part (b). Thus, let M0 ∈S>0(H), and assume that dimM0 <
i+(H). We have to prove that there exists M ∈S>0(H) such that M0 is properly contained
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inM. Let d = dimM0, let f1, . . . , fn ∈ Hn be an orthonormal basis of Hn in which the first d
vectors f1, . . . , fd form an orthonormal basis ofM0. (This construction works because the Gram–
Schmidt orthogonalization process works in Hn.) Write H with respect to the basis {f1, . . . , fn};
in other words, replace H with U∗HU , where U = [f1f2 . . . fn] is the unitary matrix formed by
f1, . . . , fn. In view of the observation made in the previous paragraph, we can assume without
loss of generality thatM0 = Span {e1, . . . , ed}. Partition
H =
[
H11 H12
H ∗12 H22
]
,
whereH11 isd × d andH22 is (n − d) × (n − d). Because of our assumption thatM0 ∈S>0(H),
we have that H11 is positive definite (i.e., all its eigenvalues are positive).
The equality[
I 0
−H ∗12H−111 I
] [
H11 H12
H ∗12 H22
][
I −H−111 H12
0 I
]
=
[
H11 0
0 H22 − H ∗12H−111 H12
]
,
and the formula (2.1) show that we can (and do) further assume without loss of generality that
H12 = 0.
At this point we need the inertia theorem: i±(T ∗HT ) = i±(H) for every invertible T ∈ Hn×n;
to prove this statement, one may use representation of n × n Hermitian quaternionic matrices as
4n × 4n real symmetric matrices, and use the inertia theorem for real symmetric matrices; also
see [26, Theorem 2.10] or [13].
Since d < i+(H) and i+(H) = d + i+(H22) the matrix H22 must have at least one positive
eigenvalue. Let v be an eigenvector of H22 corresponding to a positive eigenvalue. Then the
M0 + Span
[
0d
v
]
is strictly larger thanM0 and is easily seen to be H -positive. This completes
the proof of (b).
We use the already proved part (b) in the proof of (a), as follows. Let M ∈S0(H), and
assume that dimM < i+(H). Then for every positive integer m we haveM ∈S>0(H + 1mI).
Obviously, i+(H + 1mI)  i+(H). By the part (b) for every positive integer m, there exists a
subspaceMm ∈S>0(H + 1mI) such thatMm ⊇M and dimMm = dimM+ 1. Note that the
set of all subspaces of Hn having the same dimension is compact in the standard gap topology
gap(U,V) = ‖PU − PV‖, (2.2)
where PU (resp., PV) is the orthogonal projection on the subspace U (resp., V ); an easy way
to prove the compactness is by representing PU and PV as 4n × 4n real matrices and using the
well-known compactness of the set of subspaces of the same dimension in R4n, see [22], for
example. Thus, the sequence {Mm}∞m=1 has a convergent subsequence {Mmk }∞k=1. Denote byM′
the limit ofMmk (as k → ∞). Then dimM′ = dimM+ 1. Also,M′ ∈S0(H). Indeed, every
vector x ∈M′ is the limit of some sequence {xmk }∞k=1, where xmk ∈Mmk (k = 1, 2, . . .). Now
〈Hx, x〉 = lim
k→∞
〈(
H + 1
m
I
)
xmk , xmk
〉
 0,
because 〈(H + 1
m
I)xmk , xmk 〉 > 0 for every k. Finally, M′ ⊇M because Mmk ⊇M for k =
1, 2, . . . This completes the proof of (a).
The parts (c) and (d) follow by applying (a) and (b) to −H and usingS0(−H) =S0(H),
S>0(−H) =S<0(H).
Finally, we prove the part (e). Let be givenM0 ∈S0(H) having dimension d < min(i+(H),
i−(H)). We will prove that there existsM ∈S0(H) such thatM ⊇M0 and dimM = d + 1.
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SinceS0(H) ⊆S0(H), by the part (a) there existsM+ ⊇M0 such that dimM+ = d + 1 and
M+ ∈S0(H). Analogously, there existsM− ∈S0(H) such that dimM− = d + 1,M− ⊇
M0. Select f+ ∈M+ \M0 and f− ∈M− \M0. We claim that 〈Hf+, g〉 = 0 for every g ∈
M0. Indeed, arguing by contradiction assume that 〈Hf+, g〉 ∈ H \ {0} for some g ∈M0. Fix a
quaternion x, and consider for every real α the expression 〈H(f+ + gαx), f+ + gαx〉. We have
0  〈H(f+ + gαx), f+ + gαx〉
= 〈Hf+, f+〉 + α[x∗〈Hf+, g〉 + 〈Hg, f+〉x] + a2x∗〈Hg, g〉x
= 〈Hf+, f+〉 + α[x∗〈Hf+, g〉 + 〈Hg, f+〉x].
To satisfy this inequality for all real α we must have
x∗〈Hf+, g〉 + 〈Hg, f+〉x = 0. (2.3)
Since (2.3) holds true for every x ∈ H, by Lemma 1.2 〈Hf+, g〉 must be equal to zero. Analo-
gously, 〈Hf−, g〉 = 0 for every g ∈M0.
We can (and do) assume thatM− /=M+ (otherwise,M− =M+ is H -neutral of dimension
d + 1, and we are done). For 0  α  1, consider the subspace Mα = Span{f+α + f−(1 −
α)} +M0. We have f+ /∈M0, f− /∈M0 and f+α + f−(1 − α) /∈M0 for 0 < α < 1 (other-
wise, we would haveM− =M+). Thus, dimMα = d + 1 for everyα ∈ [0, 1]. Since 〈Hf−, g〉 =
〈Hf+, g〉 = 0 for every g ∈M0, we also have 〈H(f+α + f−(1 − α)), g〉 = 0 for every g ∈M0.
Since 〈Hf+, f+〉  0  〈Hf−, f−〉, and the function 〈H(f+α + f−(1 − α)), f+α + f−(1 −
α)〉is a continuous function of α, there is α0 ∈ [0, 1] such that
〈H(f+α + f−(1 − α)), f+α + f−(1 − α)〉 = 0.
The subspaceMα0 is H -neutral, has dimension d + 1, and containsM0. 
Corollary 2.3
(a) Every subspace M ∈S0(H), resp., M ∈S>0(H), is contained in a subspace N ∈
S0(H), resp.,N ∈S<0(H), having dimension dimN = i+(H);
(b) Every subspace M ∈S0(H), resp., M ∈S<0(H), is contained in a subspace N ∈
S0(H), resp.,N ∈S<0(H), having dimension dimN = i−(H);
(c) Every subspaceM ∈S0(H) is contained in a subspaceN ∈S0(H) having dimension
dimN = min(i+(H), i−(H)).
3. Plus-matrices and extension of invariant nonnegative subspaces
Throughout this section, we fix the indefinite scalar product [·, ·] determined by an invertible
Hermitian n × n matrix H ∈ Hn×n.
A matrix A ∈ Hn×n is called an H-plus matrix if [Ax,Ax]  0 for every x ∈ Hn such that
[x, x]  0.
The following property is basic in the study of plus-matrices (although it will not be needed
for the proof of Theorem 3.3).
Proposition 3.1. A ∈ Hn×n is an H-plus matrix if and only if there exists µ  0 such that
[Ax,Ax]  µ[x, x] for every x ∈ Hn. (3.1)
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Proof. The “if” part is obvious. Assume A is a plus-matrix. Consider the joint numerical range
of two Hermitian matrices A∗HA and H :
W(A∗HA,H) := {(x∗A∗HAx, x∗Hx) ∈ R2 : x ∈ Hn, ‖x‖ = 1}.
By a result of Au-Yeung–Tsing [7], the set W(A∗HA,H) is convex (and obviously compact). By
the hypothesis that A is a plus-matrix, W(A∗HA,H) does not intersect the half closed quadrant
{(x, y) ∈ R2 : y  0, x < 0}. Thus, there exists a separating line {(x, y) ∈ R2 : x = µy} with
µ  0 such that x − µy  0 for every (x, y) ∈ W(A∗HA,H). This implies (3.1). 
The argument based on convexity of joint numerical ranges originates with [5].
Remark 3.2. An alternative proof of Proposition 3.1 may be given using the map χ(M) which
to A = A1 + A2j ∈ Hn×n (where A1 and A2 in Cn×n) associates
χ(A) =
[
A1
−A2
A2
A1
]
∈ C2n×2n. (3.2)
As it follows from the well known general properties of the map χ (see [4,42], for example) the
matrix χ(A) is an χ(H)-plus matrix, and hence the result for the complex case can be applied to
χ(A).
The largest nonnegative number µ for which (3.1) holds will be denoted µ(A).
A key result concerning plus matrices is the following extension theorem.
Theorem 3.3. Let A be an invertible H-plus matrix, and letM0 ⊆ Hn be an A-invariant subspace
that is H-nonnegative. Then there exists an H-nonnegative A-invariant subspace M˜ ⊇M0 such
that dim M˜ = i+(H).
The proof follows essentially verbatim the proof of [31, Theorem 4.2], also [24, Chapter 10],
and therefore is omitted.
The hypothesis that A is invertible is essential in Theorem 3.3. The following example in the
context of the complex field was given in [31]:
Example 3.1. Let
A =

0 1 0 p
−1 0 1 q
0 0 0 0
0 0 0 0
 , H =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 ,
where p and q are real numbers such that 4p + q2 > 0. Clearly, A is a plus matrix; in fact,
[Ax,Ax] = 0 for every x ∈ H4. Let
M0 = Span (1, 0, 1, 0)T ⊂ H4.
(We use the notation (x, y, z, w)T to denote the column vector with entries x, y, z, w.) Then
AM0 = {0}, in particular,M0 is A-invariant. Since
[1 0 1 0]H(1, 0, 1, 0)T = 2,
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the subspaceM0 is H -positive. It is easy to see that all 2-dimensional A-invariant subspaces that
containM0 are given by
Span{(1, 0, 1, 0)T , (0,−p,−q, 1)T} and Span{(1, 0, 1, 0)T, (0, 1, x, 0)T},
where x ∈ H is such that x2 = −1. But
[
0 1 x∗ 0
1 0 1 0
]
H

0 1
1 0
x 1
0 0
 = [0 x∗x 2
]
,
[
0 −p −q 1
1 0 1 0
]
H

0 1
−p 0
−q 1
1 0
 = [−2p −q−q 2
]
,
so neither of these subspaces are H -nonnegative. 
Theorem 3.3 has many important corollaries. A matrix U ∈ Hn×n is called H-unitary if the
equality U∗HU = H holds. Recall that H is invertible, hence an H -unitary matrix is automati-
cally invertible.
Clearly, every H -unitary matrix is an invertible H -plus matrix. Thus:
Theorem 3.4. LetAbeH -unitary,and letM0 ⊆ Hn be anA-invariantH -nonnegative (resp., H -
nonpositive) subspace. Then there exists an A-invariant H -nonnegative (resp., H -nonpositive)
subspaceM such thatM ⊇M0 and dimM = i+(H)(resp., dimM = i−(H)).
The part of Theorem 3.4 concerning H -nonpositive subspaces follows by noticing that A is
also a −H -plus matrix, and applying Theorem 3.3 with H replaced by −H .
Similar result holds for H -skew-adjoint matrices. A matrix A ∈ Hn×n is said to be H -skew-
adjoint if [Ax, y] = −[x,Ay] for every x, y ∈ Hn, or equivalently HA = −A∗H .
Theorem 3.5. Let A be H -skew-adjoint, and let M0 ⊆ Hn be an A-invariant H -nonnegative
(resp., H -nonpositive) subspace. Then there exists an A-invariant H -nonnegative (resp., H -
nonpositive) subspaceM such thatM ⊇M0 and dimM = i+(H) (resp., dimM = i−(H)).
Proof. Define U by the formula
U = (I + tA)(I − tA)−1, t ∈ R \ {0}, (3.3)
where t is chosen so that I − tA is invertible. It is straightforward to verify that I + U is invertible,
and
A = −t−1(I − U)(I + U)−1.
Thus, A and U have the same set of invariant subspaces. Moreover, U is H -unitary if and only if
A is H -skew-adjoint. Now the result follows from Theorem 3.4. 
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4. Invariant nonnegative subspaces for H -selfadjoint matrices
Let H ∈ Hn×n be a fixed invertible Hermitian matrix. A matrix A ∈ Hn×n is called H-selfad-
joint if [Ax, y] = [x,Ay] for all x, y ∈ Hn, where [·, ·] is the indefinite inner product determined
by H : [x, y] = y∗Hx. We prove for H -selfadjoint matrices a result analogous to Theorem 3.5
on extensions of invariant nonnegative (or nonpositive) subspaces. Unlike the complex case, here
we cannot apply Cayley transform to reduce the problem to H -unitary matrices, because such
Cayley transform involves nonreal numbers that do not necessarily commute with quaternionic
matrices.
The following canonical form will be needed (see [36,16], or [26], for example). Here,
Sp :=

0 0 · · · 0 1
0 0
.
.
. 1 0
... q q q
...
0 1 q 0 0
1 0 · · · 0 0

(p × p)
is the sip matrix (in the terminology of [24]).
Theorem 4.1. Let H ∈ Hn×n be Hermitian and invertible, and let A be H-selfadjoint: HA =
A∗H. Then for every p  0, the number dp(A, λ) of Jordan blocks of the Jordan form of A order
p corresponding to any eigenvalue λ in C+ is even, and there exists an invertible quaternionic
matrix S such that
(S∗HS, S−1AS) =
⊕
λ∈σ(A)∩C+
⊕
p1
1
2 dp(A,λ)⊕
k=1
(
S2p,
[
Jp(λ) 0p
0p Jp(λ∗)
])
⊕
⊕
λ∈σ(A)∩R
⊕
p1
dp(A,λ)⊕
k=1
(
η
(p)
k,λSp, Jp(λ)
)
, (4.1)
where n(p)k,λ are signs ±1.
The form (4.1) is uniquely determined by the pair (H,A), up to a permutation of diagonal
blocks.
We note that the canonical form involves only real and complex coefficients. Of course the
similarity matrix S generally has quaternionic entries.
Using the canonical form and Proposition 1.1 (we need also the results of Theorem 2.2 for
item (5)) one obtains, again as in the familiar complex case, the following facts:
Proposition 4.2. Let A ∈ Hn×n be H -selfadjoint, and let λ1, . . . , λm ∈ C+ ∪ R be the distinct
eigenvalues of A. Then:
(1) The root subspaces Rλp (A) and Rλq (A) are H -orthogonal if p /= q : 〈Hx, y〉 = 0 for all
x ∈ Rλp (A) and all y ∈ Rλq (A).
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(2) Every root subspace Rλp (A) is H -regular, i.e., the sesquilinear form defined by H is
nondegenerate on the subspace Rλp (A).
(3) A subspaceM ⊆ Hn is A-invariant and H -nonnegative (resp., H -nonpositive) if and only
ifM has the form
m∑
p=1
Mp, (4.2)
whereMp ⊆ Rλp (A) is A|Rλp (A)-invariant and Hp-nonnegative (resp., Hp-nonpositive),for p = 1, 2, . . . , m, where we denote by Hp the restriction of the sesquilinear form defined
by H to the subspace Rλp (A).
(4) A subspace M ⊆ Hn is A-invariant and H -neutral if and only if M has the form (4.2),
whereMp ⊆ Rλp (A) is A|Rλp (A)-invariant and Hp-neutral, for p = 1, 2, . . . , m.
(5) A subspaceM ⊆ Hn is A-invariant and maximal H -nonnegative (resp., maximal H -non-
positive) if and only ifM has the form (4.2), whereMp ⊆ Rλp (A) is A|Rλp(A)-invariant
and maximal Hp-nonnegative (resp., maximal Hp-nonpositive), for p = 1, 2, . . . , m.
In the items (3)–(5) above, we represent the restrictions A|Rλp (A) and Hp as sp × sp quatern-
ionic matrices, which in the case of Hp is Hermitian and invertible by (2), with respect to a fixed
basis x1, . . . xsp in Rλp (A). The subspace Mp is also represented as a subspace of Hsp , with
respect to the same basis.
Theorem 4.3. Let A be H -selfadjoint, and let M0 ⊆ Hn be an A-invariant H -nonnegative
(resp., H -nonpositive) subspace. Then there exists an A-invariant H -nonnegative (resp., H -
nonpositive) subspaceM such thatM ⊇M0 and dimM = i+(H) (resp., dimM = i−(H)).
In view of Theorem 2.2, the subspace M+ (resp.,M−) is maximal H -nonnegative (resp.,
maximal H -nonpositive).
It will be useful to prove a lemma first.
Lemma 4.4. Let H ∈ Hn×n be an invertible Hermitian matrix, and letM be a d-dimensional
H -nonnegative subspace. Then there exists a nonsingular P ∈ Hn×n such that P−1M =
Span{e1, . . . , ed} and
P ∗HP =

0 0 Id1 0
0 Id2 0 0
Id1 0 0 0
0 0 0 H0
 ,
where d1 + d2 = d and H0 is an invertible (n − 2d1 − d2) × (n − 2d1 − d2) Hermitian matrix.
The nonnegative integers d1 and d2 are determined by H andM; namely, d2 is the maximal
dimension of an H -positive subspace ofM.
Proof. The result follows from properties analogous to those of skewly-linked neutral subspaces
in the context of the complex ground field (see, for example, [31, Lemma 2.7], [25, Lemma 3.1],
or [12]). We provide a detailed proof. By Eq. (2.1), we may assume thatM = Span{e1, . . . , ed}.
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H =
[
H1 H2
H ∗2 H3
]
,
where H1 ∈ Hd×d is positive semidefinite and H3 is (n − d) × (n − d). Using the diagonal form
(1.1) we may partition further
H =

H11 H12 H13 H14
H ∗12 H22 H23 H24
H ∗13 H ∗23 H33 H34
H ∗14 H ∗24 H ∗34 H44
 ,
where[
H11 H12
H ∗12 H22
]
∈ Hd×d , (4.3)
and where H11 = 0, H12 = 0, and H22 = Id2 . In view of the singular value decomposition of qua-
ternionic matrices (see [40]), there exist invertible matrices Q1 ∈ Hd1×d1 and Q2 ∈ H(n−d)×(n−d)
such that
Q1
[
H13 H14
]
Q2 =
[
Id1 0
]
.
Setting P1 = Q∗1 ⊕ Id2 ⊕ Q2, we obtain
P ∗1 HP1 =

0 0 Id1 0
0 Id2 Ĥ23 Ĥ24
Id1 Ĥ
∗
23 Ĥ
∗
33 Ĥ34
0 Ĥ ∗24 Ĥ ∗34 Ĥ44
 , P−11 M =M.
Setting furthermore
P = P1

Id1 0 12 (Ĥ
∗
23Ĥ
∗
23 − Ĥ23) 0
0 Id2 −Ĥ23 −Ĥ24
0 0 Id1 0
0 0 0 I
 ,
we obtain that P−1M =M and P ∗HP has the form
P ∗HP =

0 0 Id1 0
0 Id2 0 0
Id1 0 0 H˜34
0 0 H˜ ∗34 H˜ ∗44
 ,
and one more easy congruence transformation completes the proof. 
Proof of Theorem 4.3. We consider the case of nonnegative subspaces (for the nonpositive sub-
spaces apply the result to −H in place of H ).
Using Lemma 4.4, we may assume that
A =

A11 A12 A13 A14
A21 A22 A23 A24
0 0 A33 A34
0 0 A43 A44
 , H =

0 0 I 0
0 I 0 0
I 0 0 0
0 0 0 H0
 ,
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where App is of size np × np (p = 1, 2, 3, 4), and the subspaceM0 is spanned by e1, e2, . . . ,
en1+n2 . The matrix H0 is obviously Hermitian and invertible. The condition that HA = A∗H , in
other words that HA is Hermitian, leads to the equalities A34 = 0 and H0A44 = A∗44H0. Thus,
A44 is H0-selfadjoint, and using the induction on the size of the matrices A and H , we may assume
that there exists an A44-invariant maximal H0-nonnegative subspaceM1. Now the subspace
Hn1
0
0
0


0
Hn2
0
0


0
0
0
M1

is clearly A-invariant H -nonnegative, and has dimension i+(H). The base of the induction, i.e.,
the case whenM0 = {0} follows easily from the canonical form (4.1), as in the complex case;
see [23,24], for example. 
The next result describes the situations when an A-invariant maximal H -nonnegative (or max-
imal H -nonpositive) subspace is unique. We say that an H -selfadjoint matrix A satisfies the sign
condition if for every real eigenvalue λ of A, the signs in the sign characteristic of (A,H) corre-
sponding to λ and Jordan blocks of even size are all equal, and the signs in the sign characteristic
of (A,H) corresponding to λ and Jordan blocks of odd size are also all equal (but need not be
the same as those corresponding to λ and Jordan blocks of even size). The notion was introduced
and studied in [32] in the context of complex matrices.
Theorem 4.5. Let A be H -selfadjoint. Then the following statements are equivalent:
(a) There exists a unique A-invariant maximal H -nonnegative subspaceM+.
(b) There exists a unique A-invariant maximal H -nonpositive subspaceM−.
(c) The spectrum of A is real and the sign condition is satisfied.
Proof. We assume that the pair (A,H) is in the canonical form as in the right hand side of (4.1).
In view of Proposition 4.2, we may further assume that either σ(A) = {λ}, λ real, or σ(A) = {λ}
with λ ∈ C with positive imaginary part. In the second case, Theorem 4.5 is trivial, because the
canonical form shows non-uniqueness of an A-invariant maximal H -nonpositive (or maximal
H -nonnegative) subspace. Indeed, if
H = S2p, A =
[
Jp(λ) 0p
0p Jp(λ∗)
]
,
a pair of primitive blocks in (4.1), then Span{e1, . . . , ep} and Span{ep+1, . . . , e2p} are two dif-
ferent A-invariant maximal H -nonpositive subspaces, which happen to be also maximal H -
nonnegative.
It remains to consider the case σ(A) = {λ}, λ real. We may take λ = 0. If the sign condition
is not satisfied, then [32, Theorem 2.4] shows that there is a continuum of A-invariant maximal
H -nonnegative subspaces and a continuum of A-invariant maximal H -nonpositive subspaces. If
the sign condition is satisfied, then the proof of Theorem 2.2 in [32] (with the complex field of
scalars replaced by H) shows that (a) and (b) hold true. 
Generally speaking the A-invariant H -nonnegative subspaces need not to be H -neutral. The
next result characterizes the situations when this happens.
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Theorem 4.6. Let A ∈ Hn×n be H -selfadjoint. Then every A-invariant H -nonnegative (resp.,
H -nonpositive) subspace is H -neutral if and only if the following two conditions are satisfied:
(a) All signs in the sign characteristic of (A,H) associated with odd partial multiplicities (if
any) of real eigenvalues of A are equal to −1 (resp., equal to 1).
(b) For every real eigenvalue λ of A, all signs in the sign characteristic of (A,H) associated
with even partial multiplicities (if any) of λ are the same.
Note that in (a), the signs associated with odd partial multiplicities must be the same (−1 or 1,
as required) irrespective of the real eigenvalue. In contrast, in (b) the signs associated with even
partial multiplicities are the same for a fixed real eigenvalue, but may be different for different
real eigenvalues.
Proof. In view of Proposition 1.1 and the canonical form (4.1) we need to consider only two
cases: (1) A has no real eigenvalues; (2) A has only one real eigenvalue which without loss of
generality may be assumed to be zero (otherwise, replace A by A − λI , where λ is the eigenvalue
of A).
Consider the first case. We may (and do) assume that the pair (A,H) is in the canonical
form. LetM be an A-invariant H -nonnegative subspace. We have to prove thatM is H -neutral
(conditions (a) and (b) are vacuously satisfied). By Proposition 4.2(3), we need only to consider
the situation when
σ(A) = {λ + iµ}.
for some fixed λ + iµ ∈ C, µ > 0. Applying the shift A −→ A − λI and the scaling A −→
µ−1A we may take λ = 0 and µ = 1. Then the canonical form of (A,H) yields (after a simple
transformation of the Jordan blocks of A and simultaneously of the corresponding blocks of H ,
see, e.g., [34] or [23,24])
A =
[
iI + K 0
0 −iI + K
]
, H =
[
0 J
J 0
]
,
where K is a real nilpotent matrix and J is real symmetric invertible matrix such that JK = KTJ .
(The existence of such J is well known, and is easily seen by considering the Jordan form of K .)
Now let an A-invariant H -nonnegative subspaceM be spanned by the columns of a quatern-
ionic matrix
[
X
Y
]
. Then[
iI + K 0
0 −iI + K
] [
X
Y
]
=
[
X
Y
]
P (4.4)
for some quaternionic matrix P . Without loss of generality, we assume that P is a Jordan form,
in other words, P = iI + K ′ for some real nilpotent matrix K ′.
From (4.4) we obtain
(iI + K)X = X(iI + K ′). (4.5)
Write
X = X0 + iX1 + jX2 + kX3;
then (4.5) becomes
(iI + K)(X0 + iX1 + jX2 + kX3) = (X0 + iX1 + jX2 + kX3)(iI + K ′).
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Equating the coefficients of j and of k in both sides (we use here that K and K ′ are real), we
obtain
KX2 − X3 = X2K ′ + X3, KX3 + X2 = −X2 + X3K ′.
Rewrite in the form
2X3 = KX2 − X2K ′, (4.6)
2X2 = −KX3 + X3K ′, (4.7)
and substitute for X3 in (4.7) its expression from (4.6):
2X2 = − 12K(KX2 − X2K ′) + 12 (KX2 − X2K ′)K ′ = − 12K2X2 + KX2K ′ − 12X2(K ′)2.
Iterating this equality and using nilpotency of K and K ′ we obtain that X2 = 0. Then also X3 = 0,
i.e., X = X0 + iX1.
Next, argue similarly with the equality
(−iI + K)Y = Y (iI + K ′) (4.8)
obtained from (4.4). Write
Y = Y0 + iY1 + jY2 + kY3,
where Y0, Y1, Y2, Y3 are real matrices. From (4.8) we obtain
Y1 + KY0 = −Y1 + Y0K ′, −Y0 + KY1 = Y0 + Y1K ′,
or
2Y0 = −Y1K ′ + KY1, 2Y1 = Y0K ′ − KY0.
It follows that
2Y0 = − 12 (Y0K ′ − KY0)K ′ + 12K(Y0K ′ − KY0) = − 12Y0(K ′)2 + KY0K ′ − 12K2Y0.
Now iterate this equality to obtain that Y0 is zero. Then also Y1 = 0, i.e., Y = jY2 + kY3.
On the other hand, the condition that the subspaceM is H -nonnegative means
Y ∗JX + X∗JY  0.
However, the Hermitian matrix
Y ∗JX + X∗JY = (−jY T2 − kY T3 )J (X0 + iX1) + (XT0 − iXT1 )J (jY2 + kY3)
has zero real part, in particular the diagonal entries of the matrix Y ∗JX + X∗JY are zero. Then
the only way this matrix could be positive semidefinite is when it is actually zero (one may use
the map χ defined in (3.2) to reduce this statement to the familiar case of complex Hermitian
matrices). So we are done in case (1).
Consider now the case (2). Thus,
A = Jm1(0) ⊕ · · · ⊕ Jmr (0), H = η1Sm1 ⊕ · · · ⊕ ηrSmr ,
where η1, . . . , ηr are signs ±1. Denote by ep,q ∈ Hn the vector with 1 in the (m1 + · · · + mp−1 +
q)th coordinate and zeros elsewhere, for q = 1, 2, . . . , mp and p = 1, 2, . . . , r . (By convention,
m1 + · · · + mp−1 = 0 if p = 1.)
Assume that conditions (a) and (b) are satisfied, say ηs = 1 for all s such that ms is odd (the
case when all such signs are −1’s is easily reduced to the above case upon replacing H by −H ).
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We shall prove that every A-invariant H -nonpositive subspace is H -neutral. In view of
Theorem 4.3, it suffices to prove that every A-invariant maximal H -nonpositive subspace is
H -neutral. Notice that the sign condition is satisfied, and by Theorem 4.5 the A-invariant maximal
H -nonpositive subspace is unique. Since
Span{ep,1, . . . , ep,[mp/2];p = 1, 2, . . . , r}
is an A-invariant maximal H -nonpositive subspace, and it happens to be H -neutral, we are done.
Conversely, assume that at least one of the conditions (a) and (b) is not satisfied. We shall
construct an A-invariant maximal H -nonpositive subspace which is not H -neutral. If there exist
signs ηp = −1 corresponding to odd multiplicities mp, then
Span{ep,1, . . . , ep,up ;p = 1, 2, . . . , r},
where up = mp/2 if mp is even, and up = (mp − ηp)/2 if mp is odd, is one such subspace. Now
assume (b) is not satisfied. For notational simplicity, we assume that
A = Jm1(0) ⊕ Jm2(0), H = Sm1 ⊕ (−Sm2),
where m1  m2 are even. Denote s = m1−m22 . In the forthcoming formulas we assume s > 0; if
s = 0, the changes to be made will be obvious. Let
x =
 m1−s∑
q=s+1
e1,qαq−s
+ m2∑
q=1
e2,qβq, αq, βq ∈ H,
and let
X = [x,Ax, . . . , Am1−1x] ∈ H(m1+m2)×m1 .
Clearly, the columns of X form an A-invariant subspace. A computation shows that X∗HX is a
real m1 × m1 Hankel matrix,
X∗HX = [γu+v−1]m1u,v=1,
with the cross-diagonal elements given as follows:
γw = 0 if w > m2,
and
γ1 = α∗1αm2 + α∗2αm2−1 + · · · + α∗m2α1 − (β∗1βm2 + β∗2βm2−1 + · · · + β∗m2β1),
γ2 = α∗2αm2 + α∗3αm2−1 + · · · + α∗m2α2 − (β∗2βm2 + β∗3βm2−1 + · · · + β∗m2β2),
and in general
γw =
(
m2∑
q=w
α∗qαm2+w−q
)
−
(
m2∑
q=w
β∗qβm2+w−q
)
, w = 1, 2, . . . , m2.
Now we select the scalars αp, βp so that
|αm2 | = |βm2 | /= 0,
and if 1 < w < m2 and
αw+1, . . . αm2 , βw+1, . . . βm2
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are already selected, we select αw and βw so that
m2∑
q=w
α∗qαm2+w−q =
m2∑
q=w
β∗qβm2+w−q = 0.
Such αw and βw exist in view of Lemma 1.2. Finally, we choose α1 and β1 so that
m2∑
q=1
α∗qαm2+1−q = 0,
m2∑
q=1
β∗qβm2+1−q < 0,
which is again possible in view of the same Lemma 1.2. This selection guarantees that γ1 < 0,
γw = 0 for w > 1, and therefore the real matrix X∗HX is negative semidefinite but not zero, as
required. 
5. Plus matrices: classification
Various spectral properties of classes of H -plus matrices have been proved in the literature,
starting with [27,28] in the context of infinite dimensional complex Krein spaces, and see [11,30]
for proofs based on canonical forms in the finite dimensional case. In this section we provide a
classification of quaternionic H -plus matrices. Many arguments go in the same way as in [11,30],
and make use of the canonical form for H -selfadjoint matrices of Theorem 4.1. We detail out
only some of the proofs.
An H -plus matrix A is said to be a strict H -plus matrix if µ(A) > 0. Denote by X[∗] the
H -adjoint of X ∈ Hn×n : X[∗] = H−1X∗H ; here H ∈ Hn×n is an invertible Hermitian matrix.
Theorem 5.1. Let X ∈ Hn×n. It is a strict H -plus matrix if and only if X[∗]X has the following
properties:
(a) σ(X[∗]X) ⊂ [0,∞);
(b) There exists µ > 0 such that there is no Jordan block of order exceeding 1 corresponding
to the eigenvalues of X[∗]X different from µ. The eigenvectors corresponding to the eigen-
values smaller than µ are negative and those corresponding to eigenvalues larger than µ
are positive.
(c) There do not exist Jordan blocks of order exceeding 2 corresponding to the eigenvalue µ of
X[∗]X; the blocks of order 2 have the positive sign in the canonical form of (X[∗]X,H).
Proof. Assume first that X is a strict H -plus matrix. We consider the canonical form (Ac,Hc)
for the pair (X[∗]X,H), with similarity matrix S ∈ Hn×n. From
u∗HX[∗]Xu  µ(X)u∗Hu, u ∈ Hn,
and taking u = Sv, with v ∈ Cn, we see that the matrix Ac in the canonical pair is a strict Hc-plus
matrix (with respect to Cn). We can thus rely on the results of [30] to obtain the necessity of
conditions in the statement.
We assume now that the conditions (a), (b) and (c) are satisfied. Then X[∗]X has spectrum only
on the nonnegative halfline. Let
λ1 < λ2 < · · · < λp−1 < µ = λp < λp+1 < · · · λ	
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be the elements in the spectrum of X[∗]X. Theorem 4.1 implies then that there is a similarity
matrix S such that
S∗X[∗]XS−1 = diag(λ1, . . . , λp−1, J2(µ), . . . , J2(µ), µ, . . . , µ, λp+1, . . . , λ	), (5.1)
S∗HS = diag(−1, . . . ,−1, S2, . . . , S2,±1, . . . ,±1, 1, . . . , 1), (5.2)
where the block S2 appears q times, and without loss of generality we may assume that X[∗]X and
H are given by the right hand sides of (5.1) and (5.2), respectively. Thus with u ∈ Hn decomposed
accordingly, we can decompose [X[∗]Xu, u] − µ[u, u] as a sum of four different sums: the first
corresponds to eigenvalues strictly less than µ, the second corresponds to the Jordan blocks of
order 2 associated to µ, the third corresponds to the Jordan block of order 1 associated to µ, and
the fourth corresponds to the eigenvalues strictly bigger than µ. The third sum is equal to 0 and
thus does not appear in the following computation:
[X[∗]Xu, u] − µ[u, u] = u∗HX[∗]Xu − µu∗Hu
=
p−1∑
j−1
(µ − λj )|uj |2 +
q∑
k=1
u∗j (S2J2(µ) − µS2)uj
+
	∑
j=p+1
(λj − µ)|uj |2.
To conclude that this sum is indeed nonnegative, it suffices to note that
S2J2(µ) − µS2 =
[
0 0
0 1
]
,
and hence for every v ∈ H2 we have v∗(S2J2(µ) − µS2)v  0. 
Theorem 5.2. The matrix X is an H -plus matrix with µ(X) = 0 if and only if X fails to satisfy
at least one of the conditions (a)–(c) in the previous theorem and has, in addition, the following
properties:
(d) σ(X[∗]X) ⊂ R and 0 ∈ σ(X[∗]X).
(e) There are no Jordan blocks of order exceeding 1 corresponding to the eigenvalues of X[∗]X
different from 0. The eigenvectors corresponding to the negative eigenvalues are negative;
those corresponding to the positive eigenvalues are positive.
(f) There do not exist Jordan blocks of order exceeding 2 corresponding to the zero eigenvalue
of X[∗]X. The blocks of size 2 have the positive sign in the canonical form of (X[∗]X,H).
Proof. Reducing the pair (X[∗]X,H) to the canonical form, and using the corresponding result
over the complex numbers [11,30], one proves the necessity of the conditions stated in the theorem.
To prove that these conditions are sufficient, we decompose the vector u ∈ Hn according to
the decomposition related to the canonical form. We obtain three sums, corresponding to the
eigenvalues of X[∗]X strictly less than 0, strictly greater than 0, and equal to 0. The latter sum
corresponds to the Jordan blocks of order 2 corresponding to the eigenvalue 0.
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u∗HX[∗]Xu =
∑
{j :λj∈σ(X[∗]X),λj<0}
(−λju∗j uj ) +
∑
{j :λj∈σ(X[∗]X),λj>0}
(λju
∗
j uj )
+
∑
u∗j
[
0 1
1 0
] [
0 1
0 0
]
uj  0,
and the theorem is proved. 
In a similar way, the canonical form allows us to prove many results from [30]. For instance,
one has the following counterpart of [30, Theorem 2.6].
Theorem 5.3. Let X ∈ Hn×n. The following statements are equivalent:
(a) X is a strongly strict H -plus matrix, that is [u, u]  0 and u /= 0 imply that [Xu,Xu] > 0.
(b) X is a strict H -plus matrix, the matrix X[∗]X is diagonalizable and the eigenvectors of
X[∗]X corresponding to the eigenvalue µ(X) are positive.
(c) σ(X[∗]X) ⊂ [0,∞) and for every eigenvector of X[∗]X the inequality [u, u] /= 0 holds,
and if u1 and u2 are eigenvectors of X[∗]X corresponding to the eigenvalues λ1 < λ2 then[u1, u1] > 0 ⇒ [u2, u2] > 0.
6. Canonical forms of H -skew-adjoint and H -unitary matrices
For applications in the next section, and also because of independent interest we present here
canonical forms for H -skew-adjoints and H -unitaries.
Introduce the matrix of size n × n:
Kn =

0 0 0 · · · 0 0 in−1
0 0 0 · · · 0 −in−1 0
0 0 0 · · · in−1 0 0
...
...
.
.
.
...
...
...
0 (−1)n−2in−1 0 · · · 0 0 0
(−1)n−1in−1 0 0 · · · 0 0 0

.
Note that Kn is Hermitian for every positive integer n.
The following result was obtained in [16]. For comparison with the formulation in [16], note
that the case we are interested in corresponds to the case D = H , 
 = 1, ρ = −1, with A replaced
by A∗, in [16]. Also note that [16] works with lower triangular rather than upper triangular Jordan
blocks (as we do here).
Theorem 6.1. Let H ∈ Hn×n be Hermitian and invertible, and let A be H -skew-adjoint: HA =
−A∗H. Then there is an invertible quaternionic matrix W such that W−1AW and W ∗HW are
block diagonal matrices
W−1AW = A1 ⊕ · · · ⊕ As, W ∗HW = H1 ⊕ · · · ⊕ Hs, (6.1)
where each diagonal block (Aα,Hα) is of one of the following four types:
(i)
Aα = J2n1+1(0) ⊕ J2n2+1(0) ⊕ · · · ⊕ J2np+1(0),
Hα = κ1K2n1+1 ⊕ κ2K2n2+1 ⊕ · · · ⊕ κpK2np+1,
where κj are signs ±1;
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(ii)
Aα = J2m1(0) ⊕ · · · ⊕ J2mq (0), Hα = K2m1 ⊕ · · · ⊕ K2mq ;
(iii)
Aα = Jk1(a + ib) ⊕ −(Jk1(a + ib))∗ ⊕ · · · ⊕ Jku(a + ib) ⊕ −(Jku(a + ib))∗,
Hα =
[
0 Ik1
Ik1 0
]
⊕ · · · ⊕
[
0 Iku
Iku 0
]
,
where a and b are real numbers such that a > 0 and b  0, and the numbers a and b, the
total number 2u of Jordan blocks, and the sizes k1, . . . , ku may depend on (Aα,Hα);
(iv)
Aα = Jh1(ib) ⊕ Jh2(ib) ⊕ · · · ⊕ Jht (ib), Hα = η1Kh1 ⊕ · · · ⊕ ηtKht ,
where b is a positive real number and η1, . . . , ηt are signs ±1. Again, the parameters
b, t, h1, . . . , ht , and η1, . . . , ηt may depend on the particular diagonal block (Aα,Hα).
The form (6.1) is uniquely determined by the pair (A,H), up to a permutation of the constituent
pairs of blocks (A1, H1), . . . , (As,Hs).
Conversely, if for a pair of quaternionic matrices (A,H), formula (6.1) holds for some invert-
ible quaternionic matrix W, then H is invertible Hermitian and A is H -skew-adjoint.
It is instructive to compare blocks of type (ii) with the corresponding blocks of Hα-selfadjoint
complex matrices. If Aα and Hα are n × n complex matrices such that iAα is Hα-selfadjoint, and
the Jordan form of iAα is J2m1(0) ⊕ · · · ⊕ J2mq (0), then by the canonical form for Hα-selfadjoint
matrices over the field of complex numbers (see [23] or [24], for example) there exists a complex
invertible matrix W such that
W−1(iAα)W = J2m1(0) ⊕ · · · ⊕ J2mq (0), W ∗HαW = τ1S2m1 ⊕ · · · ⊕ τqS2mq ,
where τ1, . . . , τq are signs ±1. Another transformation with the invertible complex matrix
W1 :=
q⊕
j=1
(diag(1, i, i2, . . . , i2mj−1))
shows that
W−11 W
−1AαWW1 = J2m1(0) ⊕ · · · ⊕ J2mq (0),
W ∗1 W ∗HαWW1 = τ1K2m1 ⊕ · · · ⊕ τqK2mq .
The signs here are uniquely defined by the pair (Aα,Hα), up to a permutation of signs correspond-
ing to the Jordan blocks of equal sizes. However, over the quaternions the signs are immaterial
because there is an invertible quaternionic matrix T2m such that
T −12m J2m(0)T2m = J2m(0), T ∗2m(−K2m)T2m = K2m.
Indeed, T2m = jI2m will do.
We need some preliminaries for the canonical form of H -unitaries.
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We start with the spectral properties. Let U ∈ Hn×n be an H -unitary matrix: U∗HU = H .
Then U−1 is similar to U∗, which in turn is similar to U . Thus, if λ ∈ C is an eigenvalue of U ,
then so is λ−1, and the partial multiplicities of λ−1 as an eigenvalue of U coincide with those of λ.
If U is H -unitary, we let
RSλ(U) :=

Rλ(U) if λ = 1 or λ = −1
Rµ+iν(U) if |λ| = 1 and the imaginary part ν
of λ =: µ + iν is positive
Rλ(U)Rλ−1(U) if λ ∈ R, |λ| > 1
Rµ1+iν1(U)Rµ2+iν2(U) if λ has positive imaginary part ν1 and |λ| > 1;
here λ =: µ1 + iµ1 and (λ−1)∗ =: µ2 + iν2.
By Proposition 1.1, we have a direct sum decomposition
Hn = ⊕RSλ(U),
where the direct sum is taken over all eigenvalues of U in the set
 := {z ∈ C : |z|  1 and z > 0} ∪ {z ∈ R : |z|  1}. (6.2)
It turns out that the different subspaces RSλ(U) are H -orthogonal to each other:
Proposition 6.2. If U is H -unitary, and if v ∈ RSλ1(U),w ∈ RSλ2(U), where λ1 /= λ2, λ1,
λ2 ∈ , then v and w are H -orthogonal:
〈Hv,w〉 = 0. (6.3)
In particular, each subspaceRSλ(U), with λ fixed, is nondegenerate with respect to H, that is,
zero is the only vector x0 inRSλ(U)with the property that 〈Hx0 : y〉 = 0 for every y ∈ RSλ(U).
Proof. Use the map χ defined by (3.2) to reduce the proof to the complex case, where the result
analogous to Proposition 6.2 is well known (see, e.g., [23,24]); cf. Remark 3.2. 
It will be convenient to introduce the following complex numbers, to be used in the next
theorem, where a, b are real numbers and b > 0:
Q1(a, b) = 1
(a + 1)2 + b2 (a
2 + b2 − 1 + 2bi), (6.4)
Qk(a, b) = (−1)k2
(
1
(a + 1)2 + b2 (a + 1 − bi)
)k
, for k = 2, 3, . . . ; (6.5)
Y1(a, b) = 1
(−a + 1)2 + b2 (a
2 + b2 − 1 + 2bi), (6.6)
Yk(a, b) = −2
(
1
(−a + 1)2 + b2 (−a + 1 − bi)
)k
, for k = 2, 3, . . . (6.7)
Also, for a real number a, a /= ±1, we define the m × m matrices
Tm(a) =

(a − 1)(a + 1)−1 2(a + 1)−2 −2(a + 1)−3 . . . (−1)m2(a + 1)−m
0 (a − 1)(a + 1)−1 2(a + 1)−2 . . . (−1)m−12(a + 1)−m+1
...
...
.
.
.
...
...
0 0 0 . . . (a − 1)(a + 1)−1

(6.8)
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and
Zm(a) = −

(a + 1)(−a + 1)−1 0 0 . . . 0
2(−a + 1)−2 (a + 1)(−a + 1)−1 0 . . . 0
...
...
.
.
.
...
...
2(−a + 1)−m 2(−a + 1)−m+1 2(−a + 1)−m+2 . . . (a + 1)(−a + 1)−1
 .
(6.9)
Theorem 6.3. Let U ∈ Hn×n be H -unitary. Then there is an invertible quaternionic matrix W
such that W−1UW and W ∗HW are block diagonal matrices
W−1UW = U1 ⊕ · · · ⊕ Uw, W ∗HW = H1 ⊕ · · · ⊕ HW, (6.10)
where each diagonal block (Ui,Hi) is of one of the following five types:
(i)
Ui = β1

−1 2 −2 2 . . . −2
0 −1 2 −2 . . . 2
...
...
...
...
.
.
.
...
0 0 0 −1 . . . 2
0 0 0 0 . . . −1
⊕ · · · ⊕ βp

−1 2 −2 2 . . . −2
0 −1 2 −2 . . . 2
...
...
...
...
.
.
.
...
0 0 0 −1 . . . 2
0 0 0 0 . . . −1
 , (6.11)
Hi = κ1K2n1+1 ⊕ κ2K2n2+1 ⊕ · · · ⊕ κpK2np+1,
where the κ ′j s and the β ′j s are signs ±1; there are p diagonal blocks in (6.11), of odd sizes
2n1 + 1, . . . , 2np + 1, respectively, in that order.
(ii)
Ui = α1

−1 2 −2 2 . . . 2
0 −1 2 −2 . . . −2
...
...
...
...
.
.
.
...
0 0 0 . . . −1 2
0 0 0 0 . . . −1

2m1
⊕ · · · ⊕ αq

−1 2 −2 2 . . . 2
0 −1 2 −2 . . . −2
...
...
...
...
.
.
.
...
0 0 0 . . . −1 2
0 0 0 0 . . . −1

2mq
,
where the subscripts 2m1, . . . , 2mq are all even (they designate the sizes of the correspond-
ing matrices), and the αj ′s are signs ±1;
Hi = K2m1 ⊕ · · · ⊕ K2mq ;
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(iii)
Ui = (T	1(a) ⊕ Z	1(a)) ⊕ · · · ⊕ (T	r (a) ⊕ Z	r (a)),
Hi =
[
0 I	1
I	1 0
]
⊕ · · · ⊕
[
0 I	r
I	r 0
]
,
where a > 0, a /= 1, and the number a, the total number 2r of blocks, and the sizes
	1, . . . , 	r may depend on the particular diagonal block (Ui,Hi);
(iv)
Ui =


Q1 Q2 Q3 . . . Qk1
0 Q1 Q2 . . . Qk1−1
...
...
.
.
.
...
...
0 0 0 . . . Q1
⊕

Y1 0 0 . . . 0
Y2 Y1 0 . . . 0
...
...
.
.
.
...
...
Yk1 Yk1−1 Yk1−2 . . . Y1


⊕ · · · ⊕


Q1 Q2 Q3 . . . Qku
0 Q1 Q2 . . . Qku−1
...
...
.
.
.
...
...
0 0 0 . . . Q1

⊕

Y1 0 0 . . . 0
Y2 Y1 0 . . . 0
...
...
.
.
.
...
...
Yku Yku−1 Yku−2 . . . Y1

 ,
where
Qj = Qj(a, b), Yj = Yj (a, b),
and
Hi =
[
0 Ik1
Ik1 0
]
⊕ · · · ⊕
[
0 Iku
Iku 0
]
,
where a, b > 0, and the numbers a and b, the total number 2u of blocks, and the sizes
k1, . . . , ku may depend on (Ui,Hi);
(v)
Ui =

Q1 Q2 Q3 . . . Qh1
0 Q1 Q2 . . . Qh1−1
...
...
.
.
.
...
...
0 0 0 . . . Q1
⊕ · · · ⊕

Q1 Q2 Q3 . . . Qht
0 Q1 Q2 . . . Qht−1
...
...
.
.
.
...
...
0 0 0 . . . Q1
 ,
where Qj = Qj(0, b), and
Hi = η1Kh1 ⊕ · · · ⊕ ηtKht ,
where b > 0 and η1, . . . , ηt are signs ±1. Again, the parameters b, t, h1, . . . , ht , and
η1, . . . , ηt may depend on the particular diagonal block (Ui,Hi).
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The form (6.10) is uniquely determined by the pair (U,H),up to a simultaneous permutation
of diagonal blocks in the right hand sides of (6.10).
Conversely, if for a pair of quaternionic matrices (U,H) formula (6.10) holds true for
some invertible quaternionic matrix W, then H is invertible Hermitian and U is H -unitary.
In a less explicit presentation, a canonical form for H -unitary quaternionic matrices was
obtained in [36], in a more general framework of standard as well as nonstandard involutions on H.
Note that ±1 are the eigenvalues of the blocks (i) and (ii), λ := (a − 1)(a + 1)−1 /= 1 and λ−1
are the real eigenvalues of the blocks of type (iii),
µ := a
2 + b2 − 1
(a + 1)2 + b2 +
2bi
(a + 1)2 + b2 ,
and (µ−1)∗ are the nonreal non-unimodular eigenvalues of the blocks of type (iv), and
ν := b
2 − 1
1 + b2 +
2bi
1 + b2
is the nonreal unimodular eigenvalue of the blocks of type (v).
Proof. The proof is based on the linear fractional transformations used in the proof of Theorem
3.5, applied to the blocks of the canonical form of H -skew-adjoint matrices as in Theorem 6.1.
Note several formulas which can be verified by a straightforward computation. Let Jm(a) be
a Jordan block, where a ∈ R, |a| /= 1. Then
(Jm(a) − I )(Jm(a) + I )−1 = −(I − Jm(a))(Jm(a) + I )−1 = Tm(a)
and
(−Jm(a)T − I )(−Jm(a)T + I )−1 = Zm(a).
Also, for a, b real and b > 0, we have
(Jk(a + ib) − I )(Jk(a + ib) + I )−1 =

Q1 Q2 Q3 . . . Qk
0 Q1 Q2 . . . Qk−1
...
...
.
.
.
...
...
0 0 0 . . . Q1
 , (6.12)
where
Q1 = Q1(a, b), . . . ,Qk = Qk(a, b)
are complex numbers given by formulas (6.4), (6.5), and finally, for a real and b > 0,
(−Jk(a + ib)∗ − I )(−Jk(a + ib)∗ + I )−1 =

Y1 0 0 . . . 0
Y2 Y1 0 . . . 0
...
...
.
.
.
...
...
Yk Yk−1 Yk−2 . . . Y1
 , (6.13)
where
Y1 = Y1(a, b), . . . , Yk = Yk(a, b)
are complex numbers given by formulas (6.6), (6.7).
From now on, the proof goes as in [35]. For example, using (6.12) and (6.13), one checks
easily that the block Ui as in (iv) is Hi-unitary. We omit further details. 
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7. Stability of H -unitary matrices and of periodic Hamiltonian systems
In applications, one often needs conditions for powers of a matrix to be bounded. We say that
a matrix A ∈ Hn×n is forward stable if the set {Am}∞m=0 is bounded, and is backward stable if A
is invertible and the set {Am}0m=−∞ is bounded.
Theorem 7.1. The following statements are equivalent for an H -unitary matrix A:
(a) A is forward stable;
(b) A is backward stable;
(c) The Jordan form of A is diagonal and has only unimodular entries on the main diagonal.
Proof. The proof is similar to that in the complex case (see [6], for example). It is easy to
see from the Jordan form of A that (c) is equivalent to both forward and backward stability of
A, whereas (a) (resp., (b)) is equivalent to A having all its eigenvalues inside the closed unit
circle (resp., outside of the open unit circle), with unimodular eigenvalues, if any, being semi-
simple, i.e, their geometric multiplicity coincides with their algebraic multiplicity. It remains to
observe that if λ ∈ σ(A) then (λ−1)∗ ∈ σ(A), and so (a) and (b) are equivalent for H -unitary
matrices. 
In view of Theorem 7.1, we say that an H -unitary matrix is stable if it is backward or forward
stable. For A ∈ Hn×n H -unitary, we say that A is robustly stable if there is 
 > 0 such that every
G-unitary matrix B ∈ Hn×n is stable, provided G ∈ Hn×n is Hermitian and
‖G − H‖ + ‖B − A‖ < 
.
Note that by taking 
 sufficiently small, the invertibility of G is guaranteed.
Theorem 7.2. An H -unitary matrix A is robustly stable if and only if A is diagonalizable with
only unimodular eigenvalues and every eigenvector is H -definite:
Ax = xλ, x /= 0 ⇒ x∗Hx /= 0. (7.1)
Proof. By Theorem 7.1, we can assume to start with thatA is diagonalizable with only unimodular
eigenvalues. By Theorem 6.3 we may further assume that
A = z1 ⊕ . . . ⊕ zm, H = 
1 ⊕ . . . ⊕ 
m, (7.2)
where z1, . . . , zm are (not necessarily distinct) unimodular complex numbers with non-negative
imaginary parts, and 
1, . . . , 
m are signs ±1.
The rest of the proof follows closely the arguments in [6, Theorem 4.9], except for the reference
to Theorem 6.3.
Assume first that (7.1) does not hold. Then there exist indices j /= k such that zj = zk =: λ
and 
j /= 
k . For notational convenience assume j = 1, k = 2, and 
1 = 1. Let q be any complex
number different from −λ. Then a straightforward computation shows that
A(q) :=
[ 1
2 (λ + q) + 12 ((λ + q)∗)−1 12 (λ + q) − 12 ((λ + q)∗)−1
1
2 (λ + q) − 12 ((λ + q)∗)−1 12 (λ + q) + 12 ((λ + q)∗)−1
]
⊕ z3 ⊕ · · · ⊕ zm
(7.3)
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is H -unitary, as close to A as we wish (if q is sufficiently close to zero), and has non-unimodular
eigenvalues λ + q, ((λ + q)−1)∗ (if q is chosen so that |λ + q| /= 1). For such a choice of q, the
matrix A(q) cannot be stable. This proves the “only if” part.
“If” part. Assume that (7.1) holds true. Let λ1, . . . , λk be all the distinct eigenvalues of A, and
let δ > 0 be so small that each disk {z ∈ C : |z − λj |  δ} does not contain any eigenvalues of A
besides λj .
To continue the proof, we use the well-known notion of the gap between subspaces (see (2.2)).
We need the following property which is well known in the complex case, see, e.g., [22, Section
15.2]; the quaternionic case may be obtained with the help of the map χ defined by (3.2):
∀
2 > 0 ∃
1 >0 such that ‖B − A‖ < 
1 ⇒ max
j=1,...,k(gap (Rj (B),Rλj (A))) < 
2.
(7.4)
Here Rj (B) is the sum of all root subspaces of B corresponding to the eigenvalues of B in the
disk j := {z ∈ C : |z − λj |  δ} if λj has positive imaginary part, or in the half disk
j := {z ∈ C : |z − λj |  δ, z  0} if λj = ±1.
Taking 
2 < 1 we guarantee that for every j , the dimensions ofRj (B) and ofRλj (A) coincide,
and in particular, B cannot have eigenvalues outside of ∪kj=1j .
On the other hand, since H is definite on eachRλj (A), and since the property of being definite
is preserved under sufficiently small perturbations of H and sufficiently small perturbations of
Rλj (A) (with respect to the gap), there exists 
3 > 0 (which depend on H and A only) such
that a Hermitian matrix G is invertible and definite on each Rj (B)(j = 1, . . . , k) as long as
‖G − H‖ < 
3 and gap (Rj (B),Rλj (A)) < 
3. Take 
2 = min{1, 
3} in (7.4); as a result, letting

 = min{
3, 
1}, we obtain that G is definite on each Rj (B) provided that
‖G − H‖ + ‖B − A‖ < 
.
If B is, in addition, G-unitary, then using the canonical form of Theorem 6.3, we see that B is
diagonalizable with only unimodular eigenvalues, i.e., B is stable. 
The proof of Theorem 7.2 shows that in fact, everyG-unitaryB withG = G∗ andB sufficiently
close to H and A, respectively, is robustly stable.
Theorems 7.1 and 7.2 have immediate applications to stability of systems of quaternionic
differential equations of the following form:
E
dE
dt
= H(t)x, t ∈ R, E = E∗ ∈ Hn×n invertible, H(t)∗ = −H(t) ∈ Hn×n, (7.5)
where H(t) is a continuous function. We assume in addition that H(t) is periodic with period
ω /= 0. Such systems are known as Hamiltonian. With the real or the complex numbers as the
ground field, Hamiltonian systems represent a well-studied important class of differential equa-
tions; we mention only an early paper [21] and the books [15,41,23,1,24] among hundreds of
references on this topic. The matrizant X(t) ∈ Hn×n of the system (7.5) is defined as the unique
solution of the initial value problem
E
dE
dt
= H(t)X(t), X(0) = I.
A standard argument (computing the derivative of X(t)∗EX(t)) shows that X(t)∗EX(t) is con-
stant, hence X(t) is E-unitary valued. Eq. (7.5) is called forward stable, resp., backward stable,
if every solution x(t) is bounded on the nonnegative halfline {t ∈ R : t > 0}, resp., on the non-
positive halfline. Eq. (7.5) is said to be robustly stable if there exists 
 > 0 such that every system
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E˜
dx
dt
= H˜ (t)x, t ∈ R, E˜ = E˜∗ ∈ Hn×n invertible, H˜ (t)∗ = −H˜ (t) ∈ Hn×n, (7.6)
with continuous ω-periodic H˜ (t) is both forward and backward stable as soon as
‖E˜ − E‖ + max
0tω
{‖H˜ (t) − H(t)‖} < 
.
The following result is easily obtained from Theorems 7.1 and 7.2:
Theorem 7.3. Eq. (7.5) is forward stable if and only if it is backward stable if and only if the
matrix X(ω), where X(t) is the matrizant of (7.5), is diagonalizable and has only unimodular
eigenvalues.
Eq. (7.5) is robustly stable if and only if it is forward (or backward) stable, and in addition
every eigenvector of X(ω) is E-definite.
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