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Abstract
The affine second-order cone complementarity problem (SOCCP) is a wide class of problems that contains the linear
complementarity problem (LCP) as a special case. In this paper, a multisplitting method for the symmetrical affine SOCCP is
developed and analysed. This method makes use of a set of different splittings of the coefficient matrix. Convergence is established
for the proposed method. Moreover, an MAOR-like method is considered to solve the subproblems. We also report some simple
numerical results for the proposed method.
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1. Introduction
The n-dimensional second-order cone (SOC) is defined by
Hn = {(x1, x2) ∈ R × Rn−1 | x1 ≥ ‖x2‖},
where ‖ · ‖ denotes the Euclidean norm. In particular, if n = 1, H1 is the set of nonnegative reals. In this paper, we
focus on the following problem:
find z ∈ Rn,
such that z ∈ H,Mz + q ∈ H, zT(Mz + q) = 0, (1.1)
where M ∈ Rn×n is a given matrix, q ∈ Rn is a given vector, and H ⊂ Rn is the Cartesian product of SOCs, i.e.,
H = Hn1 × Hn2 × · · · × Hnm (1.2)
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with n = n1 + n2 + · · · + nm . Problem (1.1), denoted by SOCCP (q,M, H), is called the affine second-order cone
complementarity problem over H (see e.g. [1]). Throughout the paper, we assume M is symmetrical. In this case,
problem (1.1) is called symmetrical SOCCP. Moreover, we always assume that M is symmetrical positive semidefinite
and problem SOCCP (1.1) has a solution.
The SOCCP has a variety of engineering applications, including applications in filter design, antenna array design,
and truss design, etc. It also includes the well-known nonlinear complementarity problem (NCP) as a special case.
Moveover, since KKT conditions for a second-order cone programming problem (SOCP) [2,3] take the form of
SOCCP, we may apply algorithms for SOCCP to solve SOCP. In addition, there are many applications that are peculiar
to SOCCP, for example, a robust Nash equilibrium in the bimatrix game can be characterized as a solution of an
SOCCP [4].
Several iterative methods have been proposed for solving SOCCP. Smoothing method [1,5–7] is one of the popular
approaches. Nevertheless, a shortage of smoothing method is that it may sometimes be expensive computationally for
large-scale problems. Much attention has recently been paid on a class of iterative methods called the matrix-splitting
method. Matrix-splitting method for SOCCP [8] exploits particular features of matrices such as the sparsity and the
block structure. Such an approach is motivated by matrix-splitting methods for LCP [9].
In this paper, we extend the multisplitting method proposed in [10] for LCP to SOCCP. It is a kind of parallel
iterative method. The results obtained from those splitting iterations are combined to define the multisplitting iterates.
Thus, the method may be effectively implemented on multiprocessors. Especially, we discuss the convergence of an
MAOR-like method which can be expected to be better than SOR method by choosing the parameters properly, to
solve subproblems.
The paper is organized as follows: in Section 2, we describe a multisplitting method for the affine SOCCP and give
some preliminaries for the discussion of the convergence of the method. In Section 3, we establish the convergence of
the method and present some useful corollaries. In Section 4, we discuss the convergence of an MAOR-like method
as a particular realization of the multisplitting method of Section 2. Finally, We report some simple numerical results
for the proposed method.
2. Multisplitting method and some preliminaries
In this section, we extend the multisplitting method for LCP proposed in [10] to SOCCP, and give some
preliminaries for the discussion of the convergence of the method. Let the symmetrical matrix M be represented
as the sum of two matrices B ∈ Rn×n and C ∈ Rn×n , i.e.
M = B + C,
where B and C need not be symmetrical. Such a pair (B,C) is called a splitting of M .
For splitting (B,C), we have the following definitions:
Definition 2.1 ([8]). If SOCCP (q, B, H) has a solution for any q ∈ Rn , then B is called an H–Q-matrix. Moreover,
if B is an H–Q-matrix, then (B,C) is called an H–Q-splitting.
Definition 2.2 ([8]). If B − C is positive (semi-)definite, then the splitting (B,C) is said to be (weakly) regular.
Definition 2.3 ([10]). Let t be an iterative number and Bk , Ck and Ek(t), k = 1, 2, . . . , K , be n × n matrices. Then
(Bk,Ck, Ek(t)), k = 1, 2, . . . , K , is called a multisplitting of M if
(1) for all k,M = Bk + Ck and (Bk,Ck) are regular H–Q-splittings of M ;
(2) for each t, Ek(t) ≥ 0, k = 1, 2, . . . , K , and∑Kk=1 Ek(t) = I .
Obviously, for each t ≥ 0 and k ∈ {1, 2, . . . , K }, Ek(t) is a diagonal matrix with nonnegative diagonals.
Let (Bk,Ck, Ek(t)), k = 1, 2, . . . , K , be a multisplitting of M . Then we can present the following multisplitting
method for SOCCP (q, B, H), which can be considered as an extension of multisplitting method for LCP proposed
in [10].
Algorithm 2.1 (Multisplitting Method for SOCCP (q, B, H)).
Step 1: Choose an initial point z0 ∈ H . Let t = 0.
Step 2: For each k ∈ {1, 2, . . . , K }, let ytk be an arbitrary solution of the following: SOCCP (q tk, Bk, H):
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find z ∈ Rn,
such that z ∈ H, Bkz + q tk ∈ H, zT(Bkz + q tk) = 0,
(2.1)
where
q tk := Ckzt + q. (2.2)
Step 3: If for all k ∈ {1, 2, . . . , K }, ytk = zt hold, then stop. Otherwise, let
zt+1 =
K∑
k=1
Ek(t)y
t
k
and t := t + 1. Return to step 2.
It is evident from the definition of H–Q-splitting that SOCCP (2.1) always has a solution since (Bk,Ck) are
H–Q-splittings for all k belonging to {1, 2, . . . , K }. Thus Algorithm 2.1 is well defined.
Remark 2.1. It can be easily seen that SOCCP (1.1) is equivalent to a linear complementarity problem (LCP) when
n1 = n2 = · · · = nm = 1. In this case, Algorithm 2.1 reduces to the multisplitting method for LCP proposed in [10].
Before the discussion of the convergence, we first introduce some useful lemmas. Since the second-order cone is
self-dual, we immediately have the following lemma:
Lemma 2.1. Let H be defined in (1.2). Then for any y, z ∈ H, we have
yTz ≥ 0.
Since H is a cone, we have immediately by Lemma 2.1 the following result.
Lemma 2.2. Problem (1.1) is equivalent to the following variational inequality of finding z ∈ H such that
(y − z)T(Mz + q) ≥ 0, ∀y ∈ H. (2.3)
Lemma 2.3. Let f : Rn → R be defined by
f (z) = 1
2
zTMz + qTz.
Then z∗ is a solution of SOCCP (1.1) if and only if
min
z∈H f (z) = f (z
∗).
Proof. Let z∗ be a solution of SOCCP (1.1). It is easy to calculate for any z ∈ H ,
f (z)− f (z∗) = (z − z∗)T(Mz∗ + q)+ 1
2
(z − z∗)TM(z − z∗)
≥ (z − z∗)T(Mz∗ + q)
≥ 0,
where the first inequality is because that M is positive semidefinite and the second inequality comes from Lemma 2.2.
That is, minz∈H f (z) = f (z∗).
Conversely, if minz∈H f (z) = f (z∗), we have for any z ∈ H and θ ∈ (0, 1] that
f (θ z + (1− θ)z∗)− f (z∗) ≥ 0
since θ z + (1− θ)z∗ ∈ H . Hence,
θ(z − z∗)T(Mz∗ + q)+ 1
2
θ2(z − z∗)TM(z − z∗) ≥ 0,
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and then
(z − z∗)T(Mz∗ + q)+ 1
2
θ(z − z∗)TM(z − z∗) ≥ 0.
Let θ → 0+ in above inequality, we have
(z − z∗)T(Mz∗ + q) ≥ 0, ∀z ∈ H.
Therefore, by Lemma 2.2, z∗ is a solution of SOCCP (1.1). The proof is then completed. 
The following assumption is essential in the proof of the algorithm.
Assumption 2.1. Assume that Ek(t), k = 1, 2, . . . , K , satisfy the following conditions:
K∑
k=1
Ek(t)yk ∈ H, ∀y1, y2, . . . , yK ∈ H, (2.4)
f
(
K∑
k=1
Ek(t)yk
)
≤ max
1≤k≤K
f (yk), ∀y1, y2, . . . , yK ∈ H. (2.5)
Remark 2.2. Various choices of Ek(t) satisfy the above assumption. For example, one suggestion of choosing Ek(t)
given in [10] is as follows:
Ek(t) = αk(t)I, k = 1, 2, . . . , K , (2.6)
where αk(t) ≥ 0 with∑Kk=1 αk(t) = 1. Notice that the set H is a convex cone, so we can easily obtain that
K∑
k=1
Ek(t)yk =
K∑
k=1
αk(t)yk ∈ H
since yk, k = 1, 2, . . . , K , are in H . In this case, since M is positive semidefinite, f (z) is a convex function, and then
f
(
K∑
k=1
Ek(t)yk
)
= f
(
K∑
k=1
αk(t)yk
)
≤
K∑
k=1
αk(t) f (yk)
≤ max
1≤k≤K
f (yk).
Thus, assumptions (2.4) and (2.5) are true.
The following lemma shows that the sequence { f (zt )} produced by Algorithm 2.1 is nonincreasing.
Lemma 2.4. Let Assumption 2.1 hold, (Bk,Ck), k = 1, 2 . . . , K, be regular H–Q-splittings of M and {zt } be a
sequence generated by Algorithm 2.1, then at t-th step, we have
f (zt+1) ≤ f (zt ).
Proof. It is easy to verify that:
f (zt )− f (zt+1) = f (zt )− f
(
K∑
k=1
Ek(t)y
t
k
)
≥ f (zt )− max
1≤k≤K
f (ytk)
= f (zt )− f (yt
kˆ(t)
)
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= (zt − yt
kˆ(t)
)T(Myt
kˆ(t)
+ q)+ 1
2
(zt − yt
kˆ(t)
)TM(zt − yt
kˆ(t)
)
= (zt − yt
kˆ(t)
)T(Bkˆ(t)y
t
kˆ(t)
+ q t
kˆ(t)
)+ 1
2
(zt − yt
kˆ(t)
)T(Bkˆ(t) − Ckˆ(t))(zt − ytkˆ(t)), (2.7)
where kˆ(t) is the index such that f (yt
kˆ(t)
) = max1≤k≤K f (ytk). Since ytkˆ(t) is a solution of SOCCP (2.1) for k = kˆ(t),
by (2.7) and Lemma 2.2 we get
f (zt )− f (zt+1) ≥ 1
2
(zt − yt
kˆ(t)
)T(Bkˆ(t) − Ckˆ(t))(zt − ytkˆ(t)) ≥ 0. (2.8)
This completes the proof of the lemma. 
3. The convergence of the multisplitting method
In this section, we give some convergence results for Algorithm 2.1.
Lemma 3.1. Let Assumption 2.1 hold and (Bk,Ck), k = 1, 2, . . . , K, be regular H–Q-splittings of M. Then any
accumulation point of the sequence {zt }, generated by Algorithm 2.1, is a solution of SOCCP (q,M, H).
Proof. Let z˜ be an arbitrary accumulation point of {zt } and {zti } be a subsequence converging to z˜. By Lemmas 2.3
and 2.4, { f (zt )} is a nonincreasing sequence and bounded below. Therefore, { f (zt )} is convergent. Noting that
limi→∞ zti = z˜, we have immediately that limt→∞ f (zt ) = limi→∞ f (zti ) = f (z˜). Let kˆ(t) be defined as in
Lemma 2.4. Then taking a further subsequence if necessary, we may assume that there exists some index kˆ such that
kˆ(ti ) = kˆ for all i . Since (Bkˆ,Ckˆ) is a regular H–Q-splitting, the sequence {zti − ytikˆ } converges to zero by (2.8), and
hence {yti
kˆ
} converges to z˜. Since yti
kˆ
is a solution of SOCCP (q ti
kˆ
, Bkˆ, H), we have
yti
kˆ
∈ H, Bkˆ ytikˆ + q
ti
kˆ
∈ H, (yti
kˆ
)T(Bkˆ y
ti
kˆ
+ q ti
kˆ
) = 0,
where q ti
kˆ
= Ckˆzti + q .
Since zti → z˜ and yti
kˆ
→ z˜ as ti → ∞, we have q tikˆ → Ckˆ z˜ + q and Bkˆ y
ti
kˆ
+ q ti
kˆ
→ Bkˆ z˜ + Ckˆ z˜ + q as ti → ∞.
Noting that Bkˆ + Ckˆ = M , it follows that z˜ solves SOCCP (q,M, H). 
In order to show the boundedness of {zt } generated by Algorithm 2.1, we introduce the following concept on M :
Definition 3.1 ([8]). A matrix M ∈ Rn×n is said to be (strictly) H -copositive if zTMz ≥ (>) 0 for all z ∈ H \ {0}.
Clearly, every positive semidefinite matrix is H -copositive and every positive definite matrix is strictly
H -copositive. Using this definition, we now state the main result of this section.
Theorem 3.2. Let Assumption 2.1 hold, (Bk,Ck), k = 1, 2, . . . , K, be regular H–Q-splittings of M and M be a
symmetrical H-copositive matrix. Suppose that
0 6= z ∈ H,Mz ∈ H and zTMz = 0 imply qTz > 0. (3.1)
Then, the sequence {zt }, generated by Algorithm 2.1, is bounded and any accumulation point of {zt } is the solution of
SOCCP (1.1).
Proof. Suppose that the sequence {zt } is unbounded. Then there exists a subsequence {zti } such that ‖zti ‖ → ∞. By
Lemmas 2.3 and 2.4, { f (zt )} converges. Let kˆ be chosen as in the proof of Lemma 3.1. Since (Bkˆ,Ckˆ) is a regular
H–Q-splitting, the sequence {zti − yti
kˆ
} converges to zero by (2.8). This in particular implies that ‖yti
kˆ
‖ → ∞ since
‖zti ‖ → ∞.
Now consider the corresponding normalized sequence {yti
kˆ
/‖yti
kˆ
‖}, which is bounded and hence has an
accumulation point z˜ such that ‖z˜‖ = 1 and z˜ ∈ H . Assume, without loss of generality, that {yti
kˆ
/‖yti
kˆ
‖} converges to z˜.
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Then since zti − yti
kˆ
→ 0 and yti
kˆ
/‖yti
kˆ
‖ → z˜ as ti → ∞, we have zti /‖ytikˆ ‖ → z˜. Moreover, since y
ti
kˆ
is a solution of
SOCCP (q ti
kˆ
, Bkˆ, H), we have
yti
kˆ
∈ H, Bkˆ ytikˆ + q
ti
kˆ
∈ H, (yti
kˆ
)T(Bkˆ y
ti
kˆ
+ q ti
kˆ
) = 0, (3.2)
where q ti
kˆ
= Ckˆzti + q . Then dividing (3.2) by ‖ytikˆ ‖ and passing to the limit by setting ti → ∞, and noting that
M = Bkˆ + Ckˆ , we have
z˜ ∈ H,Mz˜ ∈ H, z˜TMz˜ = 0. (3.3)
On the other hand,
0 ≤ (yti
kˆ
)TMyti
kˆ
= −(yti
kˆ
)T(Ckˆ(z
ti − yti
kˆ
)+ q), (3.4)
where the inequality is because M is H -copositive, and equality follows from (3.2). Since zti − yti
kˆ
→ 0, dividing (3.4)
by ‖yti
kˆ
‖ and passing to the limit by setting ti → ∞ yields qT z˜ ≤ 0. This together with (3.3) yields a contradiction
to (3.1). Hence the sequence {zt } must be bounded. Therefore, there exists a subsequence {zti } converging to z˜. And
then by Lemma 3.1, z˜ is a solution of SOCCP (1.1). 
Remark 3.1. Condition (3.1) is a natural extension of condition (b) of [10, Theorem 3.6]. As we can see, it is obtained
from the proof of the above theorem. M can satisfy this condition under many situations, for example M is a strictly
H -copositive matrix or a positive definite matrix.
Noting that the strictly H -copositivity implies (3.1), we have the following corollary:
Corollary 3.1. Let Assumption 2.1 hold, (Bk,Ck), k = 1, 2, . . . , K, be regular H–Q-splittings of M and M be
a symmetrical strictly H-copositive matrix, then there exists a subsequence of the sequence {zt }, generated by
Algorithm 2.1, converging to a solution of SOCCP (1.1).
If M is positive definite, then Mz + q is strongly monotone over H . Hence we can easily obtain variational
inequality (2.3) and SOCCP (1.1) has a unique solution. Therefore, the following corollary is obvious:
Corollary 3.2. Let Assumption 2.1 hold, (Bk,Ck), k = 1, 2, . . . , K, be regular H–Q-splittings of M and M be a
symmetrical positive definite matrix. Then, the sequence {zt }, generated by Algorithm 2.1, converges globally to the
unique solution of SOCCP (1.1).
4. MAOR-like splitting method
In this section, we discuss MAOR-like splitting method for solving affine SOCCP. It can be regarded as a special
case of matrix-splitting method. From now on, for the sake of convenience, we omit the subscript of Bk and Ck . We
let the spitting (B,C) used in the matrix-splitting method be a regular H–Q-splitting of M .
Let the matrix M be partitioned as
M =

M11 M12 · · · M1m
M21 M22 · · · M2m
...
...
. . .
...
Mm1 Mm2 · · · Mmm
 ,
with Mi j ∈ Rni×n j . In order to simplify the calculation, the splitting (B,C) usually takes the form as
B =

B11 0
M21 B22
M31 M32
. . .
...
. . .
. . .
Mm1 · · · · · · Mm,m−1 Bmm
 , C = M − B, (4.1)
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where Bi i , i = 1, 2, . . . ,m, are chosen appropriately.
In the block SOR method for LCP, the block diagonal matrices Bi i are normally chosen as Bi i := ω−1Mi i with
a constant ω ∈ (0, 2). However, it may not be efficient for SOCCP [8]. Here, we define Bi i as MAOR-like splitting
[11]. First, we introduce the function Γ : Rn×n × (0,+∞)× (0,+∞)× [0,+∞) → Rn×n defined by
Γ (A, ω1, ω2, γ ) :=

ω−11 a1, if n = 1,(
ω−11 a1 0
T
γ a2 ω
−1
2 A3
)
, if n ≥ 2,
where ω1 > 0, ω2 > 0, γ ≥ 0, and A ∈ Rn×n is given by
A =
(
a1 a
T
2
a2 A3
)
(4.2)
with a1 ∈ R, a2 ∈ Rn−1 and A3 ∈ R(n−1)×(n−1). Using this function, we let
Bi i := Γ (Mi i , ω1, ω2, γ ).
Now we consider conditions for the splitting (4.1) with Bi i = Γ (Mi i , ω1, ω2, γ ) to be a regular H–Q-splitting.
We have the following two lemmas:
Lemma 4.1 ([12]). Let A ∈ Rn×n be given by (4.2). Then A is positive definite if and only if a1 > 0 and the Schur
complement with respect to a1, i.e., A3 − a−11 a2aT2 is positive definite.
Lemma 4.2. Let A ∈ Rn×n be a symmetrical positive definite matrix given by (4.2) and (G, H) be a splitting of A
given by
G = Γ (A, ω1, ω2, γ ), H = A − Γ (A, ω1, ω2, γ ).
Suppose that ω1, ω2 and γ satisfy the following conditions:
0 < ω1 < 2, ω2 > 0, γ ≥ 0,
(2ω−11 − 1)(2ω−12 − 1) > (γ − 1)2,
4
ω1ω2γ 2
− 1 > 0.
(4.3)
Then, the matrix G is positive definite and the splitting (G, H) is regular.
Proof. Since the lemma holds evidently for n = 1, we only consider the case of n ≥ 2.
First we show the positive definiteness of G. Note that
1
2
(G + GT) =
ω−11 a1 γ2 aT2γ
2
a2 ω
−1
2 A3
 .
Since 12 (G + GT) and G is positive definite when γ = 0, we only consider the case when γ > 0. Since
ω−12 A3 −
γ 2a2aT2
4ω−11 a1
= ω1γ
2
4
[(
4
ω1ω2γ 2
− 1
)
A3 + (A3 − a−11 a2aT2 )
]
,
and ω−11 a1 > 0, we can easily obtain the positive definiteness of (G + GT)/2 from Lemma 4.1 and (4.3).
We now show the regularity of the splitting (G, H) by showing the positive definiteness of the following matrix
1
2
[(G − H)+ (G − H)T] =
(
(2ω−11 − 1)a1 (γ − 1)aT2
(γ − 1)a2 (2ω−12 − 1)A3
)
.
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The Schur complement with respect to (2ω−11 − 1)a1 is as follows.
(2ω−12 − 1)A3 −
(γ − 1)2a2aT2
(2ω−11 − 1)a1
= 1
2ω−11 − 1
{
[(2ω−11 − 1)(2ω−12 − 1)− (γ − 1)2]A3 + (γ − 1)2
(
A3 − a2a
T
2
a1
)}
. (4.4)
Noting that A3 and A3 − a−11 a2aT2 are positive definite, the matrix given by (4.4) is positive definite by (4.3). This
together with (2ω−11 − 1)a1 > 0 implies the positive definiteness of 12 [(G − H) + (G − H)T]. The proof is then
completed. 
Now we can give conditions for (4.1) with Bi i = Γ (Mi i , ω1, ω2, γ ) to be a regular H–Q-splitting.
Theorem 4.3. Let M be a symmetrical, positive, definite matrix and the splitting (B,C) of M be given by (4.1) with
Bi i = Γ (Mi i , ω1, ω2, γ ), i = 1, 2, . . . ,m, and (4.3) hold. Then (B,C) is a regular H–Q-splitting.
The process of proof is similar to [8, Theorem 3.1], and we omit it here.
We can choose appropriate ω1, ω2 and γ to obtain a series of Bk and Ck which are regular H–Q-splitting. With
this kind of splitting, we can solve SOCCP (2.1) successively as follows: let z and q tk in SOCCP (2.1) be partitioned as
z =
 z1...
zm
 , q tk =
q
t
k1
...
q tkm
 ,
where zi ∈ Rni and q tki ∈ Rni , i = 1, 2, . . . ,m. The decomposable structure of SOC constraints yields that SOCCP
(2.1) is equivalent to the problem of finding z ∈ Rn such that
zi ∈ Hni , Bi i zi + r tki ∈ Hni , zTi (Bi i zi + r tki ) = 0, i = 1, 2, . . . ,m, (4.5)
where
r tki :=

q tk1, if i = 1,
i−1∑
j=1
Mi j z j + q tki , if i ≥ 2.
We can solve problems (4.5) for zi recursively from i = 1 to m, by regarding z1, . . . , zi−1 and r tki as known constants.
5. Numerical results
In this section, we present some numerical results for the proposed method. The program was coded in visual C++
6.0 and run on a computer with 2.00 GHz CPU and 256 MB memory. We have conducted the following experiments:
(A) Testing Algorithm 2.1 on SOCCP (1.1) of various problem sizes.
(B) Testing Algorithm 2.1 on SOCCP (1.1) with various degrees of sparsity.
(C) Testing Algorithm 2.1 on SOCCP (1.1) with various combinations of “weight” matrices.
(D) Testing Algorithm 2.1 on SOCCP (1.1) with various Cartesian structures of H .
We use the method proposed in [8] to solve the subproblem (4.5). We only consider the case where number of
splittings K is 2. We generate 100 test problems for each experiment. In each problem, we let the initial point be
z0 = 0.
In the first experiment, the termination criterion is ‖zt+1 − zt‖ < 10−4. In generating a test problem, elements of
vector q are chosen randomly from the interval [−1, 1], and a positive definite matrix M is obtained by the following
procedure: First, set M = NNT + D, where N is a square matrix whose nonzero elements are chosen randomly
from the interval [−0.5, 0.5], and D is a diagonal matrix whose diagonal numbers are chosen from the interval
[4, 6]. In this experiment, the number of nonzero elements of N is determined so that the nonzero density of matrix
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Table 1
Results for Algorithm 2.1 applied to SOCCP (1.1) of various problem sizes
n Iter. CPU (s) n Iter. CPU (s)
100 5.3 0.14593 200 6.71 1.40531
300 6.84 4.7789 400 7.01 10.87
500 7.06 20.0784 600 7.07 33.8223
700 7.11 52.8102 800 7.12 78.8214
900 7.18 112.957 1000 7.19 152.461
Table 2
Results for Algorithm 2.1 applied to SOCCP (1.1) with various degrees of sparstiy
Dens. (%) Iter. CPU (s) Dens. (%) Iter. CPU (s)
0.2 5.03 101.667 0.5 6.4 139.966
1 6.78 150.723 2 7.23 154.668
5 7.2 152.763 10 7.19 151.997
M becomes approximately 5%. And in this experiment, we choose the “weight” matrices Ek(t) to be E1(t) = 0.3I ,
E2(t) = 0.7I . In addition, we choose ω1 = 1, ω2 = 1, γ = 1 and ω1 = 1.5, ω2 = 0.5, γ = 1.1 to obtain the splitting
(Bk,Ck), k = 1, 2, respectively. We show the results in Table 1, where n denotes the number of variables, iter. denotes
the average number of iterations of 100 trials for each n, and cpu(s), the CPU time in second, denotes the average time
for the convergence of 100 trials for each n. We may observe that the number of iterations doesn’t change obviously,
but the CPU time grows fast with the problem size.
In the second experiment, we generate 100 test problems for each nonzero density 0.2%, 0.5%, 1%, 2%, 5% and
10%, where the problem size is fixed to 1000. The termination criterion and other parameters are the same to the first
experiment. We show the results in Table 2. The number of iterations and the CPU time are the averages of 100 trials
for each degree of sparsity, and dens denotes the (approximate) nonzero density of matrix M . As shown in Table 2,
the sparsity of matrix M affects the number of iterations slightly. On the other hand, when the nonzero density is less
than 1%, the time for the convergence of the problem reduces with the sparsity.
In the third experiment, we solve SOCCP (1.1) with various combinations of “weight” matrices. The underlying
SOC H is fixed to be H20× H20× · · ·× H20 ⊂ R400. The termination criterion is ‖zt+1− zt‖ < 10−8. Vector q and
the symmetrical positive definite matrix M are generated the same to the first experiment. The “weight” matrices are
chosen to be
E1(t) = α I and E2(t) = (1− α)I,
where α is a parameter which is not necessarily nonnegative. In this experiment, we choose ω1 = 1, ω2 = 1, γ = 1
and ω1 = 1.2, ω2 = 0.9, γ = 1.2 to obtain the splitting (Bk,Ck), k = 1, 2, respectively. We solve the problems with
α = −0.8,−0.7, . . . , 1. When α = 0 or α = 1, the multisplitting method can be regarded as matrix-splitting method.
When α < 0, the assumption (2.4) may not be satisfied, but it is observed that the Algorithm 2.1 still converges to a
solution for some such choices of α. We show the results in Table 3. The number of iterations and the CPU time are the
averages of 100 trials for each α. The results suggest that it is possible to weaken the assumptions of Theorem 3.2. As
shown in Table 3, it is observed that the choices of α affect the performance of the algorithm slightly. Nevertheless,
one of the advantage of multisplitting method compared to matrix-splitting method is that the subproblems can be
implemented in parallel.
In the last experiment, we solve SOCCP (1.1) with various Cartesian structures of H . To construct SOC of various
types, we choose ni and m such that n1 + n2 + · · · + nm = 1600, and n1 = n2 = · · · = nm , where m is the number
of SOC comprising H and ni is the dimension of each SOC. The termination criterion is ‖zt+1 − zt‖ < 10−8. We
choose E1(t) = 0.3I , E2(t) = 0.7I , and the vector q and M are generated the same to the third experiment. We use
the same parameters to obtain the splittings as in the third experiment. We show the results in Table 4. We also use
the matrix-splitting method proposed in [8] to do this experiment and record the correspondence numerical results in
parenthesis. In matrix-splitting method, ω and γ are chosen to equal one. The number of iterations and the CPU time
are the averages of 100 trials for each ni and m. We find that the number of iterations almost doesn’t change with
468 H. Xu, J. Zeng / Computers and Mathematics with Applications 55 (2008) 459–469
Table 3
Results for Algorithm 2.1 applied to SOCCP (1.1) with various combinations of “weight” matrices
α Iter. CPU (s)
−0.8 – –
−0.6 – –
−0.4 – –
−0.2 4.23 0.06171
0 4.18 0.06093
0.2 4.16 0.0625
0.4 4.15 0.0614
0.6 4.09 0.06406
0.8 4.09 0.05968
1.0 4.11 0.06078
Table 4
Results for Algorithm 2.1 applied to SOCCP (1.1) with various Cartesian structure of H
ni m Iter. CPU (s)
2 800 4.63(8.28) 0.38984(0.36156)
5 320 7.02(10.41) 0.58843(0.46203)
10 160 6.77(9.23) 0.62328(0.45609)
20 80 6.15(9) 0.73468(0.57921)
40 40 6.02(8.16) 1.23546(0.92406)
80 20 6.05(8.02) 2.95156(2.26281)
160 10 6.04(7.96) 9.91203(8.69921)
320 5 6.06(8.05) 40.6141(47.7525)
800 2 6.23(9.05) 220.138(235.843)
the decrease of m. And the CPU time increases drastically as the dimension of SOC increases, since the subproblem
to be solved at each iteration becomes more expensive as ni becomes larger. Compared with the computing results
in [8], we see that when m is small, our results are worse but when m becomes larger our results become better.
Moreover, we can see from the table that the number of iterations using multisplitting method is less than that using a
matrix-splitting method. As a result, it is necessary to implemented the multisplitting method in parallel.
Concluding Remark. From the above numerical results, we can see that Algorithm 2.1 is effective for the SOCCP.
Moreover, it is desirable to develop a multisplitting method for SOCCP that is convergent under weaker conditions.
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