Abstract. We consider the first and half order time fractional equation with the zero initial condition. We investigate an inverse source problem of determining the time-independent source factor by the spatial data at an arbitrarily fixed time and we establish the conditional stability estimate of Hölder type in our inverse problem. Our method is based on the Bukhgeim-Klibanov method by means of the Carleman estimate. We also derive the Carleman estimate for the first and half order time fractional diffusion equation.
Introduction
Let T > 0, Ω ⊂ R n be a bounded domain with sufficiently smooth boundary ∂Ω.
We set Q = Ω × (0, T ).
We consider the following equation and the initial condition:
t − L)u(x, t) = g(x, t), (x, t) ∈ Q, (1.1) u(x, 0) = 0, x ∈ Ω, (1.2) where ρ 1 > 0, ρ 2 = 0 are constants, ∂ 1 2 t is a Caputo type fractional derivative of half order: ∂ t u(x, τ ) (t − τ ) 1 2 dτ, (x, t) ∈ Q, and L is a symmetric uniformly elliptic operator:
Lu(x, t) := n i,j=1 ∂ i (a ij (x)∂ j u(x, t)) + n j=1 b j (x)∂ j u(x, t) + c(x)u(x, t), (x, t) ∈ Q.
Throughout this article, we assume that a ij ∈ C 3 (Ω), a ij = a ji (1 ≤ i, j ≤ n), and that there exists a constant m > 0 such that
a ij (x)ξ i ξ j ≤ m|ξ| 2 , ξ = (ξ 1 , . . . , ξ n ) ∈ R n , x ∈ Ω, and b j ∈ C 2 (Ω) (1 ≤ j ≤ n), c ∈ C 2 (Ω). Here and Henceforth we use notations
∂xi (i = 1, 2, . . . , n). We also use the multi index α = (α 1 , α 2 , . . . , α n ) with α j ∈ N ∪ {0} (j = 1, 2, . . . , n), ∂
2 · · · ∂ αn n , |α| = α 1 + α 2 + · · · + α n . Let ν = ν(x) be the outwards unit normal vector to ∂Ω at x and let ∂ ν = ν · ∇.
Recent years, anomalous diffusion phenomena are actively studied. If we consider the diffusion phenomena in some heterogeneous media, it is known that the diffusion is different from the classical diffusion and it is called the anomalous diffusion. Their researches are important in various applications such as environmental problems. Indeed, anomalous diffusion phenomena appear naturally if we study the pollution in the underground. As a mathematical approach for the anomalous diffusion phenomena, we may consider a homogenization. In this article, we treat the equation (1.1) which is derived from the homogenization by Amaziane, Pankratov and Piatnitski [2] . As a micro model, they considered the linear parabolic equation in thin periodic fractured media, and then, they established a homogenized macro model for (1.1). Meanwhile, one of the popular model equations for the anomalous diffusion phenomena is a fractional diffusion equation (FDE) derived from the continuous time random walk model. It may explain field data of the anomalous diffusion which is slower than the classical one (see e.g., [1, 9, 30] ). FDEs and their applications for inverse problems are investigated intensively (see e.g., [17] and references therein). As the other interpretation for our equation, we may regard (1.1) as the special case of the multi term time FDE which is known as a generalization of FDEs. Here we call (1.1) a first and half order time fractional diffusion equation.
On the well-posedness results for multi term time FDEs, we may refer to [3, 23, 28] .
In this article we consider an inverse problem of determining the time-independent factor of the source term g of (1.1) by the additional data u(x, t 0 ), x ∈ Ω where t 0 ∈ (0, T ) is an arbitrarily fixed time. We establish the conditional Hölder type stability estimate in our inverse source problem.
Our methodology is based on the Bukhgeim-Klibanov method. Bukhgeim and Klibanov proved the global uniqueness in inverse problems by using the Carleman estimate in [4] . Imanuvilov and Yamamoto [12] established global Lipschitz type stability estimates in inverse source problems for parabolic equations. As for the Bukhgeim-Klibanov method, see some monographs and papers [20, 21, 22, 33] The main idea of the proof is a transformation from (1.1) to an integer order partial differential equation. Related to the Carleman esitmate for FDEs, we may refer to [6, 18, 26, 32] in which the single term time FDE is considered.
As the most relevant work to this paper, we may refer to [18, 19, 34] . Yamamoto and Zhang [34] established the conditional Hölder type stability estimate in determining the time-independent source factor of a single term time FDE from the additional data at an arbitrarily fixed time by using the local Carleman estimate derived in [32] . Our result for the stability estimate is motivated by their result.
In [18] On inverse problems for multi term time FDEs, we may refer to [16, 24, 25, 27] .
Related to our results for the inverse source problems, Liu [27] obtained the uniqueness result in inverse problem of determining the temporal component of the source term from the single point observation by using the strong maximum principle. In [16] , they established the uniqueness in determining the spatial component of the source term from interior observation.
This article is organized as follows. §1 is devoted to this introduction. In §2 we describe the main result for the stability estimate in an inverse source problem. We state and show the Carleman estimate in §3. And we prove our main Theorem of the stability estimate by using the Carleman estimate in §4.
stability estimate
Let t 0 ∈ (0, T ) be an arbitrarily fixed time. Let γ be an arbitrarily fixed open connected sub-boundary of ∂Ω and let ω ⋐ Ω ∪ γ be a sub-domain with the smooth boundary ∂ω. We set Γ = γ × (0, T ). We assume that (2.1)
and
and we investigate the following inverse problem.
and u satisfies (2.2)-(2.4) and the additional boundary condition ∂ α x u(x, t) = 0, (x, t) ∈ Γ, |α| = 2. We suppose that f ∈ H 2 (Ω) with f = ∂ ν f = 0 on γ and R satisfies (2.1), Moreover we assume that there exists M > 0 such that
Then there exist constants C > 0 and κ ∈ (0, 1) such that
Remark 1. For simplicity of the statement of Theorem 2.1, we observed the additional data u(·, t 0 ) on the whole domain Ω. More precisely, it is sufficient to observe
the proof of this Theorem and the domain depends on the weight function of the Carleman estimate.
Remark 2. It is required to assume that the additional boundary condition ∂ α x u(x, t) = 0, (x, t) ∈ Γ, |α| = 2 when we estimate the boundary term of the Carleman estimate in the proof of our Theorem 2.1. In the case of n = 1, that is, Ω ⊂ R is one dimensional case in space, we may relax this additional boundary condition. Indeed, 
By (3.4) and (1.2), we obtain
By (3.6) and (3.5), we see that
Together this with (3.7) , we have
By the definition of the Caputo derivative,
By (3.9) and (3.10), we obtain
Here we note that Γ
(3.8) and (3.11) yield
By (1.1) and (1.2), we see that
Combining this with (3.12), we have
By (3.3) and (3.13), we conclude that
. Thus we complete the proof.
Let us introduce the weight function for the Carleman estimate. Let β > 0,
We set the weight function:
Let V ⊂ Q be a sub-domain with the smooth boundary ∂V . And we set w(x, t) =
Now we ready to state the Carleman estimate for (1.1).
Theorem 3.2. There exists λ 0 > 0 such that for any λ > λ 0 , we can choose
where B is the following boundary term:
As Lemma 3.3 and Lemma 3.4, we introduce previous results of Carleman estimates with two large parameters for the second order partial differential equations.
As for the proofs of two lemmas, see e.g., [7, 14, 15, 33] . Eller and Isakov [7] established Carleman estimates by using differential quadratic forms, an approach of Hörmander [10] . On the other hand, we see the direct derivation of Carleman estimates by using integrating by parts in Yamamoto [33] .
To prove the above Theorem 3.2, we use the following Carleman estimate for parabolic equations.
Lemma 3.3. There exists λ 0 > 0 such that for any λ > λ 0 , we can choose s 0 (λ) > 0
Moreover we state the Carleman estimate for the elliptic equation which we use in the proof of the stability estimate in our inverse problem.
Let L be a symmetric uniformly elliptic operator:
We assume that a ij ∈ C 1 (Ω), a ij = a ji (1 ≤ i, j ≤ n) and that there exists a constant m > 0 such that 
for all s > s 0 and all v ∈ H 2 (Ω).
Proof of Theorem 3.2. Since w = ρ 1 ∂ t u − Lu in Q, we have
by (3.1). So we obtain two parabolic equations with respect to u and w: 
Setting u 0 = ∂ t u, the left-hand side of (3.21) gives us
By Lemma 3.3, we may estimate the left-hand side of (3.22) from below and we get
Together this with (3.20), we have (3.14).
Proof of stability estimate
We choose a suitable weight functions ϕ, that is, β > 0 and a distance function d. Take δ > 0 such that
Taking a bounded domain Ω 0 with the smooth boundary ∂Ω 0 such that
The existence of such a function is proved in [8] (see the proof of Lemma 1.1 in [8] ).
We take ε 0 ∈ (0, 1) such that
Fixing ε ∈ (0, ε 0 ], we set
For this choice of the weight function when we are given the interior domain ω and the sub-boundary γ, we may refer to §5 in Yamamoto [33] .
By Lemma 3.1, (2.2) gives us the following equation
where
Expanding the left-hand side of (4.1) , we get the following equation.
By the equation (4.3) at t = t 0 , we have
Taking the weighted L 2 norm of (4.4) in Ω 2 , we obtain
Henceforth we estimate from the first term to the third term on the right-hand side of (4.5) by the Carleman estimate (Theorem 3.2).
To use the Carleman estimate, we introduce a cut-off function
Set y = χ∂ t u, z = χ∂ 2 t u. By (4.1), we have
where h 1 and h 2 are linear combinations of
Fixing λ > 0 and applying Theorem 3.2 to (4.6) and (4.7) in Q 1 , we have
Here we note that the boundary term on ∂Q 1 of the Carleman estimate vanishes.
Indeed, by the choice of χ, the boundary term on ∂Q 1 \ Γ becomes 0. Since f = ∂ ν f = 0 on γ, (2.4) and ∂ α x u = 0 on Γ, |α| = 2, moreover, the boundary term on ∂Q 1 ∩ Γ vanishes.
and that h 1 , h 2 ∈ L 2 (Q 1 ) have an upper bound depending on M by (2.5), we obtain
By (2.1) and (4.2), we get
In the last in equality of (4.11), we used the following inequality
which is obtained by (2.5) and (4.9). Combining (4.8) with (4.10) and (4.11), we Together this with (4.12), we see that (4.14)
Similarly, we may obtain
By (4.5), (4.14)-(4.16), we have
2sϕ(x,t0) dx + Ce 2s exp(λµ2) .
Next we estimate

Ω2
|F (x, t 0 )| 2 e 2sϕ(x,t0) dx from below. To apply the Carleman estimate for elliptic equation, we introduce
Set f = χf . By (4.2) at t = t 0 , we have n i,j=1
Here we see that h 3 (x) = 0, x ∈ Ω 2 and h 3 L 2 (Ω) ≤ C by (2.5). Applying the Lemma 3.4 to (4.18) in Ω 1 and noting that f (x) = f (x), x ∈ Ω 2 , (2.1), (2.5) and (4.9), we obtain
Here the boundary term on ∂Ω 1 of the Carleman estimate vanishes. Indeed, by f = ∂ ν f = 0 on γ and the choice of χ, we see that f = ∂ ν f = 0 on ∂Ω 1 .
By (4.17) and (4.19), we obtain
Let us estimate the first integral term on the right-hand side of (4.20).
Q2 |α|≤2 for all s > s 1 .
By e 2sϕ(x,t0) ≥ e 2s exp(λµ3) , x ∈ Ω 3 , we estimate the left-hand side of (4.21) from below. for all s > s 1 . Dividing the both side of (4.22) by e 2s exp(λµ3) , we get for all s > s 1 . Taking C 3 > 0 such that C 1 ≤ C 3 e −D1s1 , C 2 ≤ C 3 e D2s1 and setting by (4.24). As σ goes to ∞, the right hand side of (4.25) tends to 0. Hence we get f H 2 (Ω3) = 0. So, it is sufficient to assume that 0 < u(·, t 0 ) H 4 (Ω2) < 1. Since ω ⊂ Ω 3 and Ω 2 ⊂ Ω, we get (2.6). Thus we complete the proof.
