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We present a Superconducting Planar ARchitecture for Quantum Simulations (SPARQS) intended
to implement a scalable qubit layout for quantum simulators. To this end, we describe the iFRED-
KIN gate as a controlled entangler for the simulation of Fermionic systems that is advantageous
if it can be directly implemented. Using optimal control, we show that and how this gate can be
efficiently implemented in the SPARQS circuit, making it a promising platform and control scheme
for quantum simulations. Such a quantum simulator can be built with current quantum technologies
to advance the design of molecules and quantum materials.
I. INTRODUCTION
Richard Feynman proposed building computers that
processes information based on the rules of quantum me-
chanics to solve the difficult problem of simulating quan-
tum systems [1]. Motivated by Shor’s algorithm to factor
large composite numbers [2] and its potential in cryptog-
raphy, considerable efforts have been invested in build-
ing a universal fault-tolerant quantum computer [3–5].
However, it was recently argued that such a universal
machine may not be necessary for the purpose of sim-
ulating Fermionic systems beyond the reach of modern
supercomputers [6–10] as long coherence times (quan-
tum memories) ought to be sufficient. Following ad-
vances in quantum technologies from the past decades,
it can be suggested that Feynman’s machine could pos-
sibly be built in a near future. It is entirely possible
that quantum simulations of Fermionic systems such as
Fermi-Hubbard-like models and molecular models will be
a main application of quantum computers in the coming
years.
In this paper, we propose a superconducting circuit
architecture for simulating general Fermionic systems
which can be cast in a second-quantized formulation.
It is based on a superconducting circuit implementation
called the RezQu architecture, as this has the tunability
of its components and the simplicity of its implementa-
tion [11–13]. The layout presented in sec. II is extensi-
ble and planar and it can be implemented with current
quantum technologies. The properties of this Supercon-
ducting Planar ARchitecture for Quantum Simulations
(SPARQS) are such that it can be used to prepare a
molecular or cluster state, measure its energy and corre-
lation functions [14].
It was also previously shown that for quantum simu-
lations, the number of gates that need to be tuned and
benchmarked scales linearly with the size of the simu-
lated system [15]. For example, in the case of the Fermi-
Hubbard model, the size of the system in a hybrid sim-
ulation method [14? ? ] corresponds to the number of
spin orbitals in an exactly solved sub-lattice of the full in-
finite lattice. From the RezQu literature, we assume that
single-qubit and two-qubit gates can be implemented
straightforwardly based on known results [11, 13, 16].
Quantum simulations also benefit from iFREDKIN gates
to efficiently implement the time evolution of Fermionic
Hamiltonians. The iFREDKIN gate is a new entangling
gate in the family of three-qubit gates which includes
the TOFFOLI and FREDKIN gates. However, unlike
the latter two, it has no classical analog. It performs
an entangler, the iSWAP [17], on two target qubits con-
ditioned on a control qubit (conditional iSWAP). This
conditional evolution is naturally adapted to the need to
interfere an entangled manybody state in the target qubit
to a reference state as a key step in phase estimation. We
expect it to be the most costly gate in quantum simula-
tions, as it is used between chains of qubits to implement
hopping and interaction terms of Fermionic Hamiltoni-
ans [15]. Therefore, the remaining challenge is to show
that the iFREDKIN gates can be implemented between
the probe qubit P and neighboring system qubits S.
In sec. III, as a proof of principle, we use GRadient As-
cent Pulse Engineering (GRAPE) [18, 19] to show that
the iFREDKIN gate can be implemented in a time com-
parable to a simple iSWAP gate between neighboring sys-
tem qubits, even when leakage is included in a SPARQS
circuit. Thus, we conclude that SPARQS circuits with an
appropriate iFREDKIN control scheme provide a natural
platform for the simulation of Fermionic systems.
II. CIRCUIT ARCHITECTURE
In Ref. [15] we highlighted that a dual-rail qubit with a
highly connected central qubit is well-suited for the pur-
pose of simulating clusters of the Fermi-Hubbard model
and other Fermionic systems. As shown in fig. 1, the
layout consists of a register S which encodes a system
Hamiltonian and a bath register B used in the procedure
of creating a Gibbs state of the system Hamiltonian in
S. The Gibbs state preparation [20] or phase estimation
[21] digital register R also requires a line of qubits whose
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2size depends on the desired precision of prepared or mea-
sured energies. Interactions between registers S +B and
R and possible subsequent correlation functions measure-
ments are mediated through a probe qubit P between the
digital and analog registers. Lines between registers indi-
cates where multi-qubit interactions are used in simula-
tion algorithms. An advantage of using a middle qubit P
is that all-to-all connectivity is not required for the im-
plementation of useful algorithms. The triangles formed
by interaction lines between neighboring qubits in S and
register P are meant to indicate that iFREDKIN gates
have to be used with P as the control qubit.
Here, we will describe a possible superconducting cir-
cuit architecture for this purpose. Within this, we will
show in sec. III how to implement a fast and direct
iFREDKIN gate using optimal control methods.
FIG. 1. The S register is used to encode the system dynam-
ics, the B register contains bath qubits used to prepare a
simulated state in S. P is used to measure the correlation
functions of the simulated system and to mediate the interac-
tion with the digital register R, which yields information on
the temperature of the Gibbs state prepared in S. (Figure
taken from [15])
The basic architecture for such a SPARQS circuit is
shown in in fig. 2, a modified RezQu architecture [11–
13].Qubits with tunable frequency are connected through
a superconducting cavity which acts as a bus for quantum
information [22, 23]. The qubits do not interact with each
other unless they are brought in resonance with the cav-
ity. This architecture can be fabricated in a planer way
and is expeced to be extensible based on current quan-
tum technologies. The exponential increase in coherence
times of superconducting qubits [24] is a good indication
that this architecture could be tested with minimal quan-
tum error correction. It is known that single-qubit and
two-qubit gate can be efficiently implemented in RezQu-
like circuits [16]. However, iFREDKIN gates have not
been studied yet. In the next section, we show using
optimal control that the iFREDKIN gate can be imple-
mented efficiently in a SPARQS processor for realistic
circuit parameters.
FIG. 2. SPARQS: Superconducting Planar ARchitecture for
Quantum Simulations. It is a modified RezQu architecture.
Each frequency-tunable qubit (represented by a crossed box)
is coupled to a common transmission line. Not shown are the
flux control lines of the qubits to change their detuning from
the bus.
III. IFREDKIN
Analogous to the FREDKIN gate (conditional swap),
the iFREDKIN gate is an entangling three-qubit gate,
which performs an iSWAP operation on two qubits, de-
pending on the state of the first qubit, i.e., a conditional
3iSWAP:
U±iFREDKIN = |0〉 〈0| ⊗ 14 + |1〉 〈1| ⊗ ±iSWAP
=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 ±i 0
0 0 0 0 0 ±i 0 0
0 0 0 0 0 0 0 1

. (1)
It is used in the context of quantum simulations to per-
form the time evolution of Fermionic Hamiltonians [15]
in a Jordan-Wigner basis [25], which maps indistinguish-
able particles with antisymmetric exchange properties
to a register of distinguishable qubits. The iFRED-
KIN gate is entangling since it will map a separable
state (|001〉+ |101〉) /√2 to a generalized GHZ state
(|001〉+ i |110〉) /√2 [26]. Specifically, it executes a two-
qubit iSWAP gate, which is a perfect two-qubit entangler
[27], conditional on a control qubit. When the control
qubit is in a superposition, it accumulates a phase i if
and only if the state of the system qubits are different.
Hence, the iFREDKIN gate can be used to characterize
the interaction between qubits as if they where indistin-
guishable particles with antisymmetric exchange proper-
ties. In a SPARQS circuit, the control qubit is always P
and the conditional iSWAP is performed between neigh-
boring S qubits.
FIG. 3. Unit cell for the optimal control problem. It is as-
sumed that the other qubits are decoupled from interacting
with each other during the control sequence by detuning them
from the bus.
Here we want to implement the iFREDKIN gate on a
cluster of the SPARQS processor as shown in fig. 3. Pulse
shapes found by numerical methods, such as GRAPE
[18], have proven to be faster than analytical control
pulses on this architecture [16], and optimal control
methods have been demonstrated successfully on three
qubit gates [28]. Additionally, we avoid to reach the
decoherence limit compared to a gate decomposition of
multi-qubit gates.
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FIG. 4. The 3 Z-controls, including a 4 ns buffer on each side
and a Gaussian filter with standard deviation σ = 0.4ns. The
coupling between the qubits is mediated by a bus.
The following Hamiltonian describes the architecture,
where the coupling between each qubit is mediated by a
common bus
H =ωBa
†a+
∑
i
(
ωi (t)− ∆i
2
)
b†i bi +
∆i
2
(
b†i bi
)2
+
∑
i
gi
(
a†bi + ab
†
i
)
. (2)
a and bi are the bus and qubit annihilation opera-
tors, respectively. We pick realistic parameters for
the architecture in order to proceed with the proof-
of-principle. With a bus at ωB/2pi = 6.5GHz, the
off-resonant frequencies are set to ωP /2pi = 7.5GHz,
ωS1/2pi = 8.0GHz and ωS2/2pi = 8.5GHz, with anhar-
monicities ∆P /2pi = −200MHz, ∆S1/2pi = −300MHz
and ∆S2/2pi = −400MHz. The coupling strengths are
gBP /2pi = 30MHz, gBS1/2pi = 45MHz and gBS2/2pi =
60MHz, keeping the ratio gi/∆i = −0.15 fixed. In all
runs the controls have a time resolution of 1ns, typical for
arbitrary waveform generators (AWGs), with fine steps
of 0.1 ns for the simulated time evolution. Additionally,
the pulse shapes are filtered by a Gaussian window with
a bandwidth of 331MHz (standard deviation σ = 0.4 ns).
For the optimization, we work in the rotating frame with
angular frequency ωR = ωB . Therefore the implemented
Hamiltonian reads
H =
∑
i
(
δi (t)− ∆i
2
)
b†iai +
∆i
2
(
b†i bi
)2
+
∑
i
g(i)
(
a†bi + ab
†
i
)
. (3)
δi = ωi−ωB is the detuning of qubit i from the bus. For
each qubit, the first three energy levels are taken into
4account. Since we are only interested in the correct evo-
lution of the computational subspace, the fidelity func-
tion only measures the overlap of the projected total time
evolution with the target gate [29]
Φ =
1
4
∣∣∣tr{U†FPQU (tg)PQ}∣∣∣2 , (4)
and global phases are omitted.
In fig. 4 we show the optimized qubit-bus detuning
parameter for the implementation of a iFREDKIN gate.
The gate can be implemented in 56 ns for the chosen pa-
rameters with a realistic control sequence with 99.99%
fidelity. The time evolution of the populations is shown
in fig. 5. As can be seen, the control qubit gets de-excited
and re-excited during the process, hence allowing for the
0
0.2
0.4
0.6
0.8
1
1.2
0 10 20 30 40 50
Time [ns]
|0|110〉
|0|101〉
|1|100〉∑
i |0|δi,2〉
1−
0
0.2
0.4
0.6
0.8
1
1.2
0 10 20 30 40 50
Time [ns]
|0|110〉
|0|101〉
|1|100〉∑
i |0|δi,2〉
1−
FIG. 5. Time evolution in the subspace with two excita-
tions. Shown are the population of the states |0|110〉 and
|0|101〉, which are swapped, the population of the intermedi-
ate state |1|100〉, the sum of populations of the leakage levels∑
i |0|δi,2〉 = |0200〉+ |0020〉+ |0002〉 and the sum of popula-
tions in the four other states 1− = |0|011〉+|1|010〉+|1|001〉+
|2|000〉. There is some excursion in the leakage levels which is
canceled by the end of the pulse. The inclusion of this extra
Hilbert space may be beneficial for the efficiency of the gate.
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FIG. 6. Speed limit for the 3 Z-controls for the fidelity
Φ = 0.9999, compared to the iSWAP-gate with only two Z-
controls, S1 ans S2, and P is set to a parking frequency of
10GHz. The target fidelity in both cases is Φ = 0.9999.
dynamics to be reenacted a two-excitation interference
experiment, being consistent with the speed limit corre-
sponding for a small multiple of the periods induced by
the various g couplings. Leakage into the second level
of the qubits plays an important role in the gate im-
plementation of the numerical pulse. Also, the pulse
shapes are highly symmetric, as are the resulting time
evolutions of the populations. The speed limit shown in
fig. 6 proves that the iFREDKIN gate can easily be im-
plemented below a gate duration of tg = 55ns. This time
scale is typical for analytic two-qubit pulse shapes, i.e.,
the simultaneous version of the Strauch sequence[16, 30]
and compares to the implementation of a traditional
iSWAP on the same architecture as shown in fig. 6, set-
ting the P qubit to a off-resonant parking frequency of
ωP /2pi = 10GHz.
IV. CONCLUSION
Quantum simulations could be one of the main appli-
cations for future quantum computers where they could
outperform their classical counterparts. We outlined the
SPARQS circuit as an explicit superconducting imple-
mentation for a quantum simulator. We showed how the
most expensive gate in quantum simulations of Fermionic
systems, the three-qubit iFREDKIN, can be efficiently
implemented in such a device using GRAPE, a standard
optimal control method. For reasonable parameters of
the SPARQS qubits, the iFREDKIN can be implemented
in a time slightly longer than a typical iSWAP gate. As
coherence times for superconducting qubits keep increas-
ing to date, it is realistic to expect that a large number of
those gates could be reliably used for the purpose of per-
forming quantum simulations beyond what can be done
5on classical computers.
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