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We present a new method of analysis of measure-preserving dynamical systems, ba-
sed on frequency analysis and ergodic theory, which extends our earlier work [1]. Our
method employs the novel concept of harmonic time average [2], and is realized as a
computational algorithms for visualization of periodic and quasi-periodic sets or arbi-
trary periodicity in the phase space. Besides identifying all periodic sets, our method
is useful in detecting chaotic phase space regions with a good precision. The range of
method’s applicability is illustrated using well-known Chirikov standard map, while its
full potential is presented by studying higher-dimensional measure-preserving systems,
in particular Froeschle´ map and extended standard map.
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Lead paragraph Equations modeling most of the real-world systems are usually impossible to
solve. For this reason, a researcher must resort to computational methods approximating the actual
solution, or identifying specific details of interest without solving the system. Using newly proposed
concept of harmonic time average, we designed a novel method of analyzing dynamical systems. Our
method relies on two well established methodologies: frequency analysis, a tool for decomposing
the motion into separate easily tractable components, and ergodic theory, a powerful mathematical
framework for statistical analysis of motion. For illustrating the implementation of our method, we
employ Chirikov standard map, a widely studied and well understood chaotic system. As we show,
our method is able to detect and graphically visualize any periodic set within the dynamical phase
space, that is, a set composed of several disjoint parts that are periodically visited. Our method
is applicable to systems of arbitrary dimensionality and works regardless of their integrability. In
fact, we foresee the main application exactly in the domain of high-dimensional system.
1 Introduction
Many problems in modern science and technology can be formalized via dynamical systems, which
are a powerful framework for mathematical and computational analysis [3, 4]. Yet, for a model
of a given real-world process to be even remotely realistic, it inevitably ends up being formulated
as a high-dimensional system of equations [5]. This calls for the development and improvement
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of computational methods aimed at analyzing dynamical systems, with or without solving them
explicitly. Over the past decades, parallel to the fascinating growth of the computational power,
also grew the number of analytic tools for complex dynamical systems [6], including applications as
diverse as diagnostics of oil spill movement [7].
When choosing from the spectrum of the available methods, except taking into account the
nature of the problem, one also considers the aims that the study is to achieve [8]. The choice of
method is often the decisive factor for the overall efficiency of the conducted analysis. Dynamical
systems are still typically analyzed via direct integration of trajectories, taking into account the
ratio between precision and numerical cost. Some methods are based on statistical analysis of the
dynamics, such as return time plots [9] and exit time plots [10]. Others revolve around looking for
invariant sets and measures [11] or stable and unstable manifolds [12], which can be computed via
fat trajectories [13].
Of particular interest if often to graphically visualize certain aspects of the dynamics, for example
the phase space structure. Visualization methods usually work as algorithms for dividing the
phase space into subsets according to a prescribed property. In our previous publication [1], we
presented a method for visualization of invariant sets, based on the ergodic partition theory [14].
By computing the dynamical time averages of chosen functions, we constructed Mesochronic Plots
(MP) allowing to graphically identify all invariant sets and thus obtain the invariant phase space
partition. Our method relied on applying the ergodic theory [15], whose power in the statistical
modeling of dynamical systems can be seen in both theory [16] and experiment [17]. In this paper,
we extend our earlier work, and present a novel visualization method, able to detect periodic phase
space subsets or any periodicity (or frequency).
In fact, frequency analysis, except being widely used for data analysis [18, 19], is also a powerful
tool for studying motion. It is applied primarily by decomposing the dynamics into harmonic
components, which is elegantly done via spectral decomposition [20]. The earliest implementation
involves estimating the system’s fundamental frequencies [21], which eventually opened new ways of
quantifying chaos. Another approach relying on wavelets allows the detection of resonance trappings
and transitions [22], specifically useful for examination of weakly chaotic orbits. Frequency analysis
is shown to provide insights into the difference between noisy flows and the colored noise [23]. And
of course, this framework has interesting applications other than dynamical systems, notably in
neuroscience [24] and in the study of sound and music [25].
There are several ways to “marry” the frequency analysis with the ergodic theory [26]. One
of them is based on defining the harmonic time average (HTA), as a generalization of the usual
functional time average known from ergodic theory [2]. It can be shown, that the constancy of
the absolute value of HTA (HTA is complex-valued), is related to the invariance of the underlying
phase space portion, in a way analogous to the usual time average [27, 28]. In this paper we
present a new computational visualization method, constructed by computing HTA over the grid
of initial phase space points. Such 2D plot, computed for a prescribed frequency ω (or periodicity
p = 1
ω
), we call Mesochronic Harmonic Plot (MHP), in analogy with MP from [1]. Periodic set of
periodicity p are revealed as joint level sets of the absolute value of HTA. When multiple linearly
independent functions are considered, one obtains Mesochronic Harmonic Scatter Plot (MHSP), in
analogy with MSP from [1]. This can be used to identify the periodic partition of the phase space
(meaning, the partitioning of the phase space into a union of disjoint periodic sets of prescribed
periodicity). Such partition can then be graphically visualized by coloring the separate subsets
differently. The precision of the obtained partition depends on the number of linearly independent
functions considered. As we also show in what follows, our method is closely related with the spectral
decomposition of Koopman operator, while it is complementary to the analysis via classical Fourier
2
transform. Also, note that out method is fully supported for arbitrary measure-preserving system,
regardless of its integrability (which contrasts many of the above mentioned methods).
Upon exposing the mathematical details of our method, we first present a simple implementation
via Chirikov standard map [29], whose dynamical properties have been widely studied and are well
understood. Once the working and the applicability range of our method is clear, we demonstrate
its power by analyzing higher-dimensional dynamical systems, in particular Froeschle´ map [31]
and extended standard map [30]. In fact, the full potential of our method lies in the study of
high-dimensional dynamical systems, which can be most easily done by examining MHPs of lower-
dimensional surfaces/planes.
2 The Visualization Method
We begin by presenting the mathematical basis of our method. Since our interest here is exposing
the method’s applicability, we will skip the rigorous proofs and refer the reader to [2, 15].
Consider a measure-preserving map T on a compact metric phase space A evolving in discrete
time t:
xt+1 = Txt, t ∈ Z, xt ∈ A. (1)
An invariant set B ⊂ A for the dynamics T, is a set such that each trajectory that starts in it stays
in it forever [3]:
x ∈ B ⇔ Ttx ∈ B ∀t ∈ Z.
We are here interested in the specific class of invariant sets called periodic sets. A period-p set Bp
is an invariant set composed of p disjoint subsets; Bp = ∪pk=1B(k)p , with the following property:
x ∈ B(k)p ⇒ Tx ∈ B(k+1)p , T2x ∈ B(k+2)p , . . . Tpx ∈ B(k+p)p ≡ B(k)p . (2)
Therefore, a trajectory starting in B
(k)
p visits the entire cycle B
(k+1)
p , B
(k+2)
p . . . visiting each subset
once, before coming back to B
(k)
p after p iterations. Periodic set can be seen as a generalization of
periodic orbit, while period-1 set is of course the usual invariant set.
In our last paper [1], we proposed a method based on ergodic theory aimed at identifying the
invariant sets. Below we present the extension of our method, originally introduced in [2, 28], for
identifying the periodic sets of predetermined periodicity p within the phase space of any measure-
preserving map Eq.1.
The time average f ∗ of a function f under the map Eq.1 is defined as:
f ∗(x) = lim
t→∞
1
t
t−1∑
k=0
f(Tkx), (3)
for almost every (a.e.) x ∈ A and for every f ∈ L1(A) [15]. The algorithm presented [1] relies on
computation of the time averages and operates by decomposing the phase space into the ergodic
partition, which is identified as partitioning into a union of invariant sets. The extension hereby
presented employs the novel concept of harmonic time average (HTA).
Consider the map Eq.1 and a real-valued function f ∈ L2(A). For a given frequency ω ∈ [0, 1
2
]
and x ∈ A, we define the HTA f ∗ω as:
f ∗ω(x) = lim
t→∞
1
t
t−1∑
k=0
ei2pikωf(Tkx). (4)
3
HTA generalizes the concept of time average Eq.3, since for ω = 0 we have f ∗ω = f
∗. By the Ergodic
Theorem, the limit Eq.4 exists a.e. in A for any measure-preserving map T and function f [15]. In
contrast to Eq.3, HTA f ∗ω is complex-valued, and is not an invariant function, since:
f ∗ω(T
tx) = e−i2piωtf ∗ω(x).
However, the absolute value (radius) of f ∗ω is an invariant function:
|f ∗ω(Ttx)| = |f ∗ω(x)|. (5)
This means that, in equivalence with the usual time average Eq.3, constancy of |f ∗ω| over some
subset of the phase space indicates the invariance of that subsets. In the reminded of the this paper
we will be mostly dealing with |f ∗ω|, so we adopt the notation hω = |f ∗ω|.
The key result enabling our visualization method, is that the HTA for a point belonging to
period-p set, can be non-zero only if the HTA is computed for the periodicity p (frequency ω = 1
p
).
In all other cases the HTA eventually averages out to zero. To illustrate this, we note that the
expression averaged in Eq.4 depends on the discrete time k through the radial part f(Tkx) and the
phase part ei2pikω. The latter directly relates to the selected frequency ω. If the selected frequency
(periodicity) coincides with that of a given set Bp, the sampling of complex values will exhibit
a periodic pattern, allowing for HTA to converge to a non-zero (complex) value. Otherwise, the
sampled complex values will be randomized in phase, and regardless of the choice of f will always
average out to zero.
To present this key results more formally, we begin by considering the shift map Θω, defined as
the mapping of the circle S1 ≡ [0, 2pi[ onto itself:
Θωθ = θ + 2piω, ω ∈ [0, 1
2
] .
Under the shift map with frequency ω every subset of the circle is periodic with periodicity p = 1
ω
.
Now, consider a map T on phase space A, which admits a periodic set Bp. The shift map Θω is
called the factor map to T on Bp, if there exists a measure-preserving homeomorphism F : A→ S1
such that
(F ◦T)(x) = (Θω ◦ F )(x) ∀x ∈ Bp .
This implies that on Bp, the map T is topologically equivalent to Θω, which means that the set Bp
is a periodic set (or a union of periodic sets) with the period p = 1
ω
. The following two theorems
hold:
Theorem 1 Given a map T and f ∈ L2(A), if hω is non-zero on some set Bp ⊂ A, then there
exists a factor map for T on Bp given by the shift map with the frequency ω =
1
p
.
Theorem 2 If a map T admits a shift map with the frequency ω as a factor map on some Bp ⊂ A,
then there exists an f ∈ L2(A) such that hω is non-zero on Bp.
As we show in the following Sections, our method is implemented by computing the hω for a
selection (grid) of initial phase space points. This computation divides the phase space into two
regions: the region composed of periodic set resonating at the selected frequency (HTA non-zero),
and the remaining non-resonating region (HTA zero). Note that the final value of hω also depends
on the choice of f , and in fact, for some choices of f , hω can average out to zero despite the correct
4
frequency. Hence, in order to visualize all periodic sets in their entirety, one needs to consider for
each frequency more linearly independent functions f .
A shift map with the frequency ω is also a shift map with the frequencies that are integer
multiples of ω. Therefore, a HTA of frequency ω = 1
p
reveals all periodic sets with periodicities that
are integer multiples of p. The most meaningful choices for the periodicity are thus mutually prime
values. We call period-n partition the division (partitioning) of phase space into a union of disjoint
period-2 sets.
HTA analysis is related to the eigen-decomposition of the Koopman operator U , defined for the
map Eq.1 via composition:
(Uf)x = (f ◦T)x .
U acts as an evolution operator in the functional space as (Uf)x = f(Tx), enabling an alternative
representation of the dynamics. It follows that the f ∗ω is an eigenfunction of U with the eigenvalue
e−i2piω:
Uf ∗ω = e
−i2piωf ∗ω.
This is to say that the HTA provide a way to decompose the Koopman operator. Of course, the
usual time average Eq.3 is the eigenfunction of U with the eigenvalue 1.
We also here relate the HTA with the frequency analysis of dynamical systems, by observing the
difference with the Fourier transform. Frequency decomposition of a selected trajectory computed
via Fourier transform reveals all the frequencies that compose that trajectory. In contrast, HTA is
typically computed for a large set of trajectories (initial points), yielding the set of resonating and
non-resonating values, but only for the single chosen frequency.
3 Single Function Plots
In this Section we present the implementation our method relying two-dimensional (2D) Chirikov
standard map [29]. Its dynamical properties are well known and still widely studied [32]. It is a
measure-preserving (symplectic) map, mapping the square [0, 1]× [0, 1] ≡ [0, 1]2 onto itself:
x′ = x+ y + ε sin(2pix) [mod 1]
y′ = y + ε sin(2pix) [mod 1]
(6)
(the usual standard map’s parameter k is k = 2piε). The map possesses a very rich structure of
periodic sets changing with the parameter ε. We set up an orthogonal grid of D × D points on
the square [0, 1]2 using D = 800. We then compute the HTA for each grid point after T iterations.
Thus we obtain a grid of D × D values of hω, which is our Mesochronic Harmonic Plot (MHP),
visualized by assigning a color-value to each grid-point. We employ on the log-scale since the
obtained values range over six decades. The number T is set in accordance with the convergence
properties (we mostly use T = 30000). For simplicity, we mostly employ a single Fourier function
f(x, y) = sin(pix).
In Fig.1 we show four plots for ε = 0.12 and different frequency values. The known periodic
sets of all periodicities are correctly visualized. In the ω = 1
2
(p = 2) plot, the central period-2 set
is clearly pronounced. As expected, all sets of higher even periodicity (4, 6 . . .) are also pronounced
(standard map Eq.6 is on torus). In the plot for ω = 1
3
(p = 3), two largest period-3 sets centered
around period-3 orbits are visible, along with period-6 sets and period-12 sets. Similarly, four
period-5 sets and a single period-10 set can be seen in ω = 1
5
plot. Many periodic sets of higher
periodicities can be also recognized (due to limited resolution) as horizontal curves. These periodic
5
Slika 1: Single-function plots of hω for ε = 0.12 and various frequencies ω.
sets resonate with the selected frequency, and have the hω-values in range of O(10
−1). In contrast,
non-resonating periodic sets in all three plots have hω-values in range of O(10
−5), which clearly
distinguishes them from the resonating periodic sets. Interestingly, the chaotic zone around the
hyperbolic fixed point (0, 0) can be also recognized in these three plots, since its hω-values are
between the resonating and the non-resonating value range, in range of O(10−3). As stated in the
two Theorems in the previous Section, f ∗ω for all non-resonating points converge to zero. However,
the convergence for the non-resonating periodic sets is much faster than for chaotic zone. In fact,
the chaotic zone weakly resonates at all frequencies, which in principle allows its visualization. We
further develop this argument later. The last plot in Fig.1 is done for ω = 0, equivalent to ω = 1.
The entire phase space, and therefore all the periodic sets resonate at this frequency. This is the
only frequency where the period-1 sets resonate (around fixed point at (1
2
, 0)). For ω = 0, HTA
reduces to the time average Eq.3 with values in the range of O(10−1), thus visualizing the usual
invariant sets, including the chaotic zone. While useful in detecting the invariant sets, the time
average Eq.3 cannot reveal their periodicity, since all periods are multiples of 1. All periodic sets
visualized in Fig.1 have internal structure involving smaller periodic sets with diverse periodicities,
which are not visible due to resolution limitations.
As discussed at length in [1], the choice of function used for time averaging determines which
details of the invariant sets will be revealed. The same holds for HTA: in order to capture all periodic
set at given frequency, we need to consider more linearly independent functions. To illustrate this,
in Fig.2 we show MHP for ω = 1
2
at ε = 0.12 using four different functions. Each function identifies
different phase space features belonging to the period-2 phase space partition. Two plots on the
left isolate further period-2 structures within large-scale periodic sets. Two plots on the right fail
to detect the large central period-2 set due to function being even in x. Chaotic zone is equally well
pronounced in all plots.
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Slika 2: Single-function plots of hω for ε = 0.12 and ω =
1
2
, using various function as indicated.
Given that each function identifies a potentially new periodic set within a given periodic parti-
tion, it is necessary to consider the information from multiple linearly independent functions. To
illustrate this, we construct the Mesochronic Harmonic Scatter Plot (MHSP) by plotting the values
of hω for one function against the values for another function. In Fig.3, top and bottom, we show
two scatter plots each done using two functions, with frequencies ω = 1
3
and ω = 1
5
, respectively.
Each point in a scatter plot is defined by its x-coordinate (hω for the first function) and by its
y-coordinate (hω for the second function). For both plots, the same pattern observed earlier are
visible. The points with both coordinates in range of O(10−4), O(10−3) and O(10−1), respectively
correspond to non-resonating periodic set, chaotic zone and resonating periodic sets. Interestingly,
between regions there are almost continuous transitions, which correspond to chaotic phase space
points evolving in the vicinity of periodic sets. Note that now far more details on the resonating
periodic sets are obtained, and could be used to visualize the resonating periodic partition more
accurately.
Next we investigate the visualization of periodic set in relation to various values of ε in the
map Eq.6. In Fig.4 we show four MHPs for ω = 1
3
and different ε-values. In the plot for ε = 0,
the lines y = 1
3
and y = 2
3
entirely consisting of period-3 orbits are clearly visible, in addition to
y = const lines consisting of higher periodicity orbits. The phase space regions near the periodic
sets weakly resonate, since non-resonating trajectories whose structure is close to periodic, converge
to zero more slowly, similarly to the chaotic zone. This effect is also present in plot for ε = 0.06,
where as expected, two main period-3 sets can be observed, in addition to many minor periodic
sets of higher periodicity. Plot for ε = 0.18 exhibits period-3 and period-6 sets of various shapes.
Observe the secondary period-6 sets located around primary period-3 sets and central period-2 set.
At this ε-value the chaotic zone can be clearly seen in a sharp contrast with both resonating and
non-resonating periodic sets. Similar contrast is found for ε = 0.24, where the chaotic zone is even
7
Slika 3: Scatter plots of two functions (indicated on axes) for ε = 0.12 and ω = 1
3
, ω = 1
5
.
more uniformly colored.
Selection of rational frequencies up to 1
2
allows identification of periodic sets with integer perio-
dicities (note that choosing e.g. ω = 2
5
still yields period-5 sets). However, standard map possesses
an even richer variety of quasi-periodic orbits with irrational rotation numbers, which are expec-
ted to resonate at irrational frequencies. Chaotic zone is expected to resonate at all frequencies,
including irrational ones. To examine this, we consider the golden mean frequency ωg =
√
5−1
2
. In
Fig.5 we show another four MHPs with increasing values of ε, computed for ω = ωg. The invariant
KAM curve for the corresponding frequency is clearly pronounced in ε = 0.06 plot. In the plot for
ε = 0.12, the curve is still visible, together with the weakly resonating chaotic zone. Break-up of
the golden mean KAM curve marks the chaotic transition in dynamical systems such as standard
map [3]. Our method can in principle be used for examining this transition. In the last two plots
for ε = 0.18 and ε = 0.24 the chaotic zone is the only resonating phase space region, in addition to
the secondary KAM golden mean curve located around elliptic fixed point (1
2
, 0). The resonating
and non-resonating hω-values in all plots are again in the same value range as discussed above. The
irrational frequency allows for easier visualization of the chaotic zone.
We found that periodic and quasi-periodic sets can either resonate or not resonate, depending on
the selected frequency. In contrast, the chaotic zone resonates for all frequencies, although it always
does so weakly. We show this quantitatively via histograms of hω-values, computed for different
frequencies and reported in Fig.6. The parameter ε = 0.24 is chosen so that the chaotic and regular
regions occupy roughly similar portions of the phase space. Histograms for ω = 1
2
and ω = 1
3
each
consist of three well pronounced (groups of) peaks. Each corresponds to one phase space region,
8
Slika 4: Single-function plots of hω for ω =
1
3
and various values of ε.
Slika 5: Single-function plots of hω for irrational frequency ωg =
√
5−1
2
and various values of ε.
as indicated in the figure. The peaks are well separated; their distinction in fact grows with final
9
Slika 6: Distribution of hω-values for ε = 0.24 and frequencies ω =
1
2
, 1
3
, ωg. Peaks corresponding to
different phase space regions are indicated.
iteration number T (see next section). While all the peaks for periodic sets are very sharp, the
chaotic peak displays a more smeared shape. In the histogram for ω = ωg the resonating peaks
are very faint, while the other two peaks lie in the range of the corresponding peaks for rational
frequencies. Chaotic zone consists of trajectories with a broad Fourier spectrum, which is reflected
in our findings. This indicates, that for any selection of frequency, HTA indeed divides the phase
space into three disjoint regions: periodic sets resonating at the selected frequency ω, periodic sets
not resonating at the frequency ω (i.e., set of periodicity incommensurable with ω), and the chaotic
region (resonating at all frequencies).
We finish this Section by studying the behavior of the complex phase in HTA. Recall that f ∗ω is
not an invariant function, since each iteration rotates it by the factor e−i2piω. In Fig.7 we report the
snapshots (not averages) of f ∗ω-values for all grid-points in the complex plane. Radial coordinate is
in log-scale for consistency with other plots. Along the radial coordinate, we immediately recognize
three peaks considered in Fig.6: dense cluster around |f ∗ω| ∼ O(10−5) (non-resonating periodic sets),
circular ring at |f ∗ω| ∼ O(10−3) (chaotic region), and outer points for |f ∗ω| ∼ O(10−1) (resonating
periodic sets). The phase of f ∗ω in the chaotic zone is uniformly randomized over the circle. In
contrast, resonating periodic sets are consistent in phases; in profile for ω = 1
3
we find six radially
coherent groups of f ∗ω-values symmetrically organized around the center, each group identifying a
separate subset of period-3 and period-6 sets. Similarly, five radially coherent groups of f ∗ω-values
are corresponding to the resonating period-5 sets in profile for ω = 1
5
, along with a rim of scattered
points representing smaller sets of higher periodicity. The complex phase of HTA therefore reflects
the periodicity of the phase space region.
To illustrate the behavior of complex phase in the dynamical space, we show in Fig.8 four
snapshots of phases arg f ∗ω (not MHPs), pictured through the cyclic colorbar. As already observed
in Fig.7, all resonating periodic sets exhibit coherent phase values, symmetrically organized among
the subsets. In ω = 1
3
plot for instance, three subsets of large period-3 sets have respectively
arg f ∗ω ' 0, arg f ∗ω ' pi3 and arg f ∗ω ' −pi3 . Similarly, each subset of period-5 sets in ω = 15 plot has a
defined phase value pi ± 2pin
5
for n = 0, 1, 2. On the other hand, chaotic zone exhibits a completely
randomized phase values, uniformly distributed in [−pi, pi), which is another way to discern it from
the regular region. Non-resonating periodic sets are relatively uniform in phase value.
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Slika 7: Snapshots of f ∗ω-values in complex plane for f(x, y) = sin(pix), ε = 0.12 and ω =
1
3
, 1
5
(log-scale in radial coordinate). For better visibility, here we used T = 105.
4 The Convergence Properties
In this Section we examine how hω converge to their limit values. As we show, the convergence
regime directly depends on the dynamical nature of the considered trajectory, and can thus be used
to establish the number of iterations T .
We take f(x, y) = sin(pix) for ω = 1
3
at ε = 0.12, and consider the evolution of hω as function
of time. In Fig.9 we show the value of hω obtained after t iterations, for three different points
representing different dynamical regions. While the convergence of hω is fast for both resonating
and non-resonating phase space point, it becomes very irregular for the chaotic point. In fact, the
convergence properties are equivalent to those for the usual time averages [1]. For regular trajectories
the convergence rate is given by const.
t
, which refers to both resonating and non-resonating periodic
sets. In chaotic region, the convergence is much less predictable; the error can in general be bounded
from below by 1√
t
. This also depends on the strength of chaotic motion – for very strong chaos
(mixing), the convergence rate approaches 1√
t
. These properties remain the same if the irrational
frequencies are considered: for quasi-periodic orbits, whether resonating or not, the convergence
exhibits const.
t
rate. In contrast, for chaotic zone, the convergence is again at best given by 1√
t
.
We now examine the applicability of our method in detecting the chaotic zone. In Fig.10 we
show three histograms of hω values, obtained for three different values of T . Three groups of peaks,
corresponding to resonating, chaotic, and non-resonating phase space parts can be recognized in all
three histograms (cf. Fig.6). The resonating peaks do not move. In contrast, both chaotic and non-
resonating peaks move towards zero, but with different speeds. The speed of the non-resonating
peaks is roughly double the speed of the chaotic peaks. This proves that the convergence rate
for the chaotic zone is on average 1√
t
, meaning that for a sufficiently long time it can be clearly
11
Slika 8: Snapshots of HTA phase values arg f ∗ω taken at T = 30000 iterations (not MHPs), for
ε = 0.12 and various frequencies ω.
Slika 9: The value of hω as function of time, for ε = 0.12 and ω =
1
3
, and for three different initial
points, belonging to different dynamical regions.
distinguished from the non-resonating region. Note also that the shape of peaks does not change
significantly as they move. Fig.10 considers ε = 0.24 where the chaos is strong; while this result
does hold for a general ε-value, the separation of peaks might be slower for smaller ε values, or
might be less clear due to smaller chaotic zone.
12
Slika 10: Distribution of hω-values for ε = 0.24 and ω =
1
3
(log-scale on x-coordinate), for three
different final times T .
5 The Froeschle´ Map
In the previous Sections we illustrated the applicability of our visualization method relying on well-
known standard map. In the following two Sections, we demonstrate the method’s full potential by
studying more complicated higher-dimensional dynamical systems.
We begin with the Froeschle´ map, which is a measure-preserving mapping of 4-dimensional cube
[0, 1]4 onto itself, introduced in the context of celestial dynamics [31]. It is defined as:
x′1 = x1 + y1 + ε1 sin(2pix1) + η sin(2pix1 + 2pix2) [mod 1]
y′1 = y1 + ε1 sin(2pix1) + η sin(2pix1 + 2pix2) [mod 1]
x′2 = x2 + y2 + ε2 sin(2pix2) + η sin(2pix1 + 2pix2) [mod 1]
y′2 = y2 + ε2 sin(2pix2) + η sin(2pix1 + 2pix2) [mod 1]
(7)
and it can be seen as two symplecticly coupled standard maps. For simplicity, we set ε1 = ε2 = ε
and focus on the scenario of two identical standard maps, interacting via coupling parameter η.
Following the ergodic partition analysis of this map from [1], we here extend our study to MHPs.
An elegant way to simplify the parameters in Froeschle´ map without losing its dynamical richness
it to fix ε = 2η. This reduces our analysis to variations of a single parameter. First we show MHPs
of 2D slice (2D section in 4D phase space). To that end we construct a grid of 500× 500 points in
(x1, y1)-space on the section given by (x2, y2) = (0, 0). We consider the function f(x1, y1, x2, y2) =
2 cos(2piy1) + cos(2piy1) cos(2piy2) + cos(12pix2) + cos(12pix1) and run the dynamics for 2 × 105
iterations. Three frequencies are considered: rational ω = 1
2
and 1
3
, and irrational ωg. For each
frequency, three values of parameters ε and η are considered. The resulting MHPs are shown in
Fig.11. Parts of periodic sets are visible in each plot as either resonating or non-resonating, together
with the weakly resonating chaotic zone. As expected, the chaotic zone grows with the increase
of the coupling parameters, while the periodic region becomes gradually smaller. Remember that
in general, invariant sets are here four dimensional, meaning that only their 2D projections can
be visible in these section plots. This explains why the number of subsets does not match their
periodicity. Also, note that the periodic sets are in fact mostly visible as non-resonating. This
means they are of periodicities incommensurable with the considered periodicities (frequencies).
This illustrates how our method can be employed to detect and visualize periodic sets of unknown
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Slika 11: MHPs of function f(x1, y1, x2, y2) = 2 cos(2piy1) + cos(2piy1) cos(2piy2) + cos(12pix2) +
cos(12pix1) under the dynamics of Froeschle´ map for ω =
1
2
, 1
3
, ωg, computed on the phase space
section (x2 = 0, y2 = 0) over the grid of 500 × 500 points. The dynamics was run for T = 2 × 105
iterations. The values of ε and η are linked by ε = 2η and indicated in each plot.
periodicity, although without actually revealing the periodicity itself.
Next we examine the global evolution of the periodic sets with variations of ε = 2η. We start
with 18× 18× 18× 18 phase space points, which we pick at random from [0, 1]4 in order to avoid
hitting too many resonances. For each initial point we compute hω after T = 2 × 105 iterations
for the same function as in Fig.11, and for the same three frequencies. For each set of ε, η values,
the histogram of hω values is computed, and the results are shown in Fig.12. Each histogram plot
consists of two groups of peaks, one corresponding to the chaotic region (near 10−3) and the other
to non-resonating periodic sets (near 10−5). As already noted, periodic sets in the phase space
of Froeschle´ map are in general of high periodicities, incommensurable with the three considered
frequencies. Despite not observing periodic sets of substantial size, we do know that many periodic
sets actually exit, which is suggested by the large volume of phase space points clearly displaying
non-resonating values of hω. With increase of parameters ε, η, we observe the transition to full
phase space chaos, as indicated by the growth of the chaotic peak. As discussed in [1], the chaotic
transition for Froeschle´ map is qualitatively similar to that of standard map (break-up of invariant
14
Slika 12: Histograms of hω values computed for f(x1, y1, x2, y2) = 2 cos(2piy1)+cos(2piy1) cos(2piy2)+
cos(12pix2) + cos(12pix1) under the dynamics of Froeschle´ map for ω =
1
2
, 1
3
, ωg for a 4D grid of
18 × 18 × 18 × 18 random phase space points. The dynamics was run for T = 2 × 105 iterations.
The values of ε and η are linked by ε = 2η and indicated in each histogram.
KAM tori), although it appears to involve more complicated mechanisms. In agreement with what
observed there, we here conclude that the global merging of resonances occurs around the value of
ε = 2η ' 0.05.
6 Extended Standard Map
In this Section we study the extended standard map using HTA. The map has been proposed in [30]
as a three-dimensional generalization of standard map. It is a measure-preserving action-action-
angle mapping of the cube [0, 1]3 onto itself, defined by:
x′ = x+ ε sin(2piz) + δ sin(2piy) [mod 1]
y′ = y + ε sin(2piz) [mod 1]
z′ = z + x+ ε sin(2piz) + δ sin(2piy) [mod 1]
(8)
When either ε or δ are zero, the phase space can be divided into parallel 2D planes, such that
dynamics on each of plane is isolated from the dynamics on other planes. On the other hand,
when both ε and δ are non-zero, this dynamical system is argued to be ergodic over the entire
phase space [30]. In fact, no invariant surface persists once both perturbations are simultaneously
positive. On top of the numerical evidence already provided via ergodic partitioning in [1], we here
provide an additional argument supporting this claim.
We set a three-dimensional grid of 50 × 50 × 50 points covering the phase space of exten-
ded standard map with ε = 0.01 and δ = 0.001. We run the HTA of function f(x, y, z) =
sin(4piy) cos(4pix) cos(12piz) for T = 2 × 105 iterations, and for three frequencies ω = 1
2
, 1
3
, ωg.
We show the histograms of the obtained values of hω in Fig.13. For all three histograms, both the
range of values and the bell-shape of the curves, indicate that all grid points lie in the chaotic region
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Slika 13: Distribution of hω-values for extended standard map with ε = 0.01 and δ = 0.001 for a 3D
grid of 50× 50× 50 points covering the phase space. hω for f(x, y, z) = sin(4piy) cos(4pix) cos(12piz)
are computed for T = 2× 105 iterations, with frequencies as indicated.
of the phase space. This suggests that there are no periodic sets of the considered periodicities of
any size. In fact, it implies that there are no periodic sets of any periodicity, since any periodic set
of frequency different from the considered would be visible as non-resonating. Note that irrational
frequency ωg agrees with this result. This clearly confirms the claim of the extended standard
map being ergodic. This point also serves to note the usefulness of our method: we employed HTA
analysis to study higher-dimensional dynamical systems, much more complicated than the standard
map.
7 Discussion and Conclusions
We exposed a new method of analysis of measure-preserving dynamical systems based on harmonic
time averages (HTA) proposed in [2], with roots in both frequency analysis and ergodic theory, as a
continuation of our earlier work on ergodic partition theory [1, 14]. Both our methods are realized as
computational algorithms for detection and visualization of invariant and periodic sets in the phase
space of arbitrary measure-preserving dynamical system. We showed the method’s implementation
using the known properties of Chirikov standard map. Of course, our method is in no way limited
to discrete-time dynamical systems (maps) considered here. Except for bigger computational de-
mand, the method is fully implementable for continuous-time dynamical systems. The distribution
of values of hω was analyzed, resulting in the identification of histogram peaks that correspond to
different dynamical regions, in particular, resonating periodic set, non-resonating periodic sets and
chaotic region. The convergence issues have been considered in relation to estimating the preci-
sion of the obtained hω. The full potential of the method was demonstrated in an application to
higher-dimensional dynamical systems, 4D Froeschle´ map and 3D extended standard map. Known
dynamical features of these systems were readily found, in addition to certain novel insights.
Our method is applicable regardless of the system’s integrability or other dynamical properties.
The key generalization to follow, is the development of clustering algorithms, in analogy with MSPs
examined in [1], aimed at visualizing the entire periodic partition for a given frequency [35, 36].
This is done by considering HTA of multiple functions with the same frequency and optimally
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clustering the scatter plot points (cf. Fig.3). The periodic partition is obtained upon identifying the
phase space part that corresponds to each cluster of scatter plot points. When a sufficient number
of linearly independent functions is considered, this clustering algorithm will reveal the periodic
partition with any prescribed precision. Of course, this opens the question of optimal clustering,
which may depend on the dynamical system and the corresponding scatter plot (e.g. shape/volume
of the clustering cells). Furthermore, the relationships between the convergence properties and
the nature of the underlying trajectory is to be further investigated. While the convergence slope
gives a rough estimate of the type of the orbit, a detailed analysis separating between rational and
irrational frequencies might yield further insights.
The full applicative extent of our method lies in high-dimensional systems, which can be inve-
stigated in various ways, for instance via MHPs done over 2D phase space sections. In fact, the
method can be easily extended to distributed systems, such as complex networks [33], and in par-
ticular networks that model extended dynamical systems [32, 34]. This could reveal novel details
related to the collective dynamical behavior, usually displayed by such systems.
Acknowledgments. Work supported by the Republic of Slovenia via Creative Core FISNM-3330-
13-500033, in addition to the ARRS program numbers P1-0383 and P1-0044, and project number
J1-5454. Work also supported by the AFOSR grant numbers F49620-03-1-0096 and FA9550-09-1-
0141. Part of this work was done during ZL’s stay at University of California Santa Barbara, and
part during his stay at Dept. of Theoretical Physics, Jozˇef Stefan Institute, Ljubljana, Slovenia.
We thank the colleagues Umesh Vaidya, Arkady Pikovsky, Dima Shepelyansky and Tomazˇ Prosen
for useful comments and discussions.
Literatura
[1] Z. Levnajic´ and I. Mezic´, “Ergodic theory and visualization. I. Mesochronic plots for visualization of ergodic
partition and invariant sets”, Chaos 20, 033114 (2010).
[2] I. Mezic´ and A. Banaszuk, “Comparison of systems with complex behavior,” Physica D 197, 101 (2004).
[3] S. Wiggins, Introduction to Applied Dynamical Systems and Chaos (Springer-Verlag, 1990). A. Lichtenberg and
M. Lieberman, Regular and Stochastic Motion (Springer-Verlag, 1983). A. Stuart and A. R. Humphries, Dynamical
Systems and Numerical Analysis (CUP, 1998).
[4] J. D. Meiss, “Symplectic maps, variational principles, and transport”, Reviews of Modern Physics 64, 795 (1992).
[5] I. Mezic´, “On the dynamics of molecular conformation”, Proc. Natl. Acad. Sci. 103, 7542 (2006).
[6] C. Froeschle´, M. Guzzo and E. Lega, “Graphical evolution of the Arnold web: from order to chaos”, Science 289,
2108 (2000).
[7] I. Mezic´, S. Loire, V. A. Fonoberov, P. Hogan, “A new mixing diagnostic and Gulf oil spill movement”, Science
330, 486 (2010).
[8] C. K. R. T. Jones, “Whither applied nonlinear dynamics?” in Mathematics Unlimited: 2001 and Beyond (Sprin-
ger, New York, 2001), Vol. II, p. 631.
[9] B. Thiere and M. Dellnitz, “Return time dynamics as a tool for finding almost invariant sets”, Ann. N.Y. Acad.
Sci. 1065, 44 (2005).
[10] R. W. Easton, J. D. Meiss and S. Carver, “Exit times and transport for symplectic twist maps”, Chaos 3, 153
(1993). J. D. Meiss, “Average exit time for volume-preserving maps”, Chaos 7, 139 (1997).
[11] M. Dellnitz, A. Hohmann, O. Junge and M. Rumpf, “Exploring invariant sets and invariant measures”, Chaos
7, 221 (1997).
17
[12] B. Krauskopf at al., “A survey of methods for computing (un) stable manifolds of vector fields”, Int. J. Bifur-
cation Chaos 15, 763 (2005).
[13] M. E. Henderson, “Computing Invariant Manifolds by Integrating Fat Trajectories”, SIAM J. Appl. Dyn. Syst.
4, 832 (2005).
[14] I. Mezic´ and S. Wiggins, “A method for visualization of invariant sets of dynamical systems based on ergodic
partition”, Chaos 9, 213, (1999). I. Mezic´, Caltech Ph. D. Thesis (1994).
[15] P. Walters, Introduction to Ergodic Theory (Springer, 2000). S. Kalikow and R. McCutcheon, An Outline of
Ergodic Theory (CUP, 2010). J. P. Eckmann and D. Ruelle, “Ergodic theory of chaos and strange attractors”,
Reviews of Modern Physics 57, 617 (1985).
[16] D. D’Alessandro, M. Dahleh and I. Mezic´, “Control of mixing in fluid flow: A maximum entropy approach”,
IEEE. Trans. Aut. Cont. 44, 10 (1999).
[17] I. Mezic´ and F. Sotiropoulos, “Ergodic theory and experimental visualization of invariant sets in chaotically
advected flows”, Physics of Fluids 14, 2235 (2002).
[18] K. Gro¨chenig, Foundations of Time-Frequency Analysis (Birkha¨user, 2001). L. Cohen, Time-frequency analysis
(Prentice-Hall, 1995).
[19] T. Y. Hou and Z. Shi, “Adaptive data analysis via sparse time-frequency representation”, Adv. Adapt. Data
Anal. 3, 1 (2011).
[20] I. Mezic´, “Spectral Properties of Dynamical Systems, Model Reduction and Decompositions”, Nonlinear Dyna-
mics 41, 309 (2005).
[21] J. Laskar, C. Froesche´ and A. Celletti, “The measure of chaos by the numerical analysis of the fundamental
frequencies, application to the standard mapping”, Physica D 56, 253 (1992).
[22] C. Chandre´, S. Wiggins and T. Uzer, “Time-frequency analysis of chaotic systems”, Physica D 181, 171 (2003).
[23] J. Sun, Y. Zhao, T. Nakamura and M. Small, “From phase space to frequency domain: A time-frequency analysis
for chaotic time series”, Physical Review E 76, 016220 (2007).
[24] R. T. Canolty at al., “Detecting event-related changes of multivariate phase coupling in dynamic brain networks”,
J. Neurophysiol. 107, 2020 (2012).
[25] J. N. Oppenheim and M. O. Magnasco, “Human Time-Frequency Acuity Beats the Fourier Uncertainty Princi-
ple”, Phys. Rev. Lett. 110, 044301 (2013).
[26] K. Petersen, Ergodic Theory and Harmonic Analysis (CUP, 1995).
[27] A. Mauroy and I. Mezic´, “On the use of Fourier averages to compute the global isochrons of (quasi) periodic
dynamics”, Chaos 22, 033112 (2012).
[28] M. Budiˇsic´, R. Mohr and I. Mezic´, “Applied Koopmanism”, Chaos 22, 047510 (2012).
[29] B. Chirikov, “A universal instability of many-dimensional oscillator systems”, Physics Reports 52, 256 (1979).
[30] I. Mezic´, “Break-up of invariant surfaces in action–angle–angle maps and flows”, Physica D 154, 51 (2001).
[31] C. Froeschle, “Numerical Study of a Four-Dimensional Mapping”, Astron. Astrophys. 16, 172 (1972).
[32] Z. Levnajic´ and B. Tadic´, “Stability and Chaos in Coupled Two-dimensional Maps on Gene Regulatory Network
of Bacterium E. coli”, Chaos 20, 033115 (2010).
[33] O. N. Yaverogˇlu at al., “Revealing the Hidden Language of Complex Networks”, Scientific Reports 4, 4547
(2014).
[34] Z. Levnajic´ and B. Tadic´, “Self-organization in Trees and Motifs of Two-dimensional Chaotic Maps with Time
Delay”, J. Stat. Mech., P03003 (2008).
[35] H. C. Romesburg, Cluster Analysis for Researchers (Krieger Pub. Co., 2004).
[36] M. Budiˇsic´ and I. Mezic´, “An approximate parametrization of the ergodic partition using time averaged obser-
vables”, Proc. IEEE Conf. Decis. Control (2009).
18
