Introduction
The following problem arose in connection with studies of Internet web page caching. The general setting is as follows:
In some ÿxed metric space M , k "servers" S 1 ; : : : ; S k are given with some arbitrary initial locations in M . Requests for service at certain points 1 ; 2 ; 3 ; : : : ; N , in M arrive over time. Immediately, after request t is received, exactly one of several mutually exclusive actions must be taken: (i) Some server is moved to t , with a resulting cost of c( t ), the "cost" of the point t .
(ii) No server moves. In this case, the cost for "no service" is deÿned to be min k d(S k ; t ), where d(x; y) denotes the distance between x and y in M .
A further feature of our model is that two parameters u; w¿0 are speciÿed, which are used as follows. Before having to decide how to service request t , the servers have at their disposal the knowledge of the u + w requests i with t − u6i6t + w − 1. Thus, the servers can only "remember" or store the past u requests t−u ; t−u+1 ; : : : ; t−1 but are allowed to know the w future requests t ; t+1 ; : : : ; t+w−1 before having to service t .
The rules which govern the choices made for servicing all the t deÿne some algorithm A. In this model, A is deterministic and can only depend on the values of the i which it currently knows, and nothing else. In particular, A is not allowed to make probabilistic choices based on some source of randomness. We denote by A( ), the cost of servicing the request sequence = ( 1 ; : : : ; N ).
Of course, if we are allowed to know all the t before having to act, it is very likely the cost of servicing can be decreased. Let us denote by OFF( ) the minimum possible cost of servicing in this case. Thus, OFF( ) is the cost for an optimal o -line algorithm for .
Our main interest in this paper is to investigate the e ect of being able to look ahead (as well as utilizing the past history) on the performance of such algorithms.
For a given request sequence, let OPT (u;w) ( ) denote the minimum cost of any (u; w)-window algorithm servicing , and we deÿne
over all with OFF( ) → ∞ to avoid certain inessential degeneracies. (In our model, we are assuming our "adversary", i.e., the source generating the request sequence , is all-powerful. That is, the adversary knows everything about the servers' strategy and can predict everything they will do.) The basic problem then is to understand how (u; w) is a ected by the various parameters in our model, i.e., the metric space (M; d), and the choice of the cost function c.
This model can be further extended by allowing "excursions", i.e., where servers are allowed to go to arbitrary points in M in response to a request t . In other words, we can replace (i) by (i ) Some server, say S i , is moved to some vertex v, with a resulting cost of
We point out that a fair amount is known when option (ii) is not allowed, w = 1, and the cost function C depends on d(S i ; t ) and not just t . In other words, some server must always be moved to the current request, but the cost only depends on the distance moved (see [2] or [6] for a survey). In fact, we show here that for this model, ÿnite look-ahead does not help asymptotically. However, for the model of allowing excursions, ÿnite values of w do make a di erence. (We discuss this in Sections 4 and 5.)
In this paper, we will examine several special cases of our general problem. At the end, we will formulate a number of open questions which we feel are fundamental and interesting for these studies, and which (unfortunately) illustrate how incomplete our knowledge is here at this point in time.
The value of temporal information
In this section we consider the problem of determining (u; w) for k = 1 server, for given u and w allowing actions (i) and (ii). We ÿrst consider several small cases for a rather simple graph G 0 on two vertices, 0 and 1, with d(0; 1) = 1 and c(0) = c(1) = 2. Indeed, even for this very special case, the problem of determining (u; w) for small values of u and w is still quite intriguing. This hints at the di culty in treating the problem of determining (u; w) for arbitrary u and w (Table 1 .
The proofs for these cases are not too di cult and involve case analysis. We will give the proofs for two cases. The remaining ones can be proved in similar ways and proofs will be omitted. 11 : : : 1, j = 1 is possible, and the last block, which may have the form xx x. Then, for each block OFF pays at least 1 while A pays at most 2. Thus, we have A( )62 · OFF( ), as claimed. In the other direction, for any algorithm B, we consider the the sequence satisfying t+2 = x where S(t) = x (of course, S depends on B). It is not di cult to show that B( )¿2 · OFF( ), and so, (0; 2) = 2. Proof. We will use the same algorithm A as above, namely, the server at x moves to x if and only if the window (now into the past) shows x x. We ÿrst claim that for any request sequence , we have A( )64 OFF( ). To see this, we partition into blocks of the form x 1 x 2 : : : x r 11y 1 y 2 : : : y s 00 where the 11 is the ÿrst occurrence of 00 in the block of x's, and the terminal 00 is the ÿrst occurrence of 00 in the y's. Thus, every x i = 1 has x i+1 = 0, and every y j = 0 has y j+1 = 1. Suppose there are m such x i = 1 and m such y j = 0. Then it is not hard to see that A pays at most a cost of m + m + 8 for this block while OFF must pay at least m + m + 2. This then implies A( )64 OFF( ). In the other direction, for any algorithm B, we will use the request sequence deÿned by taking t = x where S(t − 1) = x. (This is possible because of the strength of the adversary.) An easy argument shows B( )¿4 OFF( ) and the proof is complete.
The above theorem implies that a window into the past does matter. In the remainder of this section, we will give upper and lower bounds for (0; w) in terms of w.
Theorem 3. In a graph G; suppose that the cost of moving to v is c(v) = ¿2 for all v. For given w with w¿2 ; there is a request sequence such that any (0; w) algorithm A pays at least 1 + 2=(w + 2) times the cost OFF( ).
Proof. Suppose the graph contains one edge with two endpoints, 0 and 1. Without loss of generality, we assume that the server S is at 0. To simplify the argument, we assume w − 2 = 2a, for an integer a¿0. (The other cases can be done in a similar way.) Furthermore, we assume that the request sequence shown in the window of length w has the form The server stays at 0. In this case, the request sequence will then have a block of 1's of length w at the end of the window. We note that for these 2w requests, the ratio of the cost of the algorithm to that of the optimum is o by a factor 1 + 2=(w + 2).
Case 2: The server moves to 1. In this case, the request sequence will then have a block of 0's, say of length w, at the end of the window. Then for these 2w requests, the ratio of the cost to the algorithm and to the optimum is again o by a factor of a least 1 + 2=(w + 2).
Theorem 4. In a graph G with vertex set {0; 1}; suppose that the cost of moving to v is c(v) = ¿2 for all v. For given w with w¿2 ; there is a (0; w)-window algorithm A such that for any request sequence algorithm A pays no more than 1 + 4 2 =w times the cost OFF( ).
Proof. We consider the following algorithm A. For a window i+1 : : : i+w and S(i) = x, let j denote the least integer (if it exists) j6w such that the number p of x's among i+1 : : : i+j and the number q of x's among i+1 : : : i+j satisÿes
If such a j exists, the server is moved to the majority symbol y. Otherwise, the server does not move. It is not hard to show that Algorithm A will stay at y throughout the next j requests. We will call this a block of type I (of length j). If such a j does not exist, algorithm A will use the locally optimal strategy for the next w moves and we call this a block of type II (of length w). To upper bound the cost of Algorithm A, we partition the request sequence into blocks of types I and II. So we have some consecutive blocks of type I followed by a block of type II, and so on. For consecutive blocks of type I, the cost of algorithm A is at most the optimum plus (which corresponds to the possible cost of initialization). For each block of type II, the cost for algorithm A is at most the optimum plus 2 (which corresponds to both initialization and ending). For a block of type II, the optimum has cost at least w=(2 ) since there is at least one alternation among 2 consecutive requests. So the ratio of the cost for algorithm A and the optimum is at most 1 + 2 w= (2 ) :
More on limited look-ahead
For a given request sequence , let OPT (w) k ( ) denote the minimum possible cost for servicing with k servers over all (0; w)-window algorithms for which possibility (ii) is prohibited, i.e., every request must be visited by some server. Clearly, we have
The ÿrst question which occurs is whether having limited look-ahead actually makes any di erence. That is, are any of the inequalities in (1) strict? Unfortunately, the answer is no.
Fact 1. For all w ¡ ∞;
[w]
Proof. We need to show that
be any on-line algorithm with lookahead w, and let = ( 1 ; 2 ; : : :) be any request sequence. Deÿne where each request in is repeated w times in [w] . What is A [w] ( [w] )? Using the observation that in any of these problems, we can always restrict our attention to algorithms which do nothing if a server is already located at the next request, it is easy to see that the algorithm A
[w] acting on [w] induces a (normal) on-line algorithm A acting on , namely if A [w] selects s i to move to the ÿrst r in the sequence w r r : : : r in [w] , then A selects s i to move to r in (see Fig. 1 ). In this ÿgure, the (s i ; r ) entry of the table indicates that server s i is selected to serve request r , etc.
A simple computation now shows that Therefore,
lim sup
where the inequality in (5) comes from the fact that the sequences of the form [w] are a subset of the set of all possible request sequences which A [w] must deal with.
This would be a natural (though disappointing) place to conclude the paper if this were the end of the story. In fact, however, the story is just beginning.
Service with excursions
A variation of the k-server problem which is also studied in Manasse et al. [8] is what they term "server problems with excursions". In this variant, after each request t , it is not necessary to move a server s i all the way to t . Instead, one can move a server s i to some intermediate location x, with an associated cost of
where ¿0 is some ÿxed constant. This models a situation in which it may be relatively expensive to move a server all the way to t , and instead "assistants" can be moved from the intermediate location x (e.g., suppose requests are ÿres, servers are ÿrehouses and assistants are ÿre trucks).
How much do excursions help? For simplicity, let us restrict ourselves to the case = 1. Deÿne OFF( ) to be the minimum possible o -line cost for serving with excursions.
Fact 2. For all ;

OFF( )62 OFF( ): (3)
Proof (Sketch): We restrict our attention to k = 2. The general case follows by similar considerations. In Fig. 2 we show the behavior of some excursion algorithm achieving OFF( ), and an associated o -line algorithm B acting on the same sequence . The "graph" in Fig. 2(c) is given to help understand the analysis. We abuse notation slightly by assuming that servers s i are initially located at positions s i . Now, observe that
Here, we have used the triangle inequality for d with a vengeance.
In fact, the same inequality (3) also applies to on-line algorithms with look-ahead w, namely by allowing excursions, such algorithms can save at most a factor of 2 in 
Fact 3.
Proof. This is clear, since more information about the future can only help.
This leads us to deÿne
the limiting behavior of on-line excursion algorithms as the window size tends to inÿnity. The main result relating
[∞] k to our (nonexcursion) ratios k is the following.
Lemma 1. For all k;
[∞] In other words, even though we allow excursions, no matter how far we can see into the future (a bounded amount), we cannot improve in general over what an o -line algorithm can achieve for which excursions are not allowed.
Proof. We ÿrst observe that if t = t+1 then any "sensible" on-line excursion algorithm A
[w] with look-ahead w¿2, will in fact send a server to t . This follows from computations given in Fig. 3 . The cost of the modiÿed algorithm has not increased since by the triangle inequality, 
where B ranges over all on-line (nonexcursion) algorithms.
Therefore, [∞] k ¿ k and the lemma is proved.
Our main conjecture concerning
is the following.
Conjecture 2. For all k; Note that if both Conjectures 1 and 2 hold then we would have
= k for all k. At present, Conjecture 2 is only known to hold for k = 1. This is a consequence of the following result.
Theorem 5.
There is an on-line excursion algorithm C
[w] with look-ahead w¿2 such that for all ;
Remark. For w = 1 it is easy to see that the best possible inequality for any on-line excursion algorithm C [1] is C [1] ( )62 OFF( ).
Proof. Let us consider a block of w consecutive requests:
1 ; 2 ; : : : ; w=2 ; | w=2 +1 ; : : : ; s ; s+1 ; : : : ; w :
Let d( s ; s+1 ) be the minimum distance among all d( i ; i+1 ) where w=2 6i6w − 1. The algorithm C [w] constructs the optimal solution for the request sequence 1 ; : : : ; s (see Fig. 4 ). Now, repeat this operation for the block s+1 ; s+2 ; : : : ; s+w , etc. Let S denote the set of "special" indices s. Then,
Therefore,
where cost s denotes the sum of the distances shown in the box in Fig. 4 , i.e., d
In particular, it follows that 
Window index for a graph
Suppose our metric space M is given by a connected graph G with the shortest path metric. That is, the distance between two vertices of G is deÿned to be minimum number of edges contained in any path joining the vertices. In this case there is a fairly complete theory available for on-line excursion algorithms on G with k = 1 server and limited look-ahead (again for the choice of "excursion factor" = 1). In this section we give a brief survey of what is known for this case. In what follows, we give a brief summary of the basic results for this case. First, note that when G = C 4 , the cycle on four vertices (see Fig. 5 ), we have WX (C 4 ) = 2. It is easy to see that WX (C 4 )¿1. On the other hand, it is not hard to show that a "majority rule" excursion algorithm with look-ahead 2 is optimal for C 4 . That is, if the server is currently at i 1 j 1 and the next two requests are i 2 j 2 and i 3 j 3 then the server should move to i j where i is the most frequently occurring value in i 1 , i 2 , i 3 , and j is the most frequently occurring value in j 1 , j 2 , j 3 . Other graphs having WX = 2 are trees, grids and n-cubes, for example (see [3] ).
On the other hand, for the complete graph K 3 on 3 vertices, WX (K 3 ) = 3. Which graphs G have WX (G) = 2? (Note that only the trivial graph has windex 1.) Let us say that G has the unique Steiner property if for any three vertices x; y; z, there is a unique vertex s which minimizes
Also, we call an induced subgraph H of G a retract of G if there is a function ÿ : V (G) → V (G) (vertices of G into vertices of H ) such that:
Next, let us say that a subgraph H is an isometric subgraph of G if for all x; y ∈ V (H ),
Finally, we consider the n-cube Q n . This graph has as its set of vertices all binary ntuples (x 1 ; : : : ; x n ), x i = 0 or 1, and edges {(x 1 ; : : : ; x n ), (y 1 ; : : : ; y n )} precisely when the two n-tuples di er in just one coordinate (this metric is also known as the Hamming metric in coding theory). We call a subset X ⊂ V (Q n ) majority closed if the "majority" n-tuple formed from any three vertices in X is also in X .
Theorem 7 (Chung et al. [3] ). The following conditions are equivalent for a connected graph G:
(i) G has the unique Steiner property; (ii) G is a retract of Q n for some n; (iii) G is a majority closed isometric subgraph of Q n for some n; (iv) WX (G) = 2.
To describe the corresponding result for general values of WX (G), we need the following deÿnition. Given graphs G i = (V i ; E i ), 16i6r, deÿne the Cartesian product G 1 G 2 · · · G r to be the graph with vertex set V 1 × V 2 × · · · × V r and edges {(v 1 ; v 2 ; : : : ; v r ), (v 1 ; v 2 ; : : : ; v r )} where for each i, either {v i ; v i } ∈ E i , or v i = v i .
For example, if K 2 denotes the complete graph on two vertices (with one edge), then
Theorem 8 (Chung et al. [4] ). WX (G) is ÿnite if and only if G is a retract of K m1 K m2 · · · K mr for some choice of m 1 , m 2 ; : : : ; m r . For such G;
WX (G) = max{m i : 16i6r}:
It is not hard to show that if the look-ahead length for G is smaller than WX (G) then you must pay a deÿnite penalty. 
Conjecture 3. The bound in (7) is best possible.
Concluding remarks
There are many unresolved questions remaining, some of which we now mention.
To begin with, to what extent do the preceding results extend to the case of k¿1 servers with excursions? In particular, does the "windex" phenomenon occur? In other words, is there always a number WX k (G) so that if w¿WX k (G) then [w] k (G) = [∞] k (G)?
It is not hard to show that this does in fact happen for G = K 3 , k = 2. In this case we have [1] 2 (K 3 ) = [2] 2 (K 3 ) = 3; What happens for G = C 5 (where we know from the earlier result characterizing graphs with ÿnite windex that WX 1 (C 5 ) = ∞)?
Can graphs G with WX k (G)¡∞ be characterized? What happens for general metric spaces? How do the previous results change if we allow excursion factors = 1 (even for k = 1)?
For our basic problem from Section 2 (i.e., the graph has two vertices 0 and 1 with c(0) = c(1) = 2; k = 1), we do see an example of the "windex phenomenon". That is, we have (0; 4) = 3 = (t; 0) for all t¿4. In other words, if you cannot see into the future at all, then it does not help to see more than four steps into the past. Does this phenomenon occur for all w¡∞? Is there an e cient algorithm for determining (u; w) for given large values of u and w? What happens for varying costs c(o) and c(1)? On more general graphs? With k¿1 servers?
For graphs G and k = 1, we have previously deÿned [3] the asymptotic worst-case average excursion service cost For example, it is known (see [3] ) that:
(C 2m ) = m 2 ; (C 2m+1 ) = m(m + 1) 2m + 1 :
A result of Saks [9] shows that (G) is always a rational number. Is there a polynomialtime algorithm for computing ? What happens for k¿1 servers, e.g., is k (G) := lim sup =( 1 ;:::; N ) 1 N OFF k ( ) always rational? Is it computable in polynomial time? Clearly, there is much work to be done before we have a full understanding of even this rather special topic in the ÿeld of on-line algorithms.
