ABSTRACT Facial attribute editing aims to modify face images in the desired manner, such as changing hair color, gender, and age, adding or removing eyeglasses, and so on. Recent researches on this topic largely leverage the adversarial loss so that the generated faces are not only realistic but also well correspond to the target attributes. In this paper, we propose Residual Attribute Generative Adversarial Network (RAG), a novel model to achieve unpaired editing for multiple facial attributes. Instead of directly learning the target attributes, we propose to learn the residual attributes, a more intuitive and understandable representation to convert the original task as a problem of arithmetic addition or subtraction for different attributes. Furthermore, we propose the identity preservation loss, which proves to facilitate convergence and provide better results. At last, we leverage effective visual attention to localize the related regions and preserve the unrelated content during transformation. The extensive experiments on two facial attribute datasets demonstrate the superiority of our approach to generate realistic and high-quality faces for multiple attributes. Visualization of the residual image, which is defined as the difference between the original image and the generated result, better explains which regions RAG focuses on when editing different attributes.
I. INTRODUCTION
Recently facial attribute editing has attracted great interest and obtained remarkable progress with the prosperity of Generative Adversarial Nets (GANs) [5] . It aims to modify certain aspects of given faces in a desired manner, such as changing hair color, gender or age [3] . Facial attribute editing can be regarded as a specific application of unpaired multidomain image-to-image translation, where a domain refers to a group of images that share some latent features in common, such as faces of male or female, and faces with black, blonde or brown hair.
There are a few benchmark facial attribute datasets available with rich annotations. For example, the CelebA [17] dataset contains 202, 599 celebrity face images each annotated with 40 binary labels describing facial attributes like hair color, gender and age. Inspired by [20] and [3] , [33] utilizes a multi-hot vector to specify the existences of each attribute and applies cycle consistency loss to preserve the The associate editor coordinating the review of this manuscript and approving it for publication was Zheng Xiao.
original person identity. However, it is observed in [3] that some unrelated regions are wrongly modified, thus still leaving a lot of room for improvements.
In this paper, we propose RAG (Residual Attribute GAN), a novel model to achieve unpaired editing for multiple facial attributes with a single generator. Instead of directly learning the target attributes, we propose to learn the residual attributes, a more intuitive and understandable representation, to convert the original task as a problem of arithmetic addition or subtraction for different attributes. Furthermore, we propose the identity preservation loss, which proves to facilitate convergence and better preserve the original person identity. Lastly, we leverage the effective visual attention to capture the correlation between the given image and the residual attributes, so that only the most related regions are modified.
Apart from CelebA, we also construct an anime avatar dataset from scratch, which contains 27, 772 images with rich annotations and can be utilized to facilitate researches on facial attribute editing. Extensive experiments on these two datasets demonstrate the superiority of our approach against baselines to generate realistic and high-quality results. The residual image, which is defined as the difference between the original image and the generated result, is leveraged to visualize and better explain which regions RAG modifies for different attributes.
Our contributions are summarized in four-folds:
• We propose to learn the residual attributes, a more intuitive and understandable representation instead of the target attributes.
• We propose the identity preservation loss, which proves to facilitate convergence and generate better results.
• We construct an anime avatar dataset with rich annotations, which can be utilized for researches on facial attribute editing.
• Both qualitative and quantitative experiments on two facial attribute datasets demonstrate the effectiveness of our approach.
II. RELATED WORK A. GENERATIVE ADVERSARIAL NETS
Generative Adversarial Nets (GANs) [5] are a powerful method for training generative models of complicate data and have been proven effective in a wide variety of applications, including image generation [6] , [22] , [31] , image-to-image translation [3] , [9] , [33] , image super-resolution [14] and so on. Typically a GAN model consists of a Generator (G) and a Discriminator (D) playing a two-player game, where G tries to synthesize fake samples from random noises following a prior distribution, whereas D learns to distinguish those from real ones. The two roles combat with each other and finally reach a equilibrium state, where the generator is able to produce indistinguishable fake samples of high quality. For face generation, recent literature [10] , [11] have pushed the limits of GAN for improved quality, stability and variation. In this paper, we also leverage the adversarial loss of GAN to generate realistic faces.
B. IMAGE-TO-IMAGE TRANSLATION
There is a large body of literature dedicated to image-toimage translation with impressive progress. For example, pix2pix [9] proposes a unified architecture for paired imageto-image translation based on CGAN [19] and a L 1 reconstruction loss. To alleviate the cost of obtaining paired data, the problem of unpaired image-to-image translation has also been widely exploited [12] , [16] , [33] , which mainly focuses on translating images between two domains. For the more challenge task of multi-domain image-to-image translation, StarGAN [3] combines the ideas of [33] with [20] and can robustly translate a given image to multiple target domains with only a single generator. Facial attribute editing can be regarded as a specific application of unpaired multi-domain image-to-image translation, where a domain refers to a group of faces that share a certain attribute in common.
C. AUXILIARY CLASSIFIER GANs
Several work are devoted to controlling details of generated images by introducing additional supervisions, which can be a multi-hot vector indicating the existences of some target attributes [19] , [20] , or a textual sentence describing the desired content to generate [27] , [31] , [32] . The Auxiliary Classifier GANs (ACGAN) [20] belongs to the former group and the label vector conveys semantic implications such as gender and hair color in a facial synthesis task. D is also enhanced with an auxiliary classifier that learns to infer the most appropriate label for any real or fake sample.
D. VISUAL ATTENTION
Attention based models have demonstrated significant performances in a wide range of applications, including neural machine translation [25] , image captioning [26] , image generation [30] and so on. [2] , [18] , [28] employ the visual attention to solve general image-to-image translation tasks, and [29] leverages it to conduct facial attribute editing but is only able to handle a single attribute at a time.
III. METHODOLOGY
In this section, we discuss our approach RAG (Residual Attribute GAN) for facial attribute editing. The overall and detailed architectures of RAG are illustrated in Fig.1 and Fig.2 respectively.
A. FACIAL ATTRIBUTE EDITING
Facial attribute editing accepts an input image x and produces an output image y for certain target attributes. We denote the number of involved attributes by n. [3] utilize a multi-hot vector c t ∈ {0, 1} n to specify the target attributes, where 1 means the existence of the corresponding attribute whereas 0 acts oppositely. Based on the adversarial learning of GAN, a generator G is trained to conduct the transformation as follows.
The target attributes c t is spatially replicated and concatenated with the input image x in the channel axis. Generally G consists of three parts, an encoder to down-sample the concatenation to a latent representation of lower resolution, then several residual blocks [7] for nonlinear transformation, and lastly a decoder for up-sampling and producing the output image y of the original resolution.
B. RESIDUAL ATTRIBUTES
Rather than directly feeding the target attributes c t to the generator G, we propose to apply the residual attributes instead. The source attributes is denoted by c s , so we need to transform an input image x of c s to an output image y of c t . Based on c s and c t , the residual attributes r t ∈ {−1, 0, 1} n is defined as follows.
The motivation of residual attributes is straightforward and meaningful. c t tells the model how the generated result should look like, whereas r t describes what should be changed based on the input image to produce the desired output, which resembles the idea of residual learning [7] . Given that c s and c t are both multi-hot vectors, the values of r t should be −1, 0 or 1, which mean removing, preserving or adding the related content for the corresponding attribute respectively. In this way, the original task of facial attribute editing can be understood as a problem of arithmetic addition or subtraction, y = G(x, r t ), which enables the model to focus more on what should be modified for the target attributes.
Based on y and c t , we can also conduct the editing reversely conditioned on c s as Fig.1 shows and obtain the reconstructed image, x c = G(y, r s ), where the reverse attributes r s is calculated as follows.
It is noticeable that r s = −r t , which well coincides with the definition of reverse editing. For training, the residual attributes and the reverse attributes need no more annotations, as they can be easily obtained from c t and c s . For inference, r t is also more flexible than c t when c s is unknown. We can simply set certain dimensions of r t as 0 to preserve the attributes that should not be changed, and only set the interested dimensions as −1 or 1 to conduct transformation, which cannot be guaranteed by directly setting c t as c s is unknown.
C. IDENTITY PRESERVATION LOSS
We propose the identity preservation loss to handle the case where the target attributes are exactly equal to the source attributes. In this case, we use r 0 to denote the zero attributes as the residual attributes are all zeros, and use x i to denote the generated result x i = G(x, r 0 ). Intuitively, the model should realize that no changes are needed as all dimension of r t are zeros, so the generator G should guarantee that x i is exactly the same as x, which is regularized by the identity preservation loss defined as follows.
where the L 1 norm is applied to calculate the difference between x and x i . Different from the cycle consistency loss [33] widely used in many image-to-image translation tasks, the identity preservation loss directly deals with the case where c t = c s and helps the model better learn the meaning of 0 in the residual attributes. In the subsequent Experiments section, we discover that the identity preservation loss does facilitate convergence and provide better generated results.
D. VISUAL ATTENTION
The visual attention has been proved effective in general image-to-image translation tasks [2] , [18] , [28] . [29] leverages the visual attention to conduct facial attribute editing but is only able to handle a single attribute at a time. Given that the visual attention can help localize the related regions and improve the generated results, in this paper we also integrate this useful mechanism to conduct editing for multiple facial attributes.
As Fig.2 shows, we modify the generator and now G consists of two sub-modules, the Transform Network (TN) and the Attention Network (AN). Both modules take x and r t as inputs, but TN generates a imageỹ = T (x, r t ) while AN produces an attention mask M = A(x, r t ) of the same resolution withỹ. Ideally, the values of M should be either 0 or 1, which indicates that the corresponding pixel of x is irrelevant or relevant to the residual attributes. Based onỹ and M , we can obtain the refined result y by extracting only the related regions fromỹ and copying the rest from x.
where denotes element-wise multiplication and 1 − M means inverting the attention mask to get the unrelated regions.
In this way, the original editing task is decomposed into two sub-tasks, determining which regions to focus on and learning how to generate realistic images conforming to the residual attributes, which guarantees that the unrelated content is well preserved. The detailed network structures of G, D are illustrated in Fig.2 and will be further discussed in the Implementation section.
E. LOSS FUNCTIONS 1) ADVERSARIAL LOSS
In order to distinguish fake samples from real ones, D learns to minimize the following adversarial loss [5] .
whereas G tries to synthesize fake samples to fool D so the adversarial loss of G acts oppositely.
Here we apply the Wasserstein GAN objectives [6] to stabilize the training process and generate images of higher quality. As [6] suggests, a gradient penalty is imposed on D to enforce the 1-Lipschitz constraint.
wherex are uniformly sampled along straight lines between pairs of real and generated samples.
2) CLASSIFICATION LOSS
The generated results should not only be realistic but also well correspond to the target attributes, which can be achieved by adding an auxiliary classifier to D [3] . We utilize the annotations between x and c s to train the classification capability of D. By minimizing the following classification loss, where c s are the ground truths and D cls (c s |x) are the predicted probability distributions, D learns to infer the most appropriate attributes with confidence for any given images.
At the meanwhile, we also impose the classification loss on G to guarantee that the generated images G(x, r t ) are classified to the target attributes c t supervised by D.
3) CYCLE CONSISTENCY LOSS After editing and reverse editing, it is intuitive that the reconstructed image x c should be exactly the same as the original image x. In other words, the effects of r t and r s should compensate for each other, which is regularized by the following VOLUME 7, 2019 cycle consistency loss [33] .
4) TOTAL LOSS
We combine the losses discussed above to define the total loss functions of D and G to minimize.
where λ cls , λ gp , λ cyc , λ id are the hyper-parameters to control the weights of different loss terms.
IV. IMPLEMENTATION
We implement RAG with TensorFlow 1 and conduct all the experiments on a NVIDIA Tesla P100 GPU. The network architecture of RAG is thoroughly depicted in Fig.2 , where blocks of different colors denote different types of neural layers. For the convolution and transposed convolution layers, the attached texts contain the parameters about the kernels, such as k7n64s1 denoting a kernel with the kernel size of 7×7, 64 filters and the stride size of 1. We apply instance normalization [24] for G but no normalization for D, and the default activation functions of G, D are relu and leaky relu respectively.
The two sub-modules of G, namely TN and AN, both own a Backbone respectively, which share the same architecture but are assigned with different parameters. In the encoder of the backbone, the input is down-sampled by two convolution layers with the stride size of 2. Six residual blocks are employed and the decoder consists of two transposed convolution layers with the stride size of 2 for up-sampling. In order to produce a normalized RGB image in [−1, 1], a convolution layer with 3 filters followed by tanh non-linearity is appended to TN. In contrast, the backbone of AN is followed by a convolution layer with only 1 filter and sigmoid non-linearity to generate an attention mask in [0, 1]. The outputs of TN and AN are further blended with the input image to obtain the refined result y as (5) defines.
The network structure of D is relatively simpler, six convolution layers with the stride size of 2 for downsampling, followed by another two convolution layers for discrimination and classification respectively.
V. EXPERIMENTS
In this section, we conduct extensive experiments on two facial attribute datasets to demonstrate the superiority of RAG against existing literature, both qualitatively and quantitatively.
A. BASELINE
We choose StarGAN [3] as the baseline to compete, which is state-of-the-art on unpaired editing for multiple facial attributes. Other existing literature capable of editing only 1 https://www.tensorflow.org/ a single attribute like DIAT [15] , CycleGAN [33] and IcGAN [21] have been discussed in [3] and surpassed by StarGAN with significant margins, so we mainly compare RAG against StarGAN in subsequent experiments. StarGAN takes the input image x and the target attributes c t as inputs and leverages the cycle consistency loss to preserve unrelated content.
B. DATASETS 1) CeleBA
The CelebFaces Attributes dataset [17] contains 202, 599 face images of 218 × 178 from 10, 177 celebrities, each annotated with 40 binary labels describing facial attributes like hair color, gender and age. We randomly select 2, 000 images as the test set and utilize all the other for training following the splitting strategy of StarGAN for fair comparisons. We select the following 11 attributes to conduct experiments, black hair, blonde hair, brown hair, gender, age, eyeglasses, mouth open, pale skin, rosy cheeks, smiling, beard, as they are more visually meaningful for comparisons.
2) AnimeA
We crawl 31, 970 anime images from a game website 2 , crop the faces with an open-source detector 3 , resize those faces to the resolution of 128 × 128 and obtain rich annotations with another open-source extractor 4 . In the end, we accumulate 27, 772 anime avatar images with 34 facial attributes, which can be utilized to facilitate researches on facial attribute editing. We denote this dataset by AnimeA as it contains anime avatars with attribute annotations and Fig.3 illustrates some samples of the dataset. The faces of AnimeA are more diverse in shape, style as well as color than those of CelebA and experiments on such a dataset can further verify the universal superiority of our approach. We randomly select 1, 000 images as the test set and utilize all the other for training. For simplicity, we select the following 13 attributes to conduct experiments, blonde, brown, black, blue, pink, purple for hair color, and blue, red, brown, green, purple for eye color, blush and open mouth.
C. TRAINING
The images of CelebA are cropped centrally and resized to the resolution of 128 × 128 for preprocessing. For the training images of both datasets, We apply random horizontal flipping for augmentation. All the parameters of the neural layers are initialized with the Xavier initializer [4] and we set λ cls = λ gp = λ cyc = λ id = 10 for all experiments following the settings of [3] . The Adam [13] optimizer is utilized with β 1 = 0.5, β 2 = 0.999 and we train our model for 20 epochs on CelebA, fixing the learning rate as 0.0001 for the first 10 epochs and linearly decaying it to 0 over the next 10 epochs. As for AnimeA, we train the models for 150 epochs and apply a similar strategy of learning rate decay.
We set the batch size to 16 and perform one generator update for every five discriminator updates [6] . For each iteration, we obtain a batch of x and c s from the training data, randomly shuffle c s to obtain c t and calculate r t , r s accordingly, which imposes G to edit faces for various target attributes.
D. ABLATION STUDY
We construct the following three variants of RAG to investigate the individual contributions of different components.
• RAG-1: Feeding the residual attributes r t to G instead of the target attributes c t . In fact, all the other settings of RAG-1 are the same as StarGAN.
• RAG-2: Applying the identity preservation loss based on RAG-1.
• RAG-3: Applying the visual attention based on RAG-2. The differences among StarGAN and the three variants of RAG are reported in Table 1 . As a result, the individual contributions of the residual attributes, the identity preservation loss and the visual attention can be separately uncovered by comparing RAG-1 against StarGAN, RAG-2 against RAG-1 and RAG-3 against RAG-2. The processing speeds of StarGAN, RAG-1 and RAG-2 in seconds on a Intel Core i5 CPU are equal as the residual attributes and the identity preservation loss require no more computation for inference. In contrast, RAG-3 costs more time as it contains two sub-modules to calculateỹ and M respectively. In practice, RAG-3 is a better choice if the application cares more about performance rather than real-time inference, otherwise it is also good enough to use RAG-2 instead. 
1) SINGLE ATTRIBUTE EDITING
We optimize the above four models on the training images of CelebA and compare their performances on the unseen test set. For single attribute editing, the generated results and the residual images are illustrated in Fig.4 , where the residual image x is defined as the difference between the input image x and the generated image y, so a residual image with fewer non-zero values means fewer modifications are made.
As Fig.4 shows, the models are supposed to present the categorical attributes like hair colors, and invert the binary attributes in contrast to the input image, such as from female to male for gender, from young to old for age and so on. StarGAN fails to produce satisfactory results as too many unrelated modifications are made according to the residual images, which means that StarGAN cannot disentangle the patterns and accurately localize the related content of different attributes. Large regions such as the cloth suffer from undesired changes in hue, which critically degrade the editing quality and are also observed in generated results of StarGAN for other samples.
In contrast, simply feeding r t instead of c t results in quite better results (RAG-1 against StarGAN). According to the residual images, RAG-1 only modifies the pixels that are more related to each attribute and the critical problem of changes in hue are also solved. After applying the identity preservation loss (RAG-2 against RAG-1), we find that the residual images are further suppressed and less activated, which demonstrate that the identity preservation loss does facilitate convergence and play a similar role to the cycle consistency loss. Lastly, the visual attention significantly helps localize the related regions for different attributes (RAG-3 against RAG-2) and improve the editing quality. However, we also observe that RAG-3 may produce worse results than RAG-2 when the attention masks are not so accurate (see the blonde hair in RAG-3).
2) AVERAGE CHANGE
To make the comparisons more straightforward, we define the Average Change (AC) as follows.
where x denote a test image and x can be one of the 11 residual images in Fig.4 . AC evaluates the average change when conducting single attribute editing for the 11 attributes VOLUME 7, 2019 FIGURE 4. Generated results and residual images of different models on the test set. The residual attributes and the identity preservation loss both contribute to better preservation of unrelated regions and higher quality of generated results (RAG-1 against StarGAN and RAG-2 against RAG-1).
on a certain test image, and should be in [0, 1] for images normalized in [0, 1] . We calculate the values of AC with the four models on the 2, 000 test images of CelebA and report the distributions in Fig.5 . Intuitively, a distribution with smaller mean and variance is better, as it demonstrates that the corresponding model can faithfully preserve the unrelated regions in a more stable manner. According to Fig.5 , we rank the four models from best to worst, RAG-3, RAG-2, RAG-1, StarGAN, which well agrees with the observations of Fig.4 .
3) LINEAR INTERPOLATION
We investigate the capability of the four models to conduct linear interpolation for a certain attribute. As Fig.6 shows, the left-most columns are the input images with c s = 0 and the other columns are generated with c t = 0.0, 0.25, 0.5, 0.75, 1.0 for male and pale skin respectively. Although the four models are trained with discrete labels, all of them can robustly handle continuous values of target attributes. However, StarGAN produces too many undesired modifications influencing the hair color, the background and so on. As we integrate the residual attributes (RAG-1), the identity preservation loss (RAG-2) and the visual attention (RAG-3) step by step, the model can learn to better localize the most related regions and preserve the unrelated content.
Based on the above three experiments for ablation study, we arrive at the following conclusions. • Both the residual attributes and the identity preservation loss can help the model better understand the patterns of different attributes and generate results of higher quality.
• The visual attention is effective in localizing the related regions for different attributes, but costs more time and may lead to poor results when the attention mask is inaccurate.
E. QUALITATIVE EVALUATION
We further conduct qualitative evaluation for our approach and StarGAN by editing multiple attributes. Fig.7 illustrates the generated results and the residual images of the two models for multi-attribute editing, where H, G, A denote hair, gender, age respectively. Here we mainly compare RAG-3 against StarGAN as it performs better than the other two variants according to previous experiments. As Fig.7 shows, StarGAN fails to generate visually reasonable images as it cannot disentangle the patterns of different attributes, thus leading to a lot of undesired modifications. In contrast, RAG-3 can always produce results of higher quality and the residual images demonstrate the capability of RAG-3 to better focus on the related regions, such as the hair when editing hair color and the face when editing gender or age. With the effective residual attributes, the identity preservation loss and the visual attention, RAG-3 can capture the patterns of each attribute and surpasses StarGAN by significant margins.
F. QUANTITATIVE EVALUATION
The quantitative evaluation is conducted in a crowd-sourcing manner. For each of the 2, 000 images in the test set, we obtain a pair of candidates on a certain editing task with StarGAN and RAG-3. Seven tasks are considered to contain both single-attribute editing and multi-attribute editing, including H, G, A, HG, HA, GA, HGA. In order to save the labor of human labeling, other editing tasks are not involved. The volunteers are instructed to select the better one based on three criterion, the perceptual realism, the quality of editing for target attributes, and the preservation of original identity.
The statistics are reported in Table 2 , where Pass means the volunteers cannot make a choice when the two candidates are as good or as bad. The generated results depend heavily on the quality of the input images, and both models may perform poorly when the input images are blurred and undersaturated, which accounts for a large proportion of Pass. For single-attribute editing, RAG-3 surpasses StarGAN by winning 66.9% more votes on average. For the more complicated tasks of multi-attribute editing, the percentages of Pass increase a lot, but RAG-3 is still superior to StarGAN with a significant margin of 41.3% on average.
We also utilize another two metrics that are commonly used in image generation tasks for quantitative evaluation, the Inception Score (IS) [1] and the Fréchet Inception Distance (FID) [8] . For StarGAN and the three variants of RAG, we produce a fake set with each model by editing the 11 attributes on the test set, so each fake set contains 22, 000 in all. Then we repeat the test set for 10 times to obtain 22, 000 real images as the real set. Based on the real set and the four fake sets, we calculate IS and FID for the four models and report the results in Table 3 , where a higher IS and a lower FID are better. The values of IS are relatively lower as the fake sets only contain human faces. We are delighted to find that the statistics are completely in accordance with the conclusions drawn from previous experiments, demonstrating that all the three mechanisms contribute to better performances in both IS and FID.
G. RESULTS ON AnimeA
We train StarGAN and the three variants of RAG on the training set of AnimeA. Fig.8 illustrates the generated results and residual images of different models on a test image of AnimeA. StarGAN still produces poor results with undesired changes and the mouths are wrongly modified for almost all tasks. As we gradually integrate the residual attributes (RAG-1), the identity preservation loss (RAG-2) and the visual attention (RAG-3), fewer regions are modified accord- ing to the residual images. The visual quality of the generated results also becomes higher and higher.
We calculate the values of AC for the 1, 000 images in the test set of AnimeA with the four models. As Fig.9 shows, the distributions follow similar patterns observed in Fig.5 , namely RAG-3 better than RAG-2, RAG-1 and StarGAN. We also calculate IS and FID for the four models on AnimeA and report the statistics in Table 4 . The results of FID faithfully agree with previous conclusions, but those of IS fail to preserve similar patterns, which may be caused by the fact that there are few anime images in the ImageNet [23] dataset.
VI. CONCLUSION
In this paper, we propose RAG, a novel generative adversarial network to conduct facial attribute editing with a single generator. We propose to learn the residual attributes instead of the target attributes and introduce the identity preservation loss to facilitate convergence. Furthermore, we construct an anime avatar dataset with rich annotations from scratch, which can be utilized to promote researches on facial attribute editing. Extensive experiments on two datasets demonstrate that both the residual attributes and the identity preservation loss can lead to better performances, both qualitatively and quantitatively.
