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Abstract
Hyperparameter optimisation is a crucial process in searching
the optimal machine learning model. The efficiency of finding
the optimal hyperparameter settings has been a big concern
in recent researches since the optimisation process could be
time-consuming, especially when the objective functions are
highly expensive to evaluate. In this paper, we introduce an
intelligent evolutionary optimisation algorithm which applies
machine learning technique to the traditional evolutionary al-
gorithm to accelerate the overall optimisation process of tun-
ing machine learning models in classification problems. We
demonstrate our Intelligent Evolutionary Optimisation (IEO)
in a series of controlled experiments, comparing with tra-
ditional evolutionary optimisation in hyperparameter tuning.
The empirical study shows that our approach accelerates the
optimisation speed by 30.40% on average and up to 77.06%
in the best scenarios.
Introduction
Hyperparameter tuning plays an important role in the pro-
cess of training an optimal machine learning model. During
the training process, the performance of the target model is
evaluated by monitoring metrics such as the values of the
loss function or the accuracy score on the test/validation set,
on which basis the hyperparameters can be fine-tuned to im-
prove the model efficiency.
However, it usually takes a significant amount of time to
find the optimal set of hyperparameters, especially for the
case where a model has a large number of hyperparameters
(hundreds of hyperparameters can be tuned in some models),
or where the fitness function is expensive to execute, caus-
ing optimisation methods such as evolutionary algorithms,
Bayesian optimisation, grid search, random search etc. to
hardly scale in hyperparameter tuning. In other words, each
time the hyperparameters are adjusted, the target model has
to be retrained to evaluate the model performance, which is
very inefficient when the model has a high level of complex-
ity and expenses (Coates, Ng, and Lee 2011).
Many recent researches have been devoting on finding
better algorithms to shorten the optimisation process of hy-
perparameter tuning. Random search is shown effective at
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finding good regions for sensitive hyperparameters (Jader-
berg et al. 2017). Sequential Model based optimisation
(SMBO) (Hutter, Hoos, and Leyton-Brown 2011) has been
proven improved ability to deal with randomness and re-
duce the computational overhead (Snoek, Larochelle, and
Adams 2012). In addition, reinforcement learning is also
regarded as an effective approach for finding the optimal
hyperparameter set, especially for architecture network de-
sign (Jomaa, Grabocka, and Schmidt-Thieme 2019a). Other
than that, evolutionary algorithm has been widely used as
a multi-objective approach to optimise the hyperparameter
set in machine learning models and has been proven having
an efficient and outperforming performance (Chatelain et al.
2007).
In this paper, we propose an intelligent evolutionary algo-
rithm optimisation which combines the logic of traditional
evolutionary algorithm with machine learning technique to
intelligently understand the pattern of under-performing hy-
perparameters. This enables the ability of skipping unnec-
essary model training, which results in saving the execu-
tion time while maintaining the comparable performance in
terms of convergence in classification problems.
The primary contributions of this article are summarised
as follows:
• Improve the optimisation efficiency. We incorporate our
approach with evolutionary algorithm and compared the
execution time of the original optimisation process with
the proposed approach Intelligent Evolutionary Optimi-
sation (IEO) in the case of executing the same iterations.
The results show that the proposed approach can acceler-
ate the optimisation speed up by 4.36 times.
• The proposed approach can keep the comparable perfor-
mance with the original optimisation process. The exper-
imental results show that there is no significant difference
between the optimal solutions generated by original evo-
lutionary algorithm and IEO. Therefore, while our algo-
rithm improves efficiency, it will not affect the original
optimisation algorithms performance.
• The proposed algorithm shares the same interface as
original Evolutionary Algorithm. The primary logic of
evolutionary algorithm is not changed. Therefore, users
can improve the proposed algorithm easily without many
changes.
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Related Work
There are many different techniques that have been invented
to solve the hyperparameter tuning problem (Bergstra et al.
2011). Two of the most widely used hyperparameter tun-
ing techniques are grid search (Ndiaye et al. 2019) and ran-
dom search (Bergstra and Bengio 2012). In grid search, a.k.a
brute force search, a grid of hyperparamters are set up for
evaluation, which covers every combination of hyperparam-
eters. The disadvantage of this approach is that the grid
grows exponentially with the number of hyperparameters.
Unlike grid search, random search select random combina-
tions of hyperparmaters to evaluate, which over the same do-
main is able to find models that are as good or better within
a small fraction of the computation time. It finds better mod-
els by effectively searching a larger, high dimensional space,
less promising configuration space (Bergstra and Bengio
2012) and also has been shown to be sufficiently efficient
for learning neural networks for several datasets (Bergstra
et al. 2011).
In order to improve the efficiency of hyperparame-
ter tuning process, Sequential Model based optimisation
(SMBO) (Hutter, Hoos, and Leyton-Brown 2011) has been
used in many applications where evaluation of the fit-
ness function is expensive. The most typical and widely
used one is Bayesian optimisation, which is assuming that
the unknown function was sampled from a Gaussian pro-
cess and maintains a posterior distribution for this function
as observations are made (Snoek, Larochelle, and Adams
2012). In terms of picking the hyperparameters of the next
experiment, one can optimise the expected improvement
(EI) (Srinivas et al. 2009) over the current best result or
the Gaussian process upper confidence bound (UCB). The
most optimal hyperparameter set would achieve the maximal
EI (Hutter, Hoos, and Leyton-Brown 2010). Bayesian opti-
misation demonstrates powerful performance on tuning con-
volutional (Snoek, Larochelle, and Adams 2012) and fully-
connected (Mendoza et al. 2016) neural networks. However,
the relationship between the covariance function and its as-
sociated hyperparameters is hard to be determined in prac-
tical problems (Snoek, Larochelle, and Adams 2012). Be-
sides, these methods are based on prior over functions like
Gaussian processes. This requires an increasing number of
data points to find better solutions in higher dimensional
spaces (Falkner, Klein, and Hutter 2018).
Hyperparameter optimisation is also addressed within
the scope of reinforcement learning, specifically for archi-
tectural network design (Jomaa, Grabocka, and Schmidt-
Thieme 2019b). In reinforcement learning, an agent is
trained to learn a policy to take a better action by giving a
reward for its action according to the current state. Hence, in
hyperparameter tuning problem, the agent would be given
a reward if the whole progress is shown to be maximis-
ing the objective values (Dong et al. 2018). Recent studies
have applied RL into tuning the hyperparameters for neural
network (Dong et al. 2018; Jomaa, Grabocka, and Schmidt-
Thieme 2019b) and have proven that reinforcement learning
is suitable and outperforming than Bayesian optimisation for
tuning dynamical hyperparameters (Dong et al. 2018). Nev-
ertheless, deep reinforcement learning systems are known to
be very noisy (Henderson et al. 2018). Various factors like
the scale of reward, randomness in seed solution and envi-
ronment dynamics could be affecting the sensitivity of the
algorithm and result.
Apart from the above techniques, evolutionary algorithm
is also recognised as a promising optimisation approach to
have a comparable performance and shorten the execution
time. Instead of searching the nearby optimal solution like
Bayesian Optimisation, evolutionary algorithm is searching
in a global space to pursue a better solution. After initialis-
ing the first population randomly and evaluating each indi-
vidual via fitness function, the optimisation process evolves
towards better regions of the search space through selection,
crossover and mutation in each population. The solutions
with better objective values are retained as much as possible
to the next generation, and the evolution of the next popu-
lation can guarantee exploration of high-potential new so-
lutions. Some open source frameworks like DEAP (Fortin
et al. 2012), provide practical tools for rapid prototyping
of custom evolutionary algorithms, and are widely used for
hyperparmater-tuning purposes/projects. Recent experimen-
tal study shows that evolutionary algorithm has a significant
improvement over the state-of-the-art (Bochinski, Senst, and
Sikora 2017; Chatelain et al. 2007; Friedrichs and Igel 2005;
Wu et al. 2007) performances of machine learning.
Concurrent with our work, even though in the recent stud-
ies, the evolutionary algorithm has been shown to be com-
pared favourably to the state-of-art hyperparameter tuning
benchmark, the whole optimisation process would still take
a long time, especially when the fitness function is expen-
sive to execute. Hence, in this paper, we propose a novel
approach on the basis of the existing evolutionary optimi-
sation algorithm, which can further shorten hyperparameter
tuning execution time and speed up to achieve the conver-
gence. A similar work was proposed by Smith et al. (Smith,
Doherty, and Jin 2013) by assembling Recurrent Neural Net-
work into Surrogate-Assisted evolutionary optimisation to
predict the convergence, such that the training of the surro-
gate model can be stopped early to reduce the total times of
evaluating the expensive fitness function. Instead of predict-
ing the convergence, IEO predicts the occurrences of under-
performing hyperparameters and skips unnecessary evalua-
tion during the optimisation process so as to get benefit from
saving evaluation time.
The Solution Approach
The proposed IEO applies machine learning techniques to
further shorten the optimisation process based on traditional
evolutionary algorithm.
When the traditional evolutionary algorithm is used to
optimise hyperparameters, the initial populations, which do
not necessarily include the optimal hyperparmater values,
will be generated randomly. During the traditional optimi-
sation process, in order to find the optimal solution, only
the fitter solution will be passed to the next generation.
After the crossover and mutation process on the current
generation, the next set of hyperparameters will be gener-
ated and fed into fitness function. This process is continu-
ously repeated until the optimal hyperparameters are found,
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Figure 1: IEO Architecture
that is, the objective values from fitness function are max-
imised/minimised.
Distinguished from traditional evolutionary algorithm,
IEO does not evaluate all individuals during the optimisa-
tion process. Instead, in the optimisation process, IEO uses a
machine learning model to predict the selection of solutions
between some generations during the process, that is, to de-
termine whether the newly generated solutions are “worthy”
to be evaluated by the fitness function before they are fed
into it. If a solution is predicted as not having better ob-
jective value(s) than its parents, it would be assigned a null
value without actual evaluation and will be eliminated be-
fore the next generation. Thereby the total number of eval-
uations could be remarkably reduced and the optimisation
duration could be shortened. Since IEO only uses machine
learning technique to predict the performance of each indi-
vidual, it does not affect the internal logic of the entire opti-
misation algorithm.
As for the criteria for determining whether the solution
is good enough to evaluate, we compare the solution with
its parent solutions. According to the fundamental idea of
evolutionary algorithm, the offspring with the better perfor-
mance have higher probability to survive and be selected
into the next generation after modifying their genomes. In
IEO estimator, each estimated solution is compared with its
parent solutions to see if it outperforms or dominates its par-
ents. Only the solution estimated as dominating its parents
will be evaluated. Otherwise, for estimated dominated solu-
tions, they will be regarded as less fit offspring and get null
value directly, because theoretically, they will not likely be
used to form a new generation in the optimisation process.
Algorithm 1 IEO main logic
Require: solution, estimator model
if estimate condition then
est value = estimate(solution, estimator model)
if evaluate condition then
objective values = evaluate(solution)
historical solutions.append(solution)
else
objective values = null
end if
else
objective values = evaluate(solution)
historical solutions.append(solution)
if train condition then
# Update the model
estimator model = train model(historical solutions)
end if
end if
Algorithm 2 Build/Update Estimator Model: train model()
Require: all executed solutions
for solution s in all executed solutions do
label 1 = s  s.parent 1
label 2 = s  s.parent 2
train data.append([s features, s.parent 1 features, label 1])
train data.append([s features, s.parent 2 features, label 2])
end for
Model = train(train data)
return Model
IEO estimator training details
The core of IEO is a binary classifier model. The primary
idea of integrating a binary classifier is that after executing
the fitness function for comparison and selection between
generations a certain number of times, all the historical so-
lutions are used to generate a training dataset for training
the base model of the estimator, to predict the likely perfor-
mance of some subsequently generated solutions.
In terms of the training dataset format of the estimator,
after a certain number of iterations, all the historical solu-
tion will be concatenated pairwise as training data. To be
more specific, we form [solution 1, solution 2, label] as a
data point of training data, wherein the solution 1/2 repre-
sent the hyperparameters of the solution, and “label” indi-
cates a comparison result between the two solutions. Based
on the comparison outcome with two solutions, the label is
set to 1 if solution 1 dominates solution 2, otherwise it is set
to 0.
In consideration of the data quality, at least the first 15%
of the historical solutions will be fed into fitness function
rather than the estimator, to obtain their objective values for
comparison and selection and to form the training datasets
for training the predictor model of the estimator. Further-
more, in order to minimise the impact of overall perfor-
mance, the predictor model of the estimator will be retrained
every few generations during the entire optimisation process
to ensure a relatively stable prediction performance of the
model.
Algorithm 3 Estimate solution: evaluate()
Require: solution s
predict 1 feature = s features, s.parent 1 features
predict 2 feature = s features, s.parent 2 features
prediction 1 = model(predict 1 feature)
prediction 2 = model(predict 2 feature)
if prediction 1 == True or prediction 2 == True then
return True
else
return False
end if
Table 1: This table shows the property of the datasets used
in our experimental study. The #Attributes, #Instances, and
#Classes present the number of attributes, instances, and
classes in each dataset, respectively.
Name Source #Attributes #Instances Accuracy #Classes
blood UCI 4 749 83% 2
gametes 1 OpenML 19 1,600 79% 2
gametes 2 OpenML 19 1,600 69% 2
spam test UCI 57 4,601 95% 2
credit card UCI 24 30,000 82% 2
heart diease UCI 18 1,599 98% 5
thyroid OpenML 27 2,800 76% 5
gesture OpenML 32 9,873 56% 5
theorem-proving OpenML 51 6,118 63% 6
wine-quality-red OpenML 12 2,800 81% 7
IEO estimator predict
The estimator is triggered when a predictive model is built
based on a certain number of evaluation results. It predicts
whether the newly generated solutions are better than their
parents, hence whether worthy of being fed into evaluation
process or not. When an offspring solution is predicted as
worse than its parent, the execution of the fitness function
can be omitted. And this solution will be marked as the worst
individual directly, for instance, assigning its objective value
as null, without being evaluated by fitness function or being
added into the new generation.
Empirical Study
An experimental study is conducted on ten real-world classi-
fication datasets. Two approaches are compared: IEO and a
single-objective evolutionary algorithm (genetic algorithm).
Henceforth, we will refer to the second approach as “EA”,
which is well described in (Whitley 1994), and we will not
expand the details of it in the paper.
Datasets
we utilise ten popular dataset listed in table 1 from UCI and
OpenML, covering data for both binary and multiple clas-
sification. Each type contains data of different complexity,
such as different number of features or data volumes. Fur-
thermore, for each type of data, we choose data in different
qualities, which means that after we applied a basic machine
learning model, we pick the data with different levels of test
accuracy.
Experimental Setup
Experiments were performed in the environment of Ubuntu
18.04 LTS and Python 3.7, and the experiments were run in
three Microsoft Azure F32s-v2 virtual machines with Intel
Xeon Platinum 8272CL (Cascade Lake) processors and In-
tel Xeon Platinum 8168 (Skylake) processors, featuring 32
cores and 64GiB of RAM.
Single objective genetic algorithm has been used for op-
timisation process, wherein Simulated Binary Crossover
(SBC) with 100% probability to generate next set of hy-
perparameter is selected as crossover method and Polynom-
ina Mutation with 1/number of parameters probability
is used for mutating the gene which refers to a single hyper-
parameter, and 2-way tournament selection helps to choose
the best individual from each tournament and keep them for
the next crossover.
Research Questions
To evaluate the IEO framework, we carry out an experimen-
tal study to assess the effectiveness and efficiency of this ap-
proach. In the experiment, we demonstrate why we should
integrate machine learning based estimator with the evolu-
tionary algorithm in the process of hyperparameter tuning,
and how much improvement can be achieved by employing
IEO as a hyperparameter tuning tool, thus raising two main
research questions:
RQ1: Can machine learning models effectively estimate
the fitness of a solution?
We investigate the performance of estimator on predict-
ing the quality of the given hyperparameter setting. We anal-
yse the performance quality by looking into the accuracy of
predicting if the performance of a hyperparameter setting is
dominated by another hyperparameter setting. This research
question is a foundation for applying IEO on hyperparame-
ter tuning problem.
RQ2: What is the effectiveness and efficiency of IEO in
the process of hyperparameter tuning?
This question can be expressed in a quantified manner as
to how much performance improvement can be obtained by
IEO compared with the EA. This question is composed of
two more detailed sub-questions (RQ2.1, and RQ2.2):
RQ2.1: Can our approach improve the efficiency of the
hyperparameter tuning progress? To understand the effi-
ciency of the IEO, we compare the convergence of IEO with
EA in terms of two convergence metrics (execution time and
iteration numbers).
RQ2.2: Does IEO affect the performance quality of the fi-
nal optimisation result? We statistically measure the perfor-
mance difference between the optimal solutions generated
by IEO and EA to see whether IEO can explore nearly good
or even better hyperparameter settings.
Experiment Results
In this section, we present the results of the experimental
study, and interpret the research questions sequentially and
separately to explain why IEO is better than traditional evo-
lutionary algorithm for hyperparameter tuning.
RQ1: Can machine learning models effectively
estimate the fitness of a solution?
In order to answer this question, we apply different clas-
sification machine learning models on historical solutions
to understand the ability of these machine learning models
on learning the pattern between hyperparameters and model
performance. We collect all generated solutions from opti-
misation process, and match them pairwise to form dataset
as [solution 1, solution 2, label] wherein label represents the
non-dominated sorting result of two solutions. We use non-
dominated sorting approach here because this enables the
ability of applying the proposed approach on multi-objective
based hyperparameter tuning. Based on the mechanism of
pairwise comparison, there are k ∗ (k − 1)/2 comparisons
generated from k historical solutions. And the average ratio
of label 1 and label 0 are 0.64 and 0.36, respectively. The
reason why the percentage of two labels are not equal is that
there are some comparisons that are non-dominated. After
we generated the dataset and splitted the data into training
set and testing set, we then apply various machine learning
models to validate whether the models are able to estimate
the performance of a machine learning model by giving an
unseen hyperparameter setting. To understand the possible
cost of introducing the proposed approach in hyperparam-
eter tuning process, we also record the execution time of
model training.
RQ1 can be answered by Table 2, which illustrates the
accuracy scores and execution times of different machine
learning models.
We apply 9 different most well known classification ma-
chine learning models (such as XGBoost Classifier, SVM,
and MLP classifier) on selected dataset, to have the best pos-
sible variety. As is shown in Table 2, among all the dataset,
the test accuracy scores of selected machine learning mod-
els are between 68.19% and 100.00%. Besides, most of the
models can finish the train and predict process in less than 3
seconds, except for SVM and GaussianProcess.
Comparing all the models, we can see that overall XG-
Boost Classifier has the best predictive performance on all
the dataset with a stable prediction accuracy rate of at least
91.61%, and up to 99.75%. Besides, under the premise of en-
suring a certain accuracy rate, XGBoost Classifier has a rel-
ative short execution time. On average, it takes up to 2.5s to
train the model and around 0.01s to predict the result. During
the optimisation process, depends on the expense of fitness
function and the size of dataset, each evaluation process usu-
ally takes a few seconds or much longer. Some individuals
which are predicted as having poor performance would not
be fed into the fitness function, its corresponding evaluation
process can be skipped, and considerable processing time
can still be saved. Therefore, although XGBoost Classifier
is not one of the most time-saving model, considering the
better predictive performance, we apply it as the base model
of IEO optimisation process. In other words, compared with
the time saved in the entire optimisation process, the time
cost of training process for XGBoost Classifier is negligible
and acceptable.
Therefore, from the experiment, we can conclude that ma-
chine learning can effectively estimate the performance of
the machine learning model in general and XGBoost Classi-
fier could be selected as the base model in our IEO estimator
to reduce the deviation of the experimental results due to the
unstable performance of the estimator model.
RQ2: What is the effectiveness and efficiency of
IEO in the process of hyperparameter tuning?
To answer this question, we ran a series of controlled ex-
periments to investigate the effectiveness and efficiency of
IEO. Three popular classification machine learning mod-
els (Xgboost Classifier, Randomforest Classifier and Label
Spreading Classifier) are used as subjects in the experimen-
tal study. The experimental study is undertaken under the
same termination criteria (same iterations number) and the
same dateset. The only difference is the algorithms used for
hyperparameter optimisation. In order to reduce bias and
avoid the contingency of experiment results, the experiments
across all the selected dataset are repeated 30 times. We nor-
malise the experiment result by the maximal execution time
in each comparison (normalised val = val/max val) to
intuitively demonstrate the difference. Specifically, in each
comparison, the maximum value among 30 results of EA
gets transformed into 1 and every other values of EA and
IEO are transformed into a decimal between 0 and 1. Ad-
ditionally, we use the Wilcoxon Test and Student’s t-test to
observe the statistical power between the controlled experi-
ments.
RQ2.1 Can our approach improve the efficiency of the hy-
perparameter tuning progress?
In response to this question, we compared the overall time
taken by the EA and IEO approach.
Figure 2 shows that our IEO effectively reduces the op-
timisation time in all subjects. Through statistical experi-
ment results, with our IEO optimisation mechanism, the en-
tire optimisation process speeds up about 30.40%, and up
to 77.06% improvement among three target machine learn-
ing models in the best scenarios. Besides, the average p-
value is much less than 0.0001, which indicates strong ev-
idence that our improvement is statistically significant. This
result also proves the hypothesis in RQ1 that comparing with
the whole process of optimisation, the training time of base
model would not make a big impact and could be neglected.
It should be noted that the current proportion of saved time
could be affected by a few factors, such as the number of
times the fitness function is actually executed before starting
the estimator, the setting of how many individuals are esti-
mated during the process and the times to retrain the IEO
model. Those influencing factors lead to a case by case re-
sult.
In terms of the convergence time, we calculated the num-
ber of iterations when the objective function reaches its max-
imum (or minimum) value. As shown in Figure 3, in general,
while improving the optimisation time, the convergence rate
of IEO is comparable with EA. In addition, among three
models, the Wilcoxon statistical p-values of the difference
are 0.381, 0.283 and 0.471 respectively, which indicate there
is no statistical significant between the result.
Table 2: This table compares the accuracy scores and execution times of different machine learning models applying on histor-
ical data comes out from evolutionary optimisation.
Randomforest Xgboost Extratree SVM Adaboost GaussianProcess Kneighbours GradientBoosting MLP
blood train acc/ test acc 99.19% / 83.96% 97.29%/ 93.94% 100.00% / 81.30% 85.70% / 68.19% 78.10% / 78.70% 89.54% / 69.15% 78.73% / 70.87% 83.36% / 82.60% 71.19% / 69.69%
exec time (s) 0.67 2.21 0.56 26.08 0.86 325.86 1.05 2.82 4.62
credit card train acc/ test acc 99.66% / 86.42% 97.64% / 92.71% 100.00% / 83.22% 94.80% / 70.07% 81.83% / 81.36% 98.57% / 71.86% 84.85% / 76.42% 85.18% / 84.09% 76.66% / 75.46%
exec time (s) 0.64 2.23 0.56 22.93 1.04 251.05 1.03 3.93 3.94
spam test train acc/ test acc 99.74% / 100.00% 100.00% / 99.31% 100.00% / 94.68% 99.17% / 71.43% 90.57% / 90.58% 100.00% / 82.37% 90.84% / 84.94% 94.45% / 94.00% 87.65% / 85.70%
exec time (s) 0.66 2.19 0.46 20.86 1.11 260.91 1.03 4.11 12.56
Gametes 1 train acc/ test acc 99.64% / 92.71% 99.98% / 99.19% 100.00% / 99.34% 98.13% / 70.85% 84.79% / 84.03% 99.94% / 79.57% 87.93% / 82.46% 90.17% / 89.55% 83.95% / 82.28%
exec time (s) 0.67 2.17 0.56 26.07 1.34 254.21 1.02 3.76 13.66
Gametes 2 train acc/ test acc 99.60% / 95.73% 100.00% / 99.75% 100.00% / 94.23% 75.14% / 75.59% 89.50% / 90.04% 99.02% / 73.71% 87.81% / 81.70% 92.90% / 93.10% 82.30% / 82.33%
exec time (s) 0.66 2.07 0.56 21.69 0.99 254.43 1.11 3.65 7.95
heart diease train acc/ test acc 99.63% / 90.92% 98.56% / 95.30% 100.00% / 89.19% 93.28% / 72.46% 84.28% / 83.62% 95.74% / 74.83% 84.49% / 77.20% 89.01% / 88.64% 83.48% / 80.78%
exec time (s) 0.67 2.31 0.56 23.47 0.99 328.43 1.12 3.5 5.93
gesture train acc/ test acc 99.84% / 96.38% 99.59% / 98.08% 100.00% / 95.73% 92.85% / 87.65% 94.36% / 94.88% 95.74% / 91.59% 94.98% / 93.15% 95.69% / 95.44% 88.37% / 88.90%
exec time (s) 0.57 2.17 0.56 17.9 0.78 329.03 1.43 2.24 0.45
thyroid train acc/ test acc 99.47% /85.75% 96.10% / 91.61% 100.00% / 82.82% 86.40% / 76.60% 81.83% / 82.19% 91.39% / 76.67% 84.64% / 77.96% 84.96% / 85.08% 76.54% / 77.29%
exec time (s) 0.67 2.18 0.56 23.11 0.88 289.87 1.86 2.94 7.13
wine train acc/ test acc 99.60% / 90.16% 98.05% / 94.12% 100.00% / 88.10% 90.96% / 79.35% 87.51% / 86.31% 94.73% / 81.79% 88.68% / 83.83% 88.99% / 88.21% 80.82% 78.99%
exec time (s) 0.67 2.23 0.56 18.92 1.06 293.88 1.51 3.63 6.6
theorem proving train acc/ test acc 99.38% / 87.05% 96.45% / 92.51% 100.00% / 84.99% 89.34% / 76.10% 84.88% / 84.56% 92.00% / 81.45% 88.15% / 81.86% 86.58% / 86.53% 72.16% / 71.12%
exec time (s) 0.67 2.15 0.56 17.89 0.82 294.05 1.16 2.63 6.41
overall rankiing train acc/ test acc 2.5/2 2.6/1.2 1/3.3 5.3/8.8 7.8/5 3.5/7.7 6.9/6.3 6/3.5 9/7.2
exec time (s) 2.1 5.1 1.1 8 3.4 9 3.8 6.1 6.4
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Figure 2: Optimisation process execution time. The lower,
the better.
Therefore, while keeping the convergence speed, the en-
tire optimisation process can save at least a few minutes and
up to hundreds of minutes, depending on the difficulty of
the data set and the complexity of the model to be tuned,
which proves that IEO reduces the time cost of optimisation
process significantly (this answers RQ2.1).
RQ2.2 Does IEO affect the performance quality of the fi-
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Figure 3: Convergence speed in terms of the number of iter-
ation. The lower, the better.
nal optimisation result?
To answer this question, we present the comparison be-
tween objective values of optimal solutions respectively ob-
tained by EA and IEO under the same experimental configu-
ration. For this, we use EA and IEO to run each hyperparam-
eter optimisation experiment for each dataset on the same
model for 30 times, and statistically compare the optimal
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Figure 4: Optimality of the optimal solutions. The higher,
the better.
solutions obtained by the two algorithms to verify whether
our algorithm IEO has a comparable performance as the well
known EA. From Figure 4 and the statistical test result, it is
clear that the difference between the benchmark and IEO is
negligible.
From all the experiments’ results, the Wilconxon statis-
tical p-value of the difference of three models are 0.365,
0.312 and 0.486, which is much higher than 0.05 and re-
ferring strong evidence that there is no statistically signifi-
cant between EA and IEO’s performance. Though IEO skips
the evaluation part for some under-performed solutions dur-
ing the optimisation process, it still guarantees the overall
performance quality comparing with the EA. Accordingly, it
illustrates that IEO can effectively predict the performance
of the solution by comparing its parent solution with itself.
From the above experiment result, it shows that our ap-
proach could improve the efficiency of evolutionary algo-
rithm optimisation without affecting the original optimisa-
tion’s performance, which answers RQ2.2.
Threats to validity
One threat may come from the experiment environment.
When comparing the efficiency of IEO and EA, we com-
pared the execution time of the entire optimisation process.
Different device configuration and memory usage will affect
the experiment result. We mitigate this threat by running the
experiments on independent azure machines, excluding all
the other system application to make sure the consistency of
the experimental environment.
Another threat may come from the characteristics of algo-
rithm we use. In our experimental study, genetic algorithm
was selected as the control group. We select it as a base line
since it is one of the most popular and advanced evolution-
ary algorithm. The stochastic characteristics of optimisation
algorithms may lead to the possibility of diversification of
results.
In addition, biases in datasets, like selection biases or re-
call bias can produce misleading result. The missing values,
imbalanced classification or other biases will interfere with
the accurate prediction of the model and increase the dif-
ficulty of hyperparameter optimisation, thereby standing in
the way of getting accurate result of controlled experiments.
We mitigated it by increasing the diversity of dataset, se-
lecting various dataset from multiple perspectives. Also, in
order to deal with the missing values or lower representative
information of the dataset, we preprocessed the data before
running the experiments, such as cleaning up, normalising
and feature selection to reduce the interference caused by
bias as much as possible.
Other than that, the stochastic characteristics of evaluat-
ing models is also a threat. The uncertainty can come from
two aspects: the randomness of model’s performance and
the model selected may rarely be able to capture all of the
aspects of the domain. We attempt to mitigate this threat by
running 30 times of each experiment and choosing 3 dif-
ferent model to increase the diversity of the aspects of the
domain.
Conclusion & Future work
In this paper, we proposed an intelligent evolutionary op-
timisation algorithm which applies machine learning tech-
nique into traditional evolutionary algorithm to accelerate
the hyperparameter optimisation process of classification
machine learning models. Specifically, the proposed ap-
proach IEO improves the efficiency of the optimisation pro-
cess by skipping unnecessary model training via learning
the pattern of under-performed hyperparameters during the
optimisation process. In a series of controlled experiments
involving 10 various open datasets and 3 popular machine
learning models, we empirically proved that our IEO is ca-
pable to reduce the hyperparameter tuning optimisation time
by 30.40% on average and 77.06% in the best scenarios. Be-
sides, after comparing the performance of traditional EA and
our IEO approach, we found out that IEO is not affecting
the optimal value of targeted models while speeding up the
hyperparameter tuning optimisation process. In conclusion,
while keeping performance at a comparable level, IEO sig-
nificantly improves the efficiency of hyperparameter optimi-
sation effectively.
In the future, a research of neural network hyperparame-
ter tuning is required to gradually validate the generalisation
of IEO. Besides, another direction of future work is investi-
gating how to improve both effectiveness and efficiency of
the hyperparameter tuning.
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