Abstract-In this paper, we study nodes from the PlanetLab test bed to form a model of their uptime behavior. By applying clustering techniques to over a year's worth of availability data for the nodes, we identify six uptime distributions, each exhibiting unique characteristics shared by the nodes within it. The behavioral patterns exhibited by these groups, combined with the behaviors exhibited by the aggregate across the system, provide useful information for researchers designing applications that are run or tested on PlanetLab.
INTRODUCTION
In distributed systems research, standard distributions such as Exponential or Weibull are often used to model node uptime [4] [16] . These models may be appropriate depending on how and for what purpose they are used, but they do have limitations. In fact, it has been shown that standard distributions do not always accurately reflect actual system behavior [18] .
In this paper, we study PlanetLab [15] , a test bed consisting of hundreds of nodes hosted by a large number of institutions around the world and used for various research purposes including deploying and testing distributed applications. In observing the aggregate distribution of uptimes for PlanetLab, we find that it is not well-fitted to standard distributions due to some specific characteristics that are visible in the aggregate distribution.
Underneath the behavior observable in the aggregate are important behaviors shared by subsets of nodes in the system. We apply clustering to identify these behaviors. These characterizations provide a fuller picture of uptime behaviors present in PlanetLab.
In Section II, we describe the methods with which we analyzed PlanetLab trace data and in Section III we present the results of our analysis. In Section IV, we discuss our findings. In Section V, we discuss related work and we conclude in Section VI.
II. METHODOLOGY

A. PlanetLab Trace Data
Our objective in studying PlanetLab is to characterize the system in terms the behavioral patterns of uptime exhibited by its member nodes. For a single node, we define a continuous period of responsiveness as an uptime. We refer to the general profile of a node's observed uptimes over time as the node's uptime behavior. By extension, we make generalizations over the collective set of nodes' aggregated profiles and refer to these as the system's uptime behavior. To characterize PlanetLab in this manner, we need historic information that will allow us to approximate the uptimes of all participating nodes over a continuous period of time.
The data we used for our analysis comes from a collection of availability traces [6] . Within this collection, the particular dataset we used is called pl-app.avt, which shows the availability of nodes in PlanetLab from January 2004 through June, 2005. The number of active nodes over this duration ranges from 200 to 400, with individual nodes being identified by their IP addresses. There are 720 unique addresses contained in the set, of which 669 have at least one uptime (assumedly, some of the nodes were never up). For each of these nodes, the dataset contains a timeline indicating when the node was up and when it was down.
The timelines contained in the dataset were formed by observing pings sent between each pair of nodes at 15 minute intervals. At each interval, a node was considered up if it responded to at least half of the pings sent to it.
B. Analysis Tool
To analyze the uptime data, we built a trace-analysis tool that, among other things, produces a matrix that indicates how many of a given node's uptimes fall within various ranges of time (or buckets). This essentially characterizes the nodes with a set of traits, signaled by the buckets, such that the value in the mapping (number of uptimes) for a given bucket and a given node is the degree to which the node displays the particular trait.
To identify common patterns of behavior among nodes, we analyzed the described matrices using Cluto [11] . Cluto is a statistical analysis program developed to handle clustering tasks. It takes several tuning parameters and a characteristic mapping as input and runs a clustering algorithm over the data. It outputs element clusters, which in our case means sets of nodes characterized by similar patterns of uptime behavior. Cluto also produces information about the characteristics that most strongly bind the members in a given group to one another, as well as those that differentiate the group as a whole from other groups.
C. Characterizing PlanetLab Nodes
Using the described tools, we were able to cluster the nodes captured in the trace data by their uptime behaviors. From the resulting clusters, we determined the key behavioral characteristics that define the classifications. In the next section, we discuss the application of this classification process to the PlanetLab trace data. Fig. 1 shows the observed distribution of uptimes up to 32 days over the entire set of data. This includes 27447 (95.6%) of the total 28705 uptimes. Each bucket covers 1 hour. Looking at the chart, it does appear to bear a resemblance to standard distributions. To test this, we performed Chi-Square goodness-of-fit tests [17] to check whether the data could be modeled as Exponential or Weibull distributions.
III. RESULTS
A. Aggregate Distribution
Starting with the Exponential distribution, we calculated a Chi-Square statistic value of 247142, where a good fit with a significance level of 5% requires the statistic to have been less than 42.6. Evaluating the Weibull distribution resulted in a Chi-Square statistic value of 21265. The parameters for the Weibull distribution were estimated using maximum likelihood estimation with initial values calculated using least-squares linear regression.
The biggest sources of difference between the observed and expected data are due to the spikes visible in Fig. 1 . For example, there are 6815 entries in the first bucket (i.e., covering hour 1, which is the first hour), where the expected count using the Exponential distribution is about 333 and using the Weibull distribution is about 5615. At 24 hours, we observed 868 entries where Exponential expected about 251 and Weibull expected about 156. The number of instances of such behavior plus the degree to which the behaviors express themselves in each instance is an indication that characterization of PlanetLab should include such information.
Given this behavior, it may seem reasonable to characterize the system with an aggregate like the one presented here. However, there is much additional information to be gained by investigating the unique behaviors shared by subsets of the nodes being modeled, as we will see in Section III.B.
B. Forming Clusters
A single aggregate is a special case of clustering where the number of clusters produced is 1. It is possible that this adequately characterizes the target system. However, by looking a little deeper, we can find additional information Hours useful in characterizing the system. For PlanetLab, we did this by using Cluto to identify shared group behaviors within the system, treating observed uptimes as traits of the nodes.
To perform this cluster analysis, we configured Cluto to use (1) a direct clustering algorithm, (2) the correlation coefficient as a measure of similarity, and (3) maximization of the ratio of intra-cluster similarity to inter-cluster similarity as a measure of the clustering quality (for more information on this cluster quality measurement, see "H2" in the Cluto documentation [11] ).
When we performed our initial analysis, we found that most of the buckets were of little consequence to the outcome, so we trimmed the set of buckets to those that were identified as important in producing the clustering plus a few buckets that form spikes in the aggregate chart to focus the analysis. For the same reason, we also merged a few of these important buckets to form one trait (in each case, the buckets were adjacent time-wise). For example, we treat the hour 3 and hour 4 buckets as one 2-hour bucket. This resulted in 15 buckets including hour 1, hour 2, hours 3-4, hours 7-9, hour 16, hours 22-23, hour 24, hour 48, hour 72, hour 117, hour 191, hour 218, hour 312, hour 492, and hour 679.
Using this small set of significant buckets, we performed a number of clustering runs, for which we configured Cluto to form an incrementally increasing number of clusters in each proceeding run. Fig. 2 shows the internal similarity and external similarity for each of the runs we performed. Internal similarity is the similarity of uptime distributions among nodes grouped into a common cluster and external similarity is the similarity between different clusters. As described in Section III.B, similarity is measured using the correlation coefficient. Overall, this figure provides evidence that for this dataset, dividing nodes into clusters isolates unique shared behaviors.
C. Isolation of Behaviors
Looking at Fig. 2 , we find that internal similarity starts out increasing quickly, begins leveling out, dips, and finally resumes leveling out. For small numbers of clusters, adding an additional cluster has a strong impact, while the value of additions decreases as the total number of clusters starts to get large. This is partially explained by the fact that internal similarity is already high as we get into larger numbers of clusters. It is also a result of the new cluster not having a significant impact on increasing intra-cluster similarity or reducing intra-cluster similarity.
Unlike the internal similarity measurement, external similarity is flat up to 4 clusters. This reinforces the observations around the high impact of adding additional clusters when the total number of clusters is small. Low external similarity means that the behaviors exhibited by the different clusters are unique to those clusters. This combined with high internal similarity means that adding clusters is isolating unique behaviors that are strongly shared by cluster members. Fig. 3 charts Cluto's internal measurement of overall quality. As described in Section III.B, quality is assessed using the ratio of internal to external similarity. While Fig. 2 shows a drop in internal similarity at 12 clusters, the overall quality measurement increases. This is due to the corresponding drop in external similarity, which increased quality enough that the drop in internal similarity was more than negated.
Looking at these charts, the six-cluster run roughly forms a knee in both and appears to be a good potential choice for a strong representation of significant behaviors within the system.
D. Cluster Characteristics
Figs. 4 and 5 respectively show the degree to which each trait (i.e., the buckets we selected) influences the different Cluster Quality Value
Number of Clusters clusters for the one-and six-cluster runs. Observe that in the six-cluster run, there are six distinct patterns of behavior. In both figures, Cluster 1 has some similarity of shape, but the removal of dissimilar nodes in the six-cluster run has resulted in an increase in behavioral cohesion, resulting in some traits showing greater influence in the cluster and others showing less. Although we omit additional charts for brevity, visual observation of the charts for the different runs concurs with the observations made in Section III.C. That is, increasing the number of clusters beyond a point yields diminishing returns in terms of the uniqueness of the behavioral patterns of uptime. Table I provides additional information that is not captured by the quality indictors or behavioral patterns. It shows both the absolute and relative sizes of clusters formed in runs 1 through 9, where each run is done with an increasing number of clusters (i.e., the target number of clusters for run n is n). This table shows that beyond six clusters, adding additional clusters generally results in several clusters that are small in size relative to the mean. This is an indication that the behaviors in the additional clusters are quite specific and applicable to only a small set of nodes. Observe in Table I that the smallest cluster in the 7-cluster run (38 nodes) is 33% smaller than the smallest cluster in the 6-cluster run (61 nodes). The 7-cluster run's smallest cluster is also around 42% of the mean cluster size for that run, whereas the 6-cluster run's smallest cluster is around 54% of the respective mean.
IV. DISCUSSION
The observations made in Section III show unique behavioral patterns that are useful for the characterization of PlanetLab. Since these patterns represent real behaviors, they provide a more accurate model of how the system behaves.
Having a good understanding of the behavioral characteristics of uptime for a system like PlanetLab is important for performing analysis, supporting proper applevel design decisions, and helping to explain certain events. The lack of such a model forces one to rely on assumptions that may not be correct and can cause the application to fail expectations. Since many aspects of distributed applications are designed around handling failure, having this level of detail in the model is often quite important. For example, consider a distributed file system that uses redundancy to ensure data availability. If node uptime is generally expected to follow a standard distribution, designers would miss the effects of the spikes we see in the aggregate in Fig. 1 . Further, they would miss the substantial differentiation of subsets of nodes shown in Fig. 5 . The result of this may be the over-or under-maintenance of data copies. Over-maintenance is costly, while under-maintenance puts one's service level agreements at risk.
To build a more concrete example, we consider CoDeeN, a decentralized CDN built on PlanetLab [20] . The system is designed such that nodes avoid "problematic" peers rather than incurring the performance hit those nodes would impose. The question of determining peer group size, which is based on the stability of peers, is labeled as an open question. Based on our observation of behaviors within PlanetLab, this future work would benefit from accounting for the differences in subsets of nodes within the system. That is, the differences in subsets of nodes can allow for more refined tuning of peer-selection and perhaps pro-active changes in the topology based on the expectation of pending failure.
Aside from designing and tuning applications around the behavior of PlanetLab itself, the behaviors we have identified can also help to identify groups of nodes that reflect the behavior of the target environment for which one is creating the application. For example, if the application is to be deployed to an environment in which nodes are highly stable, it makes more sense to test the application on the nodes that most closely reflect this behavior than on a random selection of nodes.
V. RELATED WORK
In [9] , the authors investigated methods of classifying failures and studied node behaviors in the PlanetLab test bed. Although they didn't use clustering techniques, they devised a systematic method of classifying failures by duration, group-size, and the nature of the failure. They further apply additional information such as geography, error messages, and resource usage to explain possible causes of the errors.
In [10] , the authors studied classification of the availability of CPUs in a massive distributed system through the use of clustering techniques. In their analysis, they excluded all nodes with nonrandom behavior to focus on emergent patterns across nodes whose behaviors are independent and identically distributed. Interestingly, they too found six clusters to be the right number for behavioral classification. In their analysis, they focused on subdividing the nodes into groups whose behavior could be modeled using known statistical distributions.
Several works have presented other unique perspectives on representation of node uptimes. In one such study, the authors propose a method to model system-wide churn behavior that arises from individual node behavior, but does not require modeling the behavior of individual nodes [12] . In another, the authors find three noticeable, distinct behaviors in a dataset containing node downtimes measured on a large corporate network [2] , where each of these behaviors can be represented by a well-known distribution. Using this insight, the authors formed a unique downtime model that was composed of a combination of the three distributions
Various works have also shown the different models suitable for representing component uptimes in different systems and environments. Examples of the variety of systems that have been studied include a P2P file-sharing system [3] , student labs at universities [8] [14] , worker nodes in a small resource pool [14] , Internet hosts [14] , and highperformance computing clusters [18] [19] . These studies show repeatedly that the most suitable model of system behavior varies greatly on the system in question.
A number of systems use knowledge of expected uptimes to make functional decisions. One such system is the Total Recall storage system [1] . Total Recall uses the availability of participating nodes to determine the amount of data redundancy needed to maintain a specific level of availability for the data. To make replication decisions, live measurements of short-term node availability are feed into the redundancy policy, which estimates the likelihood of a set of hosts being available at a given time. In [5] , the authors suggest the alternative of quantifying short-term node availability from the viewpoint of the system's participants rather than from the viewpoint of an outsider. The authors show that the number of file transfers required under this alternative scheme is as little as 25% of what was originally thought to be needed to meet the data-availability goal. This seems to be strong evidence of how having a different, perhaps more accurate, model of availability can provide significant benefit.
Instead of modeling availability, it is also possible to simulate it. In [7] , the authors present DieCast, which describes a way in which to simulate huge systems in their entirety with only a fraction of the resources needed for actual deployment. The trade-off, however, is that a large amount of time is spent in simulation since the scale-down in resource consumption is achieved through time-dilation.
The authors of [13] explore the state-machine approach to characterizing node uptimes. Instead of using probabilistic models, they attempt to predict uptimes and downtimes using state machines based on branch predication techniques.
VI. CONCLUSION
By applying a Chi-Square goodness of fit test to an aggregation of PlanetLab node uptime data, we found the distribution of this aggregation to be poorly fitted to the Exponential and Weibull distributions. We observed that visible aberrations in the aggregate distribution of node uptimes were a primary cause of this.
Using clustering techniques, we iterated through the formation of different numbers of clusters to identify a clustering of high quality that does not form arbitrary groupings as occurs when too many cluster are allowed to form. This led us to a set of six disjoint groups of nodes, in which each group is characterized by a distinct pattern of uptime behavior.
We believe this set of clusters to be valuable to those building on PlanetLab and perhaps to the designers of PlanetLab itself. Knowledge of the behaviors exhibited by the clusters can contribute to making better design decisions and ensuring that testing is being performed under valid assumptions.
Future work around gathering additional information on uptime behaviors in distributed systems includes:
x Analysis using different interpretations of responsiveness (different ping requirements, CPU availability, etc.) x Analysis of downtime x Analysis of different systems It would also be interesting to see how the behavioral patterns of clusters would change if the clusters were not disjoint. Finally, it goes without saying that we would like to apply our findings to the design and tuning of real systems and applications.
