Development is activity-dependent change in a complex system. A tangle of successive causes and effects accumulate change over time and increase the structure and complexity of the developing system (e.g., Gottlieb, 1991; Lickliter & Honeycutt, 2003; Thelen & Smith, 1994) . Research at many levels of analysis tells us that within this complex system, developmental pathways to specific outcomes are complex in two ways: They are multicausal, each change being dependent on multiple causes, and they are often degenerate, that is, there is more than one route to the same functional end (Edelman & Gally, 2001; Whitacre, 2010) . Degeneracy is believed to promote robustness in developmental outcomes. Because functionally redundant pathways can compensate for one another, they provide a kind of insurance against pathway failure.
In this article I illustrate these ideas by considering the links between sensorimotor development, visual object recognition, and word learning. The research connecting developments in these domains reveal the complicated cascade that is developmental process, offer useful ideas for exploiting these pathways in formulating effective interventions, and serve as a jumping off point for broader implications of this approach for how psychologists do developmental science.
Three Principles
Principle 1: The Past Is Prelude Development, like evolution and culture, is a process that creates complexity by accumulating change. At any moment, the whole child is a product of all the previous developments, and any new change begins with and must build on those previous developments. Theorists often refer to the far reach of early developments on later ones in terms of the developmental cascade, and they do so most often when talking about atypical developmental process, about how, for example, motor deficits and limits on children's ability to selflocomote cascade into the poor development of social skills (Galloway, Ryu, & Agrawal, 2008) or how disrupted sleep patterns in toddlers start a pathway to poor self-regulation and conduct disorder (Bates, Viken, Alexander, Beyers & Stockton, 2002) . But the cascade characterizes all aspects of typical and atypical development. One example pertinent to the present article concerns the relation between sitting and the development of more view-independent visual representations of object shape. Given a view of just one side of a never-before-seen object, as in the top drawing (a) of Figure  1 , adults have strong expectations about the geometric structure of the whole (Tse, 1999) . For example, adults expect a rotation of that object to yield the view shown in (b) and not the curved shape shown in (c). These expectations imply internal representations of three-dimensional objects and not two-dimensional views. Using a preferential looking paradigm, Soska, Adolph, and Johnson (2010) tested 5-to 8-month old infants' expectations about the unseen sides of simple drawings of objects. They found that infants' ability to sit steadily, not age, was the best predictor of infants' expectations about the unseen sides of objects. Soska et al. reasoned, and considerable data support their reasoning (e.g., Pereira, James, Jones, & Smith, 2010; Ruff, 1982) , that babies who can sit steadily can hold and manipulate objects for sustained periods (without falling over) and in so doing generate dynamic visual experiences of individual objects that in turn build up generalized expectations about the threedimensional structure of visual things. In brief, sitting steadily and manipulating objects is part of the developmental pathway that leads to the processes of visual object recognition that characterize mature vision.
Clearly, sitting steadily is unlikely to be necessary or sufficient for these developments; it is easy to think of ways to generate these experiences without sitting or of ways to support trunk control to foster stable sitting and thereby sustained manual play with objects. In the typical developmental pathway, sitting sets the stage for activity-generated experiences crucial to the visual object recognition system. The theoretical and practical relevance of understanding how development builds on itself is not diminished because there are multiple routes; instead, the complexity and degeneracy of developmental pathways are one reason that a pathways approach to developmental theory provides insight.
Principle 2: Overlapping Tasks
Developing organisms do not solve just one task; they solve many overlapping tasks (Thelen & Smith, 1994) . Consider Piaget's (1952) description of a secondary circular reaction: A rattle is placed in a 4-month-old infant's hands. The infant moves the rattle, and so it comes into and out of sight and makes a noise. Piaget noted that these events arouse and agitate the infant, causing more body motions, and thus causing the rattle to move more rapidly into and out of sight and to make more noise. Young infants have little organized control over hand and eye; yet over just minutes of interacting with the rattle, their activity becomes highly organized and goal directed. Piaget believed this pattern of activity, involving multimodal perceptionaction loops, held the key to understanding the origins of human intelligence.
Contemporary theorizing in computational neuroscience sees the importance of multiple modalities, heterogeneous subsystems, and their coordination in specific tasks in much the same way that Piaget did: Functional systems of different neural components assembled in the service of specific physical tasks and time-locked to the same physical events drive neural change and build functional networks (McIntosh, Fitzpatrick, & Friston, 2001; Metta & Fitzpatrick, 2003; Sporns, 2011 . Figure 2a illustrates these ideas from computational theory using Piaget's example of a baby shaking a rattle. The figure shows three systems-motor, vision, and audition-receiving qualitatively different sensory inputs from the very same physical event, a physical event driven by the motor system. The qualitatively different patterns of activation in each system have their own dynamics, but these internal dynamics are also time-locked to each other and to the activity in the physical world. Thus the activation patterns in each system are correlated in time. Computational theories suggest that these mutual dependencies among components in a system actively engaged with the physical world build the flexible functional networks and higher order knowledge that comprise human intelligence (Lungarella, Pegors, Bulwinkle & Sporns, 2005; Lungarella & Sporns, 2006) .
The human neural system is far more complex than the model system shown in Figure 2a . Each system is, itself, composed of many interconnected subsystems, each with its own sensitivities, properties, and intrinsic dynamics. Different subsets of components from this larger system will be This document is copyrighted by the American Psychological Association or one of its allied publishers.
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recruited and will form different functional networks in different tasks, say in face-to-face play versus crawling versus object play. By several accounts, these overlapping coordinations are the engine of cognitive development (Barsalou, Simmons, Barbey, & Wilson, 2003; Edelman, 1987; Smith & Breazeal, 2007; Thelen & Smith, 1994) . The theoretical idea is illustrated in Figure 2b : Systems A and B are coordinated in Task 1, creating change in both component systems and in their connections. Systems B and C are coordinated in the service of some other, second task. The key point is that the changes in System B wrought via coordination with System A in Task 1 will influence learning and performance in Task 2, constraining solutions to that task. This is a toy example, as children's cognitive systems are not made from three systems and two tasks but from many systems and subsystems in many interleaved, variable, and repeated tasks. These overlapping coordinations-where changes wrought in one task are brought forward and may influence learning and adaptation in a very different task-will give rise to the cascading interactions characteristic of human development, wherein even achievements seemingly far apart may be developmentally related (Sheya & Smith, 2009) . A pathways approach to developmental theory offers a framework in which to document and detail the mechanisms underlying both near and far developmental dependencies.
Principle 3: Ordered Developments
Biologically developing systems typically confront classes of experiences and tasks in a particular sequence. Research on the development of biological intelligence strongly suggests that a key ingredient of developmental process (see Turkewitz & Kenny, 1982 ) is a constrained ordering of experiences that is determined by development. One area in which this is seen is in the developmental ordering of the relative maturity of sensorimotor systems, which is markedly different in different species-kittens, for example, hear, walk, and smell at birth but cannot see; humans see and hear reasonably well at birth but are motorically very immature. There is a large experimental literature on the cascading developmental consequences of altering that natural order of sensorimotor development in animals and several analyses about the origins of differences between near species in these terms (see Lord, 2013; Turkewitz & Kenny, 1982; Winkowski & Knudsen, 2006) . West and King (1987) extended these ideas with the broader proposal of ontogenetic niches: The environments in which development takes place change systematically with development itself, and thus the developmental timing of environments may be exploited by evolutionary processes to ensure adaptive outcomes. For example, for many mammals and birds, early life is highly dependent on caretakers, a fact that tightly constrains early conspecific experiences. These constrained early experiences, in turn, have been hypothesized to canalize species-typical development (Gottlieb, 1991) . For example, in the human context, early visual experiences might be expected to include relatively many faces-since young infants need near constant and close care from their parents-and these early face experiences might be expected to engage, train, and tune specialized visual face processing (e.g., Nelson, 2001) . From a somewhat different perspective, cognitive theorists have offered the "starting small" hypothesis: Limits that arise from the immaturity of the neural system constrain the input and, rather than holding back development, play a role in fostering it (Elman, 1993; Fox, Levitt, & Nelson, 2010; Newport, 1990) . Between birth and two years, human infants travel through a set of highly distinct developmental environments determined first by their early immaturity and then This document is copyrighted by the American Psychological Association or one of its allied publishers.
by their growing competencies. For example, each new motor skill achieved in the first two years-reaching, sitting, crawling, walking-opens opportunities for new activities that yield new perceptual, cognitive, and social experiences. A pathways approach to developmental theory provides a way of mapping and then understanding the ordered set of developmental tasks and experiences that build human intelligence.
Pathways in Visual Object Recognition and Early Noun Learning
My colleagues and I have been working on understanding the behavioral pathways relevant to learning object names and to visual object recognition. Figure 3 provides an overview of a chain of successive developments that we have uncovered.
Path 1: Hands, Eyes, and Visual Object Recognition
A fundamental problem in visual object recognition is how the snapshot two-dimensional views that are the input are integrated to form expectations about and/or representations of three-dimensional object shape. Several recent theoretical proposals posit that three-dimensional views may be built from the dynamic experience of objects as they are rotated around the elongated axis (Farivar, 2009; Graf, 2006) . This is why sitting steadily is part of the developmental pathway for visual object recognition. Once babies can hold and manipulate objects, they can show themselves dynamically organized views of three-dimensional things, building up the principles of three-dimensional shape and of how to predict three-dimensional shape from two-dimensional projections (Farivar, 2009; Graf, 2006; James, Jones, Smith, & Swain, 2013; Pereira et al., 2010) . When adults self-generate the views of three-dimensional objects they see, either by holding and rotating the objects (Pereira et al., 2010) or by controlling the object views in virtual reality or through other means (James et al., 2002; Perrett, Harries, & Looker, 1992) , they systematically show themselves so-called planar views. These are object views in which the major axis of elongation is parallel or perpendicular to the line of sight, as shown in Figure 4a . Pereira et al. (2010) gave 12-to 36-month-old children objects to hold and visually explore while the children's first-person views of the objects were recorded via a head camera. As children looked at, played with, and rotated the objects for viewing, they systematically generated many more planar views than would be expected by chance. This planar bias was found to be reliable even in the youngest children, and the bias strengthened markedly between 18 and 24 months. These older children's views were specifically biased toward planar views This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
that were elongated and toward nonplanar views that were the rotations-around the most elongated axis-from one planar view to the next, dynamic views that have been proposed to provide the best support for forming three-dimensional object representations (Cutzu & Tarr, 1997; Graf, 2006 ; see also Pereira et al., 2010) . Subsequent research has shown that self-generated views that favor the planar sides predict better subsequent recognition of novel objects by young children (James, Jones, Smith, & Swain, 2013) and that the bias obtains in two-year-olds even when strongly challenged by using objects that are most easily held in ways that yield nonplanar views (James, Jones, Swain, Pereira, & Smith, 2013) . In brief, how children hold objects and the views they generate from holding those objects may be critical to the specific visual mechanisms that yield object-centered representations of three-dimensional shape. One class of theories about how the human visual system represents three-dimensional object shape (Biederman, 1987; Marr & Nishihara, 1978) proposes that objects are represented in terms of their major parts and the relational organization of those major parts with respect to the major axis of elongation. Consistent with these ideas, adults readily recognize common objects from a few geometric components in their proper relation (Biederman, 1987) . Recent studies indicate that the ability to recognize well-known objects-a chair, a dog-from similarly sparse information about object shape first emerges between the ages of 18 and 24 months (see ). For example, using both a name comprehension task and an action task, Smith (2003) examined 18-and 24-month-old children's ability to recognize three-dimensional objects given only their sparse part structure or given richly detailed instances like those shown in the top panel of Figure 4c . Older children recognized the sparse part stimuli as well as they did rich instances of the same objects. Younger children recognized the rich instances but not the part caricatures. Further studies have replicated this developmental trend (Augustine, Smith, & Jones, 2011; Son, Smith, & Goldstone, 2008) . Critically, the strength of individual children's planar bias in self-generated object views when manually engaged with objects predicts their ability to recognize objects in terms of sparse part representations (James, Jones, Smith, & Swain, 2013) . This fact suggests that manual actions on objects, actions that generate structured views around the most elongated axis, are developmentally linked to the development of object-centered representations of three-dimensional shape. The path is from trunk control, to sitting steadily, to visual and manual interactions with objects, to sparse representations of threedimensional shape. In the end, the developmental story will require integrating Thelen's (1995) advances in the self- This document is copyrighted by the American Psychological Association or one of its allied publishers.
organization of motor development with Marr's (1982) computational-level theory of vision.
Paths 2 and 3: Visual Object Recognition and Noun Learning
A considerable literature links the development of these sparse three-dimensional representations of object shape to word learning: (a) Young children's ability to recognize sparse geometric versions like those shown in Figure 4c is strongly correlated with productive vocabulary size and more strongly correlated with vocabulary than with age Smith, 2003) ; (b) late talkers show deficits in recognizing sparse part caricatures of basic level categories (Jones & Smith, 2005) ; and (c) representations of object shape in terms of the sparse part structure support broad generalization of categories (Son et al., 2008; Yee, Jones, & Smith, 2012) . All of these results suggest that the changes in the visual representation of object shape that occur between 12 and 36 months (see )-changes that appear to grow out of manual engagement with objects-set the stage for the rapid learning of object names. Manipulating and playing with objects prepares the visual system for forming shape-based categories and thus for learning object names.
Other evidence suggests Path 3: Learning object names also teaches children to attend to object shape and fosters more abstract and category-relevant representations of shape Smith & Jones, 2011) . Teaching children object names that refer to categories well organized by shape enhances attention to shape (and future object name learning; see Perry, Samuelson, Malloy, & Schiffer, 2010; Samuelson, 2002; Smith, Jones, Landau, Gershkoff-Stowe, & Samuelson, 2002) . Other work shows that the recognition of the sparse part versions of three-dimensional objects develops incrementally and is more advanced for better known than lesser known noun categories (Augustine et al., 2011) . So sitting engenders manual and visual exploration of three-dimensional objects, creating dynamic visual experiences that build visual representations that support generalizing shape-based categories, and these representations support object name learning, and the learning of object names (and basic level categories) feeds back on and refines those representations. It is all connected.
Path 4: Holding Objects and Stabilizing the Head
Hands and eyes work together in goal-directed action on objects (e.g., Land & Hayhoe, 2001; Pelz, Hayhoe, & Loeber, 2001; Yoshida & Smith, 2008) . Our recent work suggests that this perception-action loop also plays a role in real-time processes of stabilizing visual attention on an object and supporting the binding of a heard name to the seen thing. Newly moving toddlers (12-to 24-month-olds) move their heads more often and nearly twice as fast as three-year-olds (Shen, Baker, Candy, Yu, & Smith, 2010) . This is primarily because they have not yet learned to compensate for the physical forces generated by their own body movements; thus so many of their movements are big movements (and potentially yield falls; see, e.g, Bertenthal, Rose, & Bai, 1997) . Head stabilization is a particular problem when infants first begin to sit independently (Bertenthal & von Hofsten, 1998) and to walk (e.g., Ledebt, 2000) . Recent evidence shows that holding objects stabilizes the head of the newly walking infant (Claxton, Melzer, Ryu, & Haddad, 2012) . Head stabilization may also stabilize and localize visual attention and in so doing support visual learning (Kerr, Condon, & McDonald, 1985) .
The mechanistic basis for the proposal of a developmental pathway from holding objects to sustained attention began with Posner's (1980) classic article on attention as a spatial spotlight. Since then, extensive research has documented the importance of localized attention for visual processing (e.g., Luck & Vecera, 2002; Yantis, 2008) , for binding elements into a unified object representation (Treisman, 2004) , for indexing and keeping track of objects in working memory (e.g., Makovski & Jiang, 2009) , and for the rapid detection and processing of objects (e.g., Ling & Carrasco, 2006; Yantis, 2008) . Experimental tasks show that adults can readily attend to one specific location (and more rapidly detect objects at that location) without moving the eyes and while eye gaze is fixated elsewhere (e.g., Shepherd, Findlay, & Hockey, 1986) . Thus spatial attention in adults is internal and does not require moving the sensors toward the attended object. However, attention is also tied to the body. Adults typically orient eye gaze to the attended location. Moreover, eye movements (Grosbras, Laird, & Paus, 2005; Rizzolatti, Riggio, Dascola, & Umiltá, 1987) , head movements (Colby & Goldberg, 1999) , and even hand movements (Hagler, Riecke, & Sereno, 2007; Knudsen, 2007 ; see also Thura, Hadj-Bouziane, Meunier, & Boussaoud, 2008) bias visual attention in the direction of the movement. Visual attention thus appears coupled to mechanisms of directional actionperhaps because, more often than not, we direct attention in preparation for action. Consistent with these ideas are current discoveries about the involvement of motor planning regions in cortical attentional networks (Collins, Heed, & Röder, 2010; Hagler et al., 2007; Kelley, Serences, Giesbrecht, & Yantis, 2008; Knudsen, 2007) . Infants and young children's attentional systems may be more tied to bodily action and may develop in part through developments in motor planning systems.
A core theoretical problem in understanding spatial action (and thus perhaps also in understanding spatial attention) is the coordination of frames of reference that specify the location of targets with respect to the body. The problem is that the body has many different reference frames (e.g., Schlicht, & Schrater, 2007) . For example, reaching for an object typically involves turning the eyes or head toward the object and then moving the hand in the direction of the eye gaze (see, This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Jeannerod, 1997) . But the spatial coordinates of the object with respect to the eye, the head, and the hand are all different and require integration (Mullette-Gillman, Cohen, & Groh, 2005) or remapping into a common reference frame (Cohen & Andersen, 2002) if eye, head, and hand are to smoothly move to the same location. Laboratory studies of reaching often fix head position, and most contemporary theories of adult reaching assume that the common reference frame for both action and attention is eye centered. However, a number of studies suggest that head direction plays a strong role in stabilizing eye-gaze direction in natural action contexts (e.g., Einhäuser et al., 2007; Flanders, Daghestani, & Berthoz, 1999) . Other studies show that reaches are more precise when hand, head, and eye are aligned and are disrupted when hand, head and/or eyes point in opposite directions (see Jeannerod, 1997; Vercher, Magenes, Prablanc, & Gauthier, 1994) . Such findings suggest online interactions among multiple reference frames for action. Research on motor development makes clear that very young children have trouble aligning multiple frames of reference and often solve motor-planning problems by clamping degrees of freedom through keeping eyes, hands, head, and trunk aligned and moving together. If the reference frames for visual attention overlap (or interact with) the same reference frames for planning action, then the prediction is that young children would attend best with stabilized and aligned eye, head, and hand. This is just what holding an object does for toddlers.
Path 5: Stabilized Head, Sustained Attention, and Object Name Learning
My and my colleagues' recent head-camera studies provide compelling evidence for a link between holding an object, sustained visual attention to that object, and learning an object name (Pereira, Smith, & Yu, 2013; Smith, Yu, & Pereira, 2011; Yu & Smith, 2012; Yu, Smith, Shen, Pereira, & Smith, 2009) . In all of the experiments, we asked parents to play with their toddlers with three toys at a time. We recorded the child's first-person view using a wide-lens head camera. The head camera captures a head-centered viewthe moment-to-moment available visual information and its changes as the child moves and changes the view of objects. Figure 5 shows the dynamic real-time changes in the image size of objects in the head-camera view for one typical toddler in the toy play task . A large image size means the object is unoccluded and close to the head and eyes; when image size drops to zero, the object is not in view. The child's whole-body action-and grasping and holding objects close-creates a view that is highly dynamic: Objects go rapidly in and out of view, and at any moment in time, there is often just one object dominating the head-camera view . However, amidst these dynamic switches from one object to another, there are moments of visual stability. These occur when children are holding an object (Yu & Smith, 2012; Yu et al., 2009) . During holding, the held object is (a) large in image size (closer to the child than other objects and often obstructing the view of other objects), (b) near the center of the head-camera image, and (c) in terms of low-level saliency properties, highly salient. Moreover, the head-centered view maintains these properties stably over time while the object is being held.
In two experiments Yu & Smith, 2012) , we asked parents and their 18-month-olds to play with novel objects, and prior to play we taught parents the names of those objects. We asked parents to name the objects, when it seemed suitable, naturally as they played. After play we tested the toddlers in a name comprehension task to determine if they had learned any of those names. We then went back and looked at the toddler's head-camera images from the play session to determine how parent naming events that led to learning by the toddler differed from those that did not.
There were always three objects in play (of roughly the same real size and bottom-up saliency). Therefore, when a parent named an object, there was the one target object (the intended referent) and two potential competitors for attention. We analyzed the sensory properties of the naming target and the competitors for a times series from 10 s before to 10 s after the parent's naming of the object during play. Figure 5 shows the key findings. Parent naming events that led to learning had a unique visual signature: Infants learned the object name when the named object, the target in Figure 5a , dominated the visual field in image size relative to other objects in the infant's view, the competitors. Parent naming also led to learning when the named target was centered in the head-camera image (which implies aligned head and eyes) and when it was more centered than the competitor objects. Critically, naming events that led to learning (but not other naming events that did not) showed enduring and significant differences in these properties for the named object relative to the visual competitors. Finally, these visual signatures of learning coincided with the toddler's holding of the named object (Yu & Smith, 2012) . Holding brings the selected object close, blocking the view of competitors, and holding stabilizes and aligns eyes, head, and hands, and by hypothesis, these alignments may localize and sustain visual attention, leading to learning. Notice how this developmental pathway integrates across usually disparate subfields in psychology: This pathway takes us from Posner (1980) through Jeannerod (1997) to what your first-grade teacher knew: Sit up straight and still with hands clasped at midline to pay attention.
Paths 6 and 7: Why Pretend Play in Toddlers Is Diagnostic of Later Language
Two-year-old children often play with objects in a way that has been of special interest to researchers of early language. In this play, children substitute one object for another-for example, using a pot as a hat, a stick as a sword, or a This document is copyrighted by the American Psychological Association or one of its allied publishers.
cardboard box as a boat (Bergen, 2002; Bretherton, O'Connell, Shore, & Bates, 1994; McCune, 1995; Piaget, 1962) . These object substitutions are linked to early language development, with their absence being a diagnostic marker of significant language delay (e.g., Bergen, 2002; Rescorla & Goosens, 1992; Rutherford, Young, Hepburn, & Rogers, 2007) that is used in clinical assessments of language and other developmental disorders (e.g., Johnson, DesJardin, Quittner, & Winter, 2008; Lewis, Boucher, Lupton, & Watson, 2000) . This form of play emerges in typically developing children between 18 and 30 months-the same age range in which children begin to recognize basic level categories from the sparse-part structure (Smith, 2003) and at the same time that object name vocabularies are rapidly expanding (Bergen, 2002; Lewis et al., 2000; McCune-Nicolich, 1981; Shore, O'Connell, & Bates, 1984) . The tie between object substitutions and language development is classically attributed to a shared "symbolic function": For example, the pot on the child's head and the word hat both "stand for" a real hat (e.g., Lillard, 1993; Piaget, 1962) . Consistent with this idea are constraints that a number of researchers (McCune-Nicolich, 1981; Shore et al., 1984; Striano, Tomasello, & Rochat, 2001 ) have noted on the types of objects that children substitute for others. The substituted objects tend to be simple in shape and to have minimal surface details, and thus perhaps are symbol-like. Thus, a banana might be substituted for a phone, but a richly detailed toy truck would not. Critically, the shape of the substituted object is also geometrically similar to the shape of the replaced object (Bretherton et al., 1984) . This observation led I and my colleagues to test the hypothesis that the emergence of object substitutions in play was a product of developmental changes in visual object recognition and specifically in the sparse representation of three-dimensional object shape (Smith & Jones, 2011) . We found that the ability to recognize basic level categories from sparse three-dimensional shape representations strongly predicted object sub- The image size (5 pixels) of the named target object (black) and the mean of the other in-view, competitor objects (gray) for the 20-s window around the naming utterance (utt) for naming moments that led to the learning of the object name (c) or did not (d). (e) and (f): The overlap of the image of the named target (black), and the mean overlap of the images of the competitor objects (gray), with the center of the head-camera image for the 20-s window around the naming utterance (utt) for naming moments that led to the learning of the object name (e) or did not (f). See Yu and Smith (2012) and Pereira, Smith, and Yu (2013) for technical details and related graphs. Vertical error bars represent standard errors.
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stitutions in play even with language and vocabulary size controlled. The link makes sense, because to see a bucket as like a hat, or a banana as like a phone, one has to see the common abstract shape across these different categories. Why, then, is pretend play, and specifically object substitutions in play, predictive not just of current language but of future language? The pathways in Figure 3 provide an explanation of why failure to develop object substitution is diagnostic of future language delay. Object substitutions in play are like the canary in the coal mine: They are not causally related to language delay, but their absence is an easily detected signal of a problem in language acquisition. As shown in the figure, early learning of object names promotes (and is supported by) the formation of increasingly abstract models of three-dimensional shape. These newly formed representations invite and support the substitution of geometrically appropriate objects for one another in play.
These substitutions are predictive of later language development because later language is causally dependent on early language development. Early language development (which consists mostly of learning object names) supports changes in visual object recognition, and these changes in object recognition lead, along with other developments, to symbolic play. The absence of object substitutions in children's play is thus a surface sign of a weakness in language learning.
The developmental links between object name learning, visual object recognition, and pretend play highlight the cascade that is developmental process-that development consists of many interacting and mutual dependencies across systems that may seem at first unrelated (Thelen & Smith, 1994) . The results also focus attention on object recognition as a component of developmental change in what on the surface appears to be an unrelated competency. In this case, changes in visual object recognition matter to the emergence of object substitutions in play and may be the source of the link of these object substitutions to language development. There may be other unsuspected consequences of ongoing changes in object perception and representation. The development of visual object recognition has not been well studied, particularly outside of infancy (see, Nishimura, Scherf, & Berhmann, 2009; , and many researchers of cognitive development assume that infants' and toddlers' visual recognition is like that of adults. But emerging evidence suggests that it is not and is instead not fully mature until adolescence (Jüttner, Wakui, Petters, Kaur, & Davidoff, 2013; Nishimura et al., 2009; Rentschler, Jüttner, Osman, Mül-ler, & Caelli, 2004) . Humans are visual animals, and the present results suggest that the increasing sophistication of children's visual object recognition is likely to be part of the pathways producing developmental changes in many cognitive domains.
A Pathways Approach
A pathways approach is relevant to the big questions that motivate much of current research in cognition: What does it mean to be human? To what extent is human cognition determined (or predetermined) by evolutionary history and the innate constraints of our genes (and the more opportunistic epigenesis of gene action)? Certainly, when one looks about there is wonderful universality to humans, in social behavior, in language, in ways of thinking. But there are also clear differences among individuals (Baldassarre et al., 2012 ) and among individuals living in different cultures (Markus & Kitayama, 1991) . Understanding developmental pathways (and their underlying mechanisms) provides insights into the underlying truths of human universality and variability.
Here is the unifying idea: Each infant and child is an individual and develops and changes as an individual. Both the intrinsic biology and the environment may be systematically constrained and thus canalize development outcome. But the developing organism has to travel that path. Because developmental process is degenerate and opportunistic, depending-at each moment in time that creates change-on the current state and abilities of the organism and on the idiosyncracies of the environment at that moment, development itself must be highly specific to the individual. Different children will follow different developmental paths that depend on the specific tasks they discover and the intrinsic dynamics of their own systems, even if they end up, more or less, with the same set of human competencies.
One elegant demonstration of the individual nature of developmental trajectories is Thelen et al.'s (1993) week-byweek study of the transition from not-reaching to reaching for visually presented objects. Thelen et al. studied four babies and found four different patterns of activity, and thus, four different patterns of development. The basic developmental pattern was as follows: The presentation of an enticing toy is arousing and elicits all sorts of nonproductive actions, and very different actions in individual babies. These actions are first, quite literally, all over the place, with no clear coherence in form or direction. But by acting, each baby in its own unique fashion, sooner or later makes contact with the toybanging into or brushing against it or swiping it. These moments of contact select some movements, carving out patterns that are then repeated with increasing frequency. Over weeks, the cycle repeats-arousal by the sight of some toy, action, and occasional contact. Over cycles, increasingly stable, more efficient and more effective forms of reaching emerge.
As infants produce different movements-in their uncontrolled actions initiated by the arousing sight of the toy-they each discover initially different patterns and different developmental tasks to be solved. Some babies in the non-reaching period hardly lift their arms at all. Other babies flail and flap and are always moving. These different babies must solve different This document is copyrighted by the American Psychological Association or one of its allied publishers.
problems to grasp an object. The flailer needs to become less active, lowering the hands to bring them to midline and create balance. The placid baby needs to be more active, to raise the hands and to lift them up. What is remarkable in the developmental patterns observed by Thelen and collaborators (Thelen et al., 1993) is that each infant found a solution by following individual developmental pathways that eventually converged to highly similar outcomes. Because action defines the task and because action-through the coordination of heterogeneous sensory systems-finds the solution, development is very much an individual and context-dependent matter and is not predefined prior to action itself. The fact that each infant must follow its own path, and makes its own perhaps unique way to maturity, is grounds for optimism for building effective strategies for children born with neural, bodily, and environmental limitations (Ansari & Karmiloff-Smith, 2002; Galloway et al., 2008; Ulrich, Ulrich, Angulo-Kinzler, & Yun, 2001) . Because developmental pathways are degenerate, because development builds on itself, one can-at particular junctures in these pathscreate workarounds, alternative routes. If we know the pathways, we can create scaffolds for development at just the right points. Given the constraints of the world, of human bodies, and of the heterogeneous and multimodal system out of which intelligence is made, different individual yet typically developing children will develop broadly similar systems (what one might summarize as "universals"); however, at its core, development (like evolution) is opportunistic, individualistic, and local in its causes. Developing organisms solve a series of overlapping tasks in time, following pathways that are constrained, but perhaps not determined, by many redundancies created by the properties of the developing system and the environments that the developing system plays an active role in creating.
