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The free wreath product of a compact quantum group
by a quantum automorphism group
Pierre Fima and Lorenzo Pittau
Abstract
Let G be a compact quantum group and Gaut(B,ψ) be the quantum automorphism group of
a finite dimensional C*-algebra (B,ψ). In this paper, we study the free wreath product G ≀∗
Gaut(B,ψ). First of all, we describe its space of intertwiners and find its fusion semiring. Then,
we prove some stability properties of the free wreath product operation. In particular, we find
under which conditions two free wreath products are monoidally equivalent or have isomorphic
fusion semirings. We also establish some analytic and algebraic properties of G ≀∗Gaut(B,ψ). As
a last result, we prove that the free wreath product of two quantum automorphism groups can
be seen as the quotient of a suitable quantum automorphism group.
Introduction
The theory of compact quantum groups was introduced by Woronowicz in [Wor87] and further devel-
oped in [Wor91, Wor98]. This framework includes many of the well known and deeply investigated
quantum groups constructed by Drinfeld and Jimbo some years before as a q-deformation of the
universal enveloping algebras of classical Lie algebras (see [Dri86, Dri87, Jim85]). New examples
of compact quantum groups, which are not contained in previous theories, were found by Wang in
[Wan93, Wan98] and are the so-called free quantum groups. In the first of these two papers, he
defines the quantum analogue of the classical orthogonal and unitary groups as the noncommutative
versions of the C*-algebras C(On) and C(Un) respectively.
In [Wan98], Wang studies the classical notion of automorphism group of a finite space and introduces
its quantum counterpart. In particular, in the framework of noncommutative geometry, the role of
the finite measured space is played by a finite dimensional C*-algebra B endowed with a faithful
state ψ. The quantum automorphism group Gaut(B,ψ) is then defined as the universal object in the
category of compact quantum groups acting on B and leaving ψ invariant. An important quantum
group of this family is the quantum symmetric group S+n ; it is obtained choosing as space C
n endowed
with the usual trace.
The first relevant results concerning these families of compact quantum groups introduced by Wang
are due to Banica. In [Ban96, Ban97, Ban99, Ban02], he classified their irreducible representations
and found the fusion rules. An intermediate essential step towards these results is the understanding
of the spaces of intertwiners between tensor products of the fundamental representation. One of the
possible approaches to this problem is the combinatorial one. More precisely, it consists in describing
the intertwiners by making use of special classes of noncrossing partitions. This technique was used
for the first time in [Ban99, Ban02], where the intertwiners are described by using Temperley-Lieb
diagrams, but its systematic use has begun only some years later by Banica and Speicher [BS09].
They proved that many quantum groups allow such a combinatorial description and the notion of
easy quantum group was introduced to denote the class of all compact quantum groups with this
property. A complete classification of the (orthogonal) easy quantum groups was later done byWeber
and Raum and this allowed also to discover new compact quantum groups (see [Web13, RW13]).
As for the classical groups, another way to find new quantum groups is through different types of
product operations. In [Wan95], Wang introduced the notion of free product and showed that the
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irreducible representations of the quantum group so constructed are the alternate tensor products
of the irreducible representations of the factors. A second important operation to consider in this
framework is the free wreath product by the quantum symmetric group. In the classical case the
wreath product of a group G by Sn, denoted G ≀ Sn, is defined thanks to the natural action of Sn
on a set of n copies of G. Bichon in [Bic04] introduced the free quantum version G ≀∗ S
+
n by using
an action of S+n on n copies of G. Moreover, always in analogy with the classical case, the free
wreath product, from a geometric point of view, allows to describe the quantum symmetry group of
n copies of a finite graph in terms of the symmetry group of the graph and of S+n . In [Bic04] a first
easy example was analysed in detail and its representation theory was described: the free wreath
product Ẑ2 ≀∗ S
+
n . A more general analysis of the compact quantum groups so obtained was done in
three successive steps. In [BV09], Banica and Vergnioux studied Ẑs ≀∗ S
+
n and found its irreducible
representations and fusion rules in the case n ≥ 4. This investigation was continued by Lemeux in
[Lem14], where he considered the free wreath product of a discrete group Γ by S+n , n ≥ 4. Finally,
in [LT14], Lemeux and Tarrago presented an even more general result; they analysed the case of
the free wreath product of a compact matrix quantum group of Kac type G by S+n and found its
representation category by using an argument of monoidal equivalence.
In this last paper it is also possible to find many results concerning the properties of the algebras
associated to a free wreath product. In particular, by using a result from [DCFY14], it has been
proved that, if G has the Haagerup property, also the von Neumann algebra L∞(G ≀∗ S
+
n ) has this
property. Moreover, the reduced C*-algebra Cr(G ≀∗ S
+
n ) is exact if Cr(G) is exact. In [Lem14],
Lemeux proved the simplicity and uniqueness of the trace for the reduced C*-algebra in the discrete
case. His argument, based on the so-called Powers method and on the simplicity and uniqueness of
the trace of S+n (n ≥ 8) proved by Brannan in [Bra13], was extended by Wahl in [Wah14] to the
general case of a matrix pseudogroup of Kac type.
In [Pit14], the second author defined and analysed the free wreath product of a discrete group by
a quantum automorphism group, giving a partial generalization of Bichon’s definition. First of
all, he gave a new description of the spaces of intertwiners of Gaut(B,ψ) which makes use of non
crossing partitions instead of Temperley-Lieb diagrams. Thanks to this result, he was then able to
find the irreducible representations and the fusion rules of Γ̂ ≀∗ G
aut(B,ψ), when ψ is a δ-form and
dim(B) ≥ 4. Moreover, he proved some properties of the associated operator algebras, extending
the results of [Lem14].
We recall that G(X), the group of symmetries of a graph X with n vertices, can be seen as a quotient
of the symmetric group Sn. Moreover, when dealing with the usual notion of wreath product, there
is a sort of geometric interpretation thanks to formulas such as
G(X ∗ Y ) ∼= G(X) ≀G(Y )
for a suitable notion of product ∗ and only for graphs satisfying certain conditions.
The main motivation behind the definition of free wreath product by a quantum permutation group
given by Bichon is to find a quantum analogue of these results. More precisely, if we denote by
G+(X) the group of the quantum symmetries of a finite graph X, we have formulas such as
G+(X ∗ Y ) ∼= G+(X) ≀∗ G
+(Y )
for a suitable notion of ∗ and some assumptions on the graphs (see [Bic04, BB07, Cha15]).
In this paper, we introduce and study the free wreath product construction by a quantum auto-
morphism group of a finite quantum graph, generalizing all the previous construction (free wreath
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product by the quantum permutation group or the quantum automorphism group of a finite metric
space or graph etc). Our main motivation behind such a construction is to generalize, unify and
simplify all the known formulas of the type G+(X ∗ Y ) ∼= G+(X) ≀∗ G
+(Y ).
After a preliminary section (section 1), We introduce in section 2 the notion of finite quantum graph
(B,ψ, d), where B is a finite dimensional C*-algebra, ψ is a faithful state on B and d ∈ L(B)
and its quantum automorphism group Gaut(B,ψ, d) which generalizes and unifies the notions of
quantum permutation group, quantum autmorphism group of a finite dimensional C*-algebra as
well as quantum automorphism group of a finite graph or more generally of a finite metric space.
Then we introduce the free wreath product G ≀∗ G
aut(B,ψ) of a compact quantum group G by
Gaut(B,ψ, d) and prove that we have a compact quantum group.
When d = 1, we describe in section 3 its spaces of intertwiners by means of specially decorated
noncrossing partitions, when ψ is a δ-form and dim(B) ≥ 4. From this, by adapting (in section
4) a monoidal equivalence argument used in [LT14], we can deduce the irreducible representations
and the fusion rules in section 5. We also prove in section 5 a decomposition formula of any free
wreath product G ≀∗G
aut(B,ψ) with a general faithful state ψ in a free product of free wreath wreath
products Gi ≀∗G
aut(Bi, ψi) where the state ψi is a δi-form for all i. Such a formula allows to describe
the irreducible representations and the fusion rules of any feee wreath product, not necessarily one
with a δ-form.
The description of the intertwiners is also used to prove some stability properties of the free wreath
product with a δ-form in section 6. Firstly, we show that the relation of monoidal equivalence between
two compact quantum group is preserved by the free wreath product operation. More precisely, if
G1 ≃mon G2 and G
aut(B,ψ) ≃mon G
aut(B′, ψ′) then G1 ≀∗ G
aut(B,ψ) ≃mon G2 ≀∗ G
aut(B′, ψ′). A
second result concerns the fusion semiring of the free wreath product G ≀∗G
aut(B,ψ); we prove that
it is completely determined by the fusion semiring of G.
We analyse some properties of the associated operator algebras in section 7. Namely, it will be proved
by using some results from [DCFY14] that the dual of G ≀∗ G
aut(B,ψ) has the central ACPAP if
Ĝ has the central ACPAP; it follows that in this case the corresponding von Neumann algebra has
the Haagerup property. Similarly, a result from [VV07] allows us to show that the exactness of Ĝ
implies the exactness of the dual of G ≀∗ G
aut(B,ψ). If ψ is moreover a trace, we can generalize
an argument of Lemeux [Lem14], based on a result of Brannan [Bra13] and on the Powers method
adapted by Banica [Ban97], in order to show the simplicity and uniqueness of the trace for the
reduced C*-algebra of G ≀∗ G
aut(B,ψ).
In the last section, we finally obtain the main result of this paper: we will show that the C*-algebra
of the free wreath product Gaut(B′, ψ′) ≀∗ G
aut(B,ψ) is isomorphic to a suitable explicit and very
simple quotient of C(Gaut(B ⊗B′, ψ ⊗ ψ′)). This generalizes the results of [BB07, Cha15].
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1 Preliminary results
This first section contains important definitions and results which will be used throughout all the
paper. In the first part, we recall the basic definitions of the theory of compact quantum groups
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developed byWoronowicz in [Wor87, Wor91, Wor98]. Then, we introduce the language of noncrossing
partitions and we present some known results about the quantum automorphism group of a finite
dimensional C*-algebra endowed with a state. In particular, we recall the description discovered in
[Pit14] of the spaces of intertwiners by making use of noncrossing partitions instead of the original
description [Ban99] in terms of Temperley-Lieb diagrams. First of all, we fix some notations.
Notation 1. Given a Hilbert space H, we write L(H) the C*-algebra of bounded linear operators on
H. The symbol ⊗ will be used to denote the tensor product of Hilbert spaces, the minimal tensor
product of C*-algebras or the tensor product of von Neumann algebras, depending on the context.
The symbol ∗ denotes the maximal free product of unital C*-algebras and the symbol ∗̂ denotes
the free product of compact quantum groups ([Wan95]). We use the symbol ∗
red
for the reduced free
product of unital C*-algebras and we usually make reference to the state in the notation.
Given a unital C*-algebra A and elements v ∈ L(H)⊗A, w ∈ L(K)⊗A, where H and K are finite
dimensional Hilbert spaces, we define the vector space of intertwiners
Hom(v,w) = {T ∈ L(H,K) | (T ⊗ 1)v = w(T ⊗ 1)}.
Note that if T ∈ Hom(u, v) and S ∈ Hom(v,w) then ST ∈ Hom(u,w). Also, if v,w are unitaries
and T ∈ Hom(v,w) then T ∗ ∈ Hom(w, v). We define the tensor product of such elements:
v ⊗ w := v13w23 ∈ L(H)⊗ L(K)⊗A ≃ L(H ⊗K)⊗A,
where we use the leg-numbering notation. Let (ei)i be an orthonormal basis of H with associated
matrix units eij ∈ L(H) and u ∈ L(H) ⊗ A. We write u =
∑
eij ⊗ uij and we call uij ∈ A the
coefficients of u.
Given u =
∑
eij ⊗ uij ∈ L(H)⊗A, we define u˜ =
∑
e∗ij ⊗ u
∗
ij ∈ L(H)⊗A, where eij are the matrix
units associated to the dual basis (e∗i )i of the orthonormal basis (ei)i of H and H is the dual of H.
Observe that the linear maps su : C → H ⊗ H, z 7→ zΩ and s˜u : C → H ⊗ H, z 7→ zΩ˜, where
Ω = 1dim(H)
∑
i ei ⊗ e
∗
i and Ω˜ =
1
dim(H)
∑
i e
∗
i ⊗ ei are isometries in Hom(1, u⊗ u˜) and Hom(1, u˜⊗ u)
respectively, where 1 denotes the unit of A. Even starting with a unitary u, the element u˜ is non
necessarily invertible. However, the following well known remark will be useful to check that u˜ is
indeed invertible.
Remark 1. For any unitary u ∈ L(H) ⊗ A the element u˜ is invertible whenever there exists a
unitary v ∈ L(K)⊗A, with K a Hilbert space such that dim(K) = dim(H) and a non-degenerate1
t ∈ Hom(1, v ⊗ u). Indeed, if such v and t exist we may consider Q := (t∗ ⊗ idH) ◦ (idK ⊗ su) ∈
Hom(v, u˜). Note that, for all ξ ∈ H, one has Q∗ξ∗ = 1dim(H)(ξ
∗ ⊗ id)(t(1)) hence Q∗ is surjective,
since t is non-degenerate. Moreover, since dim(H) = dim(K), Q∗ ∈ L(H,K) is invertible so Q also
and we have u˜ = (Q−1 ⊗ 1)v(Q ⊗ 1), which implies that u˜ is invertible, since v is unitary.
There are several equivalent definitions of a Woronowicz’s compact quantum group. It can be
defined, for example, as a pair G = (C(G),∆) where C(G) is a unital C*-algebra and ∆ : C(G) −→
C(G)⊗C(G) a coassociative comultiplication such that ∆(C(G))(C(G)⊗1) and ∆(C(G))(1⊗C(G))
are dense in C(G)⊗ C(G). For our purpose we will adopt another definition.
Definition 1.1. A compact quantum group G is a pair (C(G),∆), where C(G) is a unital C*-
algebra and ∆ : C(G) −→ C(G) ⊗ C(G) a ∗-homomorphism together with a family of unitaries
uα ∈ L(Hα)⊗ C(G) for α ∈ I, where Hα is a finite dimensional Hilbert space, such that:
1t ∈ L(C,K ⊗H) is non-degnerate if {(id ⊗ ξ∗)(t(1)) : ξ ∈ H} = K.
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• the ∗-subalgebra generated by the coefficients of uα, for α ∈ I, is dense in C(G);
• (id ⊗∆)(uα) = (uα)12(u
α)13 for all α ∈ I;
• u˜α is invertible for all α ∈ I.
A (finite dimensional and unitary) representation of the compact quantum group (C(G),∆) is a
unitary v ∈ L(H) ⊗ C(G), where H is a finite dimensional Hilbert space, such that (id ⊗∆)(v) =
v12v13. Two representations v and w are called (unitarily) equivalent if there exists a unitary in
Hom(v,w) and a representation u is called irreducible if Hom(u, u) = Cid. We write 1G the trivial
representation of G, it is the unit of C(G) viewed as a one-dimensional representation.
We denote by Irr(G) the set of equivalence classes of the irreducible representations of G and, for
all α ∈ Irr(G), we choose a representative uα ∈ L(Hα) ⊗ C(G). The linear span of the coefficients
of the uα, for α ∈ Irr(G), which is a unital dense ∗-subalgebra of C(G), will be denoted by Pol(G).
In all the paper we will assume that G is given in its maximal form meaning that C(G) is the
enveloping C*-algebra of Pol(G). We will denote by h ∈ C(G)∗ the Haar state of G and by Cr(G)
(resp. L∞(G)) the C*-algebra (resp. von Neumann algebra) generated by the GNS representation
of h.
It is known that for any representation u there exists a unique (up to equivalence) representation u
such that Hom(1G, u⊗u) 6= {0} 6= Hom(1G, u⊗u). Such a representation is called the contragredient
or conjugate of u. Actually the representation u is obtained by unitarizing the invertible element
u˜ ∈ L(H)⊗C(G) defined previously. The contragredient representation is well defined at the level of
Irr(G): for α ∈ Irr(G), we write α the class of the contragredient of α. Let sα ∈ Hom(1G, α⊗α)\{0}
and Jα : Hα → Hα the invertible antilinear map defined by 〈Jαξ, η〉 = 〈sα(1), ξ ⊗ η〉 for all ξ ∈ Hα,
η ∈ Hα. Define Rα := J
∗
αJα ∈ L(Hα). We may and will always choose sα and sα normalized
such that ‖sα(1)‖ = ‖sα(1)‖ and Jα = J
−1
α . With such a normalization Rα is uniquely determined,
Tr(Rα) = ‖sα(1)‖ = Tr(R
−1
α ), where Tr is the unique trace and L(Hα) such that Tr(1) =dim(Hα)
and Rα = R
−1
α . The number Tr(Rα) is called the quantum dimension of α and is denoted dimq(α).
A compact quantum group G is said to be of Kac type if the antilinear map Jα is anti-unitary for
all α ∈ Irr(G). In particular, this means that J∗α = J
−1
α , therefore Rα = id for all α. This is also
equivalent to dim(α) =dimq(α) for all α.
Now, we recall some useful definitions and results from the category theory. In [Wor88], Woronowicz
proved that the finite dimensional representations of a compact quantum group G form a rigid C*-
tensor category denoted R(G) and called the representation category of G. More precisions on this
notion can be found in [NT13].
Definition 1.2. A C*-tensor category C is called rigid if for any U ∈ Ob(C ) there exist U¯ ∈ Ob(C )
and two morphisms R ∈ Hom(1, U¯ ⊗ U), R¯ ∈ Hom(1, U ⊗ U¯) such that
(R¯∗ ⊗ idU )(idU ⊗R) = idU (R
∗ ⊗ idU¯ )(idU¯ ⊗ R¯) = idU¯
The object U¯ is called the conjugate of U and the conditions satisfied by R, R¯ are the conjugate
equations.
Note that with the normalization explained above we have (s∗α⊗ id)(id⊗ sα) = id for all α ∈ Irr(G).
This is why a R(G) is a rigid C*-tensor category. In the abstract context of rigid C*-tensor category
the Frobenius reciprocity still holds.
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Theorem 1.3. Let U be an object of a C*-tensor category with conjugate U¯ and let R, R¯ be
the morphisms solving the conjugate equations. Then, the linear application Hom(U ⊗ V,W ) −→
Hom(V, U¯ ⊗W ) given by T 7→ (idU¯ ⊗ T )(R⊗ idV ) is an isomorphism. Similarly, we have Hom(V ⊗
U,W ) ∼= Hom(V,W ⊗ U¯)
Another notion particularly important in this paper is that of monoidal equivalence. Two compact
quantum groups G and H are called monoidally equivalent if their representations categories are
unitarily monoidally equivalent i.e. if there exists unitary tensor functors F : R(G) → R(H)
and G : R(H) → R(G) such that both FG and GF are naturally monoidally isomorphic to the
identity functors and the natural isomorphisms FG ≃ id and GF ≃ id are unitary (see [NT13]). By
restricting the unitary tensor functor F to the irreducible representations of G we get another, more
concrete, equivalent definition.
Definition 1.4 ([BDRV06]). Let G1 and G2 be two compact quantum groups. They are monoidally
equivalent (written G1 ≃mon G2) if there exists a bijection φ : Irr(G1) −→ Irr(G2), φ(1G1) = 1G2
such that, for any k, l ∈ N and for any αi, βj ∈ Irr(G), 1 ≤ i ≤ k, 1 ≤ j ≤ l, there is an isomorphism
φ : HomG1(α1 ⊗ ...⊗ αk;β1 ⊗ ...⊗ βl) −→ HomG2(φ(α1)⊗ ...⊗ φ(αk);φ(β1)⊗ ...⊗ φ(βl)) such that:
i) φ(id) = id,
ii) φ(f ⊗ g) = φ(f)⊗ φ(g),
iii) φ(f∗) = φ(f)∗,
iv) φ(fg) = φ(f)φ(g) for f, g composable morphisms.
The proof of a monoidal equivalence between two compact quantum groups can be simplified by
making use of the following proposition.
Proposition 1.5. Let C ,D be two rigid C*-tensor categories, possibly non complete with respect to
direct sums and subobjects. Let C˜ , D˜ be their completions. If F : C −→ D is a unitary monoidal
equivalence between the two categories C and D , then there exists a unitary monoidal equivalence
F˜ : C˜ −→ D˜ which extends F .
This is a standard result in category theory, we refer to [Bor94a, Bor94b] for the proof and for further
details.
Since we will widely rely on the notion of noncrossing partition in what follows, we recall some
standard definitions and notations.
Definition 1.6. Let k, l ∈ N. Let p = P1 ⊔P2 ⊔ ...⊔Pt be a partition of the set Ik+l = {1, ..., k+ l}.
The subsets Pi, i = 1, ..., t are called the blocks of the partition. The partition p is said to be a
noncrossing partition if, for every possible choice of elements r1 < r2 < r3 < r4, rj ∈ Ik+l such that
r1 and r3 belong to the same block, then r2 and r4 belong to different blocks. As we fixed k and
l, such a noncrossing partition p can be represented by a diagram with k upper points and l lower
points constructed as follows:
• consider two horizontal lines and draw k points on the upper one and l points on the lower one
• number the k upper points from 1 to k and from the left to the right
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• number the l lower points from k + 1 to k + l and from the right to the left
• connect to each other the points in a same block of the partition by drawing strings in the
part of the plane between the two lines
From the non crossing condition, it follows that the strings which connect points of different blocks
can be drawn in such a way that they do not intersect. We denote NC(k, l) the set of noncrossing
partitions between k upper points and l lower points. The total number of blocks of p ∈ NC(k, l) is
denoted b(p).
We have three fundamental operations which allow to create new noncrossing partitions from existing
ones.
Definition 1.7. Let p ∈ NC(k, l) and q ∈ NC(v,w). The tensor product p ⊗ q is the noncrossing
partition obtained by horizontal concatenation of p and q. The The adjoint p∗ is the noncrossing
partition corresponding to the diagram in NC(l, k) obtained by reflecting the diagram p with respect
to an horizontal line between the two rows of points. If l = v, we define the composition qp as the
diagram obtained by identifying the lower points of p with the upper points of q and by removing
all the blocks made up of points of the central line only. We refer to such blocks as central blocks
and their number is denoted cb(p, q).
For our computations, we need to introduce also the non-standard notion of cycle. More precisions
can be found in [Pit14].
Definition 1.8. The composition operation between the noncrossing partitions p and q can create
some (closed) cycles which will not be present in the final noncrossing partition. Heuristically, they
are the closed surfaces which appear when two or more central points are connected both in the
upper and in the lower noncrossing partition. In a more formal way, the number of cycles is
cy(p, q) := l + b(qp) + cb(p, q)− b(p)− b(q)
Example 1.9. In order to clarify the definitions and the notations above consider the following
example with p ∈ NC(1, 3) and q ∈ NC(3, 2).
p=
q=
•
• • •
• • •
• •
•
• • •
• •
qp= =
•
• •
We have b(p) = b(q) = 2, b(qp) = 1 and cb(p, q) = 1.
Then, the number of cycles is cy(p, q) = 3 + 1 + 1− 2− 2 = 1.
A particularly important notion used in this paper is that of quantum automorphism group. Before
recalling its definition and some related results, let us introduce some notations.
B will always denote a finite dimensional C*-algebra. We denote by m : B ⊗ B −→ B the multi-
plication on B and η : C → B the unit of B. Since B is a finite dimensional C*-algebra, it is of
the form B =
⊕c
T=1MnT (C). Let B = {(e
T
ij)i,j=1,...,nT , T = 1, . . . , c} be a basis of matrix units and
note that m(eTij ⊗ e
S
kl) = δjkδTSe
T
il and and η(1) =
∑c
T=1
∑nT
i=1 e
T
ii .
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In what follows, ψ : B −→ C will always denote a faithful state on B. Note that ψ induces a scalar
product on B defined by 〈x, y〉 := ψ(y∗x) for all x, y ∈ B. This scalar product turns B into a Hilbert
space. The state ψ is called a δ-form if mm∗ = δ · idB , where m
∗ is the adjoint with respect to the
scalar product induced by ψ and δ > 0. Recall that ψ is of the form ψ =
⊕c
T=1Tr(QT ·) for a suitable
family QT ∈ MnT (C), QT > 0,
∑
T Tr(QT ) = 1, where Tr is the unique trace of MnT (C) such that
Tr(1) = nT . It is easy to check that ψ is a δ-form if and only if Tr(Q
−1
T ) = δ for all T = 1, . . . , c.
In what follows, we will always assume that the matrix units eTij are associated with a basis of C
nT
which diagonalizes QT . We will denote Qi,T the eigenvalue in position (i, i) of the matrix QT written
with respect to this fixed diagonalizing basis. Note that ψ(eTij) = Tr(QT e
T
ij) = δijQi,T and the basis
B is then always orthogonal with respect to the scalar product induced by ψ. By normalizing B we
obtain the orthonormal basis B′ = {bTij |b
T
ij = ψ(e
T
jj)
− 1
2 eTij = Q
− 1
2
j,T e
T
ij , i, j = 1, . . . , nT , T = 1, . . . , c}
which will be widely used in this paper.
We recall below the definition of the quantum automorphism group of (B,ψ) and show how to
describe its intertwiners by means of noncrossing partitions. More details on the construction of this
object and on its representation theory can be found in [Ban99, Wan98, Pit14].
Definition 1.10. The universal unital C*-algebra C(Gaut(B,ψ)) generated by the coefficients of
u ∈ L(B)⊗ C(Gaut(B,ψ)) with the relations
(i) u is unitary (ii) m ∈ Hom(u⊗2, u) (iii) η ∈ Hom(1, u),
and endowed with the unique unital ∗-homomorphism
∆ : C(Gaut(B,ψ))→ C(Gaut(B,ψ)) ⊗ C(Gaut(B,ψ))
such that (id ⊗ ∆)(u) = u12u23 is the compact quantum automorphism group of (B,ψ) and it is
denoted by Gaut(B,ψ).
In order to describe the intertwiners of a quantum automorphism group by using noncrossing par-
titions, we need to associate to each non-crossing partition a linear, as it was done in [Pit14].
Let p ∈ NC(k, l) and associate to each point an element of the basis B′. Let (bα1i1j1, ..., b
αk
ikjk
) and
(bβ1r1s1, ..., b
βl
rlsl
) be the elements associated to the upper and lower points respectively. Let ij and
α be the multi-index notation for the different indices, in particular ij = ((i1, j1), ..., (ik , jk)) and
α = (α1, ..., αk); similarly we define rs and β.
Denote by bv, v = 1, ...,m the blocks of p, and let b
↑
v (b
↓
v) be the ordered product of the matrix units
corresponding to the upper (lower) points of the block bv. This product is assumed to be the identity
matrix if there are no upper (lower) points in the block. Define
δα,βp (ij, rs) :=
m∏
v=1
ψ((b↓v)
∗b↑v) (1.1)
Definition 1.11. The linear map corresponding to p ∈ NC(k, l) is
Tp : B
⊗k −→ B⊗l, bα1i1j1 ⊗ ...⊗ b
αk
ikjk
7→
∑
r,s,β
δα,βp (ij, rs)b
β1
r1s1 ⊗ ...⊗ b
βl
rlsl
The operations between noncrossing partitions introduced in Definition 1.7 are compatible with the
corresponding operations between linear maps.
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Proposition 1.12 ([Pit14]). Let p ∈ NC(l, k) and q ∈ NC(v,w). We have:
1. Tp⊗q = Tp ⊗ Tq
2. T ∗p = Tp∗
3. if k = v there are two possible cases:
a. if ψ is a (unital) δ-form, then Tqp = δ
−cy(p,q)TqTp
b. if ψ˜ is the (possibly non unital) 1-form δψ, then Tqp = ψ˜(1)
−cb(p,q)TqTp
The assertion (3b) is not included in the formulation of this proposition presented in [Pit14]. It can
be proved with the same techniques used to show the assertion (3a). In this case, the correction
coefficient depends on ψ˜(1) because, in general, ψ˜ is not unital, while the dependence on δ disappears
because it is a 1-form.
The space of intertwiners between tensor products of the fundamental representation of the quantum
automorphism group can be described as follows.
Theorem 1.13 ([Pit14]). Let B be a n-dimensional C*-algebra, n ≥ 4 and u be the fundamental
representation of Gaut(B,ψ). Then, for all k, l ∈ N, Hom(u⊗k, u⊗l) = span{Tp | p ∈ NC(k, l)}.
Moreover, maps corresponding to distinct noncrossing partitions are linearly independent.
2 Definition of the free wreath product G ≀∗ Gaut(B,ψ, d)
In this section we define the main object of this paper: the free wreath product of a compact
quantum group by the quantum automorphism group of a finite quantum graph. The definition is
based on the same idea already used in the case of the dual of a discrete group (see [Pit14]) but it
needs to be adapted to this new context. In the case of the free wreath product by the quantum
automorphism group Gaut(B,ψ), we will describe the spaces of intertwiners by means of specially
decorated noncrossing partitions. This will be fundamental in order to prove a monoidal equivalence
result, from which the fusion rules and some other properties will be deduce.
First of all we introduce the notion of finite quantum graph. We will then define the quantum
automorphism group of such a quantum graph as a quotient of Gaut(B,ψ).
Definition 2.1. Let B be a finite dimensional C*-algebra endowed with a faithful state ψ. Let
d ∈ L(B). The triple (B,ψ, d) will be called a finite quantum graph.
Example 2.2. When X is a classical finite graph, with say n-vertices, we get a finite quantum
graph (Cn, ψ, d), where ψ(x) = 1n
∑
i xi, for x = (x1, . . . , xn) ∈ C
n, and d ∈Mn(C) is the adjacency
matrix.
Proposition 2.3. Let (B,ψ, d) be a finite quantum graph and C(Gaut(B,ψ, d)) be the universal
unital C*-algebra generated by the coefficients of ud ∈ L(B)⊗ C(G
aut(B,ψ, d)), with relations
(i) ud is unitary (ii) m ∈ Hom(u
⊗2
d , ud) (iii) η ∈ Hom(1, ud) (iv) d ∈ End(ud).
There exists a unique unital ∗-homomorphism
∆d : C(G
aut(B,ψ, d))→ C(Gaut(B,ψ, d))⊗C(Gaut(B,ψ, d)) such that (id⊗∆d)(ud) = (ud)12(ud)13.
Moreover the pair (C(Gaut(B,ψ, d)),∆d) is a compact quantum group, called the quantum automor-
phism group of the finite quantum graph (B,ψ, d) and it is denoted Gaut(B,ψ, d).
9
Proof. The uniqueness of ∆d being obvious, let us show the existence. Let u ∈ L(B)⊗C(G
aut(B,ψ))
be the fundamental representation of Gaut(B,ψ) and Id ⊂ C(G
aut(B,ψ)) be the closed two sided
∗-ideal generated by the relation d ∈ End(u) so that C(Gaut(B,ψ, d)) = C(Gaut(B,ψ))/Id. Let
pid : C(G
aut(B,ψ)) → C(Gaut(B,ψ))/Id be the canonical surjection so that ud = (id ⊗ pid)(u).
Recall that (idB ⊗∆)(u) = u12u13 where u is the fundamental representation of G
aut(B,ψ). Note
that Id ⊂ ker((pid ⊗ pid) ◦∆) since we have the following equation
(d⊗ 1⊗2)u12u13 = u12(d⊗ 1
⊗2)u13 = u12u13(d⊗ 1
⊗2).
The inclusion above means that ∆ factorizes to a map ∆d such that ∆d ◦ pid = (pid ⊗ pid) ◦ ∆. It
is then clear that ∆d satisfies the required condition and that (C(G
aut(B,ψ, d)),∆d) is a compact
quantum group.
Example 2.4. If (B,ψ, d) is the finite quantum graph associated to a classical finite graph X as in
Example 2.2 then Gaut(B,ψ, d) is the quantum automorphism group of X (see [BB07, Cha15]). More
generally, when X is a finite metric space and B = C(X), ψ(f) = 1|X|
∑
x∈X f(x) and d ∈ M|X|(C)
is the matrix defined by dij = d(i, j), where d is the metric on X, then G
aut(B,ψ, d) is the quantum
automorphism group of X defined in [Ban05].
Remark 2. Let uk ∈ L(Hk) ⊗ C(G
aut(B,ψ)) be a complete set of representative of Irr(Gaut(B,ψ))
such that u0 = 1 and u = u0 ⊕ u1. Let S : H1 −→ B be the unique isometry, up to S
1. Recall that
the orthogonal projections ηBη
∗
B and SS
∗ satisfy ηBη
∗
B + SS
∗ = idB and End(u) = CηBη
∗
B +CSS
∗.
Hence, whenever d ∈ span{ηBη
∗
B , SS
∗}, we have Gaut(B,ψ, d) = Gaut(B,ψ).
Remark 3. If d ∈ L(B) is normal, by writing d =
∑
i λipi the spectral decomposition of d, where pi
are the spectral projections, it is easy to check that the ideal generated by the relations d ∈ End(u)
is equal to the ideal generated by the relations pi ∈ End(u) for all i.
Proposition 2.5. Let Vd(k, l) ⊂ L(B
⊗k, B⊗l) be the set of linear combinations of composable prod-
ucts of maps of the form id⊗sB ⊗mB ⊗ id
⊗r
B , id
⊗s
B ⊗m
∗
B ⊗ id
⊗r
B , id
⊗s
B ⊗ ηB ⊗ id
⊗r
B , id
⊗s
B ⊗ η
∗
B ⊗ id
⊗r
B ,
id⊗sB ⊗ d⊗ id
⊗r
B and id
⊗s
B ⊗ d
∗ ⊗ id⊗rB which are in L(B
⊗k, B⊗l). Then, for all k, l ∈ N, we have
Hom(u⊗kd , u
⊗l
d ) = Vd(k, l).
Proof. The first inclusion (⊇) easily follows by observing that all the maps which generate Vd(k, l)
are morphisms by Definition 2.6. For the second inclusion (⊆) we need to use the Tannaka-Krein
duality (see [Wor88]). Let C be the category such that Ob(C ) = N and Hom(k, l) = Vd(k, l). This
category is essentially the category of the noncrossing partitions with some additional morphisms. It
is then clear that C is a concrete rigid monoidal C*-category. By the Tannaka-Krein duality we know
that there exists a compact quantum group G = (C(G),∆) with fundamental representation v and
such that Hom(v⊗k, v⊗l) = Vd(k, l). Because of the universality of the Tannaka-Krein construction,
from the inclusion already proved it follows that there is a surjective map φ : C(G) −→ Gaut(B,ψ, d)
such that (idB ⊗ φ)(v) = ud. In order to complete the proof we have to show that the map is an
isomorphism. This follows from the universality of the construction of Gaut(B,ψ, d) after observing
that the matrix v is unitary and that m ∈ Hom(v⊗2, v), η ∈ Hom(1, v) and d ∈ End(v) because of
the definition of Vd(k, l).
We can now define the free wreath product of a compact quantum group by the quantum auto-
morphism group of a finite quantum graph. Let G be a compact quantum group and (B,ψ, d)
be a finite quantum graph. Recall that for each α ∈ Irr(G), we have choosen a representative
uα ∈ L(Hα)⊗ C(G).
10
Definition 2.6. Define C(G) ∗w C(G
aut(B,ψ, d)) to be the universal unital C*-algebra generated
by the coefficients of a(α) ∈ L(B⊗Hα)⊗ (C(G)∗wC(G
aut(B,ψ, d))), α ∈ Irr(G), with the relations:
• a(α) is unitary for any α ∈ Irr(G).
• ∀α, β, γ ∈ Irr(G), ∀S ∈ Hom(α⊗ β, γ)
m˜⊗ S := (m⊗ S) ◦ Σ23 ∈ Hom(a(α)⊗ a(β), a(γ))
where Σ23 : B ⊗Hα⊗B ⊗Hβ −→ B
⊗2⊗ (Hα ⊗Hβ), x1 ⊗ x2 ⊗ x3⊗ x4 7→ x1 ⊗ x3 ⊗ x2⊗ x4 is
the unitary map that exchanges the legs 2 and 3 in the tensor product.
• η ∈ Hom(1, a(1G)), where 1 is the unity of C(G) ∗w C(G
aut(B,ψ, d)) and 1G denote the trivial
representations of G.
• d ∈ End(a(1G)).
Remark 4. When G = Γ̂ is the dual of a discrete group Γ all the irreducible representations of Γ̂ are
one dimensional; therefore, the morphisms S can be ignored, since they are scalar multiples of idC
and we recover the original definition of free wreath product C*-algebra from [Pit14].
Proposition 2.7. There exists a unique ∗-homomorphism
∆ : C(G) ∗w C(G
aut(B,ψ, d)) −→ (C(G) ∗w C(G
aut(B,ψ, d))) ⊗ (C(G) ∗w C(G
aut(B,ψ, d)))
such that, for any α ∈ Irr(G), (id⊗∆)(a(α)) = a(α)(12)a(α)(13). The pair (C(G)∗wC(G
aut(B,ψ, d)),∆)
is a compact quantum group, called the free wreath product of G by Gaut(B,ψ, d) and denoted
G ≀∗ G
aut(B,ψ, d) or H+(B,ψ,d)(G). For all α ∈ Irr(G), a(α) is a representation of H
+
(B,ψ,d)(G),
its contragredient representation is a(α) and dimq(a(α)) = dimq(α)
∑
TTr(QT )Tr(Q
−1
T ). Moreover,
H+(B,ψ,d)(G) is of Kac type if and only if G is of Kac type and ψ is a trace.
Proof. Since the coefficients of a(α) generate the C*-algebra A := C(G) ∗w C(G
aut(B,ψ, d)), the
uniqueness of ∆ is obvious. Let us show the existence. For α ∈ Irr(G), define the unitary v(α) =
a(α)(12)a(α)(13) ∈ L(B⊗Hα)⊗(A⊗A). Let S ∈ Hom(α⊗β, γ). We need to show that (m⊗S)Σ23 ∈
Hom(v(α)⊗v(β), v(γ)) and to do so, we will view the a(α) as three legs objects in L(B)⊗L(Hα)⊗A.
Since (m⊗ S)Σ23 ∈ Hom(a(α) ⊗ a(β), a(γ)) we have
((m⊗ S)Σ23)⊗ 1A⊗A)(v(α) ⊗ v(β)) = ((m⊗ S)Σ23 ⊗ 1A⊗A)a(α)(125)a(α)(126)a(β)(345)a(β)(346)
= ((m⊗ S)Σ23 ⊗ 1A⊗A)a(α)(125)a(β)(345)a(α)(126)a(β)(346)
= a(γ)(123)((m⊗ S)Σ23 ⊗ 1A⊗A)a(α)(126)a(β)(346)
= a(γ)(123)a(γ)(124)((m⊗ S)Σ23 ⊗ 1A⊗A)
= v(γ)((m ⊗ S)Σ23 ⊗ 1A⊗A).
Moreover, v(1Gη ⊗ 1A⊗A = a(1G)(12)a(1G)(13)(η ⊗ 1A⊗A) = η ⊗ 1A⊗A and,
(d⊗ 1A⊗A)v(AG) = (d⊗ 1A⊗A)a(1G)(12)a(1G)(13) = a(1G)(12)(d⊗ 1A⊗A)a(1G)(13) = v(1G)(d⊗ 1
⊗2).
Hence, the existence of ∆ follows from the universal property of the C*-algebra A.
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Let us now check the conditions of Definition 1.1 for the pair (A,∆). It is clear that the matrices
a(α) are unitary and we just proved that the comultiplication ∆ exists. What is left is to show
that the a˜(α) are invertible. By Remark 1 it suffices to show that there exists a non-degenerate
tα ∈ Hom(1, a(α)⊗ a(α)). Let sα ∈ Hom(1G, α⊗α) and sα ∈ Hom(1G, α⊗α) be the non-zero well-
normalized intertwiners and define tα := (m˜⊗ s∗α)
∗ ◦ η ∈ Hom(1, a(α)⊗ a(α)). Let us check that tα
is non-degenerate. Take an orthonormal basis (eαi )i of Hα which diaganalizes Rα := J
∗
αJα and write
Rαe
α
i = λα,ie
α
i . Note that (e
α)i is an orthonormal basis of Hα, where e
α
i := (λα,i)
− 1
2Jαe
α
i . Moreover,
since 〈sα(1), e
α
i ⊗e
α
j 〉 = 〈Jαe
α
i , e
α
j 〉 = (λα,i)
− 1
2 〈Jαe
α
i , Jαe
α
j 〉 =
√
λα,iδi,j, we find sα(1) =
∑
i
√
λα,ie
α
i ⊗
eαi . Similarly we have sα(1) =
∑
i(λα,i)
− 1
2 eαi ⊗ e
α
i and note that dim
2
q(α) =
∑
i λα,i =
∑
i(λα,i)
−1.
An easy computation gives tα(1) =
∑
i(λα,i)
− 1
2Σ23(m
∗(1B)⊗ e
α
i ⊗ e
α
i ). We consider the orthonormal
basis B′ = {bTij} of B = ⊕
c
T=1MnT (C) introduced in Section 1 and for which we obviously have
1B =
∑
T,iQ
1
2
i,T b
T
ii and m
∗(bTij) =
∑
kQ
− 1
2
k,T b
T
ik ⊗ b
T
kj. It follows that m
∗(1B) =
∑
T,i,k
√
Qi,T
Qk,T
bTik ⊗ b
T
ki
hence, tα(1) =
∑
i,j,k,T
√
Qj,T
λα,iQk,T
bTjk ⊗ e
α
i ⊗ b
T
kj ⊗ e
α
i . From the previous formulae it is clear that tα
is non-degenerate. This shows that (A,∆) is a compact quantum group.
Let us define tα := (m˜⊗ s∗α)
∗ ◦ η ∈ Hom(1, a(α) ⊗ a(α)). As before, an easy computation gives
tα(1) =
∑
i,j,k,T
√
λα,iQj,T
Qk,T
bTjk ⊗ e
α
i ⊗ b
T
kj ⊗ e
α
i . In particular, tα is non-zero. This shows that the
contragredient of a(α) is, up to equivalence, a(α). Moreover, denoting by Ja(α) the antilinear map
B ⊗ Hα → B ⊗ Hα associated to tα(1) (and by Ja(α) the one associated with tα(1)), we see from
the formulas of tα(1) and tα(1) that J
−1
a(α) = Ja(α). Moreover, since ‖tα(1)‖
2 =
∑
i,j,k,T
λα,iQj,T
Qk,T
=
dimq(α)
∑
j,k,T
Qj,T
Qk,T
= dimq(α)
∑
TTr(QT )Tr(Q
−1
T ) = ‖tα(1)‖
2, it follows that our pair of intertwiners
(tα, tα) is well-normalized. Hence, dimq(a(α)) = dimq(α)
∑
TTr(QT )Tr(Q
−1
T ) and
Ra(α)(b
T
jk ⊗ e
α
i ) =
λα,iQj,T
Qk,T
bTjk ⊗ e
α
i , where Ra(α) := J
∗
a(α)Ja(α).
Note that, since the algebra generated by the coefficients of the representations a(α), for α ∈ Irr(G)
is dense in A, it follows from the general theory that H+(B,ψ,d)(G) is of Kac type if and only if
Ra(α) = id for all α ∈ Irr(G). By the explicit formula for Ra(α), it follows that H
+
(B,ψ,d)(G) is of Kac
type if and only if
λα,iQj,T
Qk,T
= 1 for all α, T, i, j, k. It is then easy to deduce the last assertion of the
Proposition.
Remark 5. As observed in Remark 2, if d ∈ End(u), where u is the fundamental representation of
Gaut(B,ψ), the condition d ∈ End(a(1G)) in the definition of the free wreath product is a consequence
of the previous ones. In this case the free wreath product by G will be denoted G ≀∗ G
aut(B,ψ) or
H+(B,ψ)(G). In the following sections we will take into account only this case. The more general
situation (with the endomorphism d is non trivial) will be considered only in the last section, where
we will give a geometric justification of Definition 2.6.
Remark 6. The definition of the compact quantum group H+(B,ψ,d)(G) implies that every irreducible
representation can be obtained as a sub-representation of a suitable tensor product of the basic
representations a(α), for α ∈ Irr(G), and actually this remark was used in the proof of the Kac type
assertion of the previous Proposition.
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3 Spaces of intertwiners
In this section we want to combine and generalize some results from [LT14] and from [Pit14], in order
to describe the spaces of intertwiners of the free wreath product H+(B,ψ)(G) by means of decorated
noncrossing partitions.
Definition 3.1. Let p ∈ NC(k, l) and decorate from left to right the k upper points of p with the
representations of the tuple α = (α1, ..., αk) ∈ Rep(G)
k and the l lower points with the represen-
tations of the tuple β = (β1, ..., βl) ∈ Rep(G)
l. Denote by bv, v = 1, ..,m the different blocks of p,
let Uv (resp. Lv) be the upper (reps. lower) points of the block bv and let αUv (resp. βLv ) be the
tensor product, ordered from left to right, of the representations which decorate the upper (resp.
lower) points of bv. By convention we define αUv = 1G (resp. βLv = 1G) if bv does not have upper
point (resp. lower points). Similarly, let HUv (resp. HLv) be the tensor product, ordered from left
to right, of the Hilbert spaces associated to these representations. Again, if bv does not have upper
point (resp. lower points) we set HUv = C (resp. HLv = C).
The partition p is said to be well decorated if, for every block bv, one has Hom(αUv , βUv ) 6= {0}. We
denote by NCG(α1, ..., αk;β1, ..., βl) the set of well decorated noncrossing partitions.
Let p ∈ NCG(α1, ..., αk;β1, ..., βl). For each block bv of p choose a non-zero morphism Sv ∈
Hom(αUv , βUv ) and define S :=
⊗m
v=1 Sv :
⊗m
v=1HUv −→
⊗m
v=1HLv the tensor product, ordered
from left to right. Then, it is quite natural to consider the map
Tp ⊗ S : B
⊗k ⊗
m⊗
v=1
HUv −→ B
⊗l ⊗
m⊗
v=1
HLv .
To ultimately obtain an intertwiner in Hom(a(α1) ⊗ ... ⊗ a(αk), a(β1) ⊗ ... ⊗ a(βl)) we need to
reorder the spaces. To do so, we define sp,U :
⊗k
i=1(B ⊗ Hαi) −→ B
⊗k ⊗
⊗m
v=1HUv and sp,L :⊗l
j=1(B⊗Hβj) −→ B
⊗l⊗
⊗m
v=1HLv as the applications which reorder the spaces associated to the
upper and lower points of p respectively.
Definition 3.2. The map in L(
⊗k
i=1(B⊗Hαi),
⊗l
j=1(B⊗Hβj)) associated to a decorated noncross-
ing partition p ∈ NCG(α1, ..., αk;β1, ..., βl) endowed with a morphism S ∈
⊗m
v=1Hom(αUv , βLv ) is
Tp,S := s
−1
p,L ◦ (Tp ⊗ S) ◦ sp,U
The next result easily follows from Proposition 1.12.
Proposition 3.3. Let p ∈ NCG(α1, ..., αk;β1, ..., βl) be a decorated noncrossing partition endowed
with the morphism S ∈
⊗m
v=1Hom(αUv , βLv ). Similarly, let q ∈ NCG(α
′
1, ..., α
′
k′ ;β
′
1, ..., β
′
l′ ) be a
decorated noncrossing partition endowed with the morphism S′ ∈
⊗m′
v=1Hom(α
′
Uv
, β′Lv ). One has:
1. Tp⊗q,S⊗S′ = Tp,S ⊗ Tq,S′
2. T ∗p,S = Tp∗,S∗
3. if l = k′ and βi = α
′
i for all i = 1, ..., k
′ there are two possibilities:
a. if ψ is a (unital) δ-form, then Tqp,S′S = δ
−cy(p,q)Tq,S′Tp,S,
b. if ψ˜ is a (possibly non unital) 1-form, then Tqp,S′S = ψ˜(1)
−cb(p,q)Tq,S′Tp,S.
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Proof. The first relation follows from
Tp,S ⊗ Tq,S′ = (s
−1
p,L ◦ (Tp ⊗ S) ◦ sp,U)⊗ (s
−1
q,L ◦ (Tq ⊗ S
′) ◦ sq,U)
= (s−1p,L ⊗ s
−1
q,L) ◦ (Tp ⊗ S ⊗ Tq ⊗ S
′) ◦ (sp,U ⊗ sq,U)
= (s−1p,L ⊗ s
−1
q,L)(id ⊗ σ
−1
1 ⊗ id)(id ⊗ σ1 ⊗ id)(Tp ⊗ S ⊗ Tq ⊗ S
′)(id⊗ σ−12 ⊗ id)
= (id⊗ σ2 ⊗ id)(sp,U ⊗ sq,U) = s
−1
p⊗q,L ◦ (Tp⊗q ⊗ S ⊗ S
′) ◦ sp⊗q,U = Tp⊗q,S⊗S′,
where σ1 and σ2 are maps which reorder the spaces as necessary. In particular, σ1 :
⊗l
i=1Hβi ⊗
B⊗l
′
−→ B⊗l
′
⊗
⊗l
i=1Hβi and σ2 :
⊗k
i=1Hαi⊗B
⊗k′ −→ B⊗k
′
⊗
⊗k
i=1Hαi . For the second relation we
observe that T ∗p,S = (s
−1
p,L◦(Tp⊗S)◦sp,U)
∗ = s−1p,U ◦(T
∗
p ⊗S
∗)◦sp,L = s
−1
p∗,L◦(Tp∗⊗S
∗)◦sp∗,U = Tp∗,S∗.
The compatibility with the multiplication (case 3a) follows from
Tq,S′Tp,S = (s
−1
q,L ◦ (Tq ⊗ S
′) ◦ sq,U) ◦ (s
−1
p,L ◦ (Tp ⊗ S) ◦ sp,U) = s
−1
q,L ◦ (Tq ⊗ S
′) ◦ (Tp ⊗ S) ◦ sp,U
= δcy(p,q)(s−1qp,L ◦ (Tqp ⊗ S
′S) ◦ sqp,U) = δ
cy(p,q)Tqp,S′S
The proof of the case 3b is analogous.
The following lemma is a linearity result concerning these morphisms.
Lemma 3.4. Let p ∈ NCG(α1, ..., αk;β1, ..., βl) endowed with the morphisms S, S
′ ∈
⊗m
v=1Hom(αUv , βLv ).
For all λ, µ ∈ C we have λTp,S + µTp,S′ = Tp,λS+µS′.
Proof. By applying the definition and by using the linearity of the different maps we have:
λTp,S + µTp,S′ = λ(s
−1
p,L ◦ (Tp ⊗ S) ◦ sp,U) + µ(s
−1
p,L ◦ (Tp ⊗ S
′) ◦ sp,U)
= s−1p,L ◦ (Tp ⊗ λS) ◦ sp,U + s
−1
p,L ◦ (Tp ⊗ µS
′) ◦ sp,U
= s−1p,L ◦ ((Tp ⊗ λS) ◦ sp,U + (Tp ⊗ µS
′) ◦ sp,U)
= s−1p,L ◦ ((Tp ⊗ λS + Tp ⊗ µS
′) ◦ sp,U)
= s−1p,L ◦ ((Tp ⊗ λS + µS
′) ◦ sp,U) = Tp,λS+µS′ .
Remark 7. The category N CG with objects the free monoid M over Irr(G) and morphisms
Hom((α1, . . . , αk); (β1, . . . , βl) := span{Tp,S|p ∈ NCG(α1, ..., αk;β1, ..., βl), S ∈
m⊗
v=1
Hom(αUv , βLv )}
is a rigid C*-tensor category. The result follows easily from Proposition 3.3 and Lemma 3.4. In-
deed, the tensor product is given by concatenation in the monoid: (α1, . . . , αk) ⊗ (β1, . . . , βl) :=
(α1, . . . , αk, β1, . . . , βl). The object 1 is given by the empty word ∅ ∈ M and the conjugate of
(α1, . . . , αk) is given by (αk, . . . , α1). Actually, the pair (R,R) satisfying the conjugate equa-
tions for the pair ((α1, . . . , αk), (αk, . . . , α1)) is defined as follows. Let (S, S) be a pair satisfy-
ing the conjugate equation for the pair u = α1 ⊗ . . . ⊗ αk and u = αk ⊗ . . . ⊗ α1 in the rigid
C*-tensor category R(G). Hence, the partition p ∈ NC(0, 2k) with no upper points and all the
lower points connected together is well decorated in either NCG(∅, α1 ⊗ . . . αk ⊗ αk ⊗ . . . ⊗ α1) or
NCG(∅, αk⊗. . .⊗α1⊗α1⊗. . . αk) and we may define R := Tp,S ∈ Hom(1, (α1, . . . , αk)⊗(αk, . . . , α1))
and R := Tp,S ∈ Hom(1, (αk, . . . , α1)⊗ (α1, . . . , αk)).
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Theorem 3.5. Let B be a n-dimensional C*-algebra (n ≥ 4) endowed with a δ-form ψ and G a
compact quantum group. Consider the free wreath product H+(B,ψ)(G) with basic representations a(α),
where α ∈ Irr(G). Then, for all k, l ∈ N
Hom(
⊗k
i=1 a(αi),
⊗l
j=1 a(βj)) =
span{Tp,S|p ∈ NCG(α1, ..., αk ;β1, ..., βl), S ∈
⊗m
v=1Hom(αUv , βLv )}
with the convention that, if k = 0,
⊗k
i=1 a(αi) = 1H+
(B,ψ)
(G) and the space of the noncrossing partitions
is NCG(∅;
⊗l
j=1 a(βj)), i.e. it does not have upper points. Similarly, if l = 0.
Moreover, its dimension is given by
∑
p∈NCG(α1,...,αk;β1,...,βl)
∏m
v=1 dimHom(αUv , βLv ).
Proof. In order to prove the inclusion ⊇, we have to show that every linear map Tp,S obtained
from a decorated noncrossing partition p endowed with a suitable morphism S is an intertwiner of
H+(B,ψ)(G). In particular, we will prove that every Tp,S can be decomposed as a linear combination of
tensor products, compositions and adjoints of the basic morphisms m˜⊗ S, η and id. From Theorem
1.13, we know that such a decomposition at the level of the noncrossing partitions exists. The more
difficult point here is to decorate every block of the decomposition with irreducible representations
and to associate the right morphisms such that, if we compose all the diagrams, we obtain the
original map. By Frobenius reciprocity (Theorem 1.3) we have
Hom(
k⊗
i=1
a(αi),
l⊗
j=1
a(βj)) ∼= Hom(1, a(β1)⊗ ...⊗ a(βl)⊗ a(α¯k)⊗ ...⊗ a(α¯1)).
Moreover, by applying the Frobenius reciprocity to the rigid C*-tensor category N CG we get
Hom((α1, ..., αk), (β1, ..., βl)) ∼= Hom(∅, (β1, ..., βl, α¯k, ..., α¯1)).
It follows that it is enough to prove the inclusion for k = 0. Moreover, we can restrict ourselves to
prove the result in the case of a one-block non crossing partition, because the map associated to any
decorated noncrossing partition in NCG(∅, (β1, ..., βl)) can easily be obtained through compositions
and tensor products of the maps associated to one-block noncrossing partitions and of the identity
map. Let p ∈ NCG(∅;β1, ..., βl), b(p) = 1 be a decorated noncrossing partition endowed with the
morphism S and consider the map Tp,S. The condition b(p) = 1 implies that S ∈ Hom(1G,
⊗l
j=1 βl)
and the diagram we have to consider is as follows.
∅
pl =
•
β1
•
β2
•
βl
We will prove the result by induction on l. If l = 0 the result is trivial, if l = 1 we obtain the map
η which is in Hom(1, a(1G)) by definition. If l = 2, S ∈ Hom(1G, β1 ⊗ β2) and the diagram can be
decomposed as follows.
∅
•
•
1G
•
β1
•
β2
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Therefore Tp2,S = Σ23(m
∗ ⊗ S)η ∈ Hom(1, a(β1)⊗ a(β2)) because it can be seen as the composition
of two intertwiners. Moreover, we observe that this situation is possible only if β2 = β¯1. If l = 3 and
the morphism associated to the noncrossing partition is S ∈ Hom(1G, β1⊗β2), we have the following
decomposition.
∅
•
•
1G
•
β¯3
•
β3
• •
•
β1
•
β2
•
β3
In order to complete the description of the decomposition, we need to associate a morphism to every
noncrossing partition. The morphism of the noncrossing partition corresponding to η is clearly
id1G , while the morphism of the lower block corresponding to the identity is idHβ3 . In order to
define the remaining morphisms we recall the notation introduced in Definition 1.2 to denote the
invariant vectors. Let R ∈ Hom(1, β¯3 ⊗ β3) and R¯ ∈ Hom(1, β3 ⊗ β¯3) be the morphisms satisfying
the conjugate equations. Then, the morphisms associated to the two blocks corresponding to m∗
are R ∈ Hom(1, β¯3 ⊗β3) and (idHβ1⊗Hβ2 ⊗ R¯
∗)(S ⊗ idHβ¯3
) ∈ Hom(β¯3, β1⊗ β2) respectively. An easy
computation allows us to verify that S = [(idHβ1⊗Hβ2 ⊗ R¯
∗)(S ⊗ idHβ¯3
)⊗ idHβ3 ]R. This means that
Tp3,S can be decomposed in term of some of the basic morphisms introduced in the definition of the
free wreath product and therefore is in Hom(1, β1 ⊗ β2 ⊗ β3).
Now, we are ready for the inductive step. Let us suppose the inclusion true for a l = t ≥ 3 and
prove it for t+1. As usual, let S ∈ Hom(1,
⊗t+1
j=1 βj) be the morphism associated to the noncrossing
partition pt+1. The decomposition which we need to consider in this case is (with αi ⊂ β¯t+1 ⊗ β¯t):
∅
•
•
1G
•
β¯t+1
•
βt+1
• •
•
αi
•
βt
•
βt+1
• • •
•
β1
•
β2
•
βt−1
•
βt
•
βt+1
· · ·
Now, we have to assign a suitable morphism to every noncrossing partition of the decomposition.
As in the case l = 3, we associate the identity map to the diagrams corresponding to η and to id.
The morphisms on the other blocks are less obvious and we need to introduce some notations. Let
us denote Rt ∈ Hom(1, β¯t ⊗ βt), R¯t ∈ Hom(1, βt ⊗ β¯t), Rt+1 ∈ Hom(1, β¯t+1 ⊗ βt+1) and R¯t+1 ∈
Hom(1, βt+1 ⊗ β¯t+1) two pair of invariant vectors satisfying the conjugate equations. For every
αi ⊂ β¯t+1 ⊗ β¯t, we know that there is an isometry ri ∈ Hom(αi, β¯t+1 ⊗ β¯t) such that rir
∗
i ∈
End(β¯t+1⊗ β¯t) is a projection and
∑
i rir
∗
i = idHβ¯t+1⊗Hβ¯t
. There are still three morphisms to assign;
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they will be denoted S1,i, S2,i and S3,i. From the top to the bottom, they are the following ones.
The morphism S1,i ∈ Hom(1G, β¯t+1 ⊗ βt+1) is Rt+1. The morphism S2,i ∈ Hom(β¯t+1, αi ⊗ βt) is
(r∗i ⊗ idHβt )(idHβ¯t+1
⊗Rt). Finally, the morphism S3,i ∈ Hom(αi,
⊗t−i
j=1 βj) is
(idHβ1⊗...⊗Hβt−1 ⊗ R¯
∗
t (idHβt ⊗ R¯
∗
t+1 ⊗ idHβ¯t
))(S ⊗ idHβ¯t+1⊗Hβ¯t
)ri.
These are all morphisms because they are obtained through the operations of tensor product, com-
position and adjoint from known morphisms. Moreover, by making use of the Frobenius reciprocity
and of the inductive hypothesis, we know that the linear map in L(B ⊗Hαi ,
⊗t−1
j=1(B ⊗Hβj)) asso-
ciated to the noncrossing partition endowed with the morphism S3,i is in Hom(a(αi),
⊗t−1
j=1 a(βj)).
The fact that the linear maps corresponding to the other decorated noncrossing partitions are inter-
twiners follows from the definition of free wreath product. An easy computation allows us to verify
that
∑
i(S3,i ⊗ idHβt⊗Hβt+1 )(S2,i ⊗ idHβt+1 )S1,i = S, therefore, by making use of Lemma 3.4 and of
Proposition 3.3, we have that Tpt+1,S ∈ Hom(1,
⊗t+1
j=1 a(βj)) as it is possible to write Tpt+1,S as a
linear combination of compositions, adjoints and tensor products of intertwiners.
For the second inclusion (⊆), we apply the Tannaka-Krein duality to the concrete rigid monoidal
C*-category N CG. Then, there exists a compact quantum group G = (C(G),∆) such that C(G)
is generated by the coefficients of a family of finite dimensional unitary representations a(αi)
′ and
Hom(
⊗k
i=1 a(αi)
′,
⊗l
j=1 a(βj)
′) = span{Tp|p ∈ NCΓ̂(α1, ..., αk;β1, ..., βl)}. Moreover, because of the
universality of the Tannaka-Krein construction, from the inclusion already proved we can deduce that
there is a surjective map φ : C(G) −→ H+(B,ψ)(G) such that (id⊗φ)(a(α)
′) = a(α), for all α ∈ Irr(G).
In order to complete the proof, we have to show that this map is an isomorphism. The existence of the
inverse morphism follows from the universality of the free wreath product construction. It is enough
to observe that the unitary representations a(α)′ are such that m˜⊗ S ∈ Hom(a(α)′ ⊗ a(β)′, a(γ)′)
for any S ∈ Hom(α ⊗ β, γ) and η ∈ Hom(1, a(1G)
′) because the maps m˜⊗ S and η correspond to
well decorated noncrossing partitions.
Since the maps Tp associated to distinct noncrossing partitions in NC(k, l) are linearly independent
(see Theorem 1.13), the dimension formula follows.
Remark 8. The description of the space of intertwiners does not depend on considering a unital
δ-form ψ or the associated non-unital 1-form ψ˜. In order to prove the monoidal equivalence result
in the next Section it will be necessary to consider the non-unital 1-form ψ˜.
Remark 9. As in the case of the dual of a discrete group (see [Pit14]), we can compute the Haar
measure of some particular elements. Consider the free wreath product H+(B,ψ)(G), where ψ is a
δ-form, and let χ(a(1G)) := (Tr ⊗ id)(a(1G)) be the character of the representation a(1G). We
easily observe that χ(a(1G)) is self-adjoint. Now, we want to compute the moments h(χ(a(1G))
k);
let pk be the orthogonal projection onto the fixed points space Hom(1, a(1G)
⊗k). Thanks to some
classic results of Woronowicz (see [Wor88]) we have h(χ(a(1G))
k) = h((Tr⊗ id)(a(1G))
k) = Tr((id⊗
h)(a(1G)
⊗k)) = Tr(pk) = dim(Hom(1, a(1G)
⊗k)) = #NC(0, k) = Ck where Ck are the Catalan
numbers. They are the moments of the free Poisson law of parameter 1 which is then the spectral
measure of χ(a(1G)).
4 Monoidal equivalence
In this section, we obtain a useful monoidal equivalence result for the free wreath productH+(B,ψ)(G).
An analogous result has been proved in [LT14, Theorem 5.11], in the particular case of the free wreath
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product of a compact matrix quantum group of Kac type by the quantum symmetric group. We will
show that it can be extended to our more general context. The monoidal equivalence will allow us
to reconstruct the representation theory of H+(B,ψ)(G) and to prove some properties of the operator
algebras associated to the free wreath product.
By doing some minor changes and remarks, the proof of [LT14, Theorem 5.11] also works in our
more general situation. Hence, we will only sketch the proof of the following theorem, pointing out
the critical passages in the adaptation to our context. Recall that the symbol ∗ denotes the maximal
free product of unital C*-algebras and ∗̂ denotes the free product of compact quantum groups.
Theorem 4.1. Let (B, ψ˜) be a finite dimensional C*-algebra, dim(B) ≥ 4, endowed with a possibly
non-unital 1-form ψ˜. Let 0 < q ≤ 1 be such that q + q−1 =
√
ψ˜(1). Let G be a compact quantum
group and consider the free wreath product G ≀∗G
aut(B, ψ˜). Let H be the compact quantum subgroup
of G∗ˆSUq(2) given by
C(H) =< bijabkl | 1 ≤ i, j, k, l ≤ 2, a ∈ C(G) >⊂ C(G) ∗ C(SUq(2))
∆H := ∆G∗ˆSUq(2)|H
More precisely
∆(bijabkl) =
∑
r,s,v
bira(1)bks ⊗ brja(2)bsl ∈ C(H)⊗ C(H)
where b = (bij)ij is the generating matrix of SUq(2) and ∆G(a) =
∑
a(1) ⊗ a(2).
Then
G ≀∗ G
aut(B, ψ˜) ≃mon H
Proof. The first remark is about the existence of a q ∈ (0, 1] such that q + q−1 =
√
ψ˜(1). An easy
computation shows that q + q−1 : (0, 1] −→ [2,∞) is a bijection, therefore the monoidal equivalence
makes sense only if ψ˜(1) ≥ 4. We recall that ψ˜ : B −→ C is a 1-form so it can be rewritten as
ψ˜(·) =
∑
λ Tr(Qλ·) for a suitable family of positive diagonal matrices Qλ such that Tr(Q
−1
λ ) = 1
for every λ. With this in mind, the condition ψ˜(1) ≥ 4 is a consequence of the following arithmetic
lemma, which follows from the inequality between the harmonic mean and the arithmetic mean.
Lemma 4.2. Let (xi)i=1,...,n, xi > 0 and n ≥ 2 be a family of positive real numbers such that∑n
i=1 xi ≤ 1. Then
∑n
i=1 x
−1
i ≥ 4.
The proof of the monoidal equivalence is based on the construction of an explicit isomorphism
between the intertwining spaces. In this first phase, we will take into account intertwiners between
the tensor products of the representations which generate the compact quantum groups; only in a
second time, this isomorphism will be extended to intertwiners between tensor products of all the
irreducible representations. Consider the family of representations of H given by s(α) := b⊗α⊗b, α ∈
Irr(G). By using the description of the irreducible representations of a free product given by Wang
in [Wan95], we have that {s(α)|α ∈ Irr(G), α 6= 1G} ⊂ Irr(H). Moreover, we observe that, for any
β ∈ Irr(H), there exists a finite family (αi)i=1,...,k, α ∈ Irr(G) such that β ⊂
⊗k
i=1 s(αi) because
the coefficients of the representations s(α) are dense in C(H). Let us denote φ the map such that
φ(s(α)) := a(α), φ(1H) = 1H+
(B,ψ)
(G). Then, it is possible to define an isomorphism
φ : Hom(
k⊗
i=1
s(αi),
l⊗
j=1
s(βj)) −→ Hom(
k⊗
i=1
a(αi),
l⊗
j=1
a(βj))
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which satisfies the properties of a monoidal equivalence. The core idea in order to define this map
is to find a good description of the two spaces of intertwiners. The spaces on the right have been
described in terms of decorated noncrossing partitions in Theorem 3.5.
The intertwiners of H can be described by means of semi-decorated noncrossing partitions in
NC(3k, 3l) such that, when numbering each line of points from the left to the right, the points
with a number equal to 0 or 2 modulo 3 form a Temperley-Lieb diagram in TL(2k, 2l) and the re-
maining points form a decorated noncrossing partition in NC((α1, ..., αk), (β1, ..., βl)) endowed with
a morphism S. This presentation can be proved by recalling that the intertwiners of SUq(2) can be
described in terms of Temperley-Lieb diagrams (such that the coefficient q + q−1 is introduced for
every central block removed during the composition operation) and by knowing the description of
the intertwiners of a free product of two compact quantum groups in terms of the intertwiners of
the factors (see Proposition 2.15 in [Lem14] and observe that the result is true for every compact
quantum groups, even if it is stated only for compact matrix quantum groups).
Now, in order to describe the map φ, we recall that there is an isomorphism
ρ : TLx(2k, 2l) −→ NCx2(k, l), x ∈ R
+
which satisfies all the compatibility properties of Definition 1.4 (but at the level of the diagrams).
The subscripts x and x2 mean that when composing two diagrams, the final diagram is multiplied by
a coefficient x or x2 for every central block appeared. More precisely, ρ acts by associating to each
Temperley-Lieb diagram the noncrossing partition obtained by identifying the pairs of consecutive
points and by multiplying this partition by a suitable coefficient (which depends on the diagram).
This coefficient is crucial to assure the compatibility with the multiplication given by ρ(t2t1) =
ρ(t2) ◦ ρ(t1) for t1, t2 composable Temperley-Lieb diagrams.
The map φ is then defined by sending every special diagram described above to the noncrossing
partition obtained after applying the map ρ to the Temperley-Lieb diagram and decorating the
points with the αi, βj . Finally, this noncrossing partition is endowed with the map S (actually,
some twist operations can be necessary, but for simplicity we keep the same notation). In this case,
the subscript x, introduced in the definition of ρ, has to be chosen equal to q + q−1, the coefficient
corresponding to central blocks for SUq(2).
Then, every central block appeared when composing the associated noncrossing partitions, will
correspond to (q+ q−1)2 and this factor is by hypothesis equal to ψ˜(1), the coefficient corresponding
to central blocks for H+
(B,ψ˜)
(G). Thanks to this choice, it is possible to verify that φ is a well defined
isomorphism and satisfies all the properties of Definition 1.4.
We observe that, in order to use the isomorphism ρ, it has been crucial the dependence on the
number of central blocks (instead of on the number of cycles) of the coefficient possibly appeared
when composing two noncrossing partitions. This explains the use of ψ˜ instead of ψ.
To complete the proof, it is enough to observe that the map φ is an equivalence between the categories
containing the tensor products of the generating representations of the two compact quantum groups
and that there is a correspondence between these generators. By applying Proposition 1.5, we can
extend φ to an equivalence φ˜ between the completions of the two categories with respect to direct
sums and sub-objects and the monoidal equivalence is proved.
5 Irreducible representations and fusion rules
In this section, we find the irreducible representations and describe the fusion rules of the free wreath
product G ≀∗G
aut(B,ψ). The next result follows from Theorem 3.5 and is a generalisation of [LT14,
19
Cor 3.9].
Proposition 5.1. Let B be a finite dimensional C*-algebra, dim(B) ≥ 4, endowed with a δ-form
ψ. Let G be a compact quantum group. The basic representations a(α), α ∈ Irr(G) of H+(B,ψ)(G) are
irreducible and pairwise non-equivalent if α 6≃ 1G. The representation a(1G) can be decomposed as
1H+
(B,ψ)
(G) ⊕ r1G , where r1G is irreducible and non-equivalent to any a(α), α 6≃ 1G.
Proof. Let α, β ∈ Irr(G). There are only two possible decorated diagrams p ∈ NCG(α, β):
•
α
•
β
•
α
•
β
First assume that both α, β 6= 1G. Then, the first diagram is not well decorated. If α = β, since
Hom(α,α) = Cid, it follows from Theorem 3.5 that dimHom(a(α), a(α)) = 1 and the irreducibility
of a(α) is proved. If α 6= β, since dimHom(α, β) = 0, the second diagram is not well decorated as
well. Hence, dimHom(a(α), a(β)) = 0.
If α = β = 1G then both the first and the second diagrams are well decorated. Moreover,
since Hom(1G, 1G) = C, it follows that dimHom(a(1G), a(1G)) = 2, so the linear independence
of the intertwiners associated to distinct noncrossing partitions together with the remark that
dimHom(1H+
(B,ψ)
(G), a(1G)) = 1 (the multiples of η) give the decomposition a(1G) ≃ 1H+
(B,ψ)
(G)⊕ r1G .
Finally, If β 6= 1G then the first diagram is not well decorated and if α = 1G, the second diagram is
not well decorated as well since Hom(a(1G), a(β)) = 0 for all β 6= 1G, which implies that r1G 6≃ a(β)
for all β 6= 1G.
Let us now describe the fusion semiring of H+(B,ψ)(G).
Definition 5.2. LetM be the monoid whose elements are the words written by using the irreducible
representations of G as letters. We define the following operations:
- involution: (α1, ..., αk) = (αk, ..., α1)
- concatenation: (α1, ..., αk), (β1, ..., βl) = (α1, ..., αk , β1, ..., βl)
- fusion of two non-empty words: (α1, ..., αk).(β1, ..., βl) is the multiset composed by the words
(α1, ..., αk−1, γ, β2, ..., βl) for all the possible γ ⊂ αk⊗β1; the multiplicity of each word is given
by dim(Hom(γ, αk⊗β1)), i.e. by the multiplicity of the representation γ in the tensor product
αk ⊗ β1.
Theorem 5.3. Let B be a finite dimensional C*-algebra, dim(B) ≥ 4, endowed with a δ-form ψ.
Let G be a compact quantum group. The classes of irreducible non-equivalent representations of
H+(B,ψ)(G) can be indexed by the elements of the monoid M and denoted rx, x ∈M . The involution
is given by rx = rx and the fusion rules are:
rx ⊗ ry =
∑
x=u,t
y=t¯,v
ru,v ⊕
∑
x=u,t y=t¯,v
u 6=∅,v 6=∅
w∈u.v
rw
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Because of the monoidal equivalence proved in Theorem 4.1, it is enough to verify that these are the
fusion rules of H and it has been done in [LT14]. Let us note that it is possible (and more elegant)
to give a direct proof of the preceding theorem, without relying on the monoidal equivalence.
Remark 10. If G is a matrix quantum group then H+(B,ψ)(G) is again a matrix quantum group. More
precisely, if α1, . . . , αn ∈ Irr(G)\{1G} generate the representation category ofG then a(α1), . . . , a(αn)
generate the representation category of H+(B,ψ)(G). Indeed, since the algebra generated by the
coefficients of the a(α), for α ∈ Irr(G), is dense in C(H+(B,ψ)(G)), it suffices to show that, for all
α ∈ Irr(G) \ {1G}, a(α) is a subrepresentation of a tensor product of representations of the form
a(αi), a(αi). Let α ∈ Irr(G), α 6= 1G, and write α ⊂ α
ε1
i1
⊗ . . . ⊗ αεlil , where i1, . . . , il ∈ {1, . . . , n}
and εk ∈ {−1, 1} and α
ε := α if ε = −1 or αε := α if ε = 1. By making use of the fusion rules just
found, we deduce that a(α) ⊂ a(αε1i1 )⊗ . . . ⊗ a(α
εl
il
).
When the state ψ is not a δ-form, it is still possible to find the irreducible representations and the
fusion rules. Indeed, we show in the next proposition how to reduce the general case to the case of a
δ-form by using a free product decomposition. Then, one may use the description of the irreducible
representations and the fusion rules of a free product ([Wan95]) together with Theorem 5.3 to obtain
the irreducible representation and the fusion rules for any given faithful state ψ. This free product
decomposition will also be useful to extend algebraic and analytical properties from the δ-form case
to the general case.
Proposition 5.4. Let B =
⊕c
T=1MnT (C) be a finite dimensional C*-algebra and ψ =
⊕c
T=1 Tr(QT ·)
a state on B. Consider the decomposition B =
⊕d
i=1Bi obtained by summing up all the matrix spaces
MnT (C) with a common value of Tr(Q
−1
T ) in a unique summand Bi and let δi be the common value of
Tr(Q−1T ) on the summand Bi. Let ψi : Bi → C be the δi-form defined by ψi := ψi(1Bi)
−1ψ|Bi . Then
there is a canonical isomorphism of compact quantum groups G ≀∗G
aut(B,ψ) ∼= ∗ˆdi=1G ≀∗G
aut(Bi, ψi).
Proof. During the proof we use the notations M = C(H+(B,ψ)(G)) and Ni = C(H
+
(Bi,ψi)
(G)) for
1 ≤ i ≤ d. Let a(α) ∈ L(B ⊗ Hα) ⊗M , α ∈ Irr(G) be the family of generators of M and let
a(α)i ∈ L(Bi ⊗Hα) ⊗ Ni, α ∈ Irr(G), be the family of generators of Ni, for 1 ≤ i ≤ d. Let m, η
be the multiplication and the unity of B and let mi, ηi be the multiplication and the unity of Bi.
Moreover, let νi : Bi −→ B be the inclusions: it is a family of isometries such that νiν
∗
i are pairwise
orthogonal projections and
∑
i νiν
∗
i = idB . Define the element v(α) ∈ L(B ⊗Hα)⊗ ∗
d
i=1Ni by
v(α) =
∑
i
(νi ⊗ idHα ⊗ 1)a(α)i(ν
∗
i ⊗ idHα ⊗ 1)
We claim that there exists a unital ∗-homomorphism Ψ :M −→ ∗di=1Ni such that
(idB⊗Hα ⊗Ψ)a(α) = v(α).
By the universal property of the free wreath product, it suffices to check the following.
1. v(α) is unitary.
2. m˜⊗ S ∈ Hom(v(α) ⊗ v(β), v(γ)) for any α, β, γ ∈ Irr(G) and S ∈ Hom(α⊗ β, γ).
3. η ∈ Hom(1, v(1)).
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(1). Since the νiν
∗
i are pairwise orthogonal we have ν
∗
i νk = 0 if i 6= k and ν
∗
i νi = idBi . It follows that
v(α)v(α)∗ =
∑
i,k
(νi ⊗ id⊗ 1)a(α)i(ν
∗
i ⊗ id⊗ 1)(νk ⊗ id⊗ 1)a(α)
∗
k(ν
∗
k ⊗ id⊗ 1)
=
∑
i
(νi ⊗ id⊗ 1)a(α)ia(α)
∗
i (ν
∗
i ⊗ id⊗ 1) = idB ⊗ id⊗ 1.
Similarly, v(α)∗v(α) = idB ⊗ id⊗ 1.
(2). Observe that ν∗jm(νi ⊗ νk) = δikδijm and
∑
i νimi(ν
∗
i ⊗ ν
∗
i ) = m. Using this, we find that the
element (m˜⊗ S ⊗ 1)v(α) ⊗ v(β) is equal to
((m⊗ S)Σ23 ⊗ 1)
∑
i,k
(νi ⊗ id⊗ νk ⊗ id⊗ 1)(a(α)i ⊗ a(β)k)(ν
∗
i ⊗ id⊗ ν
∗
k ⊗ id⊗ 1)
=
∑
i,k
((m(νi ⊗ νk)⊗ S)Σ23 ⊗ 1)(a(α)i ⊗ a(β)k)(ν
∗
i ⊗ id⊗ ν
∗
k ⊗ id⊗ 1)
=
∑
i,j,k
(νj ⊗ id⊗ 1)((ν
∗
jm(νi ⊗ νk)⊗ S)Σ23 ⊗ 1)(a(α)i ⊗ a(β)k)(ν
∗
i ⊗ id⊗ ν
∗
k ⊗ id⊗ 1)
=
∑
i
(νi ⊗ id⊗ 1)((mi ⊗ S)Σ23 ⊗ 1)(a(α)i ⊗ a(β)i)(ν
∗
i ⊗ id⊗ ν
∗
i ⊗ id⊗ 1)
=
∑
i
(νi ⊗ id⊗ 1)a(γ)i((mi(ν
∗
i ⊗ ν
∗
i )⊗ S)Σ23 ⊗ 1)
=
∑
i
(νi ⊗ id⊗ 1)a(γ)i(ν
∗
i ⊗ id⊗ 1)((
∑
k
νkmk(ν
∗
k ⊗ ν
∗
k)⊗ S)Σ23 ⊗ 1)
= v(γ)((m ⊗ S)Σ23 ⊗ 1).
(3). Observe that ν∗i η = ηi and
∑
i νiηi = η. Hence,
v(1)(η ⊗ 1) =
∑
i
(νi ⊗ 1)a(1)i(ν
∗
i ⊗ 1)(η ⊗ 1) =
∑
i
(νi ⊗ 1)a(1)i(ηi ⊗ 1)
=
∑
i
(νi ⊗ 1)(ηi ⊗ 1) = η ⊗ 1.
A simple verification allows us to show that this homomorphism intertwines the comultiplications.
This ends the first part of the proof.
In order to construct the inverse homomorphism we first note that, for all 1 ≤ i ≤ d, we have
νiν
∗
i ⊗ idHα ∈ Hom(a(α), a(α)). Indeed, consider the morphism m˜⊗ S ∈ Hom(a(α) ⊗ a(1G), a(α)),
where S ∈ Hom(α⊗ 1G, α) is the identity morphism, and observe that
xα := (m˜⊗ S) ◦ (m˜⊗ S)
∗ = mm∗ ⊗ idHα =
d∑
i=1
δi · νiν
∗
i ⊗ idHα ∈ Hom(a(α), a(α)).
Since the projections νiν
∗
i ⊗ idHα ∈ L(B ⊗Hα) are pairwise orthogonal, sum up to 1 and the δi are
pairwise distinct it follows that the spectrum of xα is {δi : 1 ≤ i ≤ d} and pi is the orthogonal
projection on the eigenspace of δi. Since Hom(a(α), a(α)) ⊂ L(B ⊗ Hα) is a C*-subalgebra and
xα ∈ Hom(a(α), a(α)), it follows that each spectral projection νiν
∗
i ⊗idHα of xα is in Hom(a(α), a(α)).
Now, for all 1 ≤ i ≤ d define v(α)i = (ν
∗
i ⊗ idHα ⊗ 1)a(α)(νi ⊗ idHα ⊗ 1) ∈ L(Bi ⊗Hα) ⊗M . We
claim that, for all i, there exists a unital ∗-homomorphism Φi : Ni −→M such that
(idBi⊗Hα ⊗ Φi)a(α)i = v(α)i.
By the universality of the C*-algebra Ni it is enough to check that
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1. v(α)i is unitary
2. (mi ⊗ S)Σ23 ∈ Hom(v(α)i ⊗ v(β)i, v(γ)i) for any α, β, γ ∈ Irr(G) and S ∈ Hom(α⊗ β, γ)
3. ηi ∈ Hom(1, v(1)i)
(1). We have
v(α)iv(α)
∗
i = (ν
∗
i ⊗ id⊗ 1)a(α)(νi ⊗ id⊗ 1)(ν
∗
i ⊗ id⊗ 1)a(α)
∗(νi ⊗ id⊗ 1)
= (ν∗i ⊗ id⊗ 1)a(α)(νiν
∗
i ⊗ id⊗ 1)a(α)
∗(νi ⊗ id⊗ 1)
= (ν∗i ⊗ id⊗ 1)(νiν
∗
i ⊗ id⊗ 1)a(α)a(α)
∗(νi ⊗ id⊗ 1) = idBi ⊗ id⊗ 1.
Similarly, v(α)∗i v(α)i = idBi ⊗ id⊗ 1.
(2). Since mi = ν
∗
im(νi ⊗ νi) we have:
(νimi(ν
∗
i ⊗ ν
∗
i )⊗ S)Σ23 = (νiν
∗
i ⊗ id)(m⊗ S)Σ23(νiν
∗
i ⊗ id⊗ νiν
∗
i ⊗ id) ∈ Hom(a(α)i ⊗ a(β)i, a(γ)i).
Hence, the element ((mi ⊗ S)Σ23 ⊗ 1)v(α)i ⊗ v(β)i is equal to
((mi ⊗ S)Σ23 ⊗ 1)(ν
∗
i ⊗ id⊗ ν
∗
i ⊗ id⊗ 1)(a(α) ⊗ a(β))(νi ⊗ id⊗ νi ⊗ id⊗ 1)
= ((mi(ν
∗
i ⊗ ν
∗
i )⊗ S)Σ23 ⊗ 1)(a(α) ⊗ a(β))(νi ⊗ id⊗ νi ⊗ id⊗ 1)
= (ν∗i ⊗ id⊗ 1)((νimi(ν
∗
i ⊗ ν
∗
i )⊗ S)Σ23 ⊗ 1)(a(α) ⊗ a(β))(νi ⊗ id⊗ νi ⊗ id⊗ 1)
= (ν∗i ⊗ id⊗ 1)a(γ)((νimi(ν
∗
i ⊗ ν
∗
i )⊗ S)Σ23 ⊗ 1)(νi ⊗ id⊗ νi ⊗ id⊗ 1)
= (ν∗i ⊗ id⊗ 1)a(γ)((νimi(ν
∗
i νi ⊗ ν
∗
i νi)⊗ S)Σ23 ⊗ 1)
= (ν∗i ⊗ id⊗ 1)a(γ)(νi ⊗ id⊗ 1)((mi ⊗ S)Σ23 ⊗ 1) = v(γ)i((mi ⊗ S)Σ23 ⊗ 1).
(3). Since νiηi = (νiν
∗
i )η ∈ Hom(1, a(1)) we have:
v(1)i(ηi ⊗ 1) = (ν
∗
i ⊗ 1)a(1)(νi ⊗ 1)(ηi ⊗ 1) = (ν
∗
i νi ⊗ 1)(ηi ⊗ 1) = ηi ⊗ 1.
This completes the proof of the existence of the morphism Φi : Ni −→ M , for all i. By the
universal property of the maximal free product C*-algebra, there exists a unital ∗-homomorphism
Φ : ∗di=1Ni −→ M such that (idBi⊗Hα ⊗ Φ)a(α)i = v(α)i for all i. It is easy to check that Ψ and Φ
are inverse to each other and Φ intertwines the comultiplications.
6 Stability properties of the free wreath product
In this section, we present some stability results concerning the operation of free wreath product.
More precisely, we prove that the free wreath product preserves the relation of monoidal equivalence
and we find under which conditions two free wreath products have isomorphic fusion semiring.
We start by recalling a result from [DRVV10] about the monoidal equivalence of quantum automor-
phism groups.
Theorem 6.1. Let ψ be a δ form on B and ψ′ be a δ′ form on B′. Then Gaut(B,ψ) and Gaut(B′, ψ′)
are monoidally equivalent if and only if δ = δ′.
We provide below a different proof (and we believe a simpler proof) of the first ”if” using the
description of the intwerners in terms of non crossing partitions discovered in [Pit14].
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Proof. Let u (resp. u′) be the fundamental representation of Gaut(B,ψ) (resp. Gaut(B′, ψ′)). Let
φ : {u⊗k : k ∈ N} → {u′⊗k : k ∈ N} be the bijection defined by φ(u⊗k) = u′⊗k for all k ∈ N. We
use the same notation to denote, for every k, l ∈ N, the map φ(Tp) = T
′
p, where Tp is the morphism in
HomGaut(B,ψ)(u
⊗k, u⊗l) associated to a noncrossing partition p ∈ NC(k, l) and T ′p is the morphism in
HomGaut(B′,ψ′)(u
′⊗k, u′⊗l) associated to the same noncrossing partition p. As the Tp and the T
′
p are a
basis of the respective spaces of intertwiners, φ can be extended by linearity to a linear isomorphism
φ : HomGaut(B,ψ)(u
⊗k, u⊗l) −→ HomGaut(B′,ψ′)(u
′⊗k, u′⊗l)
It is clear that φ(id) = id because φ(T|···|) = T
′
|···|, where | · · · | is the noncrossing partition in NC(k, k)
which connects each of the k upper points to the respective lower point.
The second property which is required is the compatibility with the tensor product: φ(P ⊗ Q) =
φ(P ) ⊗ φ(Q) for all P,Q morphisms. For P = Tp and Q = Tq we have φ(Tp ⊗ Tq) = φ(Tp⊗q) =
T ′p⊗q = T
′
p ⊗ T
′
q = φ(Tp)⊗ φ(Tq). The results holds for all the pairs P,Q of morphisms by linearity
of φ.
The third property is the compatibility with respect to the adjoint: φ(P ∗) = φ(P )∗ for all morphisms
P . If P = Tp we have φ(T
∗
p ) = φ(Tp∗) = T
′
p∗ = T
′∗
p = φ(Tp)
∗. The results holds for all morphisms P
by linearity of φ.
The compatibility with the composition is a little more subtle and it is the part of the proof where
the hypothesis δ = δ′ is used. We want to prove that φ(S ◦R) = φ(S)◦φ(R) for all R,S composable
morphisms. Suppose S = Tp and R = Tq, then we have φ(Tp ◦ Tq) = φ(δ
cy(p,q)Tpq) = δ
cy(p,q)T ′pq =
T ′p ◦ T
′
q = φ(Tp) ◦ φ(Tq), where the second to last equality is true only because of the assumption
δ = δ′. The results holds for all the pairs of composable morphisms by linearity of φ.
In order to complete the proof, we observe that φ is an equivalence between the categories
C = {(u⊗k, k ∈ N), (Hom(u⊗k, u⊗l), k, l ∈ N)} and C ′ = {(u′⊗k, k ∈ N), (Hom(u′⊗k, u′⊗l), k, l ∈ N)}.
Then, by applying Proposition 1.5, it is possible to extend φ to an equivalence φ˜ between the
completion of the two categories with respect to direct sums and sub-objects and the monoidal
equivalence is proved.
Using the same approach, we can prove the following result.
Theorem 6.2. Let B (resp. B′) be a finite dimensional C*-algebras of dimension at least 4 with a
δ (resp. δ′)-form ψ (resp. ψ′). If G1 and G2 are monoidally equivalent and δ = δ
′ then H+(B,ψ)(G1)
and H+(B′,ψ′)(G2) are monoidally equivalent.
Proof. Let φ : Irr(G1) −→ Irr(G2) be the map which establishes the monoidal equivalence between
G1 and G2. The proof is divided into two parts: firstly, we define the map Φ (which satisfies the prop-
erties of the monoidal equivalence) on the basic representations which generate the two free wreath
products and later on we will observe that we can extend Φ to all the irreducible representations.
Let us denote by a(α), α ∈ Irr(G1) (resp. a
′(β), β ∈ Irr(G2)) the basic representations of H
+
(B,ψ)(G1)
(resp. H+(B′,ψ′)(G2)). Let φ : {a(α) : α ∈ Irr(G1) \ {1}} ⊔ {1} → {a
′(β) : β ∈ Irr(G2) \ {1}} ⊔ {1}
be the bijection defined by Φ(a(α)) = a′(φ(α)) and Φ(1) = 1.
We use the same notation to define, for every α1, ..., αk , β1, ..., βl ∈ Irr(G1), the map
Φ(Tp,S) = T
′
p,φ(S)
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where Tp,S is the morphism in HomH+
(B,ψ)
(G1)
(a(α1)⊗ ...⊗ a(αk), a(β1)⊗ ...⊗ a(βl)) associated to a
noncrossing partition p ∈ NCG1(α1, ..., αk;β1, ..., βl) decorated with an intertwiner S and T
′
p,φ(S) is
the morphism in HomH+
(B′,ψ′)
(G2)
(a′(φ(α1))⊗ ...⊗ a
′(φ(αk)), a
′(φ(β1))⊗ ...⊗ a
′(φ(βl))) associated to
the same noncrossing partition p, decorated with the intertwiner φ(S).
Recall that the morphisms of type Tp,S and T
′
p,φ(S) linearly span the respective spaces of intertwiners,
the maps Tp (T
′
p) associated to distinct noncrossing partitions are linearly independent, φ is a linear
isomorphism and, by Lemma 3.4, the maps S 7→ Tp,S and S 7→ T
′
p,φ(S) are linear. The map Φ can
then be extended by linearity to a linear isomorphism:
Hom(a(α1)⊗...⊗a(αk), a(β1)⊗...⊗a(βl)) −→ Hom(a
′(φ(α1))⊗...⊗a
′(φ(αk)), a
′(φ(β1))⊗...⊗a
′(φ(βl)))
Let us check that Φ satisfies the conditions of Definition 1.4.
The first condition Φ(id) = id is clear because Φ(T|···|,id) = T
′
|···|,φ(id) and φ(id) = id.
The second property which is required is the compatibility with the tensor product: Φ(P ⊗ Q) =
Φ(P ) ⊗ Φ(Q) for all P,Q morphisms. If P = Tp,S and Q = Tq,R we have Φ(Tp,S ⊗ Tq,R) =
Φ(Tp⊗q,S⊗R) = T
′
p⊗q,φ(S⊗R) = T
′
p⊗q,φ(S)⊗φ(R) = T
′
p,φ(S) ⊗ T
′
q,φ(R) = Φ(Tp,S) ⊗ Φ(Tq,R). The results
holds for all the pairs P,Q of morphisms by linearity of Φ.
The third property is the compatibility with respect to the adjoint: Φ(P ∗) = Φ(P )∗ for all morphisms
P . If P = Tp,S we have Φ(T
∗
p,S) = Φ(Tp∗,S∗) = T
′
p∗,φ(S∗) = T
′
p∗,φ(S)∗ = T
′∗
p,φ(S) = Φ(Tp,S)
∗. The results
holds for all the morphisms P by linearity of Φ.
The last condition is the compatibility with respect to the composition: Φ(P ◦Q) = Φ(P )◦Φ(Q) for
all composable morphisms P,Q. We observe that, because of Theorem 6.1, we have δ = δ′. Now,
suppose that P = Tp,S and Q = Tq,R. We have Φ(Tp,S◦Tq,R) = Φ(δ
cy(p,q)Tqp,RS) = δ
cy(p,q)T ′qp,φ(RS) =
δcy(p,q)T ′qp,φ(R)◦φ(S) = T
′
p,φ(R) ◦ T
′
q,φ(S) = Φ(Tp,R) ◦Φ(Tq,S). The results holds for all the pairs P,Q of
composable morphisms by linearity of Φ.
As in the proof of Theorem 6.1, we can observe that Φ is an equivalence between the categories
C = {(
k⊗
i=1
a(αi), αi ∈ Irr(G1), k ∈ N), (Hom(
k⊗
i=1
a(αi),
l⊗
j=1
a(βi)), αi, βi ∈ Irr(G1) k, l ∈ N)}
and
D = {(
k⊗
i=1
a′(αi), αi ∈ Irr(G2), k ∈ N), (Hom(
k⊗
i=1
a′(αi),
l⊗
j=1
a′(βi)), αi, βi ∈ Irr(G2), k, l ∈ N)}
By Proposition 1.5 we extend Φ to an equivalence Φ˜ between the completion of the two categories
with respect to the direct sums and the sub-objects which are the representation categories of
H+(B,ψ)(G1) and H
+
(B′,ψ′)(G2) respectively. The extension Φ˜ is the required monoidal equivalence.
Given a compact quantum group G, we denote by R+(G) its fusion semi-ring.
Theorem 6.3. Let B,B′ be two finite dimensional C*-algebras of dimension at least 4 endowed
with the δ-form ψ and the δ′-form ψ′ respectively and G1, G2 two compact quantum groups. If
R+(G1) ≃ R+(G2) then R
+(H+(B,ψ)(G1)) ≃ R
+(H+(B′,ψ′)(G2)).
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Proof. We recall that the irreducible representations of the free wreath product H+(B,ψ)(G1) can be
indexed by the elements of the monoid M , i.e. by the words written using as letters the irreducible
representations of G1. The monoid is endowed with the three operations of involution, concatenation
and fusion introduced in Definition 5.2. We will denote rx, x ∈M the irreducible representations. Let
Φ be the map given by Φ(rx) = rφ(x), where for every word x = (α1, ..., αk) ∈M , we define φ(x) :=
(φ(α1), ..., φ(αk)). This definitions makes sense because an isomorphism of the fusion semirings like
φ, when restricted to Irr(G1) is a bijection onto Irr(G2). We observe that the map Φ can be extended
by additivity to
Φ : R+(H+(B,ψ)(G1)) −→ R
+(H+(B′,ψ′)(G2))
Moreover, Φ is an isomorphism because φ is a bijection and Irr(Gi) is a basis of R
+(Gi), i = 1, 2.
Then, the proof reduces to show that, for all x, y ∈M , we have
Φ(rx ⊗ ry) = Φ(rx)⊗ Φ(ry) (6.1)
Φ(rx) = Φ(rx) (6.2)
For this verification it is necessary to state a preliminary result which assures the compatibility
between the map φ and the operations of the monoid M : more precisely, we have, for all u, v ∈M ,
φ(u, v) = (φ(u), φ(v)), φ(u) = φ(u) and φ(u.v) = φ(u).φ(v). Indeed, for u = (α1, ..., αk) ∈ M and
v = (β1, ..., βl) ∈M we have φ(u, v) = φ((α1, ..., αk, β1, ..., βl)) = (φ(α1), ..., φ(αk), φ(β1), ..., φ(βl)) =
(φ(u), φ(v)). Similarly φ(u) = φ((αk, ..., α1)) = (φ(αk), ..., φ(α1)) = (φ(αk), ..., φ(α1)) = φ(u) and,
φ(u.v) = φ(
⊕
γ⊂αk⊗β1
(α1, ..., αk−1, γ, β2, ..., βl))
=
⊕
φ(γ)⊂φ(αk⊗β1)
(φ(α1), ..., φ(αk−1), φ(γ), φ(β2), ..., φ(βl))
=
⊕
φ(γ)⊂φ(αk)⊗φ(β1)
(φ(α1), ..., φ(αk−1), φ(γ), φ(β2), ..., φ(βl))
= φ((α1, ..., αk)).φ((β1, ..., βl)).
Let us prove equation 6.1. We have
Φ(rx ⊗ ry) = Φ(
∑
x=u,t
y=t,v
ru,v ⊕
∑
x=u,t
y=t,v
u 6=∅,v 6=∅
ru.v) =
∑
x=u,t
y=t,v
Φ(ru,v)⊕
∑
x=u,t
y=t,v
u 6=∅,v 6=∅
Φ(ru.v)
=
∑
φ(x)=φ(u,t)
φ(y)=φ(t,v)
rφ(u,v) ⊕
∑
φ(x)=φ(u,t)
φ(y)=φ(t,v)
φ(u)6=∅,φ(v)6=∅
rφ(u.v) =
∑
φ(x)=φ(u),φ(t)
φ(y)=φ(t),φ(v)
rφ(u),φ(v) ⊕
∑
φ(x)=φ(u),φ(t)
φ(y)=φ(t),φ(v)
φ(u)6=∅,φ(v)6=∅
rφ(u).φ(v)
= rφ(x) ⊗ rφ(y) = Φ(rx)⊗ Φ(ry).
The relation 6.2 is clear because Φ(rx) = Φ(rx) = rφ(x) = rφ(x) = rφ(x) = Φ(rx).
7 Algebraic and analytic properties
In this section we apply the monoidal equivalence result proved in Theorem 4.1 and the free product
decomposition proved in Proposition 5.4 to deduce some properties of the reduced C*-algebras and
the von Neumann algebras associated to a free wreath product.
Let us start we a remark about the free product decomposition of the reduced C*-algebras and the
von Neumann algebras associated to a free wreath product.
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Remark 11. By using the free product decomposition of Proposition 5.4 and a remark of Wang
[Wan95], we observe that the Haar measure of H+(B,ψ)(G) is the free product of the Haar measures
of its factors. Hence, the following isomorphisms hold:
(Cr(H
+
(B,ψ)(G)), h)
∼= ∗
red
k
i=1
(Cr(H
+
(Bi,ψi)
(G)), hi)
(L∞(H+(B,ψ)(G)), h)
∼= ∗ki=1(L
∞(H+(Bi,ψi)(G)), hi)
where h and hi are the Haar states on the respective C*-algebras and the second free product is the
free product of von Neumann algebras.
We can now prove some approximation properties. We refer to [DCFY14] for the definition of the
central ACPAP.
Proposition 7.1. Let B be a finite dimensional C*-algebra endowed with a state ψ. Let Ĝ be a
discrete quantum group with the central ACPAP and consider the free wreath product H+(B,ψ)(G).
Suppose that, in the free product decomposition ∗ˆki=1H
+
(Bi,ψi)
(G), we have dim(Bi) ≥ 4 for all i.
Then, the dual of H+(B,ψ)(G) has the central ACPAP.
Proof. From [DCFY14, Proposition 24] the central ACPAP is preserved by the operation of free
product so it is enough to prove the result when ψ is a δ-form. In this case, the free wreath product
is monoidally equivalent to a quantum subgroup of G∗ˆSUq(2), q ∈ (0, 1], by Theorem 4.1. Now,
the dual of SUq(2), q ∈ [−1, 1], q 6= 0 has the central ACPAP ([DCFY14, Theorem 25]) so the free
product has the central ACPAP. This property is also preserved when passing to quantum subgroups
([DCFY14, Lemma 23]). Since the central ACPAP is preserved under monoidal equivalence the proof
is complete.
The Haagerup property is implied by the central ACPAP, therefore we have the following corollary.
Corollary 7.2. Consider the assumptions and the notations of Proposition 7.1. Then, the von
Neumann algebra L∞(H+(B,ψ)(G)) has the Haagerup property and the W*-CCAP.
Example 7.3. From [DCFY14], we know that the dual of SUq(2) with q ∈ [−1, 1], q 6= 0 as well as
the duals of the free unitary and orthogonal quantum groups U+(F ) and O+(F ) with dim(F ) ≥ 2,
have the central ACPAP . It follows that, for any finite dimensional C*-algebra B, dim(B) ≥ 4
endowed with a δ-form ψ, the von Neumann algebras L∞(H+(B,ψ)(U
+(F ))), L∞(H+(B,ψ)(O
+(F )))
and L∞(H+(B,ψ)(SUq(2))) have the Haagerup property.
Recall that a discrete quantum group Ĝ is said to be exact if its reduced C*-algebra Cr(G) is exact.
Proposition 7.4. Let B be a finite dimensional C*-algebra endowed with a state ψ. Let Ĝ be an
exact discrete quantum group and consider the reduced C*-algebra Cr(H
+
(B,ψ)(G)) with free product
decomposition ∗
red
k
i=1
Cr(H
+
(Bi,ψi)
(G)). If dim(Bi) ≥ 4 for all i, then the dual of H
+
(B,ψ)(G) is exact.
Proof. Since exactness is preserved by reduced free products [Dyk04], it is enough to show the result
for the factors G ≀∗ G
aut(Bi, ψi). Since exactness is conserved under monoidal equivalence [VV07],
it suffices to prove the exactness of Cr(H). This is a subalgebra of a free product whose factors are
exact: Ĝ is exact by hypothesis and ŜUq(2) is exact as a consequence of its amenability. Exactness
passes to subalgebras and free products so Cr(H) is exact.
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Example 7.5. Let B a finite dimensional C*-algebra, dim(B) ≥ 4, endowed with a δ-form ψ. Then,
the dual of H+(B,ψ)(G) is exact for any classical compact group G. Moreover, SUq(2), q ∈ (−1, 1),
q 6= 0 is exact, so the dual of H+(B,ψ)(SUq(2)) is exact. In [VV07] it is proved that also O
+(F ), for
dim(F ) ≥ 3 is exact; the exactness of the dual of H+(B,ψ)(O
+(F )) follows.
We now study the simplicity of the reduced C*-algebra and the uniqueness of the trace.
Proposition 7.6. Let B be a finite dimensional C*-algebra endowed with a trace ψ. Let G be a
compact quantum group of Kac type. Consider the reduced C*-algebra Cr(H
+
(B,ψ)(G)) and its free
product decomposition ∗
red
k
i=1
Cr(H
+
(Bi,ψi)
(G)). If there is either only one factor (i.e. ψ is a δ-trace)
and dim(B) ≥ 8 or there are two or more factors with dim(Bi) ≥ 4 for all i, then Cr(H
+
(B,ψ)(G)) is
simple with unique trace.
Proof. The techniques and the results used in [Pit14][Proposition 3.2] for the proof of the analogous
result in the case of the dual of a discrete group can be applied also here. More precisely, if k ≥ 2,
the proof is based on a proposition of Avitzour (see [Avi82, Section 3]) stating that all the free
product satisfying some basic conditions are simple with unique trace. In the other case, when the
decomposition has only one factor, we can generalise the proof presented by Lemeux in [Lem14,
Theorem 3.5]. The assumption of Lemeux on the minimum number of irreducible representations of
G can be removed by making use of a trick introduced by Wahl in [Wah14].
8 The free wreath product Gaut(B′, ψ′) ≀∗ G
aut(B,ψ, d)
In this section we prove our free wreath product formula. First, we obtain some general results
which will be fundamental for the proof of such a formula. Let us introduce some notations.
Let B be a finite dimensional C*-algebra endowed with a δ-form ψ. Letm and η be the multiplication
and unity on B respectively. Consider the free wreath product H+(B,ψ)(G) of a compact quantum
group G by the quantum automorphism group Gaut(B,ψ). Choose a complete set of irreducible
representations uα ∈ L(Hα) ⊗ C(G), α ∈ Irr(G). We recall that C(H
+
(B,ψ)(G)) is generated by
the coefficients of a family of unitary representations a(α), α ∈ Irr(G) such that η ∈ Hom(1, a(1))
and, for all α, β, γ ∈ Irr(G) and all S ∈ Hom(uα ⊗ uβ, uγ), we have a morphism a(S) := m˜⊗ S =
(m⊗ S) ◦Σ23 ∈ Hom(a(α) ⊗ a(β), a(γ)).
For any finite dimensional representation u ∈ L(Hu) ⊗ C(G) we define an element a(u) ∈ L(B ⊗
Hu)⊗C(H
+
(B,ψ)(G)) in the following way. For all α ∈ Irr(G) such that α ⊂ u, we choose a family of
isometries Sα,k ∈ L(Hα,Hu) such that Sα,k ∈ Hom(uα, u), 1 ≤ k ≤ dim(Hom(uα, u)) and Sα,kS
∗
α,k
are pairwise orthogonal projections with
∑
α,k Sα,kS
∗
α,k = idHu . Hence, u =
∑
α,k(Sα,k⊗ 1)uα(S
∗
α,k⊗
1). Define
a(u) =
∑
α,k
(idB ⊗ Sα,k ⊗ 1)a(α)(idB ⊗ S
∗
α,k ⊗ 1) ∈ L(B ⊗Hu)⊗ C(H
+
(B,ψ)(G))
Observe that the definition is coherent with the original a(α). For every finite dimensional unitary
representations of u, v and w of G and every morphism S ∈ Hom(u ⊗ v,w) define the linear map
a(S) : B ⊗Hu ⊗ B ⊗Hv → B ⊗Hw by a(S) = (mB ⊗ S)Σ23. Observe that a(S) is coherent with
the original definition, when u, v and w are in Irr(G).
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Proposition 8.1. For all finite dimensional unitary representation u, v of G and all S ∈ Hom(u, v)
the following holds.
1. The definition of a(u) does not depend on the choice of the family of isometries Sα,k.
2. a(u) is a unitary representation of H+(B,ψ)(G) on B ⊗Hu.
3. idB ⊗ S ∈ Hom(a(u), a(v)).
4. If u ≃ v then a(u) ≃ a(v).
5. For all finite dimensional unitary representations w of G and all S ∈ Hom(u⊗ v,w), a(S) ∈
Hom(a(u)⊗ a(v), a(w)). Moreover, a(S)a(S)∗ = δidB ⊗ SS
∗. In particular, if S∗ is isometric
then δ−
1
2 a(S)∗ is isometric.
Proof. (1). Let Tβ,l ∈ L(Hβ,Hu) be another family of isometries such that Tβ,l ∈ Hom(uβ , u), 1 ≤ l ≤
dim(Hom(uβ, u)) and Tβ,lT
∗
β,l are pairwise orthogonal projections with
∑
β,l Tβ,lT
∗
β,l = idHu . Observe
that T ∗β,lSα,k ∈ Hom(uα, uβ). Therefore, there exists λ
β
kl ∈ C such that T
∗
β,lSα,k = δα,βλ
β
klidHuβ . Also
note that
∑
k λ
β
klS
∗
β,k =
∑
k T
∗
β,lSβ,kS
∗
β,k =
∑
α,k T
∗
β,lSα,kS
∗
α,k since T
∗
β,lSα,k = 0 for α 6= β. Hence,∑
k λ
β
klS
∗
β,k = T
∗
β,l
(∑
α,k Sα,kS
∗
α,k
)
= T ∗β,l. It follows that∑
α,k
(idB ⊗ Sα,k ⊗ 1)a(α)(idB ⊗ S
∗
α,k ⊗ 1) =
∑
α,β,k,l
(idB ⊗ Tβ,lT
∗
β,lSα,k ⊗ 1)a(α)(idB ⊗ S
∗
α,k ⊗ 1)
=
∑
α,β,k,l
(idB ⊗ Tβ,lδα,βλ
β
kl ⊗ 1)a(α)(idB ⊗ S
∗
α,k ⊗ 1) =
∑
β,k,l
(idB ⊗ Tβ,l ⊗ 1)a(β)(idB ⊗ λ
β
klS
∗
β,k ⊗ 1)
=
∑
β,l
(idB ⊗ Tβ,l ⊗ 1)a(β)(idB ⊗
(∑
k
λβklS
∗
β,k
)
⊗ 1) =
∑
β,l
(idB ⊗ Tβ,l ⊗ 1)a(β)(idB ⊗ T
∗
β,l ⊗ 1).
(2) is obvious and (4) follows from (3). Let us prove (3). Write Tβ,l ∈ L(Hβ,Hv) the chosen isometries
such that Tβ,l ∈ Hom(uβ, v), 1 ≤ l ≤ dim(Hom(uβ, v)) and Tβ,lT
∗
β,l are pairwise orthogonal projec-
tions with
∑
β,l Tβ,lT
∗
β,l = idHv . Observe that T
∗
β,lSSα,k ∈ Hom(uα, uβ). Hence there exists λ
β
kl ∈ C
such that T ∗β,lSSα,k = δα,βλ
β
kl. Also note that
∑
k λ
β
klS
∗
β,k =
∑
k T
∗
β,lSSβ,kS
∗
β,k =
∑
α,k T
∗
β,lSSα,kS
∗
α,k
since T ∗β,lSSα,k = 0 for α 6= β. Hence,
∑
k λ
β
klS
∗
β,k = T
∗
β,lS
(∑
α,k Sα,kS
∗
α,k
)
= T ∗β,lS. It follows that
(idB ⊗ S ⊗ 1)a(u) =
∑
α,k
(1⊗ SSα,k ⊗ 1)a(α)(1 ⊗ S
∗
α,k ⊗ 1)
=
∑
α,β,k,l
(1⊗ Tβ,lT
∗
β,lSSα,k ⊗ 1)a(α)(1 ⊗ S
∗
α,k ⊗ 1)
=
∑
α,β,k,l
(1⊗ Tβ,lδα,βλ
β
kl ⊗ 1)a(α)(1 ⊗ S
∗
α,k ⊗ 1)
=
∑
β,k,l
(1⊗ Tβ,l ⊗ 1)a(β)(1 ⊗ λ
β
klS
∗
β,k ⊗ 1)
=
∑
β,l
(1⊗ Tβ,l ⊗ 1)a(β)(1 ⊗
(∑
k
λβklS
∗
β,k
)
⊗ 1)
= a(v)(idB ⊗ S ⊗ 1).
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(5). Consider the decompositions u =
∑
α,k(Uα,k ⊗ 1)uα(U
∗
α,k ⊗ 1), v =
∑
β,l(Vβ,l ⊗ 1)uβ(V
∗
β,l ⊗ 1)
and w =
∑
γ,j(Wγ,j ⊗ 1)uγ(W
∗
γ,j ⊗ 1). Then, with A = C(H
+
(B,ψ)(G)), a(u)13a(v)23 is equal to:∑
α,β,k,l
(idB⊗Uα,k⊗ idB⊗Hv ⊗1A)a(α)13(idB⊗U
∗
α,k⊗ idB⊗Vβ,l⊗1A)a(β)23(idB⊗Hu⊗ idB⊗V
∗
β,l⊗1A).
We have a(S)(idB⊗Uα,k⊗ idB⊗Hv ) = mB⊗(S ◦ (Uα,k ⊗ idHv))◦Σ23 and, by using idHv =
∑
Vβ,lV
∗
β,l
and idHw =
∑
Wγ,jW
∗
γ,j, we find
S ◦ (Uα,k ⊗ idHv ) =
∑
Wγ,j
(
W ∗γ,j ◦ S ◦ (Uα,k ⊗ Vβ,l)
)
V ∗β,l.
Hence a(S)(idB ⊗ Uα,k ⊗ idB⊗Hv ) is equal to:∑
β,γ,l,j
[
mB ⊗
(
Wγ,j
(
W ∗γ,j ◦ S ◦ (Uα,k ⊗ Vβ,l)
)
V ∗β,l
)]
◦ Σ23
=
∑
(idB ⊗Wγ,j)
[
mB ⊗
(
W ∗γ,j ◦ S ◦ Uα,k ⊗ Vβ,l
)]
(idB ⊗ idB ⊗ idHα ⊗ V
∗
β,l) ◦ Σ23
=
∑
(idB ⊗Wγ,j)
[
mB ⊗
(
W ∗γ,j ◦ S ◦ Uα,k ⊗ Vβ,l
)]
Σ23(idB ⊗ idHα ⊗ idB ⊗ V
∗
β,l)
=
∑
β,γ,l,j
(idB ⊗Wγ,j)a(W
∗
γ,j ◦ S ◦ Uα,k ⊗ Vβ,l)(idB ⊗ idHα ⊗ idB ⊗ V
∗
β,l),
whereW ∗γ,j◦S◦Uα,k⊗Vβ,l ∈ Hom(uα⊗uβ, uγ). Hence, a(W
∗
γ,j◦S◦Uα,k⊗Vβ,l) ∈ Hom(a(α)⊗a(β), a(γ))
and, by using (3), we find Tα,β,γ,k,l,j = (idB⊗Wγ,j)a(W
∗
γ,j ◦S ◦Uα,k⊗Vβ,l) ∈ Hom(a(α)⊗a(β), a(w)).
Hence, we find that (a(S)⊗ 1A)(a(u)13a(v)23) is equal to:∑
α,β,β′,γ,k,l,l′,j Tα,β′,γ,k,l′,j(idB ⊗ idHα ⊗ idB ⊗ V
∗
β′,l′)⊗ 1Aa(α)13
(idB ⊗ U
∗
α,k ⊗ idB ⊗ Vβ,l ⊗ 1A)a(β)23(idB⊗Hu ⊗ idB ⊗ V
∗
β,l ⊗ 1A)
Since (idB ⊗ idHα ⊗ idB ⊗ V
∗
β′,l′ ⊗ 1A)a(α)13(idB ⊗ U
∗
α,k ⊗ idB ⊗ Vβ,l ⊗ 1A) is equal to:
a(α)13(idB ⊗ U
∗
α,k ⊗ idB ⊗ V
∗
β′,l′Vβ,l ⊗ 1A) = δβ,β′δl,l′a(α)13(idB ⊗ U
∗
α,k ⊗ idB ⊗ idHβ ⊗ 1A),
we find that (a(S)⊗ 1A)(a(u)13a(v)23) is equal to:∑
α,β,γ,k,l,,j
(Tα,β,γ,k,l,j ⊗ 1A)a(α)13(idB ⊗ U
∗
α,k ⊗ idB⊗Hβ ⊗ 1A)a(β)23(idB⊗Hu ⊗ idB ⊗ V
∗
β,l ⊗ 1A)
=
∑
α,β,γ,k,l,,j
(Tα,β,γ,k,l,j ⊗ 1A)a(α)13a(β)23(idB ⊗ U
∗
α,k ⊗ idB ⊗ V
∗
β,l ⊗ 1A)
=
∑
α,β,γ,k,l,,j
a(w)(Tα,β,γ,k,l,j ⊗ 1A)(idB ⊗ U
∗
α,k ⊗ idB ⊗ V
∗
β,l ⊗ 1A).
Hence, it suffices to check that a(S) =
∑
α,β,γ,k,l,,j Tα,β,γ,k,l,j ◦ (idB ⊗U
∗
α,k ⊗ idB ⊗ V
∗
β,l). This follows
from the equation a(S)(idB ⊗ Uα,k ⊗ idB⊗Hv) =
∑
β,γ,l,j Tα,β,γ,k,l,j(idB ⊗ idHα ⊗ idB ⊗ V
∗
β,l) for all
α, k and the fact that idHα =
∑
α,k Uα,kU
∗
α,k. Finally, we have
a(S)a(S)∗ = (mB ⊗ S)Σ23Σ
∗
23(m
∗
B ⊗ S
∗) = (mBm
∗
B ⊗ SS
∗) = δidB ⊗ SS
∗
Remark 12. If we apply assertion (5) of Proposition 8.1 with w = u⊗ v and S = idHu⊗Hv , we get a
morphism Su,v ∈ Hom(a(u) ⊗ a(v), a(u ⊗ v)). Hence, Tu,v = δ
− 1
2S∗u,v ∈ Hom(a(u ⊗ v), a(u) ⊗ a(v))
is isometric so we always have a(u⊗ v) ⊂ a(u)⊗ a(v).
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Theorem 8.2. Let B,B′ be two finite dimensional C*-algebras, dimB,B′ ≥ 4, endowed with a
δ-form ψ and a δ′-form ψ′ respectively. Let (B,ψ, d) be a finite quantum graph. There is a unital
∗-isomorphism of C*-algebras:
C(Gaut(B ⊗B′, ψ ⊗ ψ′))/I ∼= C(Gaut(B′, ψ′)) ∗w C(G
aut(B,ψ, d))
where I ⊂ C(Gaut(B ⊗ B′, ψ ⊗ ψ′)) is the closed two-sided ∗-ideal generated by the relations corre-
sponding to the condition d ⊗ ηB′η
∗
B′ ∈ End(U) and U denotes the fundamental representation of
Gaut(B ⊗B′, ψ ⊗ ψ′).
Proof. We fix the notationsM = C(Gaut(B⊗B′, ψ⊗ψ′)) andN = C(Gaut(B′, ψ′))∗wC(G
aut(B,ψ, d)).
Let u ∈ L(B′)⊗ C(Gaut(B′, ψ′)) be the fundamental representation of Gaut(B′, ψ′). Choose a com-
plete set of representative of irreducible representations un ∈ L(Hn)⊗ C(G
aut(B′, ψ′)) with u0 = 1
and u ≃ u0⊕u1. Define the unitary representation v ∈ L(B⊗B
′)⊗N of Gaut(B′, ψ′) ≀∗G
aut(B,ψ, d)
by v = a(u) = (idB ⊗ ηB′ ⊗ 1N )a(u0)(idB ⊗ η
∗
B′ ⊗ 1N )+ (idB ⊗S1⊗ 1N )a(u1)(idB ⊗S
∗
1 ⊗ 1N ), where
S1 ∈ Hom(u1, u) is the unique isometry, up to S
1, such that ηB′η
∗
B′ and S1S
∗
1 are two orthogonal
projections such that ηB′η
∗
B′ + S1S
∗
1 = idB′ .
We claim that there exists a unital ∗-homomorphism Ψ : M → N such that (id ⊗ Ψ)(U) = v. By
the universal property of the C*-algebra M , it suffices to check the following conditions.
1. ηB⊗B′ ∈ Hom(1, v).
2. mB⊗B′ ∈ Hom(v
⊗2, v).
Let us prove (1). Since ηB′η
∗
B′ and S1S
∗
1 are orthogonal we have S
∗
1ηB′ = 0; it follows that (idB ⊗
S∗1)ηB⊗B′ = 0. Hence, v(ηB⊗B′ ⊗ 1N ) = (idB ⊗ ηB′ ⊗ 1N )a(u0) ((idB ⊗ η
∗
B′) ◦ ηB⊗B′)⊗ 1N ). Since
(idB ⊗ η
∗
B′) ◦ ηB⊗B′ = ηB ∈ Hom(1, a(u0)) and (idB ⊗ ηB′) ◦ ηB = ηB⊗B′ we find
v(ηB⊗B′ ⊗ 1N ) = (idB ⊗ ηB′ ⊗ 1N )a(u0)(ηB ⊗ 1N ) = ((idB ⊗ ηB′) ◦ ηB)⊗ 1N ) = ηB⊗B′ ⊗ 1N .
This proves (1). Let us prove (2). Observe that mB⊗B′ = (mB ⊗ mB′)Σ23 = a(mB′), where
mB′ ∈ Hom(u⊗ u, u). It follows from Proposition 8.1 that mB⊗B′ ∈ Hom(v ⊗ v, v).
Let pi : M −→ M/I be the canonical quotient map. If we apply assertion (2) of Proposition
8.1 we have that d ⊗ ηB′η
∗
B′ = (idB ⊗ ηB′)d(idB ⊗ η
∗
B′) ∈ End(v) because ηB′ ∈ Hom(1, u) and
d ∈ End(a(1G)). It follows that the map Ψ can be factorized through M/I. This means that there
exists a unique map Ψ˜ :M/I −→ N such that v = (idB⊗B′⊗Ψ)(U) = (idB⊗B′⊗ Ψ˜)(idB⊗B′⊗pi)(U).
In order to construct the inverse homomorphism we first introduce some notations. All the following
definitions are given, unless otherwise stated, for k ∈ N, k ≥ 1. Consider the unitary operator
Σk : (B ⊗B
′)⊗k −→ B⊗k ⊗B′⊗k,
⊗k
i=1(bi ⊗ b
′
i) 7→
⊗k
i=1 bi ⊗
⊗k
i=1 b
′
i, where bi ∈ B and b
′
i ∈ B
′. We
observe that, with this new notation Σ2 = Σ23.
Letm
(k)
B : B
⊗k −→ B be the map which multiplies k elements of B; we setm
(1)
B = idB by convention.
We observe that this map is unique and well defined by the associativity of the multiplication. In
particular, we have m
(2)
B = mB . We claim that, for any k ≥ 2, m
(k)
B (m
(k)
B )
∗ = δk−1idB . The proof is
by induction. If k = 1, it is trivially true; if k = 2, it is clear that mBm
∗
B = δidB. Let us suppose
the result true for k = l, i.e. m
(l)
B (m
(l)
B )
∗ = δl−1idB . We have that m
(l+1)
B = m
(l)
B (mB ⊗ id
⊗l−1
B ) by
associativity. Hence, m
(l+1)
B (m
(l+1)
B )
∗ = m
(l)
B (mBm
∗
B ⊗ id
⊗l−1
B )(m
(l)
B )
∗ = δm
(l)
B (m
(l)
B )
∗ = δlidB . Then,
the equality is true for k = l + 1. This completes the proof.
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Define the map Tk = (m
(k)
B ⊗ id
⊗k
B′ )Σk ∈ L((B ⊗ B
′)⊗k, B ⊗ B′⊗k). Let Sk ∈ Hom(uk, u
⊗k) be the
unique isometry, up to S1, and define the isometry Qk = δ
− k−1
2 T ∗k ◦(idB⊗Sk) ∈ L(B⊗Hk, (B⊗B
′)⊗k)
for k ≥ 1. For k = 0, we define the isometry Q0 = idB ⊗ ηB′ ∈ Hom(a(u0), v).
Finally, for k ≥ 1, consider the elements Ak = (Q
∗
k ⊗ 1M )U
⊗k(Qk ⊗ 1M ) ∈ L(B ⊗Hk)⊗M and, for
k = 0, A0 = (Q
∗
0⊗ 1M )U(Q0⊗ 1M ) ∈ L(B)⊗M . Denote by A˜k = (id⊗pi)(Ak) ∈ L(B⊗Hk)⊗M/I
the projections of the Ak, k ∈ N on the quotient. Let V = (id ⊗ pi)(U) ∈ L(B ⊗ B
′) ⊗M/I be the
projection of the fundamental representation U .
We claim that there exists a unital ∗-homomorphism Φ : N −→M/I such that (id⊗Φ)(a(uk)) = A˜k
for all k ∈ N. By the universal property of the C*-algebra N it suffices to check the following.
1. A0(ηB ⊗ 1M ) = ηB ⊗ 1M .
2. A˜k ∈ L(B ⊗Hk)⊗M/I is unitary for all k ≥ 0.
3. For all k, l, t ∈ N and R ∈ Hom(uk ⊗ ul, ut), (mB ⊗R)Σ23 ∈ Hom(A˜k ⊗ A˜l, A˜t).
4. d ∈ End(A˜0).
Let us prove (1). Since ηB ⊗ ηB′ = ηB⊗B′ ∈ Hom(1, U), we have
A0(ηB ⊗ 1M ) = (idB ⊗ η
∗
B′ ⊗ 1M )U(idB ⊗ ηB′ ⊗ 1M )(ηB ⊗ 1M )
= (idB ⊗ η
∗
B′ ⊗ 1M )U(ηB ⊗ ηB′ ⊗ 1M ) = ηB ⊗ η
∗
B′ηB′ ⊗ 1M = ηB ⊗ 1M .
Let us prove (2). We have AkA
∗
k = (Q
∗
k ⊗ 1M )U
⊗k(QkQ
∗
k ⊗ 1M )(U
⊗k)∗(Qk ⊗ 1M ). Moreover,
Q0Q
∗
0 = idB ⊗ ηB′η
∗
B′ and Q1Q
∗
1 = idB ⊗ S1S
∗
1 = idB ⊗ (idB′ − ηB′η
∗
B′) = idB⊗B′ − Q0Q
∗
0. By
definition of I, we have V (Q0Q
∗
0 ⊗ 1M/I) = (Q0Q
∗
0 ⊗ 1M/I)V and,
V (Q1Q
∗
1 ⊗ 1M/I) = V (1−Q0Q
∗
0 ⊗ 1M/I) = (1−Q0Q
∗
0 ⊗ 1M/I)V = (Q1Q
∗
1 ⊗ 1M/I)V.
It follows that, for k = 0, 1,
A˜kA˜
∗
k = (Q
∗
k ⊗ 1M/I)V (QkQ
∗
k ⊗ 1M/I)V
∗(Qk ⊗ 1M/I) = (Q
∗
kQkQ
∗
k ⊗ 1M/I)V V
∗(Qk ⊗ 1M/I)
= (Q∗kQkQ
∗
kQk ⊗ 1M/I) = idB⊗Hk ⊗ 1M/I .
The proof of A˜∗kA˜k = idB⊗Hk ⊗ 1M/I when k = 0, 1 is the same.
In order to prove (2) when k ≥ 2 and to check (3) we need the following lemma.
Lemma 8.3. For all k, l ∈ N, k, l ≥ 1 and T ∈ L(B′⊗k, B′⊗l) we define the map
φk,l(T ) = Σ
∗
l ((m
(l)
B )
∗m
(k)
B ⊗ T )Σk ∈ L((B ⊗B
′)⊗k, (B ⊗B′)⊗l)
Define φk := φk,k(id
⊗k
B′ ). The following holds.
(i) φk ∈ End(V
⊗k).
(ii) For all T ∈ L(B′⊗k, B′⊗l) and S ∈ L(B′⊗l, B′⊗t) we have:
• φl,t(S)φk,l(T ) = δ
l−1φk,t(S ◦ T ),
• φk,l(T )
∗ = φl,k(T
∗).
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(iii) φk,k−1(id
⊗s
B′ ⊗mB′ ⊗ id
⊗s′
B′ ) = φk−1 ◦ (id
⊗s
B⊗B′ ⊗mB⊗B′ ⊗ id
⊗s′
B⊗B′) ∈ Hom(V
⊗k, V ⊗k−1) for all
k ≥ 2 and all s, s′ ≥ 0 such that s+ s′ + 2 = k.
(iv) • φk,k−1(id
⊗s
B′⊗η
∗
B′⊗id
⊗s′
B′ ) = φk−1◦(id
⊗s−1
B⊗B′⊗(mB⊗idB′⊗η
∗
B′)Σ23⊗id
⊗s′
B⊗B′) ∈ Hom(V
⊗k, V ⊗k−1)
for all k ≥ 2 and all s ≥ 1, s′ ≥ 0 such that s+ s′ + 1 = k,
• φk,k−1(η
∗
B′ ⊗ id
⊗k−1
B′ ) = φk−1 ◦ ((mB ⊗ η
∗
B′ ⊗ idB′)Σ23 ⊗ id
⊗k−2
B⊗B′) ∈ Hom(V
⊗k, V ⊗k−1) for
all k ≥ 2.
(v) φk,l(T ) ∈ Hom(V
⊗k, V ⊗l) for all T ∈ Hom(u⊗k, u⊗l).
Proof. (i). If k = 1, φ1 = idB⊗B′ ∈ End(V ). When k ≥ 2 we prove the result by induction on k.
If k = 2, we have φ2 = Σ23(m
∗
BmB ⊗ id
⊗2
B′ )Σ23. We want to prove that φ2 ∈ End(V
⊗2). Define
L = Σ∗3((m
(3)
B )
∗mB ⊗ idB′ ⊗ ηB′ ⊗ idB′)Σ2. We claim that
L = (idB⊗B′ ⊗mB⊗B′ ⊗ idB⊗B′)(Σ
∗
2(m
∗
B ⊗ idB′ ⊗ ηB′)⊗ Σ
∗
2(m
∗
B ⊗ ηB′ ⊗ idB′)). (8.1)
Let us evaluate the two maps on the element b1 ⊗ b
′
1 ⊗ b2 ⊗ b
′
2 ∈ (B ⊗B
′)⊗2. The left hand side is:
Σ∗3((m
(3)
B )
∗mB ⊗ idB′ ⊗ ηB′ ⊗ idB′)Σ2(b1 ⊗ b
′
1 ⊗ b2 ⊗ b
′
2) = Σ
∗
3((m
(3)
B )
∗mB(b1 ⊗ b2)⊗ b
′
1 ⊗ 1B′ ⊗ b
′
2
= Σb12(1) ⊗ b
′
1 ⊗ b
12
(2) ⊗ 1B′ ⊗ b
12
(3) ⊗ b
′
2.
where we used the notation (m
(3)
B )
∗mB(b1 ⊗ b2) = Σb
12
(1) ⊗ b
12
(2) ⊗ b
12
(3). The right hand side is:
(idB⊗B′ ⊗mB⊗B′ ⊗ idB⊗B′)(Σ
∗
2(m
∗
B ⊗ idB′ ⊗ ηB′)⊗ Σ
∗
2(m
∗
B ⊗ ηB′ ⊗ idB′))(b1 ⊗ b
′
1 ⊗ b2 ⊗ b
′
2)
= (idB⊗B′ ⊗mB⊗B′ ⊗ idB⊗B′)(Σ
∗
2(m
∗
B(b1)⊗ b
′
1 ⊗ 1B′)⊗ Σ
∗
2(m
∗
B(b2)⊗ 1B′ ⊗ b
′
2))
= (idB⊗B′ ⊗mB⊗B′ ⊗ idB⊗B′)(Σb
1
(1) ⊗ b
′
1 ⊗ b
1
(2) ⊗ 1B′ ⊗ b
2
(1) ⊗ 1B′ ⊗ b
2
(2) ⊗ b
′
2)
= (Σb1(1) ⊗ b
′
1 ⊗mB(b
1
(2) ⊗ b
2
(1))⊗ 1B′ ⊗ b
2
(2) ⊗ b
′
2).
where we used the notation m∗B(bi) = Σb
i
(1) ⊗ b
i
(2) for i = 1, 2. Note that the two elements of
(B ⊗ B′)⊗3 we obtained are equal if and only if (m
(3)
B )
∗mB = (idB ⊗mB ⊗ idB)(m
∗
B ⊗m
∗
B). This
can be verified by drawing the noncrossing partitions associated to the different maps and by using
the compatibility with respect to the multiplication proved in Proposition 1.12. In both cases, the
noncrossing partition obtained after the composition is
• •
• • •
It follows that relation 8.1 is verified.
Define T = (mB ⊗ η∗B′ ⊗ idB′)Σ23 and note that mB′ ◦ (ηB′η
∗
B′ ⊗ idB′) = η
∗
B′ ⊗ idB′ . Hence,
T = [mB ⊗ (mB′ ◦ (ηB′η
∗
B′ ⊗ idB′))] Σ23 = [(mB ⊗mB′) ◦ (idB ⊗ idB ⊗ ηB′η
∗
B′ ⊗ idB′))] Σ23
= (mB ⊗mB′)Σ23(idB ⊗ ηB′η
∗
B′ ⊗ idB ⊗ idB′) = mB⊗B′ ◦ ((idB ⊗ ηB′η
∗
B′)⊗ idB⊗B′).
By definition of I we have idB ⊗ ηB′η
∗
B′ ∈ End(V ) and since mB⊗B′ ∈ Hom(U
⊗2, U) we deduce
that T ∈ End(V ⊗2, V ). Similarly, if we define Z = (mB ⊗ idB′ ⊗ η
∗
B′)Σ23 then, by using the
relation idB′ ⊗ η
∗
B′ = mB′ ◦ (idB′ ⊗ ηB′η
∗
B′), we find Z = mB⊗B′ ◦ (idB⊗B′ ⊗ (idB ⊗ ηB′η
∗
B′)).
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Hence Z ∈ Hom(V ⊗2, V ). Finally, note that L = (idB⊗B′ ⊗ mB⊗B′ ⊗ idB⊗B′)(Z
∗ ⊗ T ∗). Hence
L ∈ Hom(V ⊗2, V ⊗3) and since we have
L∗L = Σ∗2(m
∗
Bm
(3)
B ⊗ idB′ ⊗ η
∗
B′ ⊗ idB′)Σ3Σ
∗
3((m
(3)
B )
∗mB ⊗ idB′ ⊗ η
∗
B′ ⊗ idB′)Σ2
= Σ∗2(m
∗
Bm
(3)
B (m
(3)
B )
∗mB ⊗ id
⊗2
B′ )Σ2 = δ
2φ2,
where we used that m
(3)
B (m
(3)
B )
∗ = δ2idB , it follows that φ2 ∈ End(V ⊗2).
Now, let us prove that, if φk−1 ∈ End(V
⊗k−1), then φk ∈ End(V
⊗k). We first claim that, for any
k ≥ 2, the following holds
φk = (id
⊗k−2
B⊗B′ ⊗ φ2)(φk−1 ⊗ idB⊗B′). (8.2)
Let us evaluate this map on the general element
⊗k
i=1(bi ⊗ b
′
i) ∈ (B ⊗B
′)⊗k. We have:
(id⊗k−2B⊗B′ ⊗ φ2)(φk−1 ⊗ idB⊗B′)(
k⊗
i=1
(bi ⊗ b
′
i))
= (id⊗k−2B⊗B′ ⊗ φ2)[(Σ
∗
k−1((m
(k−1)
B )
∗m
(k−1)
B ⊗ id
⊗k−1
B′ )Σk−1)⊗ idB⊗B′ ](
k⊗
i=1
(bi ⊗ b
′
i))
= (id⊗k−2B⊗B′ ⊗ Σ
∗
2(m
∗
BmB ⊗ id
⊗2
B′ )Σ2)(Σ
∗
k−1(Σ
k−1⊗
i=1
bC1(i) ⊗
k−1⊗
i=1
b′i)⊗ bk ⊗ b
′
k)
= Σ
k−2⊗
i=1
(bC1(i) ⊗ b
′
i)⊗Σ
∗
2(m
∗
BmB(b
C1
(k−1) ⊗ bk)⊗ b
′
k−1 ⊗ b
′
k) = Σ
k−2⊗
i=1
(bC1(i) ⊗ b
′
i)⊗ b
C2
(1) ⊗ b
′
k−1 ⊗ b
C2
(2) ⊗ b
′
k,
where we used the notations (m
(k−1)
B )
∗m
(k−1)
B (
⊗k−1
i=1 bi) = Σ
⊗k−1
i=1 b
C1
(i) and m
∗
BmB(b
C1
(k−1) ⊗ bk) =
ΣbC2(1) ⊗ b
C2
(2). When we evaluate φk according to its definition, we get
Σ∗k((m
(k)
B )
∗m
(k)
B ⊗ id
⊗k
B′ )Σk(
k⊗
i=1
(bi ⊗ b
′
i)) = Σ
k⊗
i=1
(bC3(i) ⊗ b
′
i)
where we used the notation (m
(k)
B )
∗m
(k)
B (
⊗k
i=1 bi) = Σ
⊗k
i=1 b
C3
(i) . The two elements obtained are
equal if and only if
(m
(k)
B )
∗m
(k)
B = (id
⊗k−2
B ⊗m
∗
BmB)((m
(k−1)
B )
∗m
(k−1)
B ⊗ idB).
This formula can be verified by considering the noncrossing partitions associated to the different
maps and by applying Proposition 1.12. We have
•
1
•
2
. . . • • •
k − 1 k
1 2 k − 1 k
• •
. . .
• • •
• • • • •
=
• • . . . • •
1 2 k − 1 k
1 2 k − 1 k
• • . . . • •
This completes the proof of relation 8.2 and finishes the proof of (1) since it shows that the map φk
can be obtained through tensor products and compositions of the maps idB⊗B′ , φ2, φk−1 which are
in End(V ⊗k), by the induction hypothesis.
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(ii). The composition formula can be checked as follows.
φl,t(S)φk,l(T ) = Σ
∗
t ((m
(t)
B )
∗m
(l)
B ⊗ S)ΣlΣ
∗
l ((m
(l)
B )
∗m
(k)
B ⊗ T )Σk
= Σ∗t ((m
(t)
B )
∗m
(l)
B (m
(l)
B )
∗m
(k)
B ⊗ ST )Σk
= δl−1Σ∗t ((m
(t)
B )
∗m
(k)
B ⊗ ST )Σk = δ
l−1φk,t(S ◦ T ),
where we used the relation m
(l)
B (m
(l)
B )
∗ = δl−1idB . The second formula follows from:
φk,l(T )
∗ = (Σ∗l ((m
(l)
B )
∗m
(k)
B ⊗ T )Σk)
∗ = Σ∗k((m
(k)
B )
∗m
(l)
B ⊗ T
∗)Σl = φl,k(T
∗).
(iii). The element φk−1 ◦ (id
⊗s
B⊗B′ ⊗mB⊗B′ ⊗ id
⊗s′
B⊗B′) is equal to:
Σ∗k−1((m
(k−1)
B )
∗m
(k−1)
B ⊗ id
⊗k−1
B′ )Σk−1(id
⊗s
B⊗B′ ⊗mB⊗B′ ⊗ id
⊗s′
B⊗B′)
= Σ∗k−1((m
(k−1)
B )
∗m
(k−1)
B ⊗ id
⊗k−1
B′ )(id
⊗s
B ⊗mB ⊗ id
⊗s′
B ⊗ id
⊗s
B′ ⊗mB′ ⊗ id
⊗s′
B′ )Σk
= Σ∗k−1((m
(k−1)
B )
∗m
(k)
B ⊗ id
⊗s
B′ ⊗mB′ ⊗ id
⊗s′
B′ )Σk
= φk,k−1(id
⊗s
B′ ⊗mB′ ⊗ id
⊗s′
B′ ),
where the first equality follows from
Σk−1(id
⊗s
B⊗B′ ⊗mB⊗B′ ⊗ id
⊗s′
B⊗B′)(
k⊗
i=1
(bi ⊗ b
′
i))
= Σk−1(
s⊗
i=1
(bi ⊗ b
′
i)⊗mB(bs+1 ⊗ bs+2)⊗mB′(b
′
s+1 ⊗ b
′
s+2)⊗
k⊗
i=s+3
(bi ⊗ b
′
i))
=
s⊗
i=1
bi ⊗mB(bs+1 ⊗ bs+2)⊗
k⊗
i=s+3
bi ⊗
s⊗
i=1
b′i ⊗mB′(b
′
s+1 ⊗ b
′
s+2)⊗
k⊗
i=s+3
b′i
= (id⊗sB ⊗mB ⊗ id
⊗s′
B ⊗ id
⊗s
B′ ⊗mB′ ⊗ id
⊗s′
B′ )Σk(
k⊗
i=1
(bi ⊗ b
′
i)),
and for the second equality we used the relation m
(k−1)
B (id
⊗s
B ⊗ mB ⊗ id
⊗s′
B ) = m
(k)
B which is a
consequence of associativity. Now, since mB⊗B′ ∈ Hom(U
⊗2, U) and φk−1 ∈ End(V
⊗k−1) by the
assertion (i) of this Lemma, it follows that φk,k−1(id
⊗s
B′ ⊗mB′ ⊗ id
⊗s′
B′ ) ∈ Hom(V
⊗k, V ⊗k−1).
(iv). We have
φk−1 ◦ (id
⊗s−1
B⊗B′ ⊗ (mB ⊗ idB′ ⊗ η
∗
B′)Σ23 ⊗ id
⊗s′
B⊗B′)
= Σ∗k−1((m
(k−1)
B )
∗m
(k−1)
B ⊗ id
⊗k−1
B′ )Σk−1(id
⊗s−1
B⊗B′ ⊗ (mB ⊗ idB′ ⊗ η
∗
B′)Σ23 ⊗ id
⊗s′
B⊗B′)
= Σ∗k−1((m
(k−1)
B )
∗m
(k−1)
B ⊗ id
⊗k−1
B′ )(id
⊗s−1
B ⊗mB ⊗ id
⊗s′
B ⊗ id
⊗s
B′ ⊗ η
∗
B′ ⊗ id
⊗s′
B′ )Σk
= Σ∗k−1((m
(k−1)
B )
∗m
(k)
B ⊗ id
⊗s
B′ ⊗ η
∗
B′ ⊗ id
⊗s′
B′ )Σk = φk,k−1(id
⊗s
B′ ⊗ η
∗
B′ ⊗ id
⊗s′
B′ ).
As in the proof of assertion (iii) the second equality can be checked by evaluating the two maps on
an element of (B ⊗B′)⊗k and the third follows from the associativity of mB .
If s = 0 and s′ = k−1 the formula is slightly different but the computations are analogous. We have
φk−1 ◦ ((mB ⊗ η
∗
B′ ⊗ idB′)Σ23 ⊗ id
⊗k−2
B⊗B′)
= Σ∗k−1((m
(k−1)
B )
∗m
(k−1)
B ⊗ id
⊗k−1
B′ )Σk−1((mB ⊗ η
∗
B′ ⊗ idB′)Σ23 ⊗ id
⊗k−2
B⊗B′)
= Σ∗k−1((m
(k−1)
B )
∗m
(k−1)
B ⊗ id
⊗k−1
B′ )(mB ⊗ id
⊗k−2
B ⊗ η
∗
B′ ⊗ id
⊗k−1
B′ )Σk
= Σ∗k−1((m
(k−1)
B )
∗m
(k)
B ⊗ η
∗
B′ ⊗ id
⊗k−1
B′ )Σk = φk,k−1(η
∗
B′ ⊗ id
⊗k−1
B′ ).
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Since in the proof of assertion (i) we showed that (mB ⊗ idB′ ⊗ η
∗
B′)Σ23 and (mB ⊗ η
∗
B′ ⊗ idB′)Σ23
are in Hom(V ⊗2, V ) and φk−1 ∈ End(V
⊗k−1) by (i), we conclude that φk,k−1(id
⊗s
B′ ⊗ η
∗
B′ ⊗ id
⊗s′
B′ ) is
in Hom(V ⊗k, V ⊗k−1).
(v). Thanks to Theorem 1.13 we know that the morphisms associated to the noncrossing partitions
in NC(k, l) form a linear basis of Hom(u⊗k, u⊗l). Moreover, every morphism of such a basis can
be seen as the composition of the morphisms id⊗sB′ ⊗ mB′ ⊗ id
⊗s′
B′ ∈ Hom(u
⊗s+s′+2, u⊗s+s
′+1) and
id⊗sB′ ⊗ ηB′ ⊗ id
⊗s′
B′ ∈ Hom(u
⊗s+s′ , u⊗s+s
′+1) and of their adjoints. This fact, together with the
assertions (ii), (iii) and (iv) of Lemma 8.3, implies that φk,l(T ) ∈ Hom(V
⊗k, V ⊗l) for all intertwiner
T ∈ Hom(u⊗k, u⊗l).
Now, we go back to the proof of (2), when k ≥ 2. We have:
QkQ
∗
k = δ
−(k−1)T ∗k ◦ (idB ⊗ SkS
∗
k) ◦ Tk = δ
−(k−1)Σ∗k((m
(k)
B )
∗m
(k)
B ⊗ SkS
∗
k)Σk = δ
−(k−1)φk,k(SkS
∗
k).
Since SkS
∗
k ∈ End(u
⊗k); it follows that QkQ
∗
k ∈ End(V
⊗k) by Lemma 8.3 (v). It is now easy to
check that A˜k is unitary.
Let us check (3). We have to prove that, for all k, l, t ∈ N and R ∈ Hom(uk ⊗ ul, ut), (mB ⊗R)Σ23
is in Hom(A˜k ⊗ A˜l, A˜t). Since the Qs are isometries and QsQ
∗
s ∈ End(V
⊗s), we have the following
sequence of equivalent conditions.
((mB ⊗R)Σ23 ⊗ 1M/I)(Q
∗
k ⊗Q
∗
l ⊗ 1M/I)V
⊗k+l(Qk ⊗Ql ⊗ 1M/I) =
(Q∗t ⊗ 1M/I)V
⊗t(Qt ⊗ 1M/I)((mB ⊗R)Σ23 ⊗ 1M/I)
(Qt ⊗ 1M/I)((mB ⊗R)Σ23 ⊗ 1M/I)(Q
∗
k ⊗Q
∗
l ⊗ 1M/I)V
⊗k+l(QkQ
∗
k ⊗QlQ
∗
l ⊗ 1M/I) =
(QtQ
∗
t ⊗ 1M/I)V
⊗t(Qt ⊗ 1M/I)((mB ⊗R)Σ23 ⊗ 1M/I)(Q
∗
k ⊗Q
∗
l ⊗ 1M/I)
(Qt ⊗ 1M/I)((mB ⊗R)Σ23 ⊗ 1M/I)(Q
∗
kQkQ
∗
k ⊗Q
∗
lQlQ
∗
l ⊗ 1M/I)V
⊗k+l =
V ⊗t(QtQ
∗
tQt ⊗ 1M/I)((mB ⊗R)Σ23 ⊗ 1M/I)(Q
∗
k ⊗Q
∗
l ⊗ 1M/I)
(Qt ⊗ 1M/I)((mB ⊗R)Σ23 ⊗ 1M/I)(Q
∗
k ⊗Q
∗
l ⊗ 1M/I)V
⊗k+l =
V ⊗t(Qt ⊗ 1M/I)((mB ⊗R)Σ23 ⊗ 1M/I)(Q
∗
k ⊗Q
∗
l ⊗ 1M/I)
Then, the original condition is equivalent to
Qt(mB ⊗R)Σ23(Q
∗
k ⊗Q
∗
l ) ∈ Hom(V
⊗k+l, V ⊗t).
Now, if we replace every Qi with its definition and write K := δ
− k+l+t−3
2 , we get
Qt(mB ⊗R)Σ23(Q
∗
k ⊗Q
∗
l ) = KΣ
∗
t (m
(t)∗
B ⊗ id
⊗t
B′ )(idB ⊗ St)(mB ⊗R)Σ23 ◦ . . .
. . . ◦ [(idB ⊗ S
∗
k)(m
(k)
B ⊗ id
⊗k
B′ )Σk ⊗ (idB ⊗ S
∗
l )(m
(l)
B ⊗ id
⊗l
B′)Σl]
= KΣ∗t (m
(t)∗
B ⊗ St)(mB ⊗R)Σ23(m
(k)
B ⊗m
(l)
B ⊗ S
∗
k ⊗ S
∗
l )(Σk ⊗Σl)
= KΣ∗t (m
(t)∗
B ⊗ St)(mB ⊗R)(m
(k)
B ⊗m
(l)
B ⊗ S
∗
k ⊗ S
∗
l )Σ˜23(Σk ⊗Σl)
= KΣ∗t (m
(t)∗
B m
(k+l)
B ⊗ StR(S
∗
k ⊗ S
∗
l ))Σ˜23(Σk ⊗ Σl)
= KΣ∗t (m
(t)∗
B m
(k+l)
B ⊗ StR(S
∗
k ⊗ S
∗
l ))Σk+l = Kφk+l,t(StR(S
∗
k ⊗ S
∗
l )),
where Σ˜23 : B
⊗k⊗B′⊗k⊗B⊗l⊗B′⊗l −→ B⊗k+l⊗B′⊗k+l is the map that exchanges B′⊗k andB⊗l. It is
easy to check that Σ˜23(Σk⊗Σl) = Σk+l. In the third equality we used thatmB(m
(k)
B ⊗m
(l)
B ) = m
(k+l)
B ;
this is due to the associativity of the multiplication. Since St, Sk, Sl and R are intertwiners of
Gaut(B′, ψ′), we have that StR(S
∗
k ⊗S
∗
l ) ∈ Hom(u
⊗k ⊗u⊗l, u⊗t). We can then apply Lemma 8.3 (v)
and find that φk+l,t(StR(S
∗
k ⊗ S
∗
l )) ∈ Hom(V
⊗k+l, V ⊗t). This completes the proof of (3).
Let us prove (4). By using the same method used in the prove of (3), we have that d ∈ End(A˜0) is
equivalent to Q0dQ
∗
0 = d⊗ ηB′η
∗
B′ ∈ End(V ). This last condition ifollows from the definition of I.
To conclude the proof we check that the morphisms Ψ˜ and Φ are inverse to each other. We have:
(id⊗ ΦΨ˜)(V ) = (id ⊗Φ)(id ⊗Ψ)(U) = (id⊗ Φ)(v)
= (Q0 ⊗ 1M/I)A˜0(Q
∗
0 ⊗ 1M/I) + (Q1 ⊗ 1M/I)A˜1(Q
∗
1 ⊗ 1M/I)
= (Q0Q
∗
0 ⊗ 1M/I)V (Q0Q
∗
0 ⊗ 1M/I) + (Q1Q
∗
1 ⊗ 1M/I)V (Q1Q
∗
1 ⊗ 1M/I)
= V (Q0Q
∗
0Q0Q
∗
0 ⊗ 1M/I) + V (Q1Q
∗
1Q1Q
∗
1 ⊗ 1M/I)
= V ((Q0Q
∗
0 +Q1Q
∗
1)⊗ 1M/I) = V
since, for s = 0, 1, Qs is an isometry such that QsQs ∈ End(V ) and Q0Q
∗
0 + Q1Q
∗
1 = idB⊗B′ .
Similarly,
(id⊗ Ψ˜)(id ⊗ Φ)(a(uk)) = (id⊗ Ψ˜)(A˜k) = (id⊗ Ψ˜)(id⊗ pi)(Ak) = (id ⊗Ψ)(Ak)
= (Q∗k ⊗ 1N )(id ⊗Ψ)(U
⊗k)(Qk ⊗ 1N ) = (Q
∗
k ⊗ 1N )v
⊗k(Qk ⊗ 1N )
= a(uk).
The last equality requires particular attention. It is verified if and only if Qk ∈ Hom(a(uk), a(u)
⊗k),
therefore, in order to complete the proof, we have to check that the map Qk defined during the proof
is in Hom(a(uk), a(u)
⊗k). If k = 0, 1, it is clear. In the general case, for k ≥ 2, recall that
Q∗k = δ
− k−1
2 (idB ⊗ Sk) ◦ Tk = δ
− k−1
2 (idB ⊗ Sk)(m
(k)
B ⊗ id
⊗k
B′ )Σk.
We claim that
Q∗k = (idB ⊗ Sk) ◦ δ
′− 1
2 (mB ⊗ id
⊗k
B′ )Σ23 ◦ (idB⊗B′ ⊗ δ
′− 1
2 (mB ⊗ id
⊗k−1
B′ )Σ23) ◦ ...
... ◦ (id⊗k−2B⊗B′ ⊗ δ
′− 1
2 (mB ⊗ id
⊗2
B′ )Σ23).
This can be easily verified by evaluating the two formulations of Q∗k on a general element of (B ⊗
B′)⊗k. The equality depends essentially on the associativity of the multiplication. Moreover, we
observe that δ′−
1
2 (mB⊗ id
⊗k
B′ )Σ23 ∈ Hom(a(u)⊗a(u
⊗k−1), a(u⊗k)) by Proposition 8.1 (4). Therefore,
the linear map Q∗k can be obtained as composition and tensor product of morphisms. It follows that
Q∗k ∈ Hom(a(u)
⊗k, a(uk)) and Qk ∈ Hom(a(uk), a(u)
⊗k). This concludes the proof.
Remark 13. We observe that this theorem generalizes the results of Banica and Bichon. In [BB07],
they investigated the free wreath product of two quantum permutation groups and, in the particular
case of two quantum symmetric groups, they proved that
C(S+mn)/I
∼= C(S+m) ∗w C(S
+
n )
where I ⊂ C(S+mn) is the closed two-sided ∗-ideal generated by the relations corresponding to the
condition idCn ⊗ ηCmη
∗
Cm ∈ End(U) and U is the fundamental representation of S
+
mn.
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