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Abstract
In this paper we analyze from the mathematical point of view a model for small vertical vibrations of an elastic string with
fixed ends and the density of the material being not constant. We employ techniques of functional analysis, mainly a theorem of
compactness for the analysis of the approximation of Faedo–Galerkin method. We obtain strong global solutions with restrictions
on the initial data u0 and u1, uniqueness of solutions and a rate decay estimate for the energy.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Vibrations of an elastic string; Kirchhoff equation; Nonhomogeneous material
1. Introduction
Let us consider an elastic string with fixed ends, that is, the rest position coinciding with the segment [α0, β0] of the
x-axis of an orthogonal Cartesian coordinate (x,u). We suppose constant the cross section of the string and its density
d(x, t) (mass by unity of length) variable. Moreover, we consider small vertical deformations of the string and at the
time t > 0 the segment [α0, β0] is mapped on a curve Γ (t) of the Cartesian plane x0u with ends fixed at the points
(α0,0) and (β0,0). Denoting by γ0 = β0 − α0 > 0, then γ0d(x, t) is the mass of the curve Γ (t) and the momentum
is given by γ0d(x, t) ∂u∂t , where
∂u
∂t
is the velocity of the deformation u = u(x, t) of the string. In these conditions an
approximate model for this physical phenomenon can be written by
∂2u
∂t2
− 1
γ0d(x, t)
(
τ0 + σ(x, t)2γ0
β0∫
α0
(
∂u
∂x
)2
dx
)
∂2u
∂x2
+ k(x, t)∂u
∂t
= 0, (1.1)
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function C given by
C(x, t) = τ0 + σ(x, t)2γ0
β0∫
α0
(
∂u
∂x
)2
dx
is a consequence of the variation of the tension τ(t) − τ0, Hook’s law and supposition of small vertical vibrations,
that is, | ∂u
∂x
|  1.
The model (1.1) is a motivation for the investigation of an initial–boundary value problem in an open bounded
set Ω of Rn with smooth boundary Γ . By Q = Ω × (0, T ) we denote a cylinder of Rn+1 with lateral boundary
Σ = Γ × (0, T ) where T > 0 is a real number.  represents the usual Laplace operator in Rn and ∇ the gradient.
Therefore, motivated by Eq. (1.1) we plan in this article to investigate the following initial–boundary value problem
∣∣∣∣∣∣∣∣∣∣
u′′(x, t) − M
(
x, t,
∫
Ω
∣∣∇u(x, t)∣∣2 dx)u(x, t) + ρ(x, t, u′(x, t))= 0 in Q,
u(x, t) = 0 on Σ,
u(x,0) = u0(x), u′(x,0) = u1(x) in Ω.
(1.2)
All derivatives are in the sense of distributions, and u′ denotes ∂u
∂t
. The function M(x, t, λ) generalizes the nonlinear
term of Eq. (1.1) and ρ(x, t, ξ) the internal damping term k(x, t) ∂u
∂t
.
The results obtained by Cousin et al. in [6], where they investigated the case with variable separable M(x, t, λ) =
ψ(x, t)M(λ), were improved by Límaco et al. [13] in the sense of considering the damping function ρ(x, t, ξ) in a
more general class. These two articles were the motivation for the present paper which improves both, because the
natural separation of variable in (1.1) would be of the type ψ(x, t)M(x, t, λ) with
ψ(x, t) = 1
γ0d(x, t)
, M(x, t, λ) = τ0 + σ(x, t)2γ0 λ and λ =
β0∫
α0
(
∂u
∂x
)2
dx
and the established model in (1.2) includes, as a particular case, the nonlinear term given by deformation of the string
and also the internal damping. Therefore, the nonlinearity considered in this work needs some modifications on the
hypotheses fixed in the articles [6] and [13].
The nonhomogeneous problem associated with the Kirchhoff equation was proposed by J.-L. Lions [11] and in this
direction we mention for instance the paper of Frota [7] in which the existence of nonlocal solutions was established.
Other mathematical aspects related to the initial–boundary value problem (1.2) have been investigated during the
last years by several authors. In fact, among them, we mention besides those already cited the following one: when
the function M(x, t, λ) depends only on λ, with M(λ)  m0 > 0 and ρ(x, t, ξ) = kξ where k > 0 is a constant,
see for instance Brito [5], Biler [3] and Patcheau [15], which showed the existence of global solutions supposing
the initial data bounded. In the degenerate case M(λ)  0 and ρ(x, t, ξ) = 0, Hozoya and Yamada [8], Yamada
[18] and Yamazaki [17] established existence of local solution for initial data in Sobolev class. Supposing strong
restrictions on the initial data u0 and u1, Bernstein [2], Pohozaev [16] and Lions [11] obtained global solutions for the
precedent case. There is a nice bibliographical review about problems associated with (1.2) in the paper by Medeiros
et al. [14]. Finally, we observe that for M(x, t, λ) = λ and ρ(x, t, ξ) = 0 in one-dimensional case was proposed by
Kirchhoff [9].
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M(x, t, λ) is a real-valued function of class C2 on x ∈ Ω, t  0, λ 0;
0 < m0 M(x, t, λ) C0f (λ) with M(x, t, λ) = M1(x, t) + M2(x, t, λ);
∂M1
∂t
 0,
∣∣∣∣∂M2∂t
∣∣∣∣
R
 C1g(λ),
∣∣∣∣∂M∂λ
∣∣∣∣
R
C2h(λ);
f,g,h ∈ C1([0,∞[;R+) are strictly increasing and g(0) = 0;
(1.3)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ρ(x, t, ξ) is continuously differentiable in x ∈ Ω, t  0, ξ ∈ R;∣∣ρ(x, t, ξ)∣∣
R
 C3|ξ |R,
∣∣∇ρ(x, t, ξ)∣∣
R
 C4|ξ |R if |ξ |R  1;∣∣ρ(x, t, ξ)∣∣
R
 C5|ξ |qR,
∣∣∇ρ(x, t, ξ)∣∣
R
 C6|ξ |qR if |ξ |R > 1;
1 < q < ∞ for n = 1,2, and 1 < q  n
n−2 for n 3;
ρ(x, t,0) = 0, ∂ρ
∂ξ
 δ > 0 and δ C3,
(1.4)
where we represent by | · |R the absolute value in R.
In the physical situations, in general, the mass γ0d(x, t) is bounded. Besides, we suppose for η > δ that dt (x,t)d(x,t) +η
δ > 0 for all (x, t) ∈ Ω × [0,∞[. Thus, in applications the function ρ is given by ρ(x, t, u′) = ( dt
d
+ η)u′.
2. Existence and uniqueness
We employ the standard notation for functional spaces, namely, Lp(Ω), 1  p  ∞, is the Lebesgue space,
Hm(Ω) is the Sobolev space of order m and D(Ω) is the space of C∞ function in Ω with compact support and
with Schwartz notion of convergence. By Hm0 (Ω) we denote the closure of D(Ω) in Hm(Ω). Besides, we work also
with the spaces Lp(0, T ;Hm(Ω)) for 1  p ∞ and Lp(0, T ;L2(Ω)). To complete this exposition on functional
spaces, see for instance, Brézis [4] or Lions [12].
The concept of solution for the mixed problem (1.2) is established imposing some restrictions on the initial data
u0, u1 in order to obtain solutions u = u(x, t) defined in Ω × [0,∞), which are called global solutions. When we
do not restrict u0, u1 we obtain the so-called local solutions, i.e., solutions defined in Ω × [0, T0] for T0 > 0 fixed.
Actually, we suppose u0 ∈ H 10 (Ω) ∩ H 2(Ω), u1 ∈ H 10 (Ω) and define the positive real constant
K0 = Ĉ9
(|∇u1|2 + |∇u0|2 + f (|∇u0|2))|u0|2, (2.1)
which satisfies the inequality (2.4). The constant Ĉ9 is defined in (2.24) and, henceforth, | · |2 denotes the L2(Ω)
norm.
We will investigate the existence of global strong solutions, uniqueness of solutions and the behavior of solutions
as t → ∞.
Definition 2.1. A global strong solution of the initial–boundary value problem (1.2) is a real-valued function u defined
on Ω × [0,∞) such that
u ∈ L∞loc
(
0,∞;H 10 (Ω) ∩ H 2(Ω)
)
, u′ ∈ L∞loc
(
0,∞;H 10 (Ω)
)
, u′′ ∈ L∞loc
(
0,∞;L2(Ω)), (2.2)
and u satisfies (1.2)1 a.e. in Q = Ω × [0,∞).
The constants m0 and δ fixed, respectively, in (1.3) and (1.4) are related by the technical condition
m0 max
{
δ2
4λ1
,2C28
}
,
C4√
λ1
 δ
4
, (2.3)
where λ1 is the first eigenvalue of − in H 10 (Ω) and C8 is a positive real constant defined in (2.17).
In these conditions we can state the main result of this paper.
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C10
[
g
(
K0
λ1C9
)
+ h
(
K0
λ1C9
)
K0 + Kq−10 + K(q−1)/20
]
< min
{
δm0
16
,
δ
8
}
, (2.4)
where K0 and C9, C10 are positives real constants defined in (2.1) and (2.24) respectively. Then there exists at least
a global strong solution of (1.2), provided the hypotheses (1.3), (1.4) and (2.3) hold. Moreover, if  is a real-valued
continuous and increasing function defined on [0,∞[ such that∣∣∇M(x, t, λ)∣∣
R
 C13(λ), (2.5)
then the solution is unique.
Proof. The proof will be done by the Faedo–Galerkin method with a special basis (wj )j∈N solutions of the spectral
problem associated with the Laplace operator − in H 10 (Ω), cf. Brézis [4]. This means that ((wj , v)) = λj (wj , v)
for all v ∈ H 10 (Ω) and j ∈ N. Note that ((,)) and (,) denote the inner product in H 10 (Ω) and L2(Ω) respectively. We
formulate the approximate problem as follows: find uN ∈ VN = [w1,w2, . . . ,wN ], subspace spanned by the N first
vectors wj , solutions of the following system of ordinary differential equations:(
u′′N(t), v
)− (M(x, t, ∣∣∇uN(t)∣∣2)uN(t), v)+ (ρ(x, t, u′N(t)), v)= 0 for all v ∈ VN, (2.6)
uN(x,0) = u0N(x) → u0(x) in H 10 (Ω) ∩ H 2(Ω),
u′N(x,0) = u1N(x) → u1(x) in H 10 (Ω). (2.7)
This system has local solution on [0, tN ) and its extension to the whole semiline [0,∞) is a consequence of the
estimates given below.
Estimate I. Setting v = −u′N in (2.6), which belongs to VN by the choice of the basis (wj ), we obtain
1
2
d
dt
∣∣∇u′N(t)∣∣2 + 12
∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2) d
dt
∣∣uN(x, t)∣∣2R dx − ∫
Ω
ρ
(
x, t, u′N(t)
)
u′N(x, t) dx = 0. (2.8)
The second term of (2.8) can be modified as follows:
1
2
∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2) d
dt
∣∣uN(x, t)∣∣2R dx
= 1
2
d
dt
∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx − 12
∫
Ω
∂
∂t
[
M1
(
x, t,
∣∣∇uN(t)∣∣2)]∣∣uN(x, t)∣∣2R dx
− 1
2
∫
Ω
∂
∂t
[
M2
(
x, t,
∣∣∇uN(t)∣∣2)]∣∣uN(x, t)∣∣2R dx
−
[ ∫
Ω
∂
∂λ
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx](∇u′N(t),∇uN(t)). (2.9)
Substituting (2.9) in (2.8) and observing that ∂M1
∂t
 0, see hypothesis (1.3), we obtain
1
2
d
dt
[∣∣∇u′N(t)∣∣2 + ∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx]
− 1
2
∫ [
∂
∂t
M2
(
x, t,
∣∣∇uN(t)∣∣2)]∣∣uN(x, t)∣∣2R dx
Ω
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{∫
Ω
[
∂
∂λ
M
(
x, t,
∣∣∇uN(t)∣∣2)]∣∣uN(x, t)∣∣2R dx}(∇u′N(t),∇uN(t))
−
∫
Ω
ρ
(
x, t, u′N(x, t)
)
u′N(x, t) dx  0. (2.10)
By hypothesis (1.3) about ∂M2
∂t
and ∂M
∂λ
we obtain from (2.10)∣∣∣∣12
∫
Ω
[
∂
∂t
M2
(
x, t,
∣∣∇uN(t)∣∣2)]∣∣uN(x, t)∣∣2R dx
−
{∫
Ω
[
∂
∂λ
M
(
x, t,
∣∣∇uN(t)∣∣2)]∣∣uN(x, t)∣∣2R dx}(∇u′N(t),∇uN(t))∣∣∣∣
R
 C1
2
g
(∣∣∇uN(t)∣∣2)∫
Ω
∣∣uN(x, t)∣∣2R dx + C2h(∣∣∇uN(t)∣∣2)(∫
Ω
∣∣uN(x, t)∣∣2R dx)∣∣∇u′N(t)∣∣∣∣∇uN(t)∣∣
= ∣∣uN(t)∣∣2{C12 g(∣∣∇uN(t)∣∣2)+ C2h(∣∣∇uN(t)∣∣2)∣∣∇u′N(t)∣∣∣∣∇uN(t)∣∣
}
. (2.11)
By Gauss’ theorem we have
−
∫
Ω
ρ
(
x, t, u′N(x, t)
)
u′N(x, t) dx =
∫
Ω
∂ρ
∂ξ
∣∣∇u′N(x, t)∣∣2R dx + ∫
Ω
∇ρ(x, t, u′N(x, t))∇u′N(x, t) dx,
which can still be modified by using the hypothesis (1.4) as follows∫
Ω
∂ρ
∂ξ
∣∣∇u′N(x, t)∣∣2R dx  δ∣∣∇u′N(t)∣∣2,∣∣∣∣ ∫
Ω
∇ρ(x, t, u′N(x, t))∇u′N(x, t) dx∣∣∣∣ C4√λ1 ∣∣∇u′N(t)∣∣2 + C6C7∣∣∇u′N(t)∣∣q+1, (2.12)
where we have used in (2.12)2 the continuous injection of H 10 (Ω) into L2q(Ω) which yields the existence of the
positive real constant C7 such that |u′N(t)|qL2q  C7|∇u′N(t)|q . Besides, we also have used the Poincaré inequality,
i.e., |u′N(t)| 1√λ1 |∇u
′
N(t)|.
Substituting (2.11), (2.12) in (2.10) and using (2.3) we obtain
1
2
d
dt
{∣∣∇u′N(t)∣∣2 + ∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx}+ 3δ4 ∣∣∇u′N(t)∣∣2

∣∣uN(t)∣∣2{C12 g(∣∣∇uN(t)∣∣2)+ C2h(∣∣∇uN(t)∣∣2)∣∣∇u′N(t)∣∣∣∣∇uN(t)∣∣
}
+ C6C7
∣∣∇u′N(t)∣∣q+1. (2.13)
Estimate II. Setting v = −uN in (2.6) yields
d
dt
(∇u′N(t),∇uN(t))− ∣∣∇u′N(t)∣∣2 + ∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx
=
∫
Ω
ρ
(
x, t, u′N(x, t)
)
uN(x, t) dx. (2.14)
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Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx
 1
2
∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx + m02 ∣∣uN(t)∣∣2. (2.15)
From hypothesis (1.4) the term on the right-hand side of (2.14) is upper bounded by using of the Cauchy–Schwartz
inequality as follows∫
Ω
ρ
(
x, t, u′N(x, t)
)
uN(x, t) dx
 C3
∫
|u′N |1
∣∣u′N(x, t)∣∣R∣∣uN(x, t)∣∣R dx + C5 ∫
|u′N |>1
∣∣u′N(x, t)∣∣qR∣∣uN(x, t)∣∣R dx
 C3
∫
Ω
∣∣u′N(x, t)∣∣R∣∣uN(x, t)∣∣R dx + C5 ∫
Ω
∣∣u′N(x, t)∣∣qR∣∣uN(x, t)∣∣R dx
 C3
∣∣u′N(t)∣∣∣∣uN(t)∣∣+ C5∣∣u′N(t)∣∣qL2q (Ω)∣∣uN(t)∣∣. (2.16)
Similar reasoning used in (2.12)2 yields∫
Ω
ρ
(
x, t, u′N(x, t)
)
uN(x, t) dx 
C3√
λ1
∣∣∇u′N(t)∣∣∣∣uN(t)∣∣+ C4C7∣∣∇u′N(t)∣∣q ∣∣uN(t)∣∣

∣∣∇u′N(t)∣∣C8∣∣uN(t)∣∣+ ∣∣∇u′N(t)∣∣(C8∣∣∇u′N(t)∣∣q−1∣∣uN(t)∣∣)

∣∣∇u′N(t)∣∣2 + C282 ∣∣uN(t)∣∣2 + C282 ∣∣∇u′N(t)∣∣2(q−1) ∣∣uN(t)∣∣2
= ∣∣∇u′N(t)∣∣2 + C282 (1 + ∣∣∇u′N(t)∣∣2(q−1))∣∣uN(t)∣∣2, (2.17)
where C8 = C3√λ1 + C4C7. In summary we get∫
Ω
ρ
(
x, t, u′N(x, t)
)
uN(x, t) dx 
∣∣∇u′N(t)∣∣2 + C282 (1 + ∣∣∇u′N(t)∣∣2(q−1))∣∣uN(t)∣∣2. (2.18)
Substituting (2.15) and (2.18) into (2.14) we obtain
d
dt
(∇u′N(t),∇uN(t))− 2∣∣∇u′N(t)∣∣2 + m02 ∣∣uN(t)∣∣2 + 12
∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx

C28
2
(
1 + ∣∣∇u′N(t)∣∣2(q−1))∣∣uN(t)∣∣2. (2.19)
Now, multiplying (2.19) by δ/4 and the result being added with (2.13) yields
1
2
d
dt
{∣∣∇u′N(t)∣∣2 + δ2(∇u′N(t),∇uN(t))+
∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx}
+
(
δ
8
− C6C7
∣∣∇u′N(t)∣∣q−1)∣∣∇u′N(t)∣∣2 + δ8 ∣∣∇u′N(t)∣∣2 + δ8
∫
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx
Ω
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{
m0δ
16
−
[
C1
2
g
(∣∣∇uN(t)∣∣2)+ C2h(∣∣∇uN(t)∣∣2)∣∣∇u′N(t)∣∣∣∣∇uN(t)∣∣
+ δC
2
8
8
∣∣∇u′N(t)∣∣2(q−1)]}∣∣uN(t)∣∣2  0. (2.20)
Remark 2.1. To obtain (2.20) note that the term δC
2
8
8 |uN(t)|2, produced by multiplication of δ/4 with the first
term on the right-hand side of (2.19), was canceled. This happened due to hypothesis (2.3) about m0. That is, we
had got δC
2
8
8 |uN(t)|2  δm016 |uN(t)|2 which produced on the left-hand side of (2.20): ( δm08 − δm016 )|uN(t)|2 =
δm0
16 |uN(t)|2.
The differential inequality (2.20) is the key point to obtain global estimates for the approximate solutions uN .
This is a consequence of the restriction on the initial data u0 and u1 fixed in (2.4). In fact, first of all let us define
γ (t) = γ (uN(t)) and K(t) = K(uN(t)) by
γ (t) = C1
2
g
(∣∣∇uN(t)∣∣2)+ C2h(∣∣∇uN(t)∣∣2)∣∣∇u′N(t)∣∣∣∣∇uN(t)∣∣
+ δC
2
8
8
∣∣∇u′N(t)∣∣2(q−1) + C6C7∣∣∇u′N(t)∣∣q−1, (2.21)
K(t) = 1
2
{∣∣∇u′N(t)∣∣2 + δ2(∇u′N(t),∇uN(t))+
∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣2R dx}. (2.22)
By definition of γ (t) and K(t) we rewrite (2.20) obtaining
dK(t)
dt
+
(
δm0
16
− γ (t)
)∣∣uN(t)∣∣2 +( δ8 − γ (t)
)∣∣∇u′N(t)∣∣q−1  0 (2.23)
for all t  0 including the case as t → ∞.
Lemma 2.1. There exist constants C9 and Ĉ9 such that
C9
(∣∣∇u′N(t)∣∣2 + ∣∣uN(t)∣∣2)
K(t) Ĉ9
(∣∣∇u′N(t)∣∣2 + ∣∣∇uN(t)∣∣2 + f (∣∣∇uN(t)∣∣2))∣∣uN(t)∣∣2 for all t  0. (2.24)
Proof. By Poincaré’s inequality we have
δ
2
(∇u′N(t),∇uN(t))−12 ∣∣∇u′N(t)∣∣2 − δ28λ1 ∣∣uN(t)∣∣2. (2.25)
If we define C9 = 12 min{ 12 ,m0 − δ
2
8λ1 } then we will get C9(|∇u′N(t)|2 + |uN(t)|2)  K(t). By using Poincaré’s
inequality and hypothesis (1.3) we obtain the right-hand side of (2.24) with
Ĉ9 = max
{
3
4
,
δ2
8λ1
C0
}
.
From (2.24) we get∣∣∇u′N(t)∣∣2 K(t)/C9, ∣∣uN(t)∣∣2 K(t)/C9 and ∣∣∇uN(t)∣∣2 K(t)/λ1C9.
Thus, since g, h are positive and increasing functions, see hypothesis (1.3), we obtain
γ (t) C1
2
g
(
1
λ1C9
K(t)
)
+ C2
C9
√
λ1
h
(
1
λ1C9
K(t)
)
K(t) + δC
2
8
8
1
C
q−1
9
(
K(t)
)q−1 + C6C7
C
(q−1)/2
9
(
K(t)
)(q−1)/2
.
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C10 = max
{
C1
2
,
C2
C9
√
λ1
,
δC28
8Cq−19
,
C6C7
C
(q−1)/2
9
}
(2.26)
we obtain
γ (t) C10
[
g
(
1
λ1C9
K(t)
)
+ h
(
1
λ1C9
K(t)
)
K(t) + (K(t))q−1 + (K(t))(q−1)/2]. (2.27)
By using Lemma 2.1 and the convergence from (2.7) we obtain K(0)  K0, where K0 is defined in (2.1). From
hypothesis (2.4), Lemma 2.1 and g and h being strictly increasing it yields
0 < γ (0) < min
{
m0δ
16
,
δ
8
}
· (2.28)
Assuming true that 0 < γ (t)min{m0δ16 , δ8 } for all t  0, then by inequality (2.23) it yields
dK(t)
dt
 0 for all t  0,
which yields by integration
K(t)K(0) Ĉ9
(|∇u1|2 + |∇u0|2 + f (|∇u0|2))|u0|2
for all t  0 including the case as t → ∞. From this and Lemma 2.1 we get∣∣∣∣∣ uN bounded in L
∞(0, T ;H 10 (Ω) ∩ H 2(Ω)) for all T  0,
u′N bounded in L∞
(
0, T ;H 10 (Ω)
)
for all T  0.
(2.29)
To complete the argument, as in Lions [11, p. 33], using a contradiction argument, we will prove that γ (t) cannot
be greater than min{m0δ16 , δ8 }. In fact, suppose γ (t) > min{m0δ16 , δ8 } for some t > 0. In (2.28) we have 0 < γ (0) <
min{m0δ16 , δ8 }. Thus, since γ is continuous it implies 0 < γ (t) < min{m0δ16 , δ8 } in some interval 0 < t < t0. Whence the
set {
t > 0; γ (t) = min
{
m0δ
16
,
δ
8
}}
is nonempty closed on the semiline t > 0 and under bounded. Thus, it has a minimum t∗. By continuity of γ (t) we
have ∣∣∣∣∣∣∣∣∣
γ (t) < min
{
m0δ
16
,
δ
8
}
in 0 t < t∗,
γ (t∗) = min
{
m0δ
16
,
δ
8
}
.
(2.30)
From inequalities (2.23) and (2.30)1 we obtain dK(t)dt < 0 for all t ∈ [0, t∗[. Hence
K(t)K(0) for all t ∈ [0, t∗[.
Setting t = t∗ in (2.27) we obtain
γ (t∗) C10
[
g
(
1
λ1C9
K(t∗)
)
+ h
(
1
λ1C9
K(t∗)
)
K(t∗) + K(t∗)q−1 + K(t∗)(q−1)/2
]
.
Being K(t)K(0) for all t ∈ [0, t∗[ and since g and h are strictly increasing we have
γ (t∗) < C10
[
g
(
1
K(0)
)
+ h
(
1
K(0)
)
K(0) + K(0)q−1 + K(0)(q−1)/2
]
.λ1C9 λ1C9
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and since (wj ) is a spectral basis of Laplace operator in H 10 (Ω), we find K(0) < K0. This and hypotheses (1.3), (2.4)
yield
γ (t∗) < min
{
m0δ
16
,
δ
8
}
,
where we have used in the preceding inequality the fact that g and h are strictly increasing. Note that this inequality
is a contradiction with (2.30)2. This contradiction is a consequence of supposing γ (t) > min{m0δ16 , δ8 } for some t > 0.
It then yields
γ (t)min
{
m0δ
16
,
δ
8
}
for all t  0 and includes the case as t → ∞.  (2.31)
Therefore, the estimates in (2.29) for the sequence of approximate solutions (uN) hold. 
Estimate III. Setting v = u′′N in (2.6) and using the hypotheses (1.3), (1.4), the Cauchy–Schwartz inequality and
estimate (2.29) we obtain∣∣u′′N(t)∣∣2  ∫
Ω
M
(
x, t,
∣∣∇uN(t)∣∣2)∣∣uN(x, t)∣∣R∣∣u′′N(x, t)∣∣dx + ∫
Ω
∣∣ρ(x, t, u′N(x, t))∣∣∣∣u′′N(x, t)∣∣dx

∣∣u′′N(t)∣∣[C0f (∣∣∇uN(t)∣∣2)∣∣uN(t)∣∣+ C3∣∣u′N(t)∣∣+ C5∣∣u′N(t)∣∣qL2q (Ω)] C∣∣u′′N(t)∣∣.
From this we get the estimate
u′′N is bounded in L∞
(
0, T ;L2(Ω)) for all T  0. (2.32)
By the estimates (2.29) and (2.32) we can extract a subsequence (uμ)μ∈N of the sequence of approximations
(uN)N∈N such that∣∣∣∣∣∣∣∣
uμ ⇀ u weak star L∞
(
0, T ;H 10 (Ω) ∩ H 2(Ω)
)
,
u′μ ⇀ u′ weak star L∞
(
0, T ;H 10 (Ω)
)
,
u′′μ ⇀ u′′ weak star L∞
(
0, T ;L2(Ω)). (2.33)
The convergence (2.33) is not sufficient to pass the limit μ → ∞ in the approximate system (2.6). We will need a
strong convergence because of the nonlinear terms M(x, t, λ) and ρ(t, ξ).
As the injection of H 10 (Ω) ∩ H 2(Ω) into L2(Ω) is continuous and compact, then (2.33) enables us to apply
compactness result, see for example Aubin [1] or Lions [10], and thus we can extract a subsequence of (uμ)μ∈N,
which still be represented by (uμ)μ∈N, such that
uμ ⇀ u strongly in L2
(
0, T ;H 10 (Ω)
)
, (2.34)
u′μ ⇀ u′ strongly in L2
(
0, T ;L2(Ω)). (2.35)
Now, setting N = μ in the approximate system (2.6), we will analyze the limit μ → ∞. In fact, initially by (2.33)3
we have
T∫
0
(
u′′μ(t),w(t)
)
dt →
T∫
0
(
u′′(t),w(t)
)
dt as μ → ∞ (2.36)
for all w ∈ L2(0, T ;L2(Ω)), for all T > 0 and for the case T → ∞.
We now turn our attention to show the convergence in two nonlinear terms of (2.6). The first step is to show that
T∫ (
M
(
x, t,
∣∣∇uμ(t)∣∣2)uμ(x, t),w(t))dt → T∫ (M(x, t, ∣∣∇u(t)∣∣2)u(x, t),w(t))dt (2.37)
0 0
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uμ) is bounded in L2(0, T ;L2(Ω)) for all
T > 0. Thus, we can extract a subsequence, which still will be represented by (uμ) such that uμ ⇀ ζ weakly
in L2(0, T ;L2(Ω)). Besides, we also have uμ ⇀ u weakly in L2(0, T ;L2(Ω)). Thus, uμ ⇀ u in D′(Ω × (0, T )).
Therefore, uμ ⇀ u in D′(Ω × (0, T )), which implies ζ = u in D′(Ω × (0, T )). Consequently
uμ ⇀u weakly in L2
(
0, T ;L2(Ω)) as μ → ∞. (2.38)
From (2.34) we have
T∫
0
∣∣∇uμ(t) − ∇u(t)∣∣2 dt → 0 as μ → ∞. (2.39)
Notice that by hypothesis (1.3) and (2.39) we can write
∣∣M(x, t, ∣∣∇uμ(t)∣∣2)− M(x, t, ∣∣∇u(t)∣∣2)∣∣R =
∣∣∣∣∣
|∇uμ(t)|2∫
|∇u(t)|2
∂
∂λ
M(x, t, λ) dλ
∣∣∣∣∣
R
 C2
∣∣∣∣∣
|∇uμ(t)|2∫
|∇u(t)|2
h(λ)dλ
∣∣∣∣∣
R
 C2C11
∣∣∣∣∇uμ(t)∣∣2 − ∣∣∇u(t)∣∣2∣∣R  C2C11C12∣∣∇uμ(t) − ∇u(t)∣∣.
From this and denoting by C˜ the constant C˜ = C2C11C12, which is independent of μ and t  0 even as t → ∞, it
yields∣∣M(x, t, ∣∣∇uμ(t)∣∣2)− M(x, t, ∣∣∇u(t)∣∣2)∣∣R  C˜∣∣∇uμ(t) − ∇u(t)∣∣. (2.40)
Now, observe that
T∫
0
(
M
(
x, t,
∣∣∇uμ(t)∣∣2)uμ(t) − M(x, t, ∣∣∇u(t)∣∣2)u(t),w(t))dt
=
T∫
0
([
M
(
x, t,
∣∣∇uμ(t)∣∣2)− M(x, t, ∣∣∇u(t)∣∣2)]uμ(t),w(t))dt
+
T∫
0
(
M
(
x, t,
∣∣∇u(t)∣∣2)[uμ(t) − u(t)],w(t))dt. (2.41)
From (2.40) and (2.41) we get∣∣∣∣∣
T∫
0
(
M
(
x, t,
∣∣∇uμ(t)∣∣2)uμ(t) − M(x, t, ∣∣∇u(t)∣∣2)uμ(t),w(t))dt
∣∣∣∣∣
R
 C˜
T∫
0
∣∣∇uμ(t) − ∇u(t)∣∣∣∣uμ(t)∣∣∣∣w(t)∣∣dt
 C˜
∣∣uμ(t)∣∣L∞(0,T ;L2(Ω))
( T∫
0
∣∣∇uμ(t) − ∇u(t)∣∣2 dt)1/2( T∫
0
∣∣w(t)∣∣2 dt)1/2.
By using (2.29)1 and (2.39) in the last inequality we obtain∣∣∣∣∣
T∫ ([
M
(
x, t,
∣∣∇uμ(t)∣∣2)− M(x, t, ∣∣∇u(t)∣∣2)]uμ(t),w(t))dt
∣∣∣∣∣
R
→ 0 as μ → ∞. (2.42)
0
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to L∞(Ω × (0,∞)). Thus, M(x, t, |∇u(t)|2)w belongs to L2(0, T ;L2(Ω)). From this and from (2.38) we get
T∫
0
(
M
(
x, t,
∣∣∇uμ(t)∣∣2)[uμ(t) − u(t)],w(t))dt → 0 as μ → ∞. (2.43)
Taking into account (2.42) and (2.43) into (2.41) we have proved (2.37).
The next step is to analyze the second nonlinear term of (2.6), namely ρ(x, t, ξ). In fact, by the strong convergence
(2.35) in L2(0, T ;L2(Ω)) we can extract a subsequence of (u′μ)μ∈N, which also will be denoted by (u′μ)μ∈N, such
that u′μ → u′ a.e. in Ω × (0, T ). By continuity of ρ it follows
ρ
(
x, t, u′μ(x, t)
)→ ρ(x, t, u′(x, t)) a.e. in Ω × (0, T ) as μ → ∞. (2.44)
Now, it remains to prove that
T∫
0
(
ρ
(
x, t, u′μ(t)
)
,w(t)
)
dt →
T∫
0
(
ρ
(
x, t, u′(t)
)
,w(t)
)
dt as μ → ∞ (2.45)
for all w ∈ L2(0, T ;L2(Ω)). To do this it is sufficient to show that ρ(x, t, u′μ(x, t)) is bounded in L2(0, T ;L2(Ω)).
In fact, by using the hypothesis (1.4) we have∫
Ω
∣∣ρ(x, t, u′μ(x, t))∣∣2R dx  C( ∫
Ω
∣∣u′μ(x, t)∣∣2R dx + ∫
Ω
∣∣u′μ(x, t)∣∣2qR dx).
Still by the hypothesis (1.4) about q it implies that H 10 (Ω) ↪→ L2q(Ω). Thus, we have by the preceding inequal-
ity and estimate (2.29)2 that ρ(x, t, u′μ(x, t)) is bounded in L2(0, T ;L2(Ω)). Therefore, there is a subsequence
of ρ(x, t, u′μ(x, t)), which also will be denoted by ρ(x, t, u′μ(x, t)), convergent weakly in L2(0, T ;L2(Ω)) to χ .
Whence applying Lemma 3.1 of Lions [10] we get χ = ρ(x, t, u′(x, t)). Therefore, we have got (2.45).
By the choice of the basis (wj ) and setting N = μ in the approximate system (2.6) we obtain from convergence
(2.36), (2.37) and (2.45) as μ → 0 that
T∫
0
[(
u′′(t),w(t)
)− (M(x, t, ∣∣∇u(t)∣∣2)u(t),w(t))+ (ρ(x, t, u′(t)),w(t))]dt = 0 (2.46)
for all w ∈ L2(0, T ;L2(Ω)). Thus, (2.46) holds for all w ∈ D(Ω × (0, T )) and since u′′ − M(x, t; |∇u(t)|2)u +
ρ(x, t, u′(t)) belongs to L2(Ω × (0, T )) it implies
u′′(x, t) − M(x, t, ∣∣∇u(t)∣∣2)u(x, t) + ρ(x, t, u′(x, t))= 0
a.e. in Ω × (0, T ) for all T > 0 and including the case as T → ∞.
Uniqueness of solutions. The global strong solutions of the initial–boundary value problem (1.2) is unique for all
t ∈ [0, T ], T > 0. It can be gotten by usual energy’s method. In fact, suppose u and û are two solutions of (1.2). Thus,
φ = u − û satisfies∣∣∣∣∣∣∣∣∣∣∣
φ′′(x, t) − M(x, t, ∣∣∇u(t)∣∣2)φ(x, t) + ρ(x, t, u′(x, t))− ρ(x, t, û ′(x, t))
= [M(x, t, ∣∣∇u(t)∣∣2)− M(x, t, ∣∣∇û(t)∣∣2)]û(x, t) in Q,
φ(x, t) = 0 on Σ,
φ(x,0) = 0, φ′(x,0) = 0 in Ω.
(2.47)
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1
2
d
dt
∣∣φ′(t)∣∣2 − ∫
Ω
M
(
x, t,
∣∣∇u(t)∣∣2)φ(x, t)φ′(x, t) dx + ∫
Ω
[
ρ
(
x, t, u′(x, t)
)− ρ(x, t, û ′(x, t))]φ′(x, t) dx
=
∫
Ω
[
M
(
x, t,
∣∣∇u(t)∣∣2 − M(x, t, ∣∣∇û(t)∣∣2))]û(x, t)φ′(x, t) dx. (2.48)
Now, we will analyze the integral terms of (2.48). In fact, by Gauss’ theorem the first term is modified as follows
−
∫
Ω
M
(
x, t,
∣∣∇u(t)∣∣2)φ(x, t)φ′(x, t) dx
=
∫
Ω
M
(
x, t,
∣∣∇u(t)∣∣2)∇φ(x, t)∇φ′(x, t) dx + ∫
Ω
∇M(x, t, ∣∣∇u(t)∣∣2)∇φ(x, t)φ′(x, t) dx
= 1
2
d
dt
∫
Ω
M
(
x, t,
∣∣∇u(t)∣∣2)∣∣∇φ(x, t)∣∣2
R
dx − 1
2
∫
Ω
∂M
∂t
(
x, t,
∣∣∇u(t)∣∣2)∣∣∇φ(x, t)∣∣2
R
dx
−
[ ∫
Ω
∂M
∂λ
(
x, t,
∣∣∇u(t)∣∣2)∣∣∇φ(x, t)∣∣2
R
dx
]∫
Ω
∇u(x, t)∇u′(x, t) dx
+
∫
Ω
∇M(x, t, ∣∣∇u(t)∣∣2)∇φ(x, t)φ′(x, t) dx. (2.49)
The three last terms above can be upper bounded as follows:
1
2
∣∣∣∣ ∫
Ω
∂M
∂t
(
x, t,
∣∣∇u(t)∣∣2)∣∣∇φ(x, t)∣∣2
R
dx
∣∣∣∣
R
 C1g
(∣∣∇u(t)∣∣2)∫
Ω
∣∣∇φ(x, t)∣∣2
R
dx C14
∣∣∇φ(t)∣∣2, (2.50)
where we have used the hypothesis (1.3) and the estimates originating from the convergence (2.33). Similarly we have∣∣∣∣[ ∫
Ω
∂M
∂λ
(
x, t,
∣∣∇u(t)∣∣2)∣∣∇φ(x, t)∣∣2
R
dx
]∫
Ω
∇u(x, t)∇u′(x, t) dx
∣∣∣∣
R
 C2h
(∣∣∇u(t)∣∣2)∫
Ω
∣∣∇φ(x, t)∣∣2
R
dx
∫
Ω
∇u(x, t)∇u′(x, t) dx  C15
∣∣∇φ(t)∣∣2, (2.51)
where, again we have used (1.3) and (2.33). By using the hypothesis (2.5) and since |∇φ(t)|2 is bounded we get∣∣∣∣ ∫
Ω
∇M(x, t, ∣∣∇u(t)∣∣2)∇φ(x, t)φ′(x, t) dx∣∣∣∣
R
 C13
(∣∣∇u(t)∣∣2)∫
Ω
∣∣∇φ(x, t)∣∣
R
∣∣φ′(x, t)∣∣
R
dx  C16
∣∣∇φ(t)∣∣∣∣φ′(t)∣∣. (2.52)
The second integral term of (2.48) is under bounded by using the hypothesis (1.4) as follows:∫
Ω
[
ρ
(
x, t, u′(x, t)
)− ρ(x, t, û ′(x, t))]φ′(x, t) dx
=
∫
Ω
[
∂ρ
∂ξ
(
x, t, u′(x, t) + θ [̂u ′(x, t) − u′(x, t)])][φ′(x, t)]2 dx  δ∣∣φ′(t)∣∣2. (2.53)
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employed to obtain (2.49) as follows∣∣∣∣ ∫
Ω
[
M
(
x, t,
∣∣∇u(t)∣∣2 − M(x, t, ∣∣∇û(t)∣∣2))]û(x, t)φ′(x, t) dx∣∣∣∣
R
C
∣∣∇u(t) − ∇û(t)∣∣∣∣û(t)∣∣∣∣φ′(t)∣∣ C17∣∣∇φ(t)∣∣∣∣φ′(t)∣∣. (2.54)
Substituting (2.49)–(2.54) into (2.48) we get
1
2
d
dt
{∣∣φ′(t)∣∣2 + ∫
Ω
M
(
x, t,
∣∣∇u(t)∣∣2)∣∣∇φ(x, t)∣∣2
R
dx
}
+ δ∣∣φ′(t)∣∣2  C18{∣∣φ′(t)∣∣2 + ∣∣∇φ(t)∣∣2}.
From this, by integration from 0 to t  T and using (1.3)2 and (2.47)2,3 it yields
∣∣φ′(t)∣∣2 + m0∣∣∇φ(t)∣∣2  2C18 T∫
0
{∣∣φ′(t)∣∣2 + ∣∣∇φ(t)∣∣2}dt.
Applying the Gronwall inequality we get φ(t) = 0 for all t ∈ [0, T ], which implies that the sequence (uN)N∈N of ap-
proximations converges to the unique solution u of (1.2). Therefore, the desired proof of Theorem 2.1 is finished. 
3. Asymptotic behavior
In this section we study the asymptotic behavior as t → ∞ of the nonlinear function
E(t) = 1
2
∫
Ω
[∣∣u′(x, t)∣∣2
R
+ M(x, t, ∣∣∇u(t)∣∣2)∣∣∇u(x, t)∣∣2
R
]
dx, (3.1)
where u is the unique solution of the initial–boundary value problem (1.2) given by Theorem 2.1.
Theorem 3.1. If E(t) is the function defined in (3.1), then
E(t) C22K(0) exp{−C20t} for all t  0.
Proof. By the definitions of the functions γ (t), K(t) in (2.21), (2.22), respectively and the estimate (2.31) we get
from (2.20) that
dK(t)
dt
+ δ
8
∫
Ω
[∣∣∇u′(x, t)∣∣2
R
+ M(x, t, ∣∣∇u(t)∣∣2)∣∣u(x, t)∣∣2
R
]
dx  0. (3.2)
Again by definition of K(t) and Cauchy–Schwartz’s inequality we obtain
K(t) 1
2
∫
Ω
[
3
2
∣∣∇u′(x, t)∣∣2
R
+ δ
2
8
∣∣∇u(x, t)∣∣2
R
+ M(x, t, ∣∣∇u(t)∣∣2)∣∣u(x, t)∣∣2
R
]
dx.
By Poincaré’s inequality |∇u(t)|2  1
λ1
|u(t)|2 for u(t) ∈ H 10 (Ω) ∩ H 2(Ω) we modify the last inequality obtaining
K(t) 1
2
∫
Ω
[
3
2
∣∣∇u′(x, t)∣∣2
R
+ δ
2
8λ1
∣∣u(x, t)∣∣2
R
+ M(x, t, ∣∣∇u(t)∣∣2)∣∣u(x, t)∣∣2
R
]
dx.
From this and hypothesis (1.3), that is M(x, t, λ)m0, we obtain
K(t) 1
2
∫ [3
2
∣∣∇u′(x, t)∣∣2
R
+
(
1 + δ
2
8m0λ1
)
M
(
x, t,
∣∣∇u(t)∣∣2)∣∣u(x, t)∣∣2
R
]
dx.Ω
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2
8m0λ1 ) we obtain
K(t)
C19
−
∫
Ω
[∣∣∇u′(x, t)∣∣2
R
+ M(x, t, ∣∣∇u(t)∣∣2)∣∣u(x, t)∣∣2
R
]
dx  0. (3.3)
Multiplying (3.3) by δ/8 and adding to (3.2) we obtain
dK(t)
dt
+ C20K(t) 0 where C20 = δ8C19 .
From this we get
K(t)K(0) exp{−C20t} for all t  0 and as t → ∞.
Returning to the definition of E(t) in (3.1) we obtain by Poincaré’s inequality that
E(t) 1
2λ1
∣∣∇u′(t)∣∣2 + C0
2λ1
f
(∣∣∇u(t)∣∣2)∣∣u(t)∣∣2.
From this, hypothesis (1.3) about f and since |∇u(t)| is bounded we can write
E(t) 1
2λ1
∣∣∇u′(t)∣∣2 + CC0
2λ1
∣∣u(t)∣∣2 or E(t) C21[∣∣∇u′(t)∣∣2 + ∣∣u(t)∣∣2].
By Lemma 2.1 we get E(t) C22K(t) with C22 = C21/C9. This implies
E(t) C22K(0) exp{−C20t}. 
4. Example
Our goal in this section is to give an example of functions that satisfy the hypothesis (1.3). Let us consider the real-
valued function M(x, t, λ) = a(x, t) + b(x, t)M(λ) with M(λ) ∈ C2(0,∞) and a(x, t), b(x, t) ∈ C1(Ω × [0,∞)).
Moreover, we suppose
0 < m0 M(λ); 0 < a0 < a(x, t) < a1;
∣∣∇a(x, t)∣∣
R
 a2; 0 < b0 < b(x, t) < b1;
∂
∂t
[
a(x, t) + b(x, t)M(0)]< 0; ∣∣∇b(x, t)∣∣
R
 b2 and
∣∣∣∣∂b(x, t)∂t
∣∣∣∣
R
< b3.
In these conditions, the functions
f (λ) = a1 + b1M(0) + b1
λ∫
0
∣∣M ′(s)∣∣
R
ds; M1(x, t) = a(x, t) + b(x, t)M(0);
M2(x, t) = b(x, t)
(
M(λ) − M(0)); g(λ) = b3 λ∫
0
∣∣M ′(s)∣∣ds;
h(λ) = b1
∣∣M ′(0)∣∣
R
+ b1
λ∫
0
∣∣M ′′(s)∣∣
R
ds; (λ) = a2 + b2M(λ),
satisfy the hypothesis (1.3). In fact, note that
M(λ) = M(0) +
λ∫
0
M ′(s) ds M(0) +
λ∫
0
∣∣M ′(s)∣∣
R
ds.
Thus,
M(x, t, λ) = a(x, t) + b(x, t)M(λ) a1 + b1M(λ) a1 + b1M(0) + b1
λ∫ ∣∣M ′(s)∣∣
R
ds = f (λ).0
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∣∣∣∣
R
=
∣∣∣∣∂b(x, t)∂t
∣∣∣∣
R
∣∣M(λ) − M(0)∣∣
R
 b3
λ∫
0
∣∣M ′(s)∣∣
R
ds = g(λ).
Note that g(0) = 0. Finally, we have∣∣∣∣∂M∂λ
∣∣∣∣
R
= ∣∣b(x, t)M ′(λ)∣∣
R
 b1
∣∣M ′(λ)∣∣
R
 b1
[∣∣M ′(0)∣∣
R
+
λ∫
0
∣∣M ′′(s)∣∣
R
ds
]
= h(λ).
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