The algebraic polynomial interpolation on uniformly distributed nodes is affected by the Runge phenomenon, also when the function to be interpolated is analytic. Among all techniques that have been proposed to defeat this phenomenon, there is the mock-Chebyshev interpolation which is an interpolation made on a subset of the given nodes whose elements mimic as well as possible the Chebyshev-Lobatto points. In this work we use the simultaneous approximation theory to combine the previous technique with a polynomial regression in order to increase the accuracy of the approximation of a given analytic function. We give indications on how to select the degree of the simultaneous regression in order to obtain polynomial approximant good in the uniform norm and provide a sufficient condition to improve, in that norm, the accuracy of the mock-Chebyshev interpolation with a simultaneous regression. Numerical results are provided.
Introduction
In many scientific disciplines, when we want to study a phenomenon, we can start in observing and recording what happens at regular instants of time. This provides a sample of information that we can use to give a more or less accurate approximation of the observed phenomenon. For this aim mathematical tools are needful. The first step is to imagine regular instants of time as a set of uniform distributed points and the sample of information as the evaluations of an unknown function. In this case a classical technique, used to associate to the discrete set of experimental data a continuous approximation of the phenomenon, is the algebraic polynomial interpolation. This technique has the well-known drawback that on uniformly distributed nodes might not converge, even if the considered function is regular. A classical example is given by Runge's function f ptq " 1 1`25t 2 , t P r´1, 1s on an equally spaced triangular array of nodes x 0,0 ; x 0,1 , x 1,1 ; x 0,2 , x 1,2 , x 2,2 ; . . . ; x 0,n , x 1,n , . . . , x n,n ; . . . where x i,n "´1`2 n i for i " 0, 1, . . . , n, n P N 0 . In this case, the error made by interpolating f with polynomials has wild oscillations, a phenomenon known as Runge Phenomenon. Many techniques have been proposed to defeat this phenomenon; just to mention some of them, the least-squares fitting by polynomials [1] , the barycentric rational interpolation [2, 3, 4] , its extended version [5] , the interpolation on subintervals [6] . A further technique exploited to cut down the Runge phenomenon is the so called mock-Chebyshev subset interpolation, which takes advantages of the optimality of the interpolation processes on Chebyshev-Lobatto nodes [7] . The main goal of this paper consists in a combination of this kind of interpolation with a regression aimed to improve 1 m . To understand how to properly choose m (see e.g. [9] ), let us remember that the m`1 Chebyshev-Lobatto nodes are defined as is a O`1 m 2˘. In other words, this means that the m`1 nodes of Chebyshev-Lobatto are distributed in r´1, 1s with a density that is roughly quadratic in m. So for n proportional to m 2 or m proportional to ? n, we can select among the given nodes a subset which mimic a sufficiently large Chebyshev-Lobatto grid. Let c be the constant of proportionality; a way to calculate it is to impose that the second node of the Chebyshev-Lobatto grid is as close as possible to the second node of the equispaced set X ń cos´π m¯»´1`2 n .
This can be done in the following manner: by (2.1) we fix the largest integer m such that
for sure´1`2 n is the point of X n closest to x CL 1
(for an example, see Figure 1 ). This choice of c ă π ? 2 avoids the fact that the endpoints´1 and 1 can be selected more than once.
For analytic functions the polynomial interpolation on Chebyshev nodes converges geometrically and stably. The mock-Chebyshev interpolation is a stable procedure, but its rate of convergence is subgeometric. In [10] it has been shown that on equispaced nodes no stable method can converge geometrically.
Constrained mock-Chebyshev least-squares
In performing the mock-Chebyshev interpolation we know the evaluations of f on the whole set X n , but actually we only use the information corresponding to the elements of X 1 m . Indeed, in [9] the n´m remaining nodes are definitively discarded and the corresponding evaluations are lost. Our idea is to use those nodes, whose set will be denoted by X on r´1, 1s and let P r˚" P P P r : P px
( where P r is the space of polynomials of degree ď r and m ă r ď n. We search for the solution of the following constrained least-squares problem [11, 12, 13] min
where }¨} 2 is the discrete 2-norm on X 2 n´m .
Theorem 3.1. The constrained least-squares problem (3.1) has a unique solution.
Proof. Let us denote by P X 1 the interpolating polynomial for f on X 1 m . It is not difficult to verify that a generic polynomial P P P r˚i s of the form P ptq " P X 1 ptq`Qptqω m ptq with ω m ptq " 
By introducing the following discrete weighted 2-norm
. . , n´m and by definingf aŝ
the problem (3.1) can be reduced to the following classical least-squares problem
which has a unique solution.
Denoting byQ X 2 ptq the solution of (3.3), the desired polynomial approximant iŝ
To writeP X explicitly, let us introduce the discrete inner product associated to the norm }¨} 2,ω 2
be a basis of P r´m´1 orthogonal with respect to the previous product. We can expresŝ Q X 2 ptq with respect to that basis aŝ
ThenP X ptq becomes explicitlyP
Proof. The choice of an orthogonal basis for P r´m´1 allows us to express the errorf´Q X 2 in the }¨} 2,ω 2 m norm as follows:
Therefore the error f´P X in the 2-norm is
In other words, the error made by using the constrained mock-Chebyshev least-squares method is, in the 2-norm, strictly smaller than the error produced when we restrict ourselves to the mock-Chebyshev subset interpolation.
The degree of simultaneous regression
As shown in the previous section we approximate the function f with a least-squares polynomial that satisfies interpolation conditions on a mock-Chebyshev subset of the given nodes. We have not specified yet how to choose the degree of the constructed approximantP X . When this degree increases up to the total number of nodes the approximation gets worse, since the combined approximant approaches the interpolating polynomial.
Theorem 4.1. Let r be the degree ofP X and let us denote by P X the interpolating polynomial of f on X n . If r " n thenP
Proof. Recalling thatP X ptq " P X 1 ptq`Q X 2 ptqω m ptq, ifP X is an n degree polynomial, the regression polynomialQ X 2 must be a n´m´1 degree polynomial. Since the least-squares set X 2 n´m has cardinality n´m,Q X 2 is the interpolating polynomial forf on X 2 n´m that iŝ
From the previous relation, it follows that
n´m . However, by constructionP X interpolates also f on X 1 m , then it coincides with the interpolating polynomial for f on X n by the uniqueness of the interpolating polynomial of degree n on X n .
By taking into account this result, let us come back to the choice of a proper degree forP X . Clearly, it depends on the degree of the simultaneous regression polynomial, namely of the polynomialQ X 2 . In order to determine a degree forQ X 2 which gives, in the uniform norm, better accuracy of the constrained mockChebyshev least-squares with respect to the mock-Chebyshev interpolation we use a result presented by L. Reichel in [14] . This result implies that for an equispaced set of q (internal) nodes of r´1, 1s
the degree p of the least-squares polynomial should be selected so that there is a subset of cardinality p`1 of the equispaced set which is close, in the mock-Chebyshev sense, to the p`1 Chebyshev grid. Actually, the result presented in [14] is more general since it deals with the least-squares approximation of a function on a Jordan curve in the complex plane. To explain the outlines of Reichel's idea we use his notation. Let Γ be a Jordan curve or Jordan arc in the complex plane and let Ω the open set bounded by Γ. If Γ is a Jordan arc then Ω is void. Let tz k,q u q k"1 be a set of q distinct nodes on Γ. For a given function ϕ on Γ, let L p,q ϕ denote the least-squares polynomial of degree ď p with respect to the semi-norm }ϕ} :" pϕ, ϕq 1 2 defined through the inner product pϕ, ψq :"
We equip the domain and the range of L p,q and I p with the uniform norm on Γ }ϕ} Γ " sup zPΓ |ϕpzq| and we denote the induced operator norm with the symbol }¨}. Finally, we define
The following theorem [14, Theorem 2.1] bounds the norm of the least-squares projection L p,q in terms of the norm of the interpolation projection I p .
Theorem 4.2. Let L p,q and I p be defined on the set of continuous function on Γ Y Ω and analytic in Ω. Then By means of examples, it has been shown that also when p is fixed the ? q growth of the right-hand side of (4.2) can be achieved. This suggests to make further assumptions on the distribution of the interpolation nodes and on the smoothness of the function. Generally, we will assume that p is an increasing function of q. Using a Jackson's theorem [15, p. 147 ] the following corollary [14, Corollary 2.1] shows that additional smoothness of the function to be approximated decreases the growth of }L p,q }with q, ppqq.
for some constant D depending on the constant d and on the integer k
The next step is to determine a bound for min IpăLp,q }I p }. We do not discuss in detail the estimates calculated for }I p } in [14] but only mention that a useful bound for min IpăLp,q }I p } is obtained when the interpolation points are Fejér points or points close to Fejér points. Let us recall that for a generic curve Γ the Fejér points are defined as the image on Γ of equispaced nodes onto the unit circle through a particular conformal mapping [14] . In particular, if Γ " r´1, 1s the Chebyshev points are Fejér points [14, Example 3.1]. The estimates obtained for }I p } in [14] suggest the following least-squares approximation method:
. Given a function ϕ P F d,k,Γ and q least-squares nodes tz k,q u q k"1 on Γ, choose the degree of the approximating polynomial L p,q ϕ as the greatest p such that p`1 points are close to p`1 Fejér points.
When the q nodes are equispaced like in (4.1) this means that the degree p of the least-squares approximant should be selected so that there are p`1 points among the equispaced ones which are close to the p`1 Chebyshev nodes. In other words, p should be selected in the mock-Chebyshev sense.
In the case of simultaneous regression the least-squares nodes are those of X 2 n´m and therefore they are not equally spaced. However, when the cardinality of X n is sufficiently large we can approximate an equispaced grid with width ě 2h, h " 2 n using nodes belonging to X 2 n´m . In fact, the maximum distance between two consecutive nodes of X 2 n´m is at most 2h. To be aware of it, let us observe that the interval I " " x 2 1,n´m , x 2 n´m,n´m ‰ according to the mock-Chebyshev extraction is properly contained in r´1, 1s and symmetric with respect to the origin. Because of the choice of m the first and the second node of X 1 m are equal to x 0,n and x 1,n , respectively, i.e. X 1 m " tx 0,n , x 1,n , . . . u. Moreover, we have Lemma 1. The first three nodes of X n belong to X 1 m , i.e.
Proof. To prove that x 2,n together with x 0,n , x 1,n has been taken during the mock-Chebyshev extraction, we need to expand in Taylor series the difference between the second and the third Chebyshev-Lobatto node
Recalling that m is given by (2.2) the previous difference can be rounded up by 3 n and the thesis follows (see Figure 2 ). Lemma 2. For n ą 7, x 3,n does not belong to X 1 m , i.e.
Proof. Let us expand x CL 3 in Taylor series
and check for which values of n P N the following inequality holdś 1`9 n´2 7 2n 2 ą´1`7 n .
We obtain that n ą 27 4 and thereforeˇˇx
Proposition 1. For sufficiently large n the following inequality
holds.
Proof. The thesis is equivalent to the fact that among the nodes of X 1 m belonging to I " "´1`6 n , 1´6 n ‰ there are not two consecutive nodes of X n . By Lemma 1 and Lemma 2 the nodes of the m`1 Chebyshev-Lobatto grid which are contained in I are
It is well-known that the nodes (4.3) are more dense near the endpoints of I and less near its center, therefore it is sufficient to verify that the distance between x The choice for the degree of the simultaneous regression which gives good approximation in the uniform norm is therefore
Let us observe that since the degree of the mock-Chebyshev interpolation and the degree of the regression are chosen in the same way, we can obtain the previous result applying to X 2 n´m the idea explained in [9] , that is imposing that´c osˆπ p˙»´1`6 n .
It is a straightforward calculus to prove that p will be like in (4.4).
Uniform norm estimation
We have determined the degree p as in (4.4) for the polynomialQ X 2 which, according to Reichel's theory, gives good approximation in the uniform norm. Now, we want to calculate an estimation for the norm error EP X pf q "
in the uniform norm. LetP X : Cr´1, 1s Ñ P r˚t he projection operator which associates to a continuous function in r´1, 1s its constrained mock-Chebyshev polynomial and letQ X 2 : Cr´1, 1s Ñ P r´m´1 the projection operator which associates to a continuous function in r´1, 1s its least-squares polynomial in the norm }¨} 2,ω 2
As in the proof of Theorem 4.2 and Corollary 1 we get an estimate for the operator norm
Theorem 5.1. Let ϕ P Cr´1, 1s and I p ϕ be the interpolating polynomial of ϕ on the p`1 mock-Chebyshev
Proof. Let Qp ϕ be the polynomial of degree ď p such that E p pϕq "
On the other hand,
Let l k ptq k " 0, . . . , p be the elementary Lagrangian polynomials associated with X 3 p , that is
Let us expressQ X 2 ϕ in the same basis asQ
for some coefficients α j . From (5.1) it follows that a r w jˇαj´ϕ px
where r w j , j " 0, . . . , p are the positive weights corresponding to the nodes
and theňˇα
Substituting the previous relation intǒˇˇQ
we obtain
which proves the theorem.
Recall that, fixed Γ " r´1, 1s, according to [14] , for each k P N and d ą 0 we set
Corollary 2. IfQ X 2 has domain F d,k,Γ there exists a constant D depending on d and on the integer k such that
Proof. From a Jackson's theorem [15, p. 147] for ϕ P F d,k,Γ it follows
where D is a constant depending on d and on the integer k.
With these results in mind we can provide an estimate in the uniform norm for the error of the constrained mock-Chebyshev least-squares.
Proof. Let us start from the following relations
where EQ X 2´f´P X 1 f ωm¯i s the uniform norm error made in approximatingf with its least-squares polynomial in the norm }¨} 2,ω 2 m . SinceQ X 2 is a projection operator which reproduces the polynomials the following inequality holds
which applying Corollary 2 to f gives the thesis.
Theorem 5.2 gives a sufficient condition to improve in the uniform norm the accuracy of the mock-Chebyshev interpolation through the constrained mock-Chebyshev least-squares.
Proof. Let us recall that the error in the Lagrange interpolation can be bounded as follows
From Theorem 5.2 we get the thesis.
Finally, the following corollary shows that the operatorP X reproduces polynomials of degree ď m`p.
Corollary 4.
If f " p r with p r P P m`p , thenP
If f " p r with m ă r ď m`pf ptq " p r ptq´P X 1 p r ptq ω m ptq is a polynomial of degree r´pm`1q. In both cases E p pf q " 0 and the right-hand side of (5.3) is zero.
Numerical results
We finally carried out a series of numerical tests to compare, in the uniform norm, the approximation of the constrained mock-Chebyshev least-squares and the mock-Chebyshev interpolation. A first set of test functions includes the following ones (the first three functions were already considered in [16] ):
The function f 1 is Hölder continuous with exponent 1{2, the function f 3 is a modification of f 2 obtained by introducing the exponential 10´1 5 in order to squash f 2 on x and y axes, the function f 4 is of class C 1 . The errors are computed as the maximum absolute value of the difference between the approximant and the exact function at 10001 equispaced points in r´1, 1s. Let us rename with p the degree of the simultaneous regression polynomialQ X 2 . In Table 1 
8.7569583e´002 8.9863528e´007 9.9996656e´001 1.5095571e´004 Table 1 : Comparison between EP X pf i q and E P X 1 pf i q for n " 1000. In this case m " 70, p˚" 28.
the simultaneous regression which, according to the theory explained above, gives good approximation in the uniform norm. Table 1 allows to compare the two errors of interest in the case of n`1 " 1001 equispaced interpolation nodes. At the top of the table, in green, is highlighted the error EP X pf i q in correspondence of the degree p˚. In red is highlighted the minimum possible error EP X pf i q in the range r1, n´m´1s. At the bottom, in blue, is represented the error E P X 1 pf i q. As we can see, the constrained mock-Chebyshev least-squares improve the accuracy of the approximation of the mock-Chebyshev interpolation. We note that in correspondence of the degree p˚we obtain an improvement of the accuracy of approximation. More in detail, for f 1 there is an interval for p in which the approximation obtained with our method is better than the one coming from the mock-Chebyshev interpolation. In this case the improvement involves only the coefficients. When the function to be approximated is the Runge function, our approximation is everywhere more accurate for p ranging from 1 to 100. In particular, there is a range for p in which we get 2 digits of precision more than the mock-Chebyshev interpolation and p˚lies in this range. For f 3 our approximation is, up to a certain value, better but almost the same of the approximation obtained with the mock-Chebyshev interpolation and then gets little worse. In the case of f 4 there is an interval for p in which we get 1 digits of precision more than the mock-Chebyshev interpolation.
We have done further tests using the Runge function and the following ones: 30 ď n ď 3530, smaller than the error in the mock-Chebyshev interpolation. The number n " 3530 is due to the fact that the constrained mock-Chebyshev least-squares method reaches order 10´1 5 on n`1 " 3531 equispaced nodes. The accuracy of the mock-Chebyshev interpolation on the same set of nodes is of order 10´1
2 . Figure 4 shows how the errors vary for the function f 5 when 20 ď n ď 292. Also in this case the approximation provided by the constrained mock-Chebyshev least-squares is more accurate than the one provided by the mockChebyshev interpolation and again when the accuracy of the former is of order 10´1 5 the accuracy of the latter is of order 10´1
1 . Figure 5 shows the errors behaviour for the function f 6 when 40 ď n ď 924 and the results are similar than in the previous cases. Finally, Figure 6 compares the errors for f 7 . In this case, the maximum order of precision that can be reached by the constrained mock-Chebyshev method is 10´1
2 .
The remaining part of the present Section is devoted to the comparison of the constrained mock-Chebyshev method with some Radial Basis Functions, Hermite Function interpolation (cf. [17] ) and Floater-Hormann barycentric interpolation. A difference between these techniques and the constrained mock-Chebyshev leastsquares is the structure of the approximation. Indeed, only the constrained mock-Chebyshev least-squares is based on polynomials, while the other approximants belong to other classes of functions.
Constrained mock-Chebyshev method vs RBF interpolation
Given n points ξ 1 , . . . ξ n in r´1, 1s (called centers) and the corresponding values f i of a given function f on them, an RBF interpolant for f takes the form Sptq "
where φprq is a function defined for r ě 0. The λ i are determined, as usual, by imposing the interpolation conditions Spξ j q " f j , j " 1, ..., n. Popular choices for φprq are (cf. [18] ):
• φprq " |r| 2m`1 , Monomials (MN),
• φprq " p1´rq 4 p1`4rq, Wendland (W2),
• φprq "
, Inverse Multiquadric (IMQ),
ε is known as shape parameter since as ε Ñ 0 RBFs become flater, while ε Ñ 8 makes the RBFs spiky. The first two are parameter-free and piecewise smooth, while Inverse Multiquadrics and Gaussians are infinitely smooth and depend on ε. Although we will numerically compare the constrained mock-Chebyshev method with the RBF interpolants associated to every choice of φ listed above, from a theoretical point of view we focus our attention on the Gaussian RBFs (GRBFs). In [19] it has been proved that, when ε Ñ 0, smooth RBF interpolants converges on the polynomial interpolants on the same nodes. This means that, in such a flat limit case, as the polynomial interpolation also the RBF approximation on uniform grids suffers of the Runge phenomenon. Furthermore, in [20] the author showed that the GRBFs on equally spaced nodes and fixed parameter diverge when interpolating functions that have poles in the Runge region of polynomial interpolation. A way to avoid the Runge phenomenon when interpolating with GRBF is to vary the shape parameter with n. Indeed, as suggested in [21] , if we define α " ε 2 n , for α " O´1 4
? n¯t he Runge phenomenon disappears. Such a choice has a drawback since, as n Ñ 8, the condition number of the interpolation matrix increases exponentially. Hence, the GRBFs can defeat the Runge Phenomenon just as the constrained mock-Chebyshev least-squares, but being ill-conditioned they can be used only on few nodes. Ill-conditioning, mainly due to the basis of translates, can be reduced significantly by using stable bases, as discussed in [22] . Figure 7 shows that, in approximating the Runge function f 2 , the constrained mock-Chebyshev least-squares are, for initial values of n, less accurate than the RBFs interpolants, while, as n increases, they become more accurate. To have an idea of the discrepancy, while the constrained mock-Chebyshev least-squares reach order 10´1
5 (see Figure 3) , the order of the RBFs interpolants for large n ranges from 10´7 to 10´9. In performing this numerical test, for every fixed n, we have determined the shape parameter of IMQ and GRBFs using the so called Trial & Error technique which consists in varying ε into a fixed (discrete) range and choosing the "optimal" parameter as the one that produces the minimum error. Unfortunately this method requires a lot of CPU time for finding the "optimal" shape parameter. Other techniques are also available, as those described in [18, Ch. 17] , but for our purposes the Trial & Error was a suitable way to estimate the optimal ǫ.
Constrained mock-Chebyshev method vs Hermite function interpolation
For a given function f the Hermite function interpolant on n points ξ 1 , . . . ξ n in r´1, 1s can be expressed in the first barycentric form as
where γ is a free parameter (optimal choices are 1 or slightly smaller). As stated in [17] , the computational cost of the previous formula is Opn 2 q which means that the Hermite function interpolation is cheaper than the GRBF interpolation. Furthermore, in the same paper the authors give numerical evidence that the Hermite function interpolation is substantially more accurate than the GRBF interpolation. However, as RBFs, also this kind of interpolation is strongly ill-conditioned and therefore its use must be limited to a maximum of about 250 interpolation points. Figure 8 shows how the ill-conditioning limits to 10´8 the best attainable accuracy in approximating f 6 with the Hermite interpolant, while the constrained mock-Chebyshev least-squares are very close to machine precision (see Figure 5 ). 
Constrained mock-Chebyshev method vs Floater-Hormann interpolation
A Floater-Hormann interpolant is a rational global approximant obtained blending local interpolating polynomials. More precisely, given n`1 distinct points´1 " x 0 ă x 2 ă . . . ă x n " 1 and fixed an integer d such that 0 ď d ď n, a Floater-Hormann barycentric interpolant for f can be written as This is a stable technique as confirmed by the study of the Lebesgue constant in [23] . Looking at Figure 9 , it is evident that, in approximanting f 7 , the Floater-Hormann interpolant reaches 10´1 2 on few nodes, but then stabilizes without gaining anymore precision. Such a limit seems to be related to the smoothness of the function and to the location of its poles within the Runge region. The error in the Floater-Hormann barycentric interpolation has been calculated using the Chebfun algorithms which for each value of n choose the "best" blending parameter [24] .
From previous comparisons we can conclude that the constrained mock-Chebyshev least-squares are a competitive polynomial strategy for defeat the Runge phenomenon. In this context, we can affirm that this method currently provides the best we can expect from polynomials.
Algorithm
Let us recall that, fixed p as in (4.4) , the polynomialP X is given bŷ 
