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Resumo 
Times Assíncronos (do inglês Asynchronous Team'> ou A~Teams) constituem uma 
abordabretn multi-algorítmica para a resolução aproximada de problemas, cujo princípio básico é a 
cooperação sinérgica entre um conjunto de algoritmos, que se comunicam assincronamente através de 
memórias compartilhadas, propiciando soluções de melhor qualidade do que as geradas pelos 
mesmos algoritmos quando executados isoladamente. Este método tem sido aplicado com sucesso em 
problemas combinatórios com uma única função objetivo. 
O presente trabalho apresenta Times Assíncronos como sendo adequado à resolução de 
problemas de otimização combinatória com múltiplas funções objetivo. Diferentes estratégias para a 
manipulação de soluções multidimensionais foram desenvolvidas, tornando possível a rápida 
obtenção de soluções próximas ou mesmo pertencentes aD Pareto Ótimo do problema. Em especial, 
foi desenvolvida uma estrutura de manipulação de soluções multidimensionais que possibilita a 
consideração simultânea de todos os objetivos envolvidos para a geração de soluções. 
É proposto um novo problema NP-díficil como uma generalização do clássíco Problema do 
Caixeiro Viajante (do inglês Traveling Salesman Problema ou T.SP), onde ao invés de apenas uma 
matriz de distância existem múltiplas matrizes, sendo intitulado Problema do Caixeiro Viajante 
com Múltiplas Distâncias (do inglês Multi-Distance Traveling Salesman Prohlem ou MDTSP) e ao 
qual foi aplicado o método de Times Assíncronos. 
Os testes computacionais foram realizados de forma concorrente e paralela, obtendo-se 
conjuntos de soluções não-dominadas bem distribuídas dentro de uma ampla faixa de valores 
fornecidos pelas funções objetivo envolvidas, para todas as instâncias, mesmo envolvendo várias 
dimensões. Isto demonstra que os melhores conjuntos de soluçõe-s não-dominadas gerados pelos A-
Teams foram numerosos e contiveram soluções significativamente distintas entre si, abrangendo todo 
o espectro desejado. Para as menores instâncias foi possível constatar que o melhor conjunto de 
soluções não-dominadas obtido fora o próprio Pareto Otimo. Ainda, foram desenvolvidos algoritmos 
para o novo problema que incorporam conceitos adequados a problemas multiobjetívos. 
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Abstract 
Asynchronous Teams or A-Teams constitute a multi-algorithm approach for approximated 
problem solving. whose basic principie is the sinergic cooperation among a set of algorithms that 
conununicate asynchronously through shared memories, provicüng solutions of better quality than 
those generated by the same algorithms when executed separately. This method has been sucessfully 
applied to Combinatorial Optimization Problems with a single objective function. 
This work presents Asynchronous Teams as an adequated method to solving Combinatorial 
Optimization Problems with multiple objective junctions. Different strategies to the manipulation of 
multi-climensional solutions were developed, allowing it possible to obtain near-optimal or Pareto 
Optimal solutions quickly. In special, was developed a structure for multidimensional solutíon 
manipulation that allowing it possible the simultanea consíderation of ali objetives invotved to the 
solution generation. 
It is proposed a new NP-hard problem as a generalization of classic Traveling Salesman 
Problem or TSP, which, instead of only one dístance matrix, has various matrices. It has been entitled 
of Multi-Distance Traveling Salesman Problem or MDTSP and to which was applied the 
Asynchronous T eams method. 
The implementatíon tests were accomplished in a concurrent and parallel way, obtaining set 
of non-domínated solutions well-distributed on a wide range of values provided by the objective 
functions involved. over the tested instances. Tbis demonstrates that the best sets of non-dominated 
solutions obtained are numerous and contaín solutions significantly distinct among them. To the small 
instances was possible to show that the best set of non-dominated solutions generated was the Pareto 
OptimaL Algorithms have been developed for the new problem with the incorporation of 
compromisse decision and dominance concepts. Still, were developed algorithms to the new problem 
that incorpore adequated concepts to multiobjective problems. 
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Capítulo 
1 Introdução 
''Teus olhos devem olhar à frente, para que a tua 
vista preceda os teus passos_" 
Estamos vivenciando o fim do segundo milênio e mais do que nunca existe a 
necessidade, inerente ao progresso, de gerenciar de maneira eficiente a gama de novos 
conhecimentos produzida a todo instante. É a era da informação. A contínua busca pelo 
entendimento e aproveitamento de informações vem estimulando o desenvolvimento de 
máquinas cada vez mais sofisticadas, onde a qualidade e a eficiência na execução de 
tarefàs revelam-se como premissas básicas para a modernização. 
A globalização da economia é agora uma realidade e acirra a competitividade em 
todos os níveis da sociedade. A otimização de recursos e serviços passa a ser fator 
primordial nesta disputa, onde a arma maís poderosa é o computador. Eis a era da 
computação. A nossa visão de mundo pode ser mais refinada e a conseqüência disto é 
que problemas cada vez mais complexos são descobertos e resolvidos. 
Como uma das formas de solucionar alguns destes problemas complexos surgiu a 
Otimização Combinatória. A partir de então, inúmeros métodos foram sendo propostos 
visando a resolução destes problemas, onde a busca pela melhor solução possível - a 
solução ótima- é a tônica da questão. Tais problemas, geralmente, possuem pelo menos 
uma formulação em Programação Linear Inteira, onde todas as variáveis envolvidas têm 
valores inteiros. Esta abordagem é particulannente interessante quando se tem um certo 
conhecimento sobre a estrutura poliedral do problema e, através de sua relaxação, se 
consegue a geração de soluções factíveis eficientemente até a obtenção do ótimo. 
Acontece que um grande número de problemas são tão dificeis de se resolver e/ou 
demandam tanto tempo de processamento, mesmo com os mais rápidos computadores, 
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que o desenvolvimento de métodos que forneçam soluções de boa qualidade (soluções 
próximas do ótimo, quando não o ótimo) num período relativamente curto de tempo, se 
tomou uma necessidade freqüente: são os métodos aproximados para a resolução de 
problemas ou, simplesmente, heurísticas. 
Souza [Sou93] apresentou um novo método para a resolução de problemas, onde 
a utilização conjunta de um grupo de algoritmos heurísticos, que interagem 
independentemente uns dos outros, propicia a obtenção de soluções de boa qualidade 
muito rapidamente. Tal método foi denominado de Times Assíncronos (do inglês 
Asynchronaus Teams ou A-Teams). Um dos pontos mais destacáveis neste método é que 
as soluções geradas são de melhor quaHdade do que as geradas pelos algoritmos do 
grupo quando executados isoladamente. A-Teams vêm sendo aplicado com sucesso em 
Problemas Combinatórios [ST91, TS92, Mur92, Sou93, Pei95, Cav95, Lon95, Cam95]. 
Paralelamente a todo este contexto, cada vez mais se busca uma modelagem mais 
fiel dos problemas do mundo real, de tal fonna que as distorções entre o problema e seu 
modelo representativo sejam cada vez menores. Em situações reais, torna-se necessário 
lidar simultaneamente com a influência de fatores extremamente conflitantes e o ideal é o 
mapeamento de tais fatores em objetivos distintos. Muitas vezes, os objetivos não são 
nem mesmo mensuráveis, inexistindo uma relação quantitativa entre os mesmos e apenas 
qualitativamente se pode compará-los. Acontece também de não ser possível definir quais 
são os objetivos a serem atingidos, dado o grau de incerteza e imprecisão envolvidos. 
Tais questões foram por muito tempo ignoradas, visto que a idéia de urna única fi.mção 
objetivo não representa tais problemas. Assim, surgiu a Otimização Mu1tiobjetiva, dando 
suporte teórico à resolução de problemas que naturalmente possuem mais do que um 
objetivo a ser atingido. Desta fo~ a busca da solução ótima dá lugar à busca de 
soluções de melhor compromisso possível para todos os objetivos envolvidos - o Pa.reto 
ótimo -, tornando a tarefa ainda mais árdua do que a busca por um ótimo. 
O que geralmente é feito para contornar o fato de se lidar com múltiplos objetivos 
é a encapsulação dos mesmos num só, seja através de uma combinação linear, 
transformando-os numa função objetivo escalar, seja através da priorização de um deles, 
transformando os objetivos restantes em restrições do problema; recaindo em ambos os 
casos, num problema monobjetivo. 
Apesar de ser uma área recente onde os conceitos e definições ainda não estão 
bem definidos, existe um vasto material bibliográfico sobre a resolução de problemas 
multiobjetivos onde os mesmos são tratados como problemas monobjetivos e a maioria 
quase absoluta envolve aqueles onde todas as variáveis são contínuas ou, então, os 
problemas são de pequeno porte [Ste86, KMW92, Kar95]. 
Mas, e quando se deseja considerar igual e simultaneamente todos os 
objetivos envolvidos? O que se encontra a respeito na literatura? 
Pouco se encontra disponível sobre a resolução de problemas com múltiplos 
objetivos para o caso em que todos os objetivos são igualmente analisados e as soluções 
obtidas satisfaçam todos eles simultaneamente. No caso do tipo de problema abordado 
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neste trabalho, onde todas as variáveis envolvidas são inteiras, apenas os trabalhos de 
Murthy [Mur92] e Karainova et al [Kar95] mostraram alguma relevância prática. 
A escassez de métodos _para Problemas de Otimização Combinatória 
Multiobjetivos, e dada a importância dos mesmos, motivou o desenvolvimento deste 
trabalho, 
Principais Objetivos 
O tema central desta dissertação é mostrar a adequabmdade do método multi-
algorítmico de Times Assíncronos (do ingiêsAsynchrcmous Teams ouA-Teams) como 
sendo apropriado para a resolução de Problemas de Otimização Combinatória 
Multiobjetivos. A-Teams têm como princípio básico a cooperação assíncrona entre um 
conjunto de algoritmos, cuja eficiência já _pôde ser comprovada para Problemas de 
Otimização Combinatória Monobjetivos em trabalhos recentemente desenvolvidos 
[Sou93, Pei95, Cav95, Cam95]. É apresentado, portanto, um projeto de A-Teams para 
Problemas MUJtiobjetivos, onde são abordados e analisados todos os parâmetros de 
interesse envolvidos. 
O segundo objetivo é apresentar estruturas de manipulação de soluções 
multidimensionais para A-Teams mais adequadas a Problemas Multiobjetivos do que as 
utilizadas por Murthy [Mur92]. 
Um terceiro objetivo é a proposição de uma generalização de um problema NP-
difici1 clássíco, o Problema do Caixeiro Viajante (do inglês Traveling Salesman Problem 
ou TSP), onde, ao invés de apenas uma matriz de distância, possui múltiplas matrizes. Tal 
problema recebe a denominação de Problema do Caixeiro Viajante com Múltiplas 
Distâncias (Multi-Distance Traveling Sale,o;man Problem ou MUTSP). São 
apresentados algoritmos para a resolução deste problema (inexistentes até então, dado 
que o problema está sendo proposto neste trabalho), que compõem os f,rrupos de 
algoritmos dos A-Teams desenvolvidos. 
Como conseqüência do estudo realizado é apresentada uma revisão bibliográfica 
abrangendo as aplicações de A-Teams desenvolvidas até o momento, explicitando o 
problema abordado. Na mesma linha, são apresentados os principais métodos para a 
resolução de Problemas Multiobjetivos e de Problemas Combinatórios. 
Domínio do Trabalho 
Este trabalho envolve principahnente as áreas de pesquisa sobre Otimização 
Combinatória e Otimização Multiobjetiva. Nesta subseção serão comentadas as principais 
características que delineiam cada uma destas áreas. 
Um Problema de Otimização Monobjetivo (com uma única função objetivo) 
pode ser formulado da seguinte fonna: 
min f(x) 
s.a. xES 
Eq. L 1 
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onde f(x) é a única fimção objetivo e S é a região de soluções fuctíveis do problema 
( S c R11 ), O propósito de um problema de otimização é encontrar o ponto pertencente a 
S que possui o menor valor possível segundo a função objetivo f(x), ou seja, a solução 
ótima do problema. Eventualmente, podem existir mais do que uma solução ótima para o 
problema (soluções diferentes, mas com o mesmo valor segundo a função objetivo 
utilizada). 
Dependendo da definição de f(x) e da definição de S os problemas são tratados de 
maneiras distintas. Desta forma: 
• Se f(x) for linear e S for definida por restrições lineares, tem-se um problema de 
programação linear monobjetivo ou, somente, Programação Linear. 
• Se f(x) for linear e S for defmida por restrições lineares, com a restrição adicional 
de que as coordenadas de cada ponto em S devem ser inteiras, tem-se wn problema 
de programação linear inteira monobjetivo ouf somente, Programação Inteira. 
• Se f(x) ou qualquer uma das restrições que definem S fOr não-linear, tem-se um 
problema de programação não-linear monobjetivo ou, somente~ Programação Não-
Linear. 
Da mesma fbnna, um Problema de Otimização Multiobjetivo (com múltiplas 
funções objetivo) pode ser modelado da seguinte forma: 
min fJ(X) 
mi'! J 2(x) 
mín fk(X) 
s.a. x eS 
Eq. 1.2 
onde _(J(x), ji(x}, ... ,f,(x) são as k funções objetivo do problema e S ( S c R"), a região de 
soluções fàctíveis. Tal como para o problema monobjetivo, o multiobjetívo também pode 
ser linear, inteiro ou não-linear. O propósito, neste caso, é a busca pelos pontos k-
dimensionaís pertencentes aS que possuem os menores valores possíveis segundo todas 
as k funções objetivo, ou seja, o Pareto Ótimo do problema. 
Organização da Dissertação 
Esta dissertação está organizada em oito capítulos, distribuídos da seguinte 
maneira: 
Neste primeiro capítulo, foram apresentados os principais objetivos deste 
trabalho, as principais áreas de pesquisa relacionadas com o mesmo e o que motivou seu 
desenvolvimento. O método proposto como adequado à resolução de Problemas de 
Otimização Combinatória Multiobjetivos, o de Times Assíncronos (Asynchronous Teams 
ou A-Teams), bem como o problema proposto e abordado por tal método, o Problema 
do Caixeiro Viajante com Múltiplas Distâncias (Multi-Distance Traveling Salesman 
Problem ou MDTSP), foram sucintamente descritos. 
O segundo e o terceiro capítulo apresentam uma revisão bibliográfica sobre o 
domfuio desta dissertação, onde a teoria envolvida com os problemas combinatórios e 
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multio~jetivos é apresentada) bem como os principais métodos para a resolução dos 
mesmos. Assim, no segundo capítulo são abordados os Problemas de Otimização 
Combinatória e no terceiro capítulo, os Problemas Multiobjetivos. 
A partir do quarto capítulo são apresentadas as contn'buições desta dissertação. O 
capítulo quatro apresenta o problema proposto, o MDTSP, bem como algoritmos para a 
sua resolução. O quinto capítulo aborda o método de Times Assíncronos, onde o projeto 
de tal método para problemas multiobjetivos é definido. O sexto capítulo apresenta a 
aplicação de A-Teams ao MDTSP, onde são definidas as configurações de A-Teams e 
todas as estratégias usadas para a resolução do problema e os demais detalhes de 
implementação relevantes. O sétimo capítulo apresenta os resultados decorrentes da 
aplicação sugerida. Alguns limites inferiores foram também calculados. 
No oitavo, e último, capítulo são apresentadas as conclusões e as pnncrpais 
contribuições deste trabalho. A1gwnas sugestões para possíveis trabalhos futuros são, 
também, citadas, 
No Apêndice A podem ser encontrados as matrizes de distâncias geradas 
randomicamente e seus respectivos limites inferiores. No Apêndice B, encontram-se as 
matrizes de distância e os limites inferiores relacionados à instância real de 24-cidades. 
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Combinatória 
"Ê difícil dizer o que é Impossível, pois a fantasia de 
ontem é a esperança de hoje e a realidade de amanhL." 
Rohert Goddart. 
Os Problemas de Otimização Combinatória são caracterizados pela presença 
de um enorme espaço discreto de busca, onde, dentre inúmeras alternativas, se deseja 
maximizar ou minimizar um certo valor, geralmente fornecido pela única função objetivo 
do problema. 
Este capítulo aborda tais problemas e, por conseguinte, seus principais métodos 
de resolução, divididos em duas grandes classes: métodos exatos e métodos 
aproximados. Serão citados tanto os métodos mais tradicionais, quanto algum dos mais 
recentes na resolução de problemas de otimização combinatória. Serão explicitados, 
também, a complexidade intrínseca a tais problemas, algumas aplicações práticas, bem 
como as áreas de pesquisa relacionadas com os mesmos. 
O estudo de tal classe de problemas foi de fundamental importância para este 
trabalho, visto que o problema abordado é, também, um Problema de Otimização 
Combinatória (ver Cap.4). 
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Introdução 
Os Problemas de Otimização Combinatória constituem urna das classes de 
problemas mais estudadas no momento, devido a inerente complexidade que os envolve, 
atraindo cada vez mais a atenção de inúmeros pesquisadores ávidos em obter melhores e 
melhores resultados, e aliado ao fato de existir inúmeros problemas práticos que podem 
ser modelados como sendo de otimização combinatória. 
Mas, o que caracteriza um problema combinatório? 
Existe um ramo da matemática denominado Combinatória [Liu68]. Esta área 
desempenha um importante papel na Ciência da Computação. As propriedades de 
estruturas combinatórias, como grafos, proporcionam o desenvolvimento de eficientes 
algoritmos para inúmeros modelos de problemas teóricos e, conseqüentemente, para 
aplicações práticas em computação. 
Combinatória pode ser classificada em três grandes classes: enumerativa, 
existencial e construtiva (PTW83]. Combinatória Enumerativa lida com a contagem de 
o~ietos combinatórios, ou seja, deseja-se enumerar todas as possíveis configurações que 
satisfaçam um certo critério. Combinatória Existencial estuda a existência ou não de 
alguma configuração combinatória para um problema onde, neste caso, não se deseja 
enumerar todas as alternativas e sim, encontrar qualquer configuração que satisfaça o 
critério deternrinado (provar teoricamente a existência de uma configuração). Por fim, 
Combinatória Construtiva aborda a busca por configurações específicas e, neste caso, 
não há interesse em saber quantas configurações existem que satisfaçam um certo 
critério, o que se deseja é encontrar uma certa configuração (encontrar um exemplo, sem 
necessidade de prova teórica). 
E quanto aos problemas de otimização? Onde os mesmos se 
enquadram? 
Otimização é o processo de fazer algo (tal como um projeto, sistema ou uma 
tomada de decisão) tão eficientemente quanto possível Em Matemática, significa 
maximizar ou minimizar o valor de uma função. Tradicionalmente, resolver um problema 
de otimização consiste. em encontrar a solução ótima dentre um número finito ou 
infinitamente contável de soluções alternativas [PS82]. Então: 
Definição 2.1: Uma instância de um problema de otimização é um par (S,c), onde Sé a 
região factível e c é a fimção que se deseja maxi:rrllzar ou minimizar, tal que: 
c:S--> 9l Eq. 2. 
Definição 2~2: Um problema de otimização consiste em encontrar um xES, tal que: 
c(x):<;c(y) Eq. 2. 2 
Se o conjunto S for discreto, tem-se um problema de otimização combinatória. 
Sendo assim, Otimização Combinatória pode ser definida como [NWSS]: 
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Definição 2.3: Otímização Combinatória trata problemas de maximização ou 
rninirnização de wna função (ou flmções) de variáveis, sujeita à restrições de igualdade ou 
desigualdade e restrições de integralização de algumas ou todas as variáveis. 
Um Problema de Otimização Combinatória se classifica no ramo de Combinatória 
Construtiva onde se deseja construir a melhor solução possível, ou seja, a solução ótima 
para o problema. 
Complexidade 
Todos os Problemas de Otímização Combinatória possuem sua versão de decisão 
(Combinatória Existencial) [Cor91, Man89, GJ79], onde suas soluções consistem numa 
resposta positiva (sim) ou negativa (não). Ao invés da busca pela melhor solução, neste 
caso se deseja saber primeiro se existe alguma solução. 
Nesta seção, considera-se que todos os problemas mencionados estejam em suas 
versões de decisão. 
Os Problemas de Otimização Combinatória podem ser classificados segundo a 
Teoria da NP-CompJetude [GJ79]. Esta teoria faz parte de uma mais genérica, 
conhecida como Complexidade Computacional. Na Teoria da NP-Completude, todo 
problema é tratado como sendo um conjunto de parâmetros (defirúção das instâncias) e 
um conjllilto de propriedades (restrições do problema a serem satisfeitas). Sendo assim, 
entre instâncias de um mesmo proble~ as únicas variações estão nos conjuntos de 
parâmetros. A teoria da complexidade considera o tamanho das instâncias como sendo a 
quantidade de bits necessária para representá~las em computadores digitais. A questão é: 
Qual o número de computações necessárias para se obter a 
solução ótima? 
Conforme este número de computações necessárias, os problemas podem ser 
classificados em três grandes classes (fig. 2.1 ): 
P (Polinomial time) --+ Problemas onde o esforço computacional (número de 
computações) de pelo menos um algoritmo conhecido cresce polinomialmente em função 
do tamanho da instância. São conhecidos corno problemas tratáveis e que possuem 
algoritmos eficientes para suas resoluções. Exemplos: 
• Problema da Ordenação de Elementos; 
• Problema da Árvore de Espalhamento Mínimo; 
• Problema do Fluxo em Redes. 
NP (Nondeterministic Polinomial time) --+Problemas onde o número de computações 
do melhor algorí1mo conhecido cresce exponencialmente em função do tamanho da 
instância, não existindo garantia da não-existência de algoritmos melhores e, dada uma 
solução para o problema, pode-se verificar em tempo polinomial se a solução satisfaz o 
problema de decisão positivamente ou negativamente. Exemplos: 
• Todos os problemas P e NP-completos (a classe dos problemas NP-
compJetos será descrita a seguir). 
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lntratáveis 4 Problemas onde o número de computações do melhor algoritmo 
conhecido cresce exponenciabnente, como os NP, em função do tamanho da instância. 
Agora, para os problemas intratáveis existe a garantia da não existência de algoritmos 
melhores. Exemplo: 
• Torre de Hanoi [Kru84]. 
Parece ser razoável acreditar que os algoritmos polinornialmente não~ 
deterministas sejam muito mais intrincados que os algoritmos deterministas. Isto é 
verdade? Uma maneira de provar que isto é verdade seria apresentar um problema NP 
que não fosse P. Até agora isto não foi possível. Em contrapartida, se o objetivo fosse 
provar que as duas classes são iguais (P=NP), teria que ser demonstrado que todo 
problema que pertence a NP pode ser resolvido por um algoritmo detenninista de tempo 
polinomial. Também nesta questão, nada foi provado até agora (e muitos acreditam que 
não seja verdade). O _problema de determinar o relacionamento entre as classes P e NP é 
conhecido como Problema ~NP (P~NP Problem) [GJ79, Man89, Cor9IJ, 
Figura 2. J: IniL'f~rdacionamctJto entre as três grandes classes de probk'TIHlS definidas na Teoria da Complexidade: P, NP e 
lntra.tâveís. 
Se P=NP Se P;t.NP 
Serão definiDas~ a segulr, duas classes adicionais que contém inúmeros e 
importantes problemas (todos equivalentes entre si) que, até onde se sabe, não pertencem 
a P, mas possuem a dificuldade característica dos problemas pertencentes a classe NP. 
Então: 
NP-Díficeis --> Um problema é dito NP-dificil se todos os problemas da classe NP !orem 
polinomiahnente redutíveis a ele.lsto significa que resolvendo um problema NP-dificil em 
tempo polinomial, todos os problemas da classe NP também poderão ser resolvidos em 
tempo polinomial. Exemplos: 
• Todos os Problemas que possuem uma versão de Otimização, incluindo 
todos os NP-Completos. 
NP-Completos ~ Englobam todos os problemas NP que também são NP-dificeis. 
Isto significa que, se for demonstrado que algum problema NP-dificil pertença a 
P, então P=NP. 
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Coo~ em 1971 ~ deu irúcío a Teoria da NP-Completude através do fumoso 
teorema de Cook, onde ele provou que todos os problemas NP são polinomialrnente 
redutíveis ao Problema da Satisfatibilidade (SAT Problem), estabelecendo o primeiro 
problema NP-completo [Coo71 ]. Desde então, vários problemas foram identificados 
como sendo NP-completos~ como por exemplo: 
• Problema do Caixeiro Viajante (Traveling Salesman Problem- TSP); 
• Caminho e Circuito Hamiltoniano; 
• Problema da Mochila; 
• Problema do Conjunto Dominante em Grafos; 
• Problema da Clique Máxima de um Grafo. 
Vale ressaltar que tais problemas são NP-completos na sua versão de decisão. Na 
versão de otimização, os problemas acima fazem parte da classe NP-Dificil. 
Figura 2. 2: Inter-relacionamento entre as classes de problemas P, NP, NP-dificeis e NP-completos. 
2.3. Classificação 
Os Problemas de Otimização Combinatória consistem em atnbuir, estabelecer 
seqüências ou selecionar objetos, atingindo um objetivo desejado e, ao mesmo tempo, 
satisfazendo as restrições. Com base nesta definição, tais problemas podem ser 
classificados da seguinte maneira [Mül81]: 
Problemas de Atribuição 
Dois ou mais conjuntos discretos de objetos estão disponíveis e o problema 
consiste em encontrar n-uplas que satisfàçam as restrições, otimizando (maximizando ou 
minimizando) alguma função objetivo. Exemplos: 
• Problema de Coloração de Grafos; 
• Problema do Fluxo Máximo em Redes. 
Problemas de Seqüências 
Um conjunto discreto de objetos está disporúvel e deve ser ordenado 
seqüencialmente de fonna a satisfazer as restrições envolvidas, otimizando alguma função 
objetivo. Exemplos: 
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• Problema do Caixeiro Viajante (Traveling Salesman Problem ~ TSP); 
• Problema do Caminho Mínimo. 
Problemas de Seleção 
Um subconjunto deve ser formado a partir de um conjunto discreto de objetos, 
satisfazendo as restrições e otimizando alguma função objetivo. Exemplos: 
• Problema da Mochila; 
• Árvore de Espalhamento Mínimo. 
Problemas de Composição 
São problemas que não se enquadram em nenhuma das três classes anteriores, 
mas que, na verdade, é composto por características de duas ou das três classes 
simultaneamente. Exemplos: 
• Problema da Mochila (Knapsack Problem); 
• Árvore de EspaJhamento Mínimo. 
A seguir, serão descritas as principais técnicas para a resolução de Problemas de 
Otimização Combinatória, classificadas dentro de duas grandes abordagens: a abordagem 
exata e a abordagem aproximada. 
Métodos para Resolução de Problemas de Otimização 
Combinatória 
Para a maioria dos Problemas de Otimização Combinatória, as formulações mais 
conhecidas e utilizadas são as feitas em Programação Inteira,. que é o caso onde todas as 
variáveis do problema possuem valores inteiros e, mais especificamente, muitos deles são 
modelados em Programação Inteira O~ 1, onde as variáveis envolvidas possuem os valores 
discretos O ou 1. Existem duas correntes de pensamento dividindo os t,rrandes 
pesquisadores desta área. Os que seguem Grõtschel e Padberg, que acreditam que os 
Problemas de Programação Inteira sejam tão difíceis que não há nenhuma esperança em 
resolvê~los genericamente e a única chance estaria no desenvolvimento de métodos 
específicos para determinada classe de problemas. Os outros pesquisadores, 
contrariamente, acreditam que num futuro não muito distante será realidade algoritmos 
genéricos o suficiente para englobar classes distintas de problemas [Cer96]. 
O importante é que novos e profundos avanços vêm sendo realizados, fazendo 
com que grandes instâncias reais de problemas clássicos NP~diliceis sejam resolvidas com 
sucesso. lJm exemplo é o caso do TSP, simétrico e assimétrico, onde importantes 
resultados vêm sendo obtidos através da abordagem de branch-and~cut, como a 
resolução de um TSP com 3000-cidades por Padberg e Rinaldi [PR91] e a obtenção de 
boas trajetórias para instâncias de características especiais de até l 05 -cidades, com a 
garantia de comprimentos a menos de 2% do ótimo, como reporta Johnson [Joh90]. 
SErá a extinção dos métodos aproximados para a resolução do 
TSP e de outros problemas NP-dijlceis? 
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Não, a utilização de métodos aproximados ainda é extremamente necessária e 
uma justificativa para isto é que o tamanho da instância não é tão relevante assim, se 
considerarmos a existência de instâncias do TSP com menos de 1 00-cidades e algumas 
centenas de variáveis, cuja solução ainda não foi encontrada Além disto, para aplicações 
práticas o mais importante, no momento, é a obtenção de boas soluções no menor 
período de tempo possível. 
O que se pode concluir disto tudo é quão intrincados são tais problema'! e quão 
interessante é o estudo e o desenvolvimento de novos métodos que se propõe a resolvê-
los, seja tentando a garantia da solução ótima, seja gerando boas soluções para os 
mesmos. Nas subseções seguintes, alguns dos principais algoritmos encontrados na 
literatura, dentro da abordagem exata e da aproximada, serão brevemente descritos. 
2.4.l.Métodos Exatos 
Cada vez mais torna-se possível resolver instâncias de problemas que até muito 
pouco tempo atrás eram consideradas intratáveis na prática. Isto se deve aos grandes 
avanços tecnológicos, resultando em máquinas mais poderosas e, também, no 
desenvolvimento de novos algoritmos. Nesta seção, serão descritos os principais métodos 
exatos, desde os já tradicionais (e, de certa forma, ultrapassados) até os mais recentes em 
programação inteira. 
Antes de abordarmos tais métodos, vale ressaltar que os algoritmos exatos não 
possuem limite infurior em tempo polinomial para o pior caso, o que significa que eles 
podem levar um tempo excessivamente longo de execução, dependendo da instància do 
problema a ser resolvida. Além disso, implementações de métodos exatos resultam, 
geralmente, numa codificação muito mais complexa do que as implementações de 
métodos aproximados como, por exemplo, os algoritmos de branch-and-cut (JRR94, 
NW&&]. 
2.4.l.l.Cortes no Plano 
Os Algoritmos para Corte no Plano (Cutting Plane Algorithms) tradicionais, 
geralmente, iniciam com a resolução de uma relaxação linear do Problema de 
Programação Inteira e, em seguida, novas desigualdades (cortes no plano) vão sendo 
adicionadas ao problema relaxado (com menos restrições), de tal fonna que nenhuma 
solução ótima inteira seja cortada (eliminada), ou seja, elimina-se apenas as soluções 
fracionárias da relaxação inicial. 
Gomory [Gom60] propôs vários algoritmos, os quais envolviam a geração 
automática de cortes no plano (adição de desigualdades) com a garantia de que nenhuma 
solução inteira seria eliminada. Gomory teve um papel fundamental na teoria da 
programação inteira, mas, seus cortes nunca foram muíto utilizados na prática. Foi o 
primeiro a utilizar cortes no plano como um procedimento de resolução de problemas de 
programação inteíra e mista. 
O ponto crucial de tais algoritmos é desenvolver cortes de tal fonna que, depois 
de um número fmito de passos, se garanta que a solução inteira obtida seja a solução 
ótima do problema. 
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2.4.1.2.Branch-and-Bound 
O branch-and-bound é um método do tipo enurnerativo, pois resolve o problema 
enumerando um certo número de soluções factíveis, que deseja-se que seja tão pequeno 
quanto possível [NW88). 
A maioria das abordagens de branch-and-bound iniciam pela resolução de uma 
relaxação do problema inteiro: a idéia é encontrar limites inferiores e superiores (através 
de heurísticas, por exemplo) próximos da solução ótima. para assim reduzir o número de 
passos enumerativos. Em seguida, é aplicada uma técnica de divisão-e-conquista com o 
intuito de encontrar a solução ótima do problema, ou seja, a região definida pela 
relaxação linear é dividida em pequenos subconjuntos, que é chamado de fase 
enumerativa. pela exploração da árvore de pesquisa formada. 
A divisão do problema corresponde ao hranching e a verificação da viabilidade, 
ou não, de um subproblema corresponde ao huunding. 
O Branch-and-Bound termina quando todos os subproblemas tiverem sido 
resolvidos. A escollia de bons algoritmos para o cálculo dos limites inferiores e superiores 
é crucial, dado que pode-se eliminar grande parte do conjunto de soluções factíveis sem 
precisar enumerá-Ias. 
Land e Doig [LD60] foram os precursores na aplicação deste método para 
problemas de programação inteira e Balas [Bal65], especificamente para problemas de 
programação inteira 0-1. 
A abordagem de branch-and-bound fui durante muito tempo a preferida pelos 
interessados na resolução de problemas de programação intejra. 
2.4.1.3.Programação Dinâmica 
A técnlca de Programação Dinâmica (PD) resolve problemas pela combinação das 
soluções dos sub-problemas derivados do problema original [Cor91]. Tal como o método 
de divisão e conquista, a PD divide o problema em subconjuntos e os resolve 
recursivamente. A diferença é que na PD os subproblemas não são independentes uns dos 
outros, ou seja, os subproblemas compartilham sub-subproblemas. Cada sub-subproblema 
é resolvido uma única vez e então sua solução é armazenada muna tabela, de fonna que 
se um problema idêntico for encontrado sua solução já está disponível, não sendo 
necessário resolvê-lo novamente. 
A origem da PD se deu no modelagem de processos de decisão seqüenciais. O 
problema inicial é dividido em estágios onde são efetuadas as decisões e uma solução vai 
sendo construída ascendentemente (bottom-up) e, sempre que uma solução não for ótima, 
retoma-se a estágios anteriores efetuando-se outras decisões [AHU74]. 
Gerahnente, este método é utilizado para a resolução de problemas de otimização. 
Qualquer problema de otimização pode ser modelado por PD [GL93]. Sempre existe uma 
solução recursiva para programas dinâmicos mas, em geral, não é eficiente. O modelo de 
PD pode ser usado para projetar algoritmos rápidos em casos onde o número de estados 
pode .ser controlado. 
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2.4.1.4-.Cortes Combinatórios no Plano 
Os Cortes Combinatórios no Plano (Combinatorial Cutting Planes), também 
conhecidos por cortes poliedrais, foram propostos em oposição aos cortes genéricos no 
plano, para problemas de programação inteira 0-1, como o TSP. O objetivo é fazer uso 
da estrutura combinatória (poliedral) para gerar os cortes. Então, o conhecimento da 
estrutura combinatória é essencial para a aplicação desta abordagem. 
Neste tipo de abordagem, os cortes podem eliminar soluções inteiras, desde que 
não seja a solução ótima. Daí ser necessário o conhecimento da estrutura poliedral do 
problema. 
Crowder, Johnson e Padberg [CJP83] propuseram a seguinte estratégia: para 
obter os cortes combinatórios, eles consideraram cada restrição do programa inteiro 
separadamente e, então, usaram a estrutura combinatória do programa inteiro definida 
por apenas uma restrição (conhecida por problemas da mochila). Depois da aplicação dos 
cortes combinatórios na relaxação linear inicial, é aplicado um branch-and-bound: o 
objetivo, é que o tamanho da árvore de pesquisa seja significativamente reduzida pelos 
cortes combinatórios. 
2.4.1.5.Branch-and-Cut 
O termo branch-and-cut foi introduzido por Padberg e Rinaldi [PR87], 
justamente quando lidavam com instàncias do TSP. Antes disso, vários pesquisadores já 
utilizavam uma abordagem similar [GP79a, GP79b, CPSO. GP85], 
A título de informação, no parágrafo seguinte serão citados os códigos para o 
desenvolvimento de branch-and-cut mais disseminados no momento: 
Dois dos códigos mais disseminados no momento para o desenvolvimento de um 
branch-and-cut é o CPLEX [CPLE94]. desenvolvido por Bixby da Universidade do 
Texas em Austin, e o OSL, desenvolvido pela rBM. Mas, alguns pesquisadores 
renomados afirmam que o MINTO, desenvolvido na Georgia Tech, é mais eficiente 
[Cer96]. Eles ainda indicam um terceiro como sendo o mais adequado: o ABACUS, 
desenvolvido na Universidade de Kõln. Além destes, podem ser citados: o ABC-OPT, 
desenvolvido por Hoffinan e Padberg; e o MlPO, desenvolvido por BrvfAS e Comuéjols. 
No restante desta subseção, serão apresentadas as principais estratégias na 
utilização do método de branch-and-cut para a resolução de problemas. 
Branch-and-Cut Tradicionais 
A idéia principal é a combinação de cortes combinatórios e branch-and-bound. 
Na abordagem de branch-and-cut, a geração automática de cortes é feita não somente na 
fàse anterior ao branch-and-bound (como mostrado na seção anterior), mas também 
entre os estágios de enumeração na árvore de pesquisa. Desta forma, a grande virtude 
desta abordagem é que uma restrição necessária para um nó de uma determinada sub-
árvore pode se rnanier numa "lista de restrições" e ser válida para os nós de outras sub-
árvores da árvore de pesquisa. 
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O procedimento é iniciado com a relaxação do problema de programação inteira. 
Resolve-se o problema relaxado e sempre que a solução obtida violar alguma das 
restrições de integralização do problema original, efetua-se um corte combinatório 
(adiciona-se mais urna restrição de integralização). A intenção é que a solução ótima seja 
obtida sem que todas as restrições de integralização do problema original sejam 
adicionadas. 
A abordagem de branch-and-cut vem sendo cada vez mais utilizada, pois os 
resultados de sua aplicação para urna variedade de problemas combinatórios foram muito 
satisfatórios. O problema desta abordagem, vem justamente do fato de se usar cortes 
combinatórios e, de que para isto, torna-se necessário um conhecimento profundo~ e 
específico, do problema combinatório em questão. 
Cortes Genéricos no Plano num contexto de Branch-and-Cut 
Esta abordagem foi iniciada por Hoffinan e Padberg [HP91], mas somente muito 
recentemente é que vem sendo mais utilizada [BCC95, Ba195], e ganhando, cada vez 
mais, novos adeptos. 
A principal diferença entre este método e o branch-and-cut tradicional, é que os 
cortes no plano podem ser gerados sem que se tenha um conhecimento específico da 
estrutura combinatória do proble~ ou seja, os cortes efetuados não são combinatórios e 
sim, cortes gerais no plano. 
Seguindo esta linha de pesquisa, cortes no plano disjuntivos ou lifí-and-project 
tbrarn usados com sucesso dentro de uma abordagem de branch-and-cut, resultando na 
resolução de uma grande variedade de programas inteiros por Balas, Ceria e Cornuéjols 
[BCC95]. Ainda dentro de um contexto similar, Balas, Ceria, Cornuéjols e Natraj [Bal95] 
obtiveram grande sucesso com aplicação dos cortes no plano de Gomory. 
Pré-processamento e Heurísticas num contexto de Branch-and-Cut 
Num projeto de um branch-and-cut eficiente, deve-se dedicar um cuidado muito 
especial à fàse de pré-processamento e na utilização de heurísticas. 
Técnicas de pré-processamento tentam melhorar a relaxação linear através de 
simples considerações algébricas. Variáveis e restrições são checadas para evitar 
redundância, alguns coeficientes da matriz de restrições são ajustados e algumas variáveis 
são fixadas a certos valores, sem que isto afete o valor da solução ótima do problema 
inteiro. Desta forma, o número de variáveis e restrições do problema é reduzido 
significativamente, tornando sua resolução mais fácil. 
A importância no uso de heurísticas, vem do fato de que soluções muito boas 
podem ser rapidamente obtidas, reduzindo significativamente o tamanho da árvore de 
busca no branch-and-cut. 
2.4.1.6.Método de Geração de Colunas ou Branch-and-Price 
Uma nova abordagem que vem sendo utilizada para a resolução de grandes 
instâncias de problemas de _programação inteira é o Método de Geração de Colunas ou 
branch-and-price [Cer96. Bar94]. 
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Nesta abordagem, mna formulação diferente do problema é utilizada, envolvendo 
mn grande número de variáveis. Somente um subconjunto destas variáveis é geralmente 
utilizado durante o procedimento de resolução do problema e o resto das variáveis são 
tratadas implicitamente. 
O processo se inicia com a geração de cortes no plano, onde são adicionadas 
desigualdades violadas, eliminadas algwnas outras restrições e repetido este processo até 
que seja encontrado uma solução ótima inteira ou seja parado o processo com uma 
solução ótima fracioná1ia. Se considera, a partir de então, as variáveis "esquecidas" ou 
descartadas. Para todas as variáveis inicialmente descartadas, é gerada uma coluna 
correspondente no sistema de restrições lineares e computado seus custos reduzidos 
através de técnicas de PL. Se todos os custos reduzidos possuírem o sinal correto, a 
solução encontrada é ótima também para o sistema constituído de todas as variáveis. Se 
nem todos os cu&tos reduzidos tiverem o mesmo sinal, são adicionadas todas as variáveis 
(ou algumas, se exi&tirem muitas) com o sinal errado para o PL corrente e repete-se, 
então, o procedimento de corte no plano. Utilizando o critério de custo reduzido pode ser 
mostrado que algumas variáveis podem ser eliminadas de início porque provavelmente 
nunca apareceriam em qualquer solução ótima, ou ainda, que algumas variáveis podem 
ser fixadas a um certo valor. 
Esta metodologia vem obtendo muito sucesso no tratamento de problemas reais 
de roteamento e escalonamento na indústria de transportes [Cer96]. 
2.4.2.Métodos Aproximados 
Na maioria das vezes, é muito dificil encontrar soluções ótimas para instâncias de 
problemas NP-dificeís. As instâncias podem ser simplesmente muito grandes, 
extrapolando a capacidade de armazenamento necessária até mesmo pelo melhor 
algoritmo exato. Por outro lado, pode também ser possível que o tempo pennitido para 
computação não seja suficiente para um algoritmo alcançar a solução ótima. Em todos 
estes casos existe uma necessidade definitiva por algoritmos de aproximação que 
determinem soluções de boa qualidade num curto espaço de tempo [Ben90, Tai90, 
GL85, CP80]. 
Nesta seção, primeiramente serão considerados os métodos heurísticos e uma 
segunda abordagem engloba métodos mais recentes, que podem ser chamados de meta-
heurísticas. 
2.4.2.l.Heurísticas 
A palavra heurística deriva do verbo grego heuriskein e significa descobrir 
[ZE81]. Consiste num estudo de métodos e regras para se descobrir ou assistir ao 
processo de resolução de problemas. 
NichoL~n [Nic71] define um método heurístico como um procedimento para 
resolver problemas por U111a abordagem intuitiva na qual a estrutura do problema pode 
ser interpretada e explorada inteligentemente para se obter urna boa solução. 
Mas, por que w;ar um método heurístico? 
Times Assíncronos pi!Ia a Resolução de Problemas de Otimização Combinatória com Múltiplas Fnnções Objetivo 16 
Capítulo Z: Problemas de Otimização Combinatória 
Tal pergunta já foi respondida na seção sobre complexidade, onde foi mostrada a 
existência de inúmeros problemas que não possuem algoritmos eficientes para resolvê-
los, Então, para Problemas de Otimização Combinatória em particular, os métodos 
exatos costumam ser computacionahnerrte inviáveis (em tempo de execução e capacidade 
de armazenamento) e, por outro lado, as heurísticas possuem uma concepção simples 
onde são incorporados as partes mais importantes do problema. 
Urna boa heurística deve ter as seguintes propriedades [Sou94]: 
• Esforço computacional realista para se obter uma solução; 
• Na média, a solução gerada deve ser próxima do ótimo; 
• As chances da geração de uma solução ruim devem ser baixas; 
• A implementação deve ser tão simples quanto possíveL 
Os métodos heurísticos podem ser divididos em sete grandes grupos, que são: 
Heurísticas de Construção ---+ Constroem uma solução completa (válida para o 
problema), a partir de uma solução parcial (incompleta ou nula) e através da inserção 
sucessiva de seus componentes individuais. Gerahnente, uma solução completa só é 
obtida no final da execução de tais algoritmos. 
Adicionam elemento a elemento, um de cada vez, à uma solução parcial até que 
ela se tome factível (válida). Exemplo: Nearest Neighbor para o TSP. 
Heurísticas de Melhoria 4 Urna heurística de melhoria inicia seu procedimento com 
uma solução válida e, sucessivamente, a melhora com seqüências de trocas de elementos. 
Exemplo: algoritmo de Lin-Kernighan para o TSP. 
As heurísticas de melhoria são também conhecidas como heurísticas de busca 
local, ísto porque elas realizam uma busca exaustiva na vizinhança da solução inicial, até 
encontrar a solução que represente o mínimo local de tal região. Geralmente, várias 
soluções completas são geradas durante a execução de tais algoritmos, até que a solução 
que represente o minimo local de tal algoritmo, segundo a solução inicial recebida como 
entrada, seja encontrada. 
Heurísticas de Decomposição --+ São heurísticas que subdividem o problema original 
em uma seqüência de sub-problemas. Exemplo: Algoritmo heurístico para o Problema de 
Roteamento de Veículos, onde o mesmo é decomposto num Problema de 
Particionamento e no TSP (VRP=Set Partition+TSP). 
Heurísticas de Particionamento --+ Tais heurísticas dividem o problema em vários 
problemas menores e, então, unem as soluções. 
Heurísticas de Relaxação ·4 Relaxam o espaço do problema original para poder ser 
utilizado um algoritmo mais rápido e, então, ajusta a solução transformando-a em factível 
para o problema original. Relaxar significa retirar algumas das restrições do problema. 
Heuristicas baseadas em Formulações Matemáticas~ Alteram lliTI algoritmo baseado 
na formulação matemática do problema, objetivando um melhor desempenho no tempo 
de processamento. Exemplo: um algoritmo que substitua um parâmetro quadrático por 
um linear. 
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2.4.2.2.Meta-Heurísticas 
Durante a últíma década, esforços foram despendidos na tentativa de solucionar 
grandes problemas de otimização. Vários tipos de heurísticas têm sido sugeridas, muitas 
das quais projetadas especificamente para determinados problemas, não sendo adaptadas 
facilmente para tipos diferentes (WiH89]. 
Um outro tipo de pesquisa por boas soluções considerado mais geral pode ser 
desenvolvida para problemas de otimização. Cada um destes procedimentos são 
chamados de meta-heurísticas, ou seja, são métodos heurísticos que contém outras 
heurísticas em seus procedimentos internos, e que tentam escapar de mínimos locais de 
uma maneira rrruito mais sistemática do que a sugerida por outros grupos de heurísticas. 
Um ingrediente básico é o uso de aleatoriedade ou pesquisa estocástica, ao invés das 
heurísticas puramente detemrinistas [EG93]. 
Algoritmos Genéticos 
Algoritmos Genéticos ( Genetic Algorithm - GA) são algoritmos de busca 
baseados em mecanismos de seleção natural e genética [Gol89]. 
Foi desenvolvido por John Holland e seus alunos da Universidade de Michigan, 
sendo os primeiros resultados divulgados no artigo "Adaptatíon in Natural and Artificial 
Systems'\ em 1975. 
Um GA recebe uma população de soluções candidatas e tenta melhorá-las dando 
para cada solução uma certa medida de qualidade. A idéia fimdarnental do GA é garantir 
a sobrevivência da solução mais adequada, que junto com uma certa infonnação 
histórica e aleatoriedade selecionam novos pontos de pesquisa~ aumentando a chance de 
se obter melhores resultados. 
As soluções do problema são codificadas numa estrutura denominada 
cromossomo, que por sua vez é constituído por uma cadeia de genes. Um gen representa 
uma certa característica da solução. Os valores que os genes assumem são chamados de 
a/elos (geralmente os genes assumem apenas os valores O e 1 ). Locus é a posição de um 
gen no cromossomo. Desta forma, uma solução pode ser representada num GA através 
da representação de todas as variáveis do problema na funna binária reunidas num único 
cromossomo. 
A cada cromossomo é associado um valor que representa quão bom ele é 
(representa o nivel de qualidade da solução). É a função objetivo do problema, que- num 
GA recebe o nome defitne~:5function ou :fimção de adequabilidade. 
Um conjunto de cromossomos é denominado de população e cada nova 
população criada corresponde a urna nova geração. Para o estabelecimento de uma nova 
geração de soluções, os cromossomos sofrem diferentes tipos de alterações. Tais 
modificações são efetuadas, basicamente, por dois métodos de reprodução: 
• Crossover ---+ recombina dois ou mais cromossomos para a formação de 
mnnovo. 
• Mutação ---+ utiliza um único cromossomo e através de alterações 
randômicas gera um outro. 
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A seleção dos cromossomos a se reproduzirem é um importante fàtor na 
perfo-rmance de um GA. Os melhores cromossomos da atual população podem ser 
simplesmente selecionados e inseridos na nova população sem sofrerem nenhuma 
alteração. Este procedimento é denominado de elitismo, garantindo uma melhora 
mono tônica na jitness function e acelerando a convergência. 
Alguns critérios de parada do GA são: tempo de execução, número de gerações~ 
falta de diversidade (cromossomos da população muito parecidos) ou alnda, 
convergência (últimas k gerações sem nenhuma melhora na fitness fimction da melhor 
solução encontrada). 
Sendo assim, um GA pode ser descrito da seguinte forma: 
Genetic AJgoritbm 
1. Gere um conjunto de soluções aleatoriamente (população inicial); 
2. Enquanto o critério de parada não fbr satisfeito, fuça: 
2.1. Gere wna nova população de soluções através dos mecanismos de seleção e 
reprodução; 
2.2. Avalie os novos (.Tomossomos gerados com afitness function; 
3. Retorne o melhor cromossomo encontrado durante todo o processo. 
Simulated Annealing 
A técnica de Simulated Annealing -SA, é baseada na correspondência entre o 
processo de pesquisa por uma solução ótima num problema de otimização combinatória e 
fenômenos ocorridos na física. O nome vem da analogia com os processos fisicos de 
annealing de sólidos. 
Introduzido por Kirkpatrick:, Gelatt e Vecchi [KGV83] e Cerny 
(independentemente) [Cer85], foi desenvolvido a partir de idéias da mecânica estatística 
quando realizavam "The study of the behavior of very large systems of interating 
components ". 
Mecânica Estatística é o campo central de estudo da fisica da matéria condensada, 
consistindo de mn conjunto de métodos para analisar propriedades agregadas de um 
grande número de partículas encontradas em amostras de matéria sólida ou líquida, 
consistindo em descobrir o que acontece mun sistema submetido a limites baixos de 
temperatura, como por exemplo, se as partículas deste sistema se solidificarão ou se 
tornarão fluida e, caso se solidifiquem, se elas fonnam um sólido cristalino ou mn 
vitrificado. A probabilidade de um sistema em equibbrio térmico a urna certa temperatura 
T se encontrar no estado sé obtida através da distribuição de Boltzman [KGV83]. 
Metropolis et al [Met53] introduziram um algoritmo simples que pode ser usado 
para fornecer uma eficiente simulação de uma coleção de partículas em equilíbrio a uma 
dada temperatura. O processo é constituído de dois passos: 
1. Aumente a temperatura até um nível que pernúta a fusão total do sólido; 
2. Diminua lentamente a temperatura até que todas as partículas atinjam o 
estado de equiHbrio (este estado de equilíbrio é chamado de ground state). 
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Na fase de fusão, as partículas do sólido se rearranjam aleatoriamente. Na fusão 
completa (grOLmd state) as partículas estão rearranjadas de uma maneira altamente 
estruturada. Este equilíbrio é obtido somente se a temperatura máxima for extremamente 
elevada e se o resfriamento for suficiente lento. 
Kirkpatrick et al [KGV83] tiveram, então, a idéia de utilizar o algoritmo de 
Metropolis (como ficou conhecido) para a geração de uma seqüência de soluções para 
Problemas de Otimização Combinatória. Desta forma, se estabeleceu uma analogia entre 
os sistemas fisicos de particulas e tais problemas, como a seguir: 
• As soluções de problemas de otimização combinatória equivalem a estados 
fisicos do sistema; 
• As variáveis do problema equivalem às moléculas, partículas do sistema; 
• O custo da solução equivale à energia do estado. 
O algoritmo de Simulated Annea/ing pode agora ser visto como um processo 
iterativo do algoritmo de Metropolis, onde a redução da temperatura corresponde ao 
parâmetro de controle a ser otimizado. No SA também se busca o equihbrio a cada 
patamar de temperatura. Para isto fuz-se um determinado número de transições, cujas 
condições de paradas são gerahnente o número máximo de transições (soluções geradas) 
ou o número máximo de soluções aceitas. Sendo assim, cada vez que um destes valores 
for atíngido, o teste de equilíbrio é realizado. 
Diferentemente dos algoritmos de busca local o SA aceita não somente soluções 
que são melhores que a solução corrente, mas pode aceitar também soluções que sejam 
piores e isto é o que garante ao SA escapar de mínimos locais. Uma outra diferença, é 
que o SA não depende da qualidade da solução inicial gerada. 
Uma nova solução é gerada através de perturbações na solução corrente. 
Perturbar uma solução consiste em gerar uma nova solução partindo-se de uma solução 
existente. 
Um algoritmo básico que descreve os principais passos de um SA é dado a seguir: 
Algoritmo Simulated Annealing 
L Gere uma solução inicia!~ 
2. Calcule o valor da função o~jt.'tivo; 
3. Faça solução corrente= solução inicial; 
4. Enquanto o critério de parada não fbr satisfeito faça: 
4.1. Perturbe a solução corrente e calcule o valor da diit-rcnça entre os valores das 
funções objd:ivo; 
4.2. Fm;a continue= VERDADEIRO; 
4.3. Se L1c ~O: 
4.3.1. Gere um número aleatório aE(D, 1); 
4.3.2. Calcule a probabilidade de aceitação P(t!c)~: ~ ·-ll%,T; 
4.3.3. Se a~ P(11c): 
4.3.3.1. Rejeite a solução perturbada; 
4.3.3.2. cantinua=F ALSO; 
4.4. Se continua: 
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4.4.1. Aceite a nova solução perturbada; 
5. Retome a melhor solução encontrada. 
Busca Tabu 
A técnica de Busca Tabu (Tabu Search - TS) é uma meta-heurística cuja idéia 
básica é a realização de movimentos inteligentes e a incorporação dos mesmos numa lista 
(lista tabu) de forma que não possam ser imediatamente desfeitos. 
Foi desenvolvida por Fred Glover [Glo89, Glo90a, Glo90b], baseada nas idéias de 
Pierre Hansen que desenvolveu o método conhecido por steepest ascentlmildest descent. 
Os três principais fundamentos de Tabu Search consistem em: 
• Uso de estrutura de memória flexível que facilita a implementação de múltiplos 
critérios de avaliação e de processamento de informação histórica; 
• Mecanismo de controle que permita a manipulação de restrições e liberações 
de condições de busca para períodos de tempo variados; 
• Possibilidade de diferentes estratégias de busca para curtoj médio e longo 
prazo (busca agressiva ou diversificada). 
As restrições que devem ser satisfeitas num certo período de tempo ficam 
embutidas na lista tabu, impedindo a realização de movimentos repetidos e, desta forma, 
arnnentando a diversidade da busca e possibilitando a fuga de mínimos locais. A busca 
tabu também tenta evitar a realização de movimentos cíclicos, induzindo a pesquisa a 
tomar uma nova direção (revisar algumas soluções já obtidas). As restrições tabu não são 
manipuladas isoladamente, podendo ser contrabalançadas (de certa forma violadas) pela 
aplicação de critérios de aspiração. 
Critérios de aspiração podem ser definidos, como sendo algumas características 
tão desejáveis que toma o movimento admissível mesmo se ele pertencer à lísta tabu. Por 
exemplo, se for encontrada a melhor solução dentre todas já obtidas. 
A escolha do melhor candidato se constitui num passo critico. Primeiramente, 
cada um dos movimentos da lista de movimentos candidatos devem ser avaliados (um 
movimento pode ser, por exemplo, uma troca de valores entre variáveis). Inicialmente, a 
avaliação do movimento pode ser baseada a mudança produzida na função objetivo. 
Existem outras formas de se avaliar os movimentos, porém o mais importante é que esta 
avaliação seja adaptável, incorporando conceitos de diversificação e intensificação de 
soluções. 
Um algoritmo de TS pode ser descrito através dos seguintes passos: 
Algoritmo Tabu Search 
I. Gere uma solução inicial; 
2. Crie uma lista tabu LT; 
3. Enquanto o critério de parada não for satisfeito faça: 
3,1. Execute o melhor movimento que não for proibido por LT (movimento que não 
estiver na lista tabu) ou que satisfuça o critério de aspiração estabelecido; 
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3.2. Atualize a lista tabu LT; 
3.3. Atualize, se desejado, o LTitério de aspiração; 
4. Retome a melhor solução encontrada. 
Grasp 
Greedy Randomized Adaptive Search Procedure - GRASP - é mna meta-
heurística muito simples, consistindo num processo iterativo constituído de dua.;; partes: a 
fase construtiva e a fàse de busca local. 
Foi elaborada por Feo e Resende [FR95a] onde, na fàse construtiva, um algoritmo 
heurib"tico de construção gera uma solução factível que é, então, melhorada na segunda 
fase por um algoritmo de busca local. A cada iteração a solução corrente é comparada 
com a nova solução gerada e melhorada e, ao frnal do processamento, a melhor solução 
encontrada é devolvida corno resultado. 
A implementação de rnn GRASP é trivial, bastando que se tenha disponível um 
algoritmo de construção e um outro de melhoria (de busca local) para o problema que se 
deseja resolver. 
GRASP pode ser descrito através dos seguintes passos: 
Algoritmo GRASP 
1. Gere wna solução inicial S; 
2. Enquanto o critério de parada não for satisfeito taça: 
2.1. Construa uma solução; 
2.2. Melhore a solução, gerando uma nova solução S '; 
2.3. Se S' 10r melhor do que S: 
2.3.1. Faça S=S'; 
3. Retorne S. 
Redes Neurais 
A abordagem conhecida como Redes Neurais é considerada por alguns como uma 
meta-heurística, classificando-a, tal como GA, SA e TS, corno heurísticas de melhoria 
aleatória [JRR94], que tentam escapar de minimos locais realizando uma busca aleatória 
em diversos pontos da região factível do problema. De qualquer forma, Redes Neurais 
vem sendo aplicada em diversas áreas para os mais variados tipos de problemas, 
principahnente de otimização combinatória [Lau92, JM92, FW91]. 
Redes Neurais (Neural Networks) é uma tentativa de modelar o funcionamento 
de um cérebro humano baseada em modelos matemáticos que incorporam algumas 
características de processamento inteligente, tais corno: tomada de decisões, adaptação a 
novas situações, etc. 
Desta forma, um conjunto de elementos, no papel de neurônios, são conectados 
por um detenninado tipo de rede de interconexão e, através de vários tipos de modelos 
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de propagação de sinais entre os "neurônios", realizam algum tipo de aprendizado 
[JRR94]. 
2.4.2.3.Times Assíncronos 
2.5. 
Times Assíncronos, do inglês Mynchronous Teams ou A-Teams, consiste 
numa nova técnica para a resolução de problemas introduzida pGr Talukdar e Souza 
[TS90~ ST91, Sou93]. Esta técnica se baseia na utilização conjunta de diversos 
algoritmos, de tal forma que os mesmos se ajudem mutuamente, compartilhando soluções 
e gerando novas soluções resultantes da atuação de vários e, até mesmo, de todos os 
algorúmos do conjtmto. Isto possibilita a obtenção de soluções muito boas, próximas do 
ótimo ou até mesmo a solução ótima para o problema, que não poderiam ser obtidas por 
nenhum dos algoritmos do time se executados isoladamente. 
O método de Times Assíncronos vem sendo aplicado com sucesso em Problemas 
de Otimização Combinatória [TS90, ST91, Mur92, Sou93, Pei95, Cav95, Lon95, 
Cam95]. 
As vantagens no uso de A-Teams já detectadas para seu uso em problemas 
monobjetivos, podem ser resumidas como segue: 
• Apenas um modelo matemático simples do problema é necessário; 
• Durante sua execução, inúmeras soluções factíveis podem ser geradas; 
• Fornece como resultado múltiplas soluções; 
• Implementação relativamente rápida e fácil; 
• Possibilita a geração de uma solução de boa qualidade muito rapidamente; 
• Possibilita a geração de soluções com características bem distintas uma das 
outras; 
• Gera melhores soluções do que as geradas por qualquer um dos algoritmos do 
6me quando executados isoladamente. 
O capítulo 5 é todo dedicado ao método de Times Assíncronos. 
Resumo 
Neste capítulo foi caracterizada uma importante classe de problemas, a classe dos 
Problemas de Otimização Combinatória. A importância de tal classe para este trabalho 
é devido ao fato do problema abordado pertencer à mesma. 
Uma visão geral sobre métodos para a resolução de tais problemas foi 
apresentada, desde os mais antigos e tradicionais, até os métodos mais recentes, como o 
de Times Assíncronos, que é o utilizado neste trabalho. 
Pode ser observado que a ênfase foi dada a problemas de otimização combinatória 
com uma única função objetivo, isto porque, tradicionalmente, a teoria que envolve 
problemas multiobjetivos é, ainda, difurenciada dos demais problemas. Talvez porque se 
constitua numa área relativamente recente onde os conceitos e definições ainda não estão 
completamente solidificados. No capítulo seguinte, será, então, abordada a classe de 
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Problemas Multíobjetivos, de forma a completar o entendimento do domínio do problema 
proposto neste trabalho. 
2.6. Notas Bibliográficas 
Existe um vasto material bibliográfico envolvendo Problemas de Otimização 
Combinatória e seus métodos de resolução. O livro de Newhauser e Wolsey foi uma 
importante fonte de pesquisa [NW88], bem cama a de Papadimitriau e Steiglitz [PS82], 
a de Lawler et ai [LLKS85] e a texto de Jünger, Reinelt e Rinaldi [JRR94]. Grotchel e 
Lovász [GL93] apresentam rnn compêndio sobre o assunto. 
A parte sobre complexidade pode ser encontrada nos trabalhos de Cook [Coo7l], 
Karp [Kar72], Trauber [Tra76], Garey e Jahson [GJ79], Manber [Man89] e Carmen 
[Car91]. Sabre Matemática Combinatória: Pólya, Tarjan e Waads [PTW83]; e, Liu 
[Liu68]. 
Em relação aos métodos exatos pode ser citados o texto de Ceria [Cer96], que fui 
uma fonte preciosa para a descrição das abordagens mais recentes, apresentando, 
também, um resumo bibliográfico sobre o assunto. 
Especificamente para Cortes no Plano: Ceria, Cordier, Marchand e Wolsey 
[Cer95]; e, Gamary [Gam60]. 
Para Branch-and-Bound: Kumar e Kanal [KK88]; Miller e Peckny [MP91, 
MP89]; Balas e Toth [BT85]; Aha, Hapcraft e Ulhnan [AHU74]; Balas [Bal65]; e, Land 
e Daig [LD60]. 
Para Programação Dinâmica: Carmen [Car91]; Grõtchel [Gra93]; Karp e Held 
(KH67]; Bellman e Dreyfus [BD62]. 
Para Cortes Combinatórios no Plano: Roy e Wolsey [RW87]; e, Crowder, 
Johnson e Padberg [CJP83]. 
Para Branch-and-Cut: Balas [Bal95]; Padberg e Rinaldi [PR91, PR87]; Haffi:nan 
e Padberg [HP93, HP91]; Jahnsan [Joh90]; Crawder e Padberg [CP80]; e, Grõtchel e 
Padberg [GP79a, GP79b]. Com cortes disjuntivas: Balas, Ceria e Carnuéjals [BCC95, 
BCC93]; e, Balas, Ceria, Carnuéjals e Natraj [Bal95]. 
Para Branch-and-Price ou Método de Geração de Colunas: Barnhart, Johnson, 
Nemhauser, Savelsbergh e Vance [Bar94]. 
Para os métodos aproximados em geral podem ser citados: Souza [Sou94, 
Sou93]; Bentley [Ben92, Ben90]; e, Sysla, Dea e Kowalik [SDK83]. 
Especificamente sobre heurísticas: Ceria, Nobili e Sassano [CNS95]; Reinelt 
[Rei92, Rei94]; Mark e Marton [MM93]; Margat [Mar92]; Papadimitiau [Pap90]; 
Zanakis, Evans e Vazacopoulos [ZEV89]; Johnson, Papadimitriou e Yannakakis 
[JPY88]; Golden e Stewart [GS85]; Zanakis e Evans [ZE81]; Silver, Vida! e Werra 
[SVW80]; Fisher [Fis80]; Karp [Kar76]; Weinar [Wei75]; Rasenkrantz, Stearns e Lewis 
[RSL 77]; Or [Or76]; Magazine, Newhauser e Tratter [MNT75]; Nichalsan [Nic71]; e, 
Pólya [Pol73]. 
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Para Algoritmos Genéticos: Horn e Na:tplíotis [HN93]; Gendreau, Hertz e 
Laporte [GHL92]; Davis [Dav9l, Dav85]; Souza e Talukdar [ST9l]; Calloway [Cal9l]; 
Mühlenbein, Schomisch e Bom [MSV91]; Hurkens [Hur91]; Ulder, Pesch, van 
Laarhoven, Bandelt e Aarts [Uld90]; Mühlenbein [Müh90]; Austin [Aus90]; Cleveland e 
Smith [CS89]; Goldberg [Gol89, Gol85]; Mühlenbein, Gorges-Schleuter e Krãmer 
[MGK88]; e, Goldberg e Lingle [GL85], Uma bibliografia sobre GA é dada por Collins, 
Eglese e Golden [CEG88], Cantú-Paz [Can95] apresenta uma revisão bibliográfica sobre 
GAs paralelos. 
Para Simulated Annealing: Johnson, Aragon, McGeoch e Scheron (Joh9l]; 
Martin, Oto e Felten [MOF9l]; Johnson [Joh90]; Ogbu e Smith [0890]; Aarts e Korst 
[AK89]; Rutenbar [Rut89]; [FS88]; [Laa88]; Laarhoven e Aarts [LA87]; Kirkpatrick 
[Kir84]; [BR84,]; Cerny [Cer85]; Kirkpatrick, Gelatt e Vecchi [KGV83]; Metropolis et 
al [Met53]. Rutenbar [Rut89] apresenta mna revisão geral sobre tal abordagem. Sobre 
convergência em SA, procurar: Rajasekaran e Reif [RR92]; e, Faigle e Schrader [FS88]. 
Para Tabu Search: Ribeiro [Rib96]; Laguna [Lag95]; Pureza, França e Aragão 
[PFA95]; Taillard [Tai90]; Glover [Glo90a, Glo90b, Glo89, Glo86]; Werra e Hertz 
[WH89]; Knox e Glover [KG89]; Widmer e Hertz [WiH89]; Malek, Guruswamy, Owens 
e Pandya [Mal89a]; Malek, Heap, Kapur e Mourad [Mal89b]; e, Hertz e Werra [HW87]. 
Para GRASP: Ribeiro [Rib96]; Resende e Ribeiro [RR95]; Pardalos, Pitsoulis e 
Resende [PPR95]; Resende, Feo e Smith [RFS95]; e, Feo e Resende [FR95a, FR94b]. 
Maiores detalhes sobre Redes Neurais podem ser encontrados em: lnouchi e 
McLonghlin [IM92]; Takefuji [Tak92]; Fritzke e Wilke [FW91]; Wilson e Pawley 
[WP88]; Durban e Willshaw [DW87]; Lippman [Lip87]; Rurnelhart, Hinton e McClelland 
[RHM86]; e, Hopfield e Tank [HT85]. Lau [Lau92] editou um livro específico sobre tal 
abordagem. 
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Problemas Multiobjetivos 3 
"Meios poderosos, mas objetivos confusos: tal é a 
caracteristica de nossa época." 
Albe.rt Einsteín. 
Os Problemas Multiobjetivos se caracterizam por possuir dois ou mais objetivos 
a serem atingidos, ao invés de apenas um. Geralmente os objetivos são conflitantes entre 
si. de tal forma que satisfazê-los simultaneamente é uma tarefu quase sempre impossível, 
isto é, uma solução que seja a melhor em relação a todos os objetivos é geralmente 
inexistente e o que se procura são soluções que satisfaçam da melhor maneira possível 
todos eles. Desta forma, a busca pela solução ótima dá lugar à busca pelas soluções de 
melhor compromisso possível para todos os objetivos do problema. 
Neste capítulo, será abordada a teoria que envolve os Problemas Multiobjetivos: 
Otimização Multiobjetiva. Será apresentada~ também, uma classificação dos principais 
métodos de resolução encontrados na literatura,. juntamente como uma descrição sucinta 
dos mesmos. 
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Capítulo 3: Problemas Mu!tiobjetivos 
Introdução 
Geralmente, quando se pensa em resolver um problema, a idéia de um objetivo 
claro e único a ser atingido surge em mente. Apesar da maioria dos problemas práticos 
possuir múltiplos objetivos, a transformação destes objetivos num lmico ainda é muito 
utilizada, pois, desta forma, a resolução do problema se torna mais simples. As duas 
abordagens mais encontradas na literatura _para o encapsulamento dos múltiplos objetivos 
do problema num só, são: adoção de uma função objetivo que é uma combinação escalar 
de todas as funções do problema; e, priorização de um dos objetivos com a 
transformação dos objetivos restantes em restrições do problema 
A Programação Matemática Multiobjetivo (Multiple Objective Mathematical 
Programming- MOMP) [SR91, Ste86] é a área que envolve a otimização de problemas 
com múltiplas funções objetivo, onde a presença de objetivos geralmente conflitantes 
entre si hnpede a existência de uma solução ótima e conduz para a procura das soluções 
de melhor compromisso. 
É apresentada uma classificação geral de Problemas Multiobjetivos. São 
apresentados, também, os conceitos básicos sobre Otimização Monobjetiva de forma a 
tornar mais clara as definições posteriores sobre Otimização Multiobjetiva, que pode ser 
vista como uma extensão do caso de uma só função. Uma classificação dos métodos de 
resolução, com uma descrição sucinta de cada classe é, por :fim, apresentada. 
Histórico 
A Teoria que envolve os Problemas Multiotjetivos começou a ser intensamente 
desenvolvida na década de sessenta. Chames e Cooper [CC61] desenvolveram a Goal 
Programming e Keeney e Raiffa [KR76] desenvolveram a teoria e alguns métodos para 
Teoria da Utilidade Multiatributo (Multiple Attribute Utility Theory • MAUT) e Análise 
de Decisão Multicritério (Multiple Criteria Decision Making- MCDM). 
Na década de setenta [Haw80] foram enfatizados os fimdamentos teóricos da 
Programação Matemática Multiobjetiva e o desenvolvimento de algoritmos e 
procedimentos para a resolução de tais problemas. Muitas idéias tiveram como base a 
Teoria da Programação :Matemática tradicionaL Nesta época, ainda era muito pequeno o 
material de pesquisa da área disponível na literatura. 
Nos anos oitenta [KMW92, Haw80], um grande avanço foi dado tendo como 
base a aplicação da Otimização Multiobjetiva no Suporte à Decisão Multícritério 
(Multiple Criteria Decision Support Systems - MCDSS), referentes à avaliação de um 
Agente de Decisão (Decision Maker - DM). Cada vez mais, métodos que entbcam as 
preferências de um Agente de Decisão sobre os critérios em análise, seja antes, durante 
ou depois do processo de obtenção das soluções vêm sendo desenvolvidos. Durante os 
últimos anos, o interesse se concentrou no desenvolvimento de Procedimentos Interativos 
Multiobjetivos [Cii95, KMW92. Wal91]. 
Times Assíncronos pura a Resolução de Problemas de OtimY.11çio Combinatória com Múhíplas Funções Objetivo Z 7 
3.3. 
Capítulo 3: Problemas Mu!tiobjetívos 
White [Whi90] publicou um artigo com uma coletânea de modelos de aplicações 
de Programação Matemática Multiobjetiva. 
Comer e Kirkwood [CK9l] publicaram um artigo com recentes avanços em 
aplicações de análise à decisão na Pesquisa Operacional~ onde é possível encontrar 
aplicações na área de Energia, de Manufàtura e Serviços~ Médica, de Política Pública, 
entre outras. 
O uso de Computação Gráfica na visualização de problemas, critérios e 
alternativas (soluções) é uma forte tendência também nesta área. Wallenius [Wal91] cita 
alguns exemplos de sistemas recentes que usam interfuces gráficas, tal como PARETO 
RACE [KW88]. 
De um modo geral os Problemas de Pro!:,1l'amação Linear Multiobjetivos são os 
mais abordados na literatura, embora existam aplicações envolvendo os mais diversos 
tipos de problemas [LT91]. 
A classe de Problemas de Programação Inteira Multiobjetiva, entretanto, não têm 
recebido a devida atenção. Apesar de tais problemas serem muito comuns na prática, 
existe muito pouco material, teórico e prático, disponível na literatura [RS95a, RS95b, 
Cli95, Kar95, KMW92]. 
A seguir, será dada uma classificação dos Problemas Multiobjetivos, divididos em 
duas grandes classes. 
Classificação de Problemas em Análise de Decisão 
Multicritério 
Os Problemas Multiobjetivos podem ser classificados sob diversos pontos de 
vi&1a. Muitas vezes os tem10s ''multio~jetivo", "multicritério", ''multiatributo" e 
"'multidimensionaf' são usados para descrever situações de decisão e, ainda hoje, não 
existe wna diferenciação definitiva entre os mesmos [Cli95]. 
Análise de Decisão Multicritério (Multiple Criteria Decision Making- MCDM) 
vem a ser a designação mais aceita e utilizada para todas as metodologias que envolvem o 
uso de algum dos termos definidos no parágrafo anterior. Esta grande área pode ser sub-
dividida em duas outras: Análise de Decisão Multiatributo (Mulfiple Attribute Decision 
Making- MADM) e Análise de Decisão Multiobjetivo (Multiobjetivo Decision Making 
- MODM) [Haw80]. 
Os problemas abordados pela Análise de Decisão Multiatributo (MADM) são 
aqueles que possuem urna pequena e explícita lista de alternativas (soluções), de pequeno 
porte, muitas vezes denominados de Problemas Discretos (tais problemas não tem 
nenhum relacionamento com os Problemas Combinatórios - Discretos - descritos no 
capítulo 2. apesar de serem denominados de tal forma), enquanto os problemas 
abordados pela Análise de Decisão Multiobjetivo (MODM) são aqueles que possuem um 
grande número de alternativas implicitamente definidas pelas restrições do problema, 
denominados de Problemas de Programação Matemática (llnear, não-linear ou inteira). 
As duas classes de problemas são muito coml.Uls na prática, motivo pelo qual serão 
abordadas em sub-seções separadas. 
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3.3.1. Problemas MADM ou Problemas Discretos 
Os Problemas Discretos ou Problemas de Análise de Decisão Multiatributo -
MADM englobam problemas que possuem um conjunto de alternativas (soluções) 
relativamente pequeno e explicito (previamente conhecido). Podem ser destacados os 
seguintes casos: 
• o número de critérios é pequeno vs. grande; 
• os valores dos critérios são conhecidos vs. não conhecidos com certeza; 
• os valores dos critérios são conhecidos vs. desconhecidos à priori; 
• os critérios são explicitamente vs. implicitamente especificados. 
Tais casos geram um total de 16 diferentes combinações de problemas, nem todas 
extensivamente pesquisadas. Os problemas mais abordados na literatura são os seguintes: 
1. O número de critérios é pequeno (menor que dez), os valores dos critérios são 
conhecidos e as alternativas são conhecidas à priori. Exemplo: Escolha de bens de 
consumo duráveis, como uma televisão, por exemplo, a partir de um conjunto de 
modelos disponíveis. Pode ser encontrado um exemplo da compra de uma máquina de 
lavar, no livro de Zeleny [Zel82]; 
2. Como acima (em 1), mas os valores dos critérios não são conhecidos com certeza. Na 
maioria dos casos tais critérios são modelados através de alguma distribuição de 
probabilidade. Exemplo: Escolha da localização de um aeroporto comercial [KR76); 
3. O número de alternativas é conhecido à prior.i, geralmente avaliado usando um grande 
número de critérios que geralmente possuem uma estrutura hierárquica. Exemplo: 
Escolha de mn mainji'ame (computador de grande porte) a partir de um conjunto pré-
selecionado,onde muitos dos critérios são muito dificeis de serem expressados 
quantitativamente [Kor86]; 
4. O número de alternativas é muito grande ou a geração de alternativas é custosa. 
Exemplo: Uma organização recrutando um empregado para wn trabalho específico 
[Kor9l]; 
5. Os critérios necessitam da especificação de um Agente de Decisão. Exemplo: Escolha 
de uma casa a partir de um conjunto (pequeno) de casas potenciais, onde alguns 
critérios corno tipo de jardim e vizinhança não são fadhnente especificados [KMW92]. 
3.3.2. Problemas MODM ou Problemas de Programação 
Matemática 
Os Problemas de Análise de Decisão Multiobjetivo - MODM englobam problemas 
que possuem um conjunto de alternativas (soluções) implicitamente definidas por um 
conjunto de restrições. Podem ser destacados os seguintes casos: 
• Modelo linear vs. não-linear; 
• Variáveis contínuas vs. variáveis inteiras; 
• Número de objetivos pequeno vs. grande; 
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• Problema de grande escala vs. pequena escala (em relação ao número de 
restrições e/ou variáveis); 
• Relacionamentos entre as variáveis quantitativos vs. qualitativos; 
• Alternativas de decisão (soluções) são conhecidas vs. não conhecidas à priori. 
Isto resulta num total de 64 combinações diferentes de problemas, e também, 
neste caso, nem todos são extensivamente estudados. Os mais abordados na literatura 
são: 
1. O modelo é linear, as variáveis são contínuas, o número de objetivos é pequeno, o 
problema é de pequena escala, os relacionamentos entre as variáveis são quantitativos 
e o espaço de decisão é conhecido à priori Exemplo: Estabelecimento do preço de 
bebidas alcoólicas num estado monopolista [KS88]; 
2. Idem, com exceção ao modelo do problema que passa a ser não-linear. Exemplo: 
Planejamento de controle num sistema de produção contínuo [R W91 ]; 
3. Como em l, com exceção ao modelo do problema que passa a ser inteiro (todas as 
variáveis do problema assumem um valor inteiro) e que o problema é de pequeno 
escala. Exemplo: Seleção do tipo de- mídia para a divulgação de urna propaganda 
[KNW89]; 
4. Como em 1, com a exceção ao modelo que passa a ser de grande escala. Exemplo: 
Modelos para o Monitoramento de Grandes Áreas Florestais [Soi88]; 
5. Como em 1, com exceção ao relacionamento entre algrnnas ou todas as variáveis que 
passa a ser quaJitativo. Exemplo: Identificação de uma estratégia de marketing para 
uma sojlware house [KW90]. 
Otimização Monobjetiva 
Um problema de otimização com uma única função objetivo pode ser descrito da 
seguinte maneira [GHD82]: 
min z=.f(x) 
s.a. g_/x);.;;.: bj j"" l,2, ... ,m Eq. 3.1 
Xi ~ 0 Í = 1,2, ... ,11 
Pode ser observado (Eq.3.1) que tal problema possui três partes: mn objetivo, m 
restrições principais e n restrições de não-negatividade. 
As funçõesj{x) e g/x) podem ser funções lineares ou não lineares do vetor de 
variáveis de decisão x. O vetor de variáveis x=(xh x2, ... , xn) que satisfazem todas as 
restrições é chamado de ponto jàctível (viável) e o conjtmto de todos os pontos factiveis 
constituem a região factível no espaço de decisão [BJS90]. A região factível é 
denotada por Se pode ser assim definida: 
Eq. 3.2 
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Um problema de otimização (minimização) consiste, então, em detenninar o 
ponto factível (ou pontos) x* da região factível S (Eq.3.2), x*ES, que possua um valor 
mínimo para j(x), ou seja, min f(x) ~ f(x*), Qualquer ponto fuctível que gere f(x*) é 
chamado de solução ótima. O principal enfoque da Otimização Monobjetiva, portanto, é 
a busca pela solução ótima do problema. 
Se as funções f(x) e/ou gj(x) forem lineares, o problema é dito como sendo de 
Programação Linear. Se f(x) e/ou g/x) forem lineares, com a restrição adicional de que as 
coordenadas de cada ponto em S devem ser inteiras, o problema é dito como sendo de 
Programação Inteira. Sej(x) e/ou g/x) forem não-lineares, então, o problema se classifica 
como um problema de Programação Não-Linear. 
Otimização Multiobjetiva 
Um Problema de Otimização Mu1tiobjetivo pode ser definido da seguinte maneira 
[Ste86]: 
min f(x) ={f 1(x), f 2(x), ... ,f k(x)} 
s.a. xES 
Eq. 3.3 
onde XER" é o vetor de variáveis de decisão,/;, i=l,2, ... ,k, onde k ~ 2, são as funções 
objetivos e Sé o conjunto de pontos factíveis. O conjunto de soluções factíveis no espaço 
de critérios K' é chamado de região factível no espaço de objetivos e denotada por Z, 
onde: 
Z={zcRkjz=f(x) V xES} E.q. 3.4 
Neste caso, z é um vetor k-dimensional de objetivos o qual é um mapeamento de 
x para cada uma das k funções objetivo do problema. Zé o conjunto de vetores objetivo 
o qual é a imagem de S sobre todasji(x) rs e, para cada zEZ, existe pelo menos um xES tal 
que z~f(x), 
Neste trabalho, as soluções da região factível no espaço de objetivos serão 
denominadas de .\'oluções k-dimensi.onais ou .voluções multidimensitmais. 
O prob1erna acima é também conhecido como Problema da Minimização de Vetor 
(Vector Minimization Problem). Os múltiplos objetivos do problema podem ser 
conflitantes entre si, o que faz com que uma solução ótima que possua o valor mínimo de 
todas as funções objetivo, simultaneamente, seja praticamente impossível de ser obtida. 
Ao invés disto, existem soluções de melhor compromisso possível para todos os 
objetivos. Agora, têm-se subsídios suficientes para serem dados alguns conceitos 
fundamentais em Otimização Multiobjetíva: 
Definição 3.1: Dominância. Dada f,(•), i= 1,2, ... ,k funções objetivo para serem 
analisadas, se j;(x,),;j;(x,) para todo i e se existe j, j E{l,2,,.,k}, tal que jj(x, )<jj(x" ), 
então xb domina Xa ou, apenas, xb >-xa (fig.3.1). 
Times Assíncronos para a Hesolnçiio de Prob!t:mas de Otirnb__ação Combinatória com Múltiplas Ftmções Objetivo 31 
Capítulo 3: Problemas Mu!tiobjetivos 
Figura 3.1: Exemplo de dominância eníre soluções. FXemplo de dominância entre duas soluções, x, e Xb, onde Xb <kmlina x, 
segundo os objetivos j e k. 
,, 
------------4--'c__;--------------
Definição 3.2: Solução Eficiente. Um ponto (solução) x,ES é eficiente se e somente se 
não existir um outro xES tal quej;(x)sfi(xJ para todo iEK~(I,2, ... ,k} efi(x)<j;(xJ para 
pelo menos um íEK (fig.3.2). 
Na literatura, um ponto (ou vetor) no espaço de objetivos Z que corresponde a 
um ponto eficiente no espaço de variáveis de decisão S é chamado de solução não-
dominada. Em outras palavras, um ponto em Sé eficiente se e somente se seu vetor de 
objetivos for não-dominado. 
Figura 3.2: Exemplo de soluções não-dominadas. Supondo que o conjunto de soluções apresentado seja a região tilctivd no 
espaço de objetivos de urna instância de um problema, XJ, x2 e XJ são a<> soluções não-dominadas, considerando os 
objclivos k e f Tais soluções não são dominadas por netJhuma outra solução do problema. 
lk(x) 
O conjunto de soluções não-dominadas é um subconjunto da região de soluções 
fàctíveis. A principal característica de um cot~unto de soluções não-dominadas é que para 
cada solução x0 fora deste conjunto (mas ainda dentro da região factível), sempre existe 
um ponto do conjunto que domine X a [Wan93]. 
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Uma solução eficiente é também conhecida como solução do Pareto Ótimo. As 
soluções pertencentes ao Pareto Ótimo dominam qualquer outra solução para o problema 
e não são dominadas por ninguém (fig.3.3). 
F'igurn 3.3: O Pareto Ótimo de uma região factíveL Supondo que o conjunto de soluções ffi(JStradas seja a região factível de uma 
instância de um problema, o Pareto Ótimo é o suh-conjtmto de soluções fadíveis fbnnado por todas as soluções não· 
3.6. 
dominadas existentes. 
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O nome Pareto é devido a Vilfredo Pareto, engenheiro de formação que 
interessou-se pelos estudos econômicos tornando-se um nome consagrado nas áreas de 
Economia e Sociologia Pareto desenvolveu a Teoria da Utilidade Econômica ou 
Ofemilidade e em seguida estabeleceu as curvas de Pareto, onde ele afirma que uma 
análise econômica deve ser feita segundo vários pontos de vista distintos, onde para cada 
um pode existir uma solução diferente mas de igual importância. Tais estudos foram 
publicados em 1986 [Par96]. 
O principal enfoque da Otimização Multiobjetivo, portanto, é a busca pelo 
conjunto de soluções eficientes - Pareto Ótimo - do problema. Na prática, um sub-
conjunto do Pareto Ótimo e soluções _próximas do Pareto ótimo já são satisfatórios. 
Neste trabalho, o Pareto Ótimo será representado pelo símbolo e. 
Métodos para a Resolução de Problemas Multiobjetivos 
Os métodos para resolução de problemas com múltiplos critérios se propõem a 
otimizar o processo de tomada de decisão, dado que mediante um conjunto de critérios 
há de se considerar um conjunto de soluções possíveis, dentre as quais pode se escolher a 
melhor sob o ponto de vista de wn agente de decisão, ou então, selecionar as que 
possuem os melhores compromissos segundo todos os critérios envolvidos. 
O Agente de Decisão (Decision Making ~ DM) pode ser wn individuo ou um 
sistema com conhecimentos específicos sobre o problema que está sendo resolvido e que 
pode decidir se mna determinada alternativa (solução) é a desejada ou não. 
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Seguindo a classificação de problemas dada na seção anterior, os métodos de 
resolução serão divididos em dois grandes grupos: os métodos para a resolução de 
problemas discretos, e, os métodos para a resolução de problemas de programação 
matemática. 
3.6.1. Métodos para Resolução de Problemas Discretos 
A questão principal que envolve a resolução de Problemas Discretos é fornecer ao 
Agente de Decisão mecanismos eficientes para a escolha da alternativa de sua 
preferência, dentre o conjunto de alternativas não-dominadas, já que eliminar as soluções 
dominadas em tais problemas não é uma tarefa difícil, pois o conjunto de soluções é 
pequeno e, geralmente, previamente conhecido. 
Nenhum dos métodos descritos nesta seção precisam de um modelo matemático 
do problema, sendo a entrada de todos eles, um conjunto de alternativas (soluções) para 
o problema a ser resolvido. A questão principal na resolução de tais métodos é lidar com 
o alto grau de subjetividade envolvida. 
Existem duas grandes escolas no que diz respeito à Análise Multicritério 
envolvendo Problemas Discretos. A Escola Francesa (ou Européia) e a Escola 
Americana. A Escola Francesa enfatiza o estudo e desenvolvimento de rnetodologias 
onde as preferências pessoais dos agentes de decisão tenham urna menor influência na 
alternativa escolhida, já a Escola Americana, em contrapartida, visa o desenvolvimento de 
métodos cuja atuação de um agente de decisão é fimdamental na escolha da alternativa 
final. Pela Escola Francesa destaca-se a Família ÉLECTRE (Roy85] e pela Escola 
Americana o método mais conhecido é o AHP [Saa80]. Estes e alguns outros métodos 
são listados a seguir. 
No caso de métodos que manipulam grandes conjuntos de alternativas (soluções) 
e poucos critérios, podem ser citados: 
• SCP (Sequencial Choíce Procedure), desenvolvido por Larichev, Mechitov e 
Moshkovich [LMM90]; 
• AlM, desenvolvido por Lofti, Stewart e Zionts [LSZ92]; 
• VIM DA, desenvolvido por Korhonen [Kor88]. 
No caso de métodos que manipulam critérios com incerteza (valores dos critérios 
não definidos precisamente), encontram-se: 
• PCPDA, desenvolvido por Kirkwood e Van der Felz [KV86]. 
No caso de métodos que manipulam critérios não especificados explicitamente 
(critérios não conhecidos): 
• Fann1ia ELÉCTRE- I, li, III e IV- @imination J;it Choix Iraduisant de la REalité), 
desenvolvido primeiramente por Roy [Roy85]; 
• Família PROMElliEE (!, li, IIT, IV e V), desenvolvido por Brans, Marechal e 
Vincke [BMV84]; 
• ORESTE, desenvolvido por Roubens (Rou82]; 
Times Assíncronos para a Resolução de Probk·rrw.s de Otimização Combinatória ç()m Múltiplas Funções Objetivo 34 
Capftulo 3: Problemas Multiobjetivos 
• PRIAM @ogramme utilisant l'Intelligence Artificielle en Multicriteria), 
desenvolvido por Levine e Pomerol [LP86]. 
No caso de métodos que manipulam grandes conjuntos de critérios, citam-se: 
• AHP (Analytic Hierarchy Process), desenvolvido por Saaty [Saa80]; 
• ChernoffFaces, desenvolvido por Chernoff[Che72]. 
3.6.2. Métodos para Resolução de Problemas de Programação 
Matemática 
No processo de tomada de decisão algum tipo de preferência pode ser dada pelo 
agente de decisão. Esta preferência pode ser vista, por exemplo, como o ato de 
privilegiar um determinado objetivo ou um subconjunto dos objetivos do problema. 
A classificação dos métodos apresentada nesta seção refere-se aos pertencentes à 
Análjse de Decisão Multiobjetivo - MODM, onde todos necessitam de um modelo 
matemático do problema a ser resolvido, iniciando com um conjunto ou apenas um ponto 
da região factível de decisão. 
Dar-se-á a seguir, uma classificação sucinta baseando-se somente em quando a 
intervenção de um Agente de Decisão se toma necessária. 
3.6.2.1. Métodos que não necessitam da avaliação de um Agente de Decisão 
Estes métodos são aplicados diretamente à defmição do problema. O agente de 
decisão não interfere no processo de resolução, nem antes do processo (manipulando os 
critérios ou restrições), nem durante o processo (interagindo com o método durante a 
resolução) e nem depois do processo de resolução, onde neste caso, uma única solução é 
fOrnecida como resultado, não cabendo ao agente de decisão interferir neste resultado. 
Exemplo: Métodos de Critério GlobaL 
Métodos do Critério Global 
Os Métodos do Critério Global tentam encontrar rnn vetor ótimo que otimize 
algum critério global Podem ser aplicados para Problemas de Programação Linear - PPL 
e para Problemas de Programação Não-Linear- PPNL (somente objetivos não-lineares) 
[Haw80]. 
A seguir, é dado um exemplo de um critério gleba~ consistindo na somatória das 
p-ésimas potências dos desvios relativos dos critérios em relação aos pontos eficientes 
(Eq.3.5): 
[ ( . )']Y, . k f/x)-f/x) mmFp"' ~ • {x} r~ I f ;<x ) 
Neste caso, se p= I o problema é um PPL 
quadrática, tornando-se um PPNL. 
Tal método possui três fases distintas: 
Eq. 3.5 
e se p=2 a função passa a ser 
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lª FASE: Obtenção das soluções ótimas para cada critério; 
Nesta fase resolve-se k PPLs, onde k é o número de critérios envolvido, com o 
método SIMPLEX [BJS90] por exemplo, onde se detennina a solução para 
cada função objetivo envolvida, que são analisadas individualmente (como se 
fosse uma seqüência de problemas com uma só função objetivo); 
2ª- FASE: Construção de uma Tabela de Compensação; 
Nesta fase é construída uma tabela de compensações ou cruzamentos, 
comparando a solução obtida para cada um dos objetivos com todas as outras 
soluções dos outros objetivos (ver eq.3.5); 
3ª FASE: Obtenção de uma solução de preferência. 
Por fim, é resolvido o critério global com base nos valores obtidos nas fuses 
anteriores. É garantido que a solução de preferência resultante é uma solução 
eficiente (solução pertencente ao Pareto Ótimo). 
3.6.2.2. Métodos que necessitam da avaliação do Agente de Decisão antes da 
execução 
Estes métodos possibilitam que o agente de decisão forneçam informações de 
preferência, antes do processo de execução ser iniciado. Os métodos desta classe fuzem 
uso de algum tipo de infonnação que fàvorece algum ou alguns dos objetivos envolvidos. 
Nesta classe de método encontram-se as duas abordagens mais encontradas na 
prática. Em ambas, os múltiplos objetivos do problema são transformados num só) seja 
através do estabelecimento de uma única função como combinação de todas as funções 
objetivo do problema., seja através da priorização de lllTl do objetivos e a transformação 
dos objetivos restantes em restrições do problema. Exemplos: Métodos de Função 
Utilidade; Goal Programming; e, Métodos Lexicot,lTáficos. 
Métodos de Função Utilidade 
A chamada Teoria da Utilidade Multiatributo (Multiatribute Utility Theory -
MAUT) é aplicada em quase todos os métodos disponíveis na literatura oMur92, HN93, 
STo93, ZYW92]. Este é o motivo principal para ser dada uma ênfase maior aos métodos 
que fazem uso de uma função utilidade. 
Pode-se representar matematicamente tais métodos da seguinte fonna: 
min U{j(x)) = U(f 1(x),f 2 (x), ... ,f k(x)) 
t.q. g;(x) ~O , i= 1,2, ... ,111 E.q. 3.6 
onde U(j) é a função utilidade de múltiplos objetivos. Estes métodos necessitam da 
expressão de U(f) antes de resolverem o problema multiobjetivo. Esta abordagem é 
similar ao uso de funções utilidade na teoria do consumo, na área econômica. A função 
utilidade representa as preferências de um agente de decisão. Contudo, a tarefa de achar 
uma função utilidade satisfatória não é trivial até mesmo para os problemas mais simples 
[Haw80]. Para problemas muito complexos a definição de uma função utilidade pode ser 
uma tarefa impossíveL A maior vantagem de seu uso é que, garantidamente, a solução 
encontrada é a que reahnente se desejava encontrar antes do processo ser iniciado. 
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Entretanto, as desvantagens são inúmeras, pois, nada garante que o que se desejava no 
início é o melhor dentre todas as soluções possíveis. 
A função utilidade U(f) pode ser definida de várias formas, sendo que a mais 
usada em métodos para resolução de problemas mu1tiobjetivos é a que faz uso de 
ponderação dos objetivos, ou seja, são atribuídos pesos wi para indicar a importância de 
cada objetivo. Então: 
k 
min U = L Wj/ 1(x) p•l . Eq. 3.7 
t.q. g1(x) :=:::O , i= l,2, ... ,m 
A solução obtida através do uso desta função utilidade pode estar contida ou não 
no conjunto de soluções eficientes (Pareto Ótimo) do problema [Ste86, Haw80]. 
Goal Programming 
Goal Programming- GP foi proposta por Chames e Cooper [CC6l] para wn 
Problema de Programação Linear (alguns consideram que o primeiro trabalho foi o de 
Chames, Coopere Ferguson). Esta é talvez a abordagem mais antiga dentro do campo de 
Análise de Decisão Multicritério - MCDM. Tal abordagem requer que o agente de 
decisão atribua metas para cada um dos objetivos do problema. Uma solução de 
preferência é então definida como sendo a que min:imiza os desvios em relação ao 
conjtmto de metas pré-defmidas. 
Goal Prograrnmíng foi originalmente formulada baseada na abordagem de pesos 
nào-preemptivos ou abordagem de Arquimedes, sendo em seguida desenvolvída também 
tendo como base a abordagem lexicográfica, ou de pesos preemptivos [Rom86]. A 
abordagem de Arquimedes é denominada de Weighted Goal Programming (WGP) e a 
abordagem preemptiva tem sido denominada de Lexicographic Goal Programming 
(LGP). 
Será apresentada uma formulação baseada na abordagem de pesos preemptivos 
(LGP). O Agente de Decisão, em adição ao conjunto de objetivos do problema, fumece 
também uma ordem de prioridades aos mesmos. Então: 
min LP1h1(d- ,d+),P2hz(á ,d+), ... , Pthl(á ,d+)] 
i.q. g/x)+dt-d/=b1 i=l;2, ... ,m 
f_;(x)+dj-dj=hj , j=1,2, ... ,k Eq. 3.8 
dt-dt:::::o Vi 
dj-dj:=:::O 'Vj 
onde bhj=/,2, ... ,k são as metas fornecidas pelo agente de decisão para os objetivos do 
problema; di- e d/ são, respectivamente, os valores máximo e mínimo da i-ésima meta; 
hld-,d+), i=1,2, ... ,l são funções lineares das variáveis de desvio e são chamadas de 
funçt'ies de realizações. Os P;'s são pesos preemptivos, ou seja, P;>>>Pi+l· lsto implica 
que nenhum número W, por maior que seja, pode tornar WPi+1>P1• Se qualquer uma das 
funções jj(x) e gi(x) vier a ser não-linear, então a situação passa a N(m-Linear Goal 
Programming. 
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O primeiro passo deste método é minimizar a primeira função de reaHzação 
(função com prioridade mais baixa), h,(d",d'), onde min h1~h1 '. Em seguida h,(â,d') é 
rrúnimizada, mas em nenhuma circunstância o valor de h2 poderá ser maior do que o de 
h1, lembrando que o problema é de minimização. Isto significa que uma função de 
realização com urna prioridade mais baixa (h1) nunca poderá ter o valor menor 
(minimização) do que uma função de realização com mais alta prioridade (h2). Este 
processo continua até que hl(d,cf) seja minimizada. 
3.6.23. Métodos que necessitam da avaliação do Agente de Decisão durante 
a execução (Métodos Interativos) 
Esta classe de métodos é conhecida corno Métodos Interativos, onde um Agente 
de Decisão ínterage com o método durante todo o processo de resolução do problema. 
Tais métodos permitem uma progressiva definição das preferências do agente de decisão 
na região factível definida pelos objetivos. 
Os Métodos Interativos são os mais desenvolvidos atualmente, e a tendência é 
que isto aumente ainda mais com a exploração de poderosos computadores para um 
apelo visual maior, onde a interface gráfica será um fator preponderante. Alguns 
exemplos são: STEM; Método de Zionts e Wallenius; Método de Geoffrion; Método 
P ARETO RACE; e, Método do Ponto de Referência/Direção de Retbrência. 
A seguir são detalhados os métodos STEM e Zionts-Wallenius, por serem dois 
dos mais difundidos métodos interativos em programação matemática multiobjetiva. São 
descritos também os métodos PARETO RACE e Ponto de Referência/Direção de 
Referência por serem recentes e considerados os mais relevantes, principalmente na 
prática. 
STEM 
O método STEP Method ou STEM foi desenvolvido por Benayoun, Montgolfier 
e Tergny [BMT71] e permite ao agente de decisão aprender a reconhecer boas soluções 
e a importância relativa de cada objetivo. Neste método, fuses de computação são 
alternadas com fàses de decisão. 
O STEM foi o primeiro procedimento interativo de grande repercussão para 
problemas de programação linear e é conhecido também como um método de redução da 
região factível [Ste86] porque em cada iteração a região factível é reduzida através da 
escolha do vetor de critérios que está mais próximo (em relação à métrica LO') -
Tchebycheffmelric) ao vetor de objetivos ideal z*eR" (o vetor ideal é formado pelos 
valores contidos na diagonal principal da tabela de compensações). 
O STEM pode ser descrito como segue: 
1 ªFASE: Construção de uma tabela de compensação; 
O problema rnultiobjetivo é dividido em k sub-problemas monobjetivos, tun 
para cada objetivo e estes sub-problemas de programação linear são otirnizados 
individualmente. A tabela de compensações é construída para se obter o vetor 
ideal z*ER" As soluções resultantes iniciam a tabela de compensações. Nesta 
tabela de compensações ou cruzamentos, é feita tuna comparação entre a 
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solução obtida para cada um dos objetivos e todas as outras soluções para os 
outros objetivos. As linhas da tabela são os vetores de objetivos resultantes da 
otimização individual de cada um dos objetivos; 
2ª FASE: Fase de computação; 
Em cada iteração m, uma solução factível é obtida de tal fonna que seja a mais 
próxima possível, no sentido MINfMAX [BMT71 ], da solução ideal. 
3-ª FASE: Fase de decisão. 
A solução de compromisso obtida na fase de computação é apresentada ao 
agente de decisão, que compara-a com a solução ideal (vetor de objetivos 
ideal). Se algum dos objetivos possuir valores satisfatórios e outros não, o 
agente de decisão deve relaxar um dos objetivos satisfatórios de maneira a 
permitir, na próxima iteração, uma melhoria em um ou alguns dos objetivos 
cujos valores não são satisfatórios. Volta-se para a fase de computação até 
todos os objetivos possuírem valores satisfatórios [HawSOJ. 
Método de Zionts-Wallenius 
O método de Zionts-Wal/enius ou Z-W foi proposto por Zionts e Wallenius 
[WZ76]. Tal método assume que todas as funções objetivo do problema são côncavas e 
que as restrições formam um conjtmto convexo (funções não-lineares são linearizadas) 
[HawSO]. Pode ser utilizada uma função composta por uma combinação de todos os 
objetivos implicitamente definida ou urna base interativa. 
Para o caso da abordagem através de uma função utilidade linear tal método pode 
ser descrito em cinco fases: 
1 ªFASE: Definir pesos para os objetivos; 
O primeíro passo é escolher um conjunto arbitrário de pesos (ou 
multiplicadores) para os objetivos; 
2ª FASE: Gerar uma função utilidade e resolver o problema monobjetivo resultante;. 
Gerar mna função objetivo composta (função utilidade) usando os pesos 
definidos na primeira fàse. A função utilidade é então otimizada produzindo 
uma solução não~dominada para o problema; 
3ª FASE: Selecionar um conjunto de variáveis eficientes; 
A partir do conjunto de variáveis não-básicas, um sub-conjunto de variáveis 
eficientes é selecionada (uma variável é eficiente quando sua introdução na 
base não pode aumentar o valor de um objetivo sem causar um decremento no 
valor de pelo menos um dos outros); 
4ª FASE: Fase de decisão (interação com o agente de decisão); 
Para cada variável eficiente um conjunto de compromissos é definido de tal 
forma que alguns objetivos são incrementados e outros reduzidos. Estes 
compromissos são apresentados ao agente de decisão que deve decidir se os 
compromissos estabelecidos são desejáveis ou não; 
5ª FASE: Definir um novo conjunto de pesos para os objetivos. 
A partir da decisão tomada na fàse anterior, um novo conjunto de pesos 
(multiplicadores) é definido e retoma-se a segunda fase até que uma solução 
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ótima em relação à função utilidade implicitamente definida pelo agente de 
decisão ser encontrada. 
PARETO RACE 
O método PARETO RACE foi desenvolvido por Korhonen e Wallenius [KW88], 
sendo baseado na idéia de parametrização de uma fimção escalar previamente 
determinada (denominada pelos autores de função de realização), tomando possível 
projetar a busca na direção da fronteira eficiente (Pareto Ótimo), ao invés de num único 
ponto. O agente de decisão realiza a procura entre as soluções eficientes do problema. 
Esta idéia foi implementada no sistema VIG~ recebendo o nome de PARETO 
RACE [KMW92] 
Abordagem de Ponto de Referência(Direção de Referência 
Esta idéia foi apresentada muito recentemente por Karainova~ Korhonen, Narula, 
Wallenius e Vassilev [Kar95]. 
Esta abordagem, juntamente com a de Murthy [Mur92], eram as únicas com 
relevância prática para Problemas de Programação Inteira. 
Na verdade, foram desenvolvidos dois métodos e proposta a utilização conjunta 
dos mesmos. O primeiro método é baseado na idéia de ponto de referência, desenvolvida 
por Wierzbicki [Wie80] e um método que gera somente soluções inteiras. Tal método 
busca uma solução inteira que otimize o valor de uma função escalar previamente 
determinada (função de realização). O segundo método é baseado na direção de 
referência encontrada no método PARETO RACE (ver descrição acima) para encontrar 
soluções continuas e então identificar uma solução inteira que esteja mais próxima da 
solução contínua corrente em relação à função escalar de realização. 
li! M_ÉTODO: Método Inteiro 
1" PASSO: Achar uma solução inteira eficiente através da otimização de um dos 
objetivos do problema; 
2º PASSO: Especificar o vetor de niveis de aspiração gERk para os objetivos do 
problema (pelo agente de decisão), de tal forma que g,-q/<0, para pelo 
menos um i Ek. Se o agente de decisão não quiser diminuir o nível de 
aspiração de pelo menos um objetivo, o método termina. Caso contrário~ o 
processo continua; 
3º PASSO: Resolver o problema de programação linear inteira mista. Pode ser usado 
um algoritmo aproximado ou um branch-and-bound. Se o agente de decisão 
estiver satisfeito com a solução, o método termina. Caso o agente de 
decisão não esteja satisfeito, retoma-se ao passo 2. 
2• MÉTODO: Método Contínuo/Inteiro 
1 ºPASSO: Estipular limites inferiores e superiores para os valores dos objetivos (pelo 
agente de decisão), defmindo um vetor de pesos para os mesmos; 
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2º PASSO: Especificar o vetor de níveis de aspiração gERk para os objetivos do 
problema; 
3º PASSO: Resolver um problema de programação linear paramétrica. Neste passo é 
usado o método PARETO RACE para achar a solução de preferência do 
problema (segundo o agente de decisão); 
42 PASSO: Achar a solução inteira mais próxima da solução ótima, que seja de 
compromisso para um problema de programação inteira resultante. Se o 
agente de decisão estiver satisfeito, o procedimento termina e caso 
contrário, retoma-se ao passo três. 
O primeiro método é menos eficiente, porém tem a vantagem de permitir que o 
agente de decisão manipule somente soluções inteiras, ao contrário do segundo método 
que é mais eficiente computacionalmente mas faz com que o agente de decisão lide a 
maior parte do tempo com soluções continuas. 
Os autores afrrmam que os dois métodos acima são complementares e propõem 
uma aplicação conjunta dois a dois através de um Sistema de Suporte à Decisão 
Mu1ticritério (Mulfiple Criteria Decision Support System - MCDSS). Então: 
MÉTODO HÍBRIDO (Ponto de Referência/Direção de Referência) 
12 PASSO: Pennitir ao agente de decisão caminhar pelo conjunto de soluções não-
dominadas do problema contínuo usando o método de P ARETO RACE 
(método 2) até uma solução de preferência ser estabelecida; 
2º PASSO: Encontrar urna solução inteira que seja a mais próxima possível em relação 
à solução contínua corrente; 
32 PASSO: O agente de decisão decide se a solução inteira encontrada é satisfatória ou 
não. Se for, fim de execução; 
4-º PASSO: Se o agente de decisão conseguir perceber que está próximo de uma 
solução de preferência, vá para o passo cinco. Senão, retornar ao primeiro 
passo usando a solução contínua corrente como ponto inicial (base inicial); 
5º PASSO: O agente de decisão continua com o método 1 até que seja encontrada uma 
solução inteira de preferência. Pode retornar-se ao passo 2 usando o vetor 
de níveis de aspiração para a solução inteira corrente. 
Deve-se manipular o problema contínuo o máximo de tempo possível, e só passar 
para uma solução inteira quando urna solução inteira de preferência estiver próxima de 
ser alcançada. 
3.6.2.4. Métodos que necessitam da avaliação do Agente de Decisão após 
serem aplicados 
Os métodos desta classe detenninam um subconjunto, mediante o conjtmto 
completo de soluções eficientes (não-dominadas ou do pareto ótimo) estipuladas depois 
da resolução do problema de rninimização do vetor. Deste subconjunto, o tomador de 
decisão irá escolher àquela que melhor satisfizer as relações de compensação que o 
mesmo estabelece. Exemplos: Métodos Paramétricas; Métodos de Pesquisa Adaptativa; 
Métodos e-restrição; e, Times Assfucronos. 
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Método Paramétrica ou Ponderado 
No Método Paramétrica ou Ponderado (Parametric ou Weighting Method) 
assume-se que a importância relativa dos k objetivos do problema seja conhecida e 
constante. A solução de preferência, neste caso, é mna solução eficiente (não-dominada) 
obtida através da resolução do seguinte sistema: 
k 
min Lwdi(x) 
;~~ 1 
l.q. XES 
Eq. 3.9 
onde w,-2:0 são os coeficientes ponderados que representam a importância relativa dos 
objetivos do problema. Os W; geralmente são normalizados tal que: 
k 
Í:.Wi"" l 
ioo! 
Eq. 3.10 
Este método pode ser usado para a geração de soluções não-dominadas através 
da estipulação de diferentes valores para w, embora tal suposição de utilidades lineares e 
aditívas não seja facilmente satisfeita. 
3.6.2.5. Métodos que utilizam Lógica Fuzzy 
A Lógica Fuzzy é uma técnica para a resolução de problemas com grande 
aplicabilidade prática, especialmente nas áreas de controle e análise de decisão onde 
existe a presença de informação imprecisa, qualitativa, incompleta ou ambígua [Rom95]. 
É considerada como uma reaproximação entre a lógica clássica e a imprecisão do mundo 
real. 
Lógica Fuzzy é um superconjtmto (ou generalização) da lógica convencional 
(Booleana), estendido para suportar o conceito de verdade parcial, que englobam os 
valores entre o completamente verdadeiro e o completamente falso. 
Foi LoftiA. Zadeh que em 1965 publicou Fuzzy Sets (traduzido por alguns como 
Conjuntos Nebulosos), como uma tentativa de modelar a incerteza das linguagens 
naturais. Existe também a linha desenvolvida pelos japoneses, onde Sugeno é o nome de 
maior expressão. Desta forma, através da incorporação do conceito de níveis de l'erdade, 
a lógica fuzzy estende a lógica tradicional de duas formas distintas. Na primeira, segundo 
Zadeh, os cm~untos são nomeados qualitativamente (usando-se termos lingüísticos como 
quente, momo, frio, alto, mediano, etc) e são atribuídos níveis de pertinência aos 
elementos destes conjuntos, como por exemplo, um homem com 1.75m e outro com 
1.85m podem pertencer ao conjunto de homens altos, contudo, o homem de 1.85m 
possuirá um nível de pertinência maior. Na segunda maneira, segundo Sugeno, não são os 
conjuntos que são fuzzy e sim os relacionamentos ou mapeamentos entre um elemento e 
tais conjuntos. Por exemplo, dados três tipos de doenças- gripe, bronquite e pneurnonia-
, cada uma representando um conjunto fuzzy, onde uma mulher pode apresentar sintomas 
de mais de uma doença (conjuntos fuzzy) simultaneamente e, neste caso, é o diagnóstico 
ou mapeamento dos sintomas que é fuzzy. Na linha de Zadeh os limites entre os 
conjuntos fuzzy se confundem (a interseção entre eles não é vazia) e na linha de Sugeno 
os conjuntos fuzzy não se interceptam mas os elementos podem pertencer a conjuntos 
fuzzy distintos. 
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Uma função de pertinência fuzzy atua sobre o intervalo de números reais 
[O. O, 1.0]. A seguir é dado um exemplo de um sistema fuzzy: 
FULPAL 
O método FULPAL (Euzzy L.fnear f_rol!ramming based on d.spiralion Leveis) foi 
desenvolvido por Rommelfànger [Rom90). E baseado numa nova interpreta,oão da 
relação de desigualdade "$ ", onde cada restrição fuzzy é trocada por uma desigualdade 
e uma função objetivo fuzzy (função utilidade). Inclui também o procedimento para 
resolução de problemas de programação linear com restrições sof't proposto por 
Zimmermann, em 1978. É aplicado à problemas de programação. linear onde os 
coeficientes das restrições e/ou das funções objetivo podem ser fuzzy. O procedimento é 
interativo e controlado por níveis de aspiração para os objetivos.A seguir são 
apresentados os passos principais de tal método: 
1 ºPASSO: Especificar um índice de tolerância eE[O~l [; 
2º PASSO: Estipular os valores iniciais dos coeficientes das restrições e funções 
objetivo do problema, baseando-se no valor de tolerância do passo anterior; 
3' PASSO: Transformar as lintções objetivo numa função utilidade fuzzy [Rom90] e 
resolver o programa linear; 
4º PASSO: Especificar o valor crítico para a função de pertinência (membership) 
[Rom95] e os limites de tolerância para os objetivos e restrições; 
5º PASSO: Fixar os limites inferiores e superiores para os niveis de aspiração e em 
seguida, especificar os túveis de aspiração; 
6º PASSO: Determinar uma fimção de pertinência (por exemplo, piecewíse linear 
[Ste86]) e resolver o sistema LP resultante; 
79 PASSO: Se o agente de decisão aceitar a solução resultante, o procedimento termina. 
Caso contrário, retoma-se ao passo cinco. 
3.6.3. Times Assíncronos 
O método de Times Assíncronos (Asynchronous Teams ou A-Teams) é o 
utilizado neste trabalho e, como abordado no capítulo anterior, ele é um método para 
resolução de Problemas de Otimização Combinatória. 
Neste trabalho, A-Teams é apresentado como sendo também um método para 
resolução de Problemas Multiobjetivos, como poderá ser observado daqui em diante, 
onde serão utilizados os conceitos descritos neste capítulo para serem incorporados no 
A-Team de forma a tornar possível nossa proposição. 
Podem ser incorporadas novas vantagens, às já citadas no capítulo 2, para A-
Teams, agora canalizado para as características de problemas multiobjetivos: 
• Gera como resultado múltiplas soluções; 
• Possibilita a geração de soluções de compromisso para todos os objetivos 
envolvidos (todos os objetivos são considerados· igualmente); 
• Se desejado, prioriza um ou mais objetivos do problema para a geração de 
soluções (através de funções utilidade, por exemplo); 
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• É constituído por múltiplos algoritmos, onde cada algoritmo pode manipular 
um objetivo específico ou, aillda, um subconjunto de objetivos; 
• Possui uma implementação relativamente rápida e fácil; 
• Pode ser trivialmente transformado mnn método interativo, permitindo assim a 
incorporação das preferências de Agentes de Decisão em tempo de execução. 
3.6.3.1. A·Teams x Métodos para Problemas de Programação Matemática 
3.7. 
Todos os métodos para problemas de programação matemática citados 
necessitam da fonnulação matemática sofisticada do problema para a geração de 
soluções. No caso de problemas NP-difíceis, isto significa que muito provavelmente a 
performance dos mesmos não será satisfatória, caso dos Problemas Combinatórios 
Multiobjetivos. Já A-Team, por ser um método aproximado, não necessita de tal 
fonnulação matemática para a geração de soluções e, mesmo ass-im, possib11ita a 
obtenção de boas soluções para o problema num curto espaço de tempo. 
Além disso, dentre os métodos citados, apenas o de Karainova et al mostrou ter 
relevância prática na resolução de Problemas de Programação de Inteira. Isto já elimina 
todos os outros, restando apenas este último para ser comparado com A-Teams. 
O método de ponto/direção de referência, apesar de sempre gerar urna solução do 
Pareto Ótimo, não tem garantia de tempo de execução e gera apenas uma solução de 
cada vez. A-Tearns possibilita a obtenção de boas soluções para o problema nutn curto 
espaço de tempo e gera múltíplas soluções em cada execução, possibilitando um leque de 
opções . .Ainda, na abordagem de Karainova et a!, os objetivos não são considerados 
simultaneamente na busca por melhores soluções, se baseando na otimização de objetivos 
individualmente e, no melhor caso, numa função escalar. A-Teams, como poderá ser 
comprovado neste trabalho, possibilita a consideração simultânea de todos os objetivos 
do p-roblema na busca por melhores soluções, fornecendo sempre soluções de 
compromisso para todos eles. Vale ressaltar, que A-Teams também. suporta a resolução 
de problemas multiobjetivos otimizando-o através de funções escalares. 
Resumo 
O objetivo deste capítulo foi apresentar uma visão abrangente do que pode ser 
encontrado na literatura, em termos teóricos e práticos, sobre Problemas 
Multiobjetívos. Um breve histórico e mna classificação geral de tais problemas foram 
mostrados. 
Os principais conceitos envolvendo Otímização Multiobjetiva foram abordados, 
onde a busca pelo conjunto de soluções eficientes, ou Pareto Otimo do problema, é a 
principal questão. 
Uma classificação dos métodos de resolução foi apresentada, com uma descrição 
dos principais métodos. Uma breve comparação entre o método utilizado neste trabalho, 
o de Times Assíncronos, com os principais métodos encontrados na literatura foi dada, 
A rele-vância deste capítulo se deve ao fàto de que o problema abordado neste 
trabalho, além de ser um Problema de Otimização Combinatória (ver Cap.2), é mn 
Times A<;,~incmnos para a Rcsol:ução de Problemas de Otimização Combinatória com Múltiplas Funçõo::s Obj<.."tivo 44 
3.8. 
Capitulo 3: Problemas Multiobjetivos 
Problema Multiobjetivo: um Problema de Otimização Combinatória Multiobjetivo 
(ver CapA). 
Notas Bibliográficas 
Como principais fontes de consulta envolvendo Problemas Multiobjetivos e seus 
métodos de resolução podem ser citados o livro de Steuer [Ste86], o de Sarawag~ 
Nakayama e Tanino [SNT85] e o de Zeleny [Zel82]. Ainda, Goicochea, Hansen e 
Duckstein [OHD82]. 
Para Análise de Decisão Multicritério (Multicriteria Decision Making - MCDM) 
em geral, podem ser destacados: Dyer et al [Dye92]; Gardiner e Steuer [GS92]; Olson e 
Courtney [OC91]; Wallenius [Wal91]; Shin e Ravidran [SR91]; Whlte [Whi90]; Aksoy 
[Aks90]; Vanderpooten e Vincke [VV89]; Lofti e Teich [LT9!]; Moskowitz e Bunn 
[MB87]; Yu [Yu85]; Hwang e Masud [HM79]; e, lgnizio [lgn76]. Korhonen, 
Moskowitz e Wa1lenius [KJvrW92] apresentam um revisão bibliográfica sobre o asstmto. 
Especificamente para Análise de Decisão Multiatributo (Multiattribute Decision 
Making - MADM), que envolvem problemas de pequeno porte, podem ser destacados: 
Korhonen, Moskowitz, Sahninen e Wallenius [Kor91]; Comer e Kirkwood [CK91]; 
Korhonen [Kor86]; e, Keeney e Raiffu [KR76]. 
Para Análise de Decisão Multiobjetivo (Multiple Objective Decision Making -
MODM) podem ser destacados: Szidarovszky, Gershon e Duckstein [SGD86]; Sengupta 
[Sen85]; Chankong e Haimes [CH83]; Murthy [Mur92]; Hwang, Paidy e Yoon [Haw80]; 
e, Zeleny [Zel76]. 
Entre a literatura envolvendo Programação Matemática Multiobjetivo (.Multiple 
Objective Mathematical Programming - MOMP) de um modo geral, podem ser 
destacados: Armand e Malivert [AM9l]; [KR76]. Para Programação Matemática 
Interativa podem ser citados os trabalhos de: Karainova [Kar91]; Wallenius [Wal91]; 
Troutt, Clinton e Hemming [TCH91]; Shin e Ravindran [SR91]; Whlte [Whi90]; 
Korhonen, Siljamãki e Wallenius [KSW90]; e, Saaty [Saa80]. Especificamente para 
Problemas de Programação Linear Muhiobjetivos, podem ser destacados: Steuer e Choo 
[SC83]; Wierzbicki [Wie80]; Korhonen e Laakso [KL86]; Lewandowski et ai [Lew89]; 
e, Korhonen e Wallenius [KW88]. E, para Problemas de Programação Não-Linear 
Multiobjetivos, podem ser citados: Kreglewski, Paczynski, Granat e Wierzbicki [Kre89]; 
e, Roy e Wallenius [RW91]. 
Para os métodos que utilizam a abordagem de Lógica Fuzzy, podem ser citados 
os trabalhos de: Romme1:fanger [Rom95, Rom92, Rom91]; o trabalho de Kim, 
Moskowitz, Dhíngra e Evans [Kim91]; e, o de Hauser e Clausing [HC88]. 
A resolução de Problemas Multiobjetivos através de Algoritmos Genéticos vem 
sendo intensamente pesquisada no Jllinois Genetic Algorithms Laboratory. O trabalho de 
Hom, Naipliotis e Goldberg [HN93] pode ser citado como referência. 
Existe pouco material, teórico e prático, abordando Problemas de Programação 
Inteira Multiobjetivos e a maioria envolve problemas com apenas dois objetivos - caso 
bicritério. Zlonts [Zio79] apresentou um esquema de classificação para tais problemas. 
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Bitran [Bit77, Bit79], Rasmussen [Ras86] desenvolveu alguma teoria e mn algoritmo 
para os problemas inteiros multiobjetivos de variáveis 0-1. Shapiro [Sha76], Bitran e 
Lawrence [BL80], Clímaco e Martins [CM80], Gabbani e Magazine [GM86], Karwan, 
Zionts e Vilarreal [KZV81, VK81a, VKS!b], Burkard, Krarup e Pruzan [Bur81, 
BKP82], Bitran e Rivera [BR82], Klein e Hannan [KH82], Decko e Winkofsky [DW83], 
Kiziltan e Yucaoglu [KY83], Steuer e Choo [SC83], Henig [Hen85], Chahnet, Lemonidis 
e Elzinga [CLE86], Gabbani e Magazine [GM86], Rrunesh, Karwan e Zionts [RKZ86, 
RKZ89, RKZ90], Katoh [Kat89], Azevedo e Martins [AzM91], Karainova [Kar91], 
Shin, Ramachandran e Bullíngton [SRB92], Murthy [Mur92], e, Karainova, Korhonen, 
Narula, Wallenius e Vassílev [Kar95], são os trabalhos mais significativos envolvendo tais 
problemas. Uma coletânea de métodos em Programação Inteira Multiobjetiva fbi 
elaborada por Teghem e Kunsch [TK85, TK86]. 
Podem ser citados, também, os trabalhos desenvolvidos por Rodrigues e Souza 
para Problemas de Otimização Combinatória Multiobjetivos [RS94, RS95a, RS95b, 
RS95c, RS96a, RS96b]. 
Times Assiucronos para a Resolução de Pmblemas de Otimização Combinatória com Múltipla~ Funções Objetivo 46 
CapítuJu O Problema do Caixeiro Viajante 
com Múltiplas Distâncias 
"Um homem viaja pelo mundo em busca daquilo que 
necessita e retorna à sua casa para encontrâ-la." 
George. Moere. 
O Problema do Caixeiro Viajante com Múltiplas Distâncias (Multi-Distance 
Trave/íng Salesman Problem - MDTSP [ST93b]), é um problema proposto como 
generalização do clássico NP-dificiJ Problema do Caixeiro Viajante (Traveling Salesman 
Problem - TSP [DFJ54, LLKS85]), onde ao invés de apenas uma matriz, existem várias 
matrizes de custo. Cada matriz de distância pode ser considerada como um objetivo do 
problema. Trata-se, portanto, de um Problema de Otimização Combinatória com 
Múltiplas Funções Objetivo. 
Este capítulo é todo dedicado a este novo problema, onde, primeiramente, serão 
abordados os conceitos, definições e algoritmos para resolução do problema original, o 
TSP, que se tomam necessárias para um melhor entendimento do MDTSP, abordado em 
seguida. 
Algoritmos para o MDTSP, que incorporam conceitos de dominância e decisão 
de compromisso, foram desenvolvidos e são apresentados neste capítulo. 
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O Problema do Caixeiro Viajante 
Um caixeiro viajante quer visitar um determinado conjunto de cidades, cada 
cidade exatamente uma única vez, terminando a visita na mesma cidade que começar. 
E, além disto, ele quer que sua trajetória seja a menor possível. 
Este é o Problema do Caixeiro Viajante (Traveling Salesman Problem -TSP) que 
é Wll dos problemas mais estudados da área de Otimização Combinatória. Sua enonne 
importância vem principalmente do fato de servir de modelo para inúmeros outros 
problemas combinatórios. 
O problema é de otimização, porque se tenta minimizar (poderia ser maximizar) a 
distância totaL e é combinatório, porque a escolha deve ser feita sobre o conjunto 
discreto de todas as trajetórias válidas para o problema. 
O TS.P é o primeiro problema NP-dificil descrito no livro Computers and 
!ntractability [GJ79] e continua exercendo enorme influência no desenvolvimento de 
novos conceitos em otimização, bem como no desenvolvimento de novos algoritmos: 
novas técnicas de resolução de problemas vem sendo desenvolvidas para o TSP, ou, pelo 
menos, sendo a ele primeiramente aplicadas para mostrar suas eficácias. A afinnação "tão 
difícil quanto o TSP" é mna das mais utilizadas quando novos problemas NP-dificeis são 
propostos, fuzendo do TSP um padrão de comparação. 
4.1.1. Contexto Histórico 
Caixeiro viajante era a designação dada aos profissionais liberais que trabalhavam 
com vendas até o início deste século. Eles compravam mercadorias em grandes centros, e 
em seguida, perconiam cidades interioranas para venderem seus produtos a pequenos 
comerciantes. Hoje em dia este termo não é mais usado para denominar profissão 
semelhante, mas, no meio matemático, ficou em evidência por denominar o Problema do 
Caixeiro Viajante. 
Nesta seção será dada uma visão geral, desde o surgimento deste problema na 
literatura até suas aplicações mais recentes. 
O primeiro indício do registro de um TSP é o encontrado num livro publicado na 
Alemanha em 1832 e intitulado "O Caixeiro Viajante, como ele deve ser e o que ele deve 
fazer para conseguir comissões e sucesso nos negócios. Por um veterano Caixeiro 
Viajante" [LLKS85]. Apenas um século mais tarde. em torno da década de 1930, que o 
termo traveling salesman problem fOi utilizado no contexto matemático. Tal feito é 
atribuído a Merrill Flood, que fez uma conexão entre o TSP e um problema de 
roteamento de uma frota de ônibus escolares [LLKS85]. F1ood introduziu o TSP na 
RAND Corporation, cuja boa imagem e reputação no mercado foram futores 
determinantes para a grande popularização do TSP. O outro forte motivo pelo grande 
interesse pelo novo problema vinha do fato de que importantes problemas combinatórios 
já conhecidos, tais como o assignment problem e o transportation problem, eram 
similares, mas, o TSP demonstrava ser mais dificil de se resolver. Tais diferenças 
introduzidas com o TSP intrigaram e atraíram o interesse de muitos pesquisadores. 
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O TSP fOi formulado como um Problema de Programação lnteira pela primeira 
vez por Dantzig, Fulkerson e Johnson em 1954 [DFJ54], que também foram os pioneiros 
na resolução de grandes instâncias do TSP (maior instância com 48-cidades), sendo este 
um dos principais eventos na história da otimização combinatória. A formulação usada 
por eles foi a seguinte: 
Definição 4.1: Variáveis inteiras Xij indicam se uma cidade j é visitada depois de uma 
cidade i ou não, respectivamente, (xy· = l) ou (xij = 0). A distância da cidade i para 
cidade} é dado por Cij. Então: 
" " mínL L cirXif 
h1F-1 
" t.q.L_xif"' I 
•~1 
" L Xij"'1 
)"l 
l: l:xu <lsj-t 
ic:SjES 
XE{Ü,l} 
Eq.4. I 
j=1,2, ... ,n Eq. 4.2 
i=l,2, ... ,n 
Eq. 4. 4 
Eq. 4. 5 
onde n é o número de cidades do problema, S é um subconjunto próprio do conjunto 
{1,2, ... ,n}, e o símbolo "li" denota a cardinalidade do conjunto. A equação 4.1 representa 
a formulação geral do problema, ou seja, indica que se deseja minimizar o somatório das 
distâncias dentre todas as conexões utilizadas entre cidades. Agora, as outras três 
formulações representam as restrições do problema, ou seja, as equações 4.2 e 4.3 
garantem que toda cidade deve ter uma conexão chegando de outra cidade e, uma 
conexão sailldo para outra cidade. A desigualdade 4.4 garante que nenhuma subtrajetória 
poderá ser criada. Em 4.5 está sendo restringido os valores de todas as variáveis para O 
ou 1. 
Dantzig, Fulkerson e Johnson não somente resolveram algumas instâncias práticas 
do TSP, o que até então era impossível, como também puderam mostrar que os conceitos 
de cortes no plano eram relevantes para a resolução de problemas de programação inteira 
em geral. Considera-se que eles também foram os primeiros a usarem conceitos de 
branch-and-bound. 
Vários trabalhos posteriores, como o de Lin e Kernighan [LK73], que 
desenvolveram a melhor e mais conhecida heurística para o TSP - o algoritmo de Lin-
Kemighan, o de Chvátal [Chv73] que deu inicio ao tratamento do politopo do TSP. os 
dois artigos de Grõtschel e Padberg [GP79a, GP79b], o artigo de Grõtschel [Grõ80], o 
de Padberg e Hong [PH80], o artigo de Crowder e Padberg [CP80], como também o de 
Grõtschel e Padberg [GP85], todos eles de extrema importância na definição de novas 
desigualdades e teoremas para um mellior conhecimento da estrutura poliedral do TSP. 
Padberg e Rinaldi [PR87], que introduziram o termo branch-and-cut, obtiveram 
resultados importantes para o TSP, onde foi apresentada a solução ótima para a famosa 
instância do TSP simétrico de 532-cidades. Ainda, em 1991, eles encontraram a solução 
ótima para um TSP com 3000-cidades [PR91]. 
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Johnson [Joh90) obteve trajetórias a menos de 2% do ótimo para instâncias com 
até 1 O 5- cidades. 
Em 1993, Naddefe Rinaldi (NR93] desenvolveram um importante trabalho onde 
mostraram que os resultados obtidos para o GTSP (Graphical Traveling Sa!esman 
Problem [JRR94]) obtidos anteriormente por Comuéjols, Fonlupt e Naddef [CFN85], 
podiam ser extendidos ao TSP, devido ao forte relacionamento entre os politopos destes 
problemas. 
Uma outra abordagem muito recente aplicada a grandes instâncias do TSP é o 
método de geração de colunas ou branch-and-price [Bar94] (ver 2.4.1.5). Inúmeros 
outros artigos foram publicados envolvendo o TSP, com interessantes resultados, que 
podem ser encontrados em [JRR94, LLKS85]. 
Souza, em 1993, aplicou o método multi-algoritmico de Times Assíncronos ao 
TSP, onde também conseguiu obter a solução ótima para a mesma instância de 532-
cidades [Sou93 ]. Tal trabalho é de extrema importância para esta dissertação, pois o 
método usado aqui foi o mesmo e o problema a ser tratado é uma generalização do TSP. 
4,L2, Definição 
Novas fornmlações inteiras para o TSP vêm sendo desenvolvidas, fato que Ja 
possibilitou a obtenção de resultados significativos. Entretanto, a abordagem utilizada 
neste traballio é a aproximada e, neste caso, o tipo de formulação do problema não é 
crucial para a qualidade das soluções obtidas, como seria se a abordagem fosse a exata, 
Apenas para um melhor entendimento da estrutura do TSP e, conseqüentemente) 
do novo problema proposto, será dada a seguir uma das formulações mais comuns em 
programação inteira do TSP, sendo que, primdramente, alguns conceitos básicos tomam-
se necessários: 
Seja Kn =(VnEn) um grafo completo não-orientado com n =IV J vértices e m = IE,I 
arestas. Uma aresta e com extremos u e v é denotada por (u, v). 
Denota-se por m_E, o espaço de vetores reais cujos componentes são indexados 
pelos elementos de En. Então, para qualquer conjunto de arestas F r;;; En e para qualquer 
X E jRE,, x(F) denota a soma LeeFXe· 
Para um sub-conjunto próprio de WcVm E,(W)cE, denota {uvE E11 lu,vE W} e 
ô11 (W) c En denota {uv E E 11 lu E W,v E V11 \W}. O conjunto ó11 (W) é o conjunto de arestas que 
unem o conjunto w e o conjunto v,\ w (fig.4.1). 
Figura 4. 1: RelacíonamentQ entre os conjuntos V"' W e 8n(W). 
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O conjunto de soluções para o TSP é o conjunto }!11 de todos os ciclos 
Harniltonianos de K,. Um ciclo Hamiltoniano (wn ciclo visitando cada vértice exatamente 
mna vez) é um subgrafo lf = (V11 ,E) de Kn satisfazendo os seguintes requisitos: 
(a) To dos os vértices de H possuem grau 2; 
(b) H é conexo. 
O conjunto de arestas de um subgrafo de Kn onde todos os vértices têm grau 2, é 
um 2-matching perfeito, ou seja, uma coleção de ciclos disjuntos simples de pelo menos 
3 vértices, onde cada vértice de K, pertence a algum destes ciclos. Conseqüentemente, um 
ciclo Hamiltoniano pode ser definido como um 2-matching perjéito e conexo. 
Todo 2-matching perfeito conexo é, também, biconexo, já que é necessário 
remover pelo menos 2 arestas para desconectá-lo. Portanto, os requisitos (a) e (b) podem 
ser trocados por: 
(c) Todos os vértices de H possuem grau 2; 
(d) H é biconexo. 
Para todo H E H11 , é associado um único vetor de incidência x H e 1RE,, tal que: 
se e e H 
Eq.4_ 6 
c.c. 
O vetor de incidência de todo ciclo Hamiltoniano satisfaz o seguinte sistema de 
equações: 
Eq.4. 7 
onde An é a matriz incidência vértice-aresta de K~ e 2 é wn n~vetor cujos componentes são 
todos iguais a 2. As equações do tipo A11 x = 2 são chamadas de equações de grau ( degree 
equations) e transformam os requisitos (c) em tennos algébricos. E mais, para qualquer 
conjunto não-vazio S c V, e para qualquer ciclo Hamiltoniano H de Kn, o número de 
arestas de H com um extremo em S e o outro em Vn-S é pelo menos 2 (e par). 
Portanto, a interseção do conjtmto de arestas de H com o conjunto o 11 Ui') tem 
cardinalidade pelo menos 2 (e sempre par) e xH deve satisfazer o seguinte conjunto de 
desigualdades: 
Eq.4. 8 
Estas desigualdades são chamadas de desigualdades de eliminação (subtour 
elimination inequalities) de sub~trajetórias porque elas não são satisfeitas pelo vetor de 
incidências de 2-rnatching desconexos (a tmião de duas ou mais trajetórias), e eles 
transformam os requisitos (d) em tennos algébricos. 
Então, dada uma fimção objetivo c E ffiE,, que associa a cada aresta e de K, um 
comprimento c11 , o Problema do Caixeiro Viajante consiste em encontrar um ciclo 
Hamiltoniano (um ciclo visitando cada vértice exatamente uma única vez) tal que seu c-
comprimento (a soma dos comprimentos das arestas) seja o menor possíveL 
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O TSP pode ser resolvido encontrando-se uma solução para o seguinte programa 
inteiro: 
min ex 
x(o n(S)) > 2 
X E {0,1} 
Eq. 4. 9 
Eq. 4. lO 
Eq. 4. li 
Eq. 4. 11 
Pode ser observado que é utilizado um grafo completo na defmição do TSP. A 
razão disto é porque para tais grafos, a existência de uma solução factível é sempre 
garantida, enquanto para grafos genéricos, verificar a existência de um ciclo 
Hamiltoniano é NP-cornpleto. 
O número de ciclos Hamiltonianos em Kn, ou o tamanho do conjunto de soluções 
factíveis de um TSP assimétrico~ é de m=(n-1)1. A figura (fig. 4.2) exernplifica urna 
instância de um TSP simétrico com 4-cidades (onde, m=(n-1)!12, já que a distância entre 
duas cidades é a mesma nas duas direções). 
l'ígura 4. 2: Exemplo de wna instãncía do TSl' com 4-cidades. 
\-tA'I'RlZ DE 
DiliTÀNCL\ 'L 
.[· ~ ··~ .· f'{l 
· o 4 s o] 
Três são as trajetórias válidas para um TSP de 4-cidades- (4-1)!12=3 . As três 
trajetórias possíveis deste exemplo são apresentadas a seguir, na fig.4.3, com seus 
respectivos comprimentos. A solução ótima, àquela cujo comprimento é o menor 
possível, é facilmente detectada, sendo a de comprimento 21 (:fig.4.3). 
Figura 4. 3: As três possiveis trajetória.'> para a instância do TSP com 4-cídades. 
cntnprlmento -~ Z3 
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O TSP simétrico é freqüentemente rererido somente por TSP [JRR94, LLKS85]. 
Neste trabalho, foi considerada a versão simétrica do TSP e, portanto, o termo TSP 
representará tal versão do problema. 
4.L3. Complexidade 
O TSP foi um dos primeiros problemas provado como sendo NP~dificil (Non-
deterministic Polinomial time) por Karp em 1972 [Kar72], no irúcio do desenvolvimento 
dn Teoria da Complexidade Computacional [PS82, GJ79]. 
A versão de otimização do TSP (versão de interesse deste trabalho) é equivalente 
em complexidade à versão de decisão (verificar se existe ou não um ciclo Hamiltoniano 
de custo total menor ou igual que um detenninado inteiro w), que é um problema NP-
completo. 
Abaixo (fig. 4.4), pode ser observada a posição do TSP dentro de uma hierarquia 
de casos especiais, com níveis crescente de especialização à medida que se dirige para a 
base da figura. O caso geral do TSP, TSP assimétrico, está próximo do topo e, no nível 
acima, encontram-se as generalizações mais conhecidas [LLKS85]. 
l<'ignra 4. 4: Esquema do relaciornunento do TSP e com suas principais generalizações e especiali7ações. 
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4.1.4. Algoritmos para o TSP 
Existe um vasto número de algoritmos para a resolução do TSP, também, dentro 
de duas grandes classes: a classe dos métodos exatos e a classe dos métodos 
aproximados. Todos os métodos exatos citados no Cap.2 já furam aplicados para o TSP 
e tais aplicações podem ser facilmente encontradas na literatura [Cer96, JRR94, 
LLKS85]. Nesta seção, serão detalhados alguns algoritmos aproximados, dentro de três 
grandes sub-classes: construção, melhoria (busca local) e relaxação. 
4.1.4.1. Heurísticas de construção 
No caso do TSP, heurísticas de construção são aquelas que geram um ciclo 
Hamiltoniano de acordo com alguma regra de construção. Em outras palavras, urna 
trajetória é construída, cidade a cidade, até formar uma trajetória completa. 
A fig. 4.5 apresenta um exemplo de wn ciclo em construção (ciclo parcial), com 
os respectivos vértices que ainda não foram inseridos no ciclo, algumas arestas e seus 
respectivos pesos. No final desta subseção, é apresentado o resultado da aplicação dos 
algoritmos de construção a serem descritos, sobre tal exemplo fig. 4.5. 
Hgnra 4. 5: Exemplo de um conjunto de cidades (vértices), onde dcstaca·se um ciclo parcial em construção e as possíveis 
ligações (an.'Stas c SL'tiS n:spectivos oomprímcnl.os) entre cada cidade fora do cido c a.~ duas cídadcs mais prôxirnas 
pertencentes ao ciclo parcial. 
7 
Dentre as regras de construção, serão abordados alguns algoritmos que utilizam a 
regra de construção por inserção. Primeiramente, será dado o algoritmo genérico para tal 
regra: 
Algoritmo C'.-eral para Construçiio por Inserção de uma Trajetória 
Selecionar um ciclo inicia! com v vértices v~, v1, ...• v" (v2:./) e o conjunto w.-oeV\{ v1,v2, .. , v,.},· 
Enquanto W,;0 
Selecionar um vértice jE W de acürdo com algum critério. 
Inserir j em alguma posição no ciclo e faça W~Wi{j). 
Exb'tem várias maneiras diferentes de implementar algoritmos de construção por 
inserção. e a diferença ocorre na seleção do novo vértice a ser inserido (vértice j). A 
seguir serão descritos três de tais algoritmos, onde será denominado vértice do ciclo 
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aquele vértice que já está contido na trajetória parcial. Para j E W é definido 
~mnú)=min{c;jiEV\W}, ou seja, a distância mirúrna de um vértice é dada pela distância 
deste vértice ao vértice mais próximo a ele do ciclo parcial. 
Escolhido o vértice, o mesmo é inserido no local que resulte o menor incremento 
no comprimento do ciclo parcial. 
Nearest Insertion - Nl 
Insere o vértice que possui a menor distância para um vértice do ciclo, ou seja, 
seleciona j E W com d,,"(j)~min{ d,,( [)fi E W}. 
Furthest Insertion - FI 
Insere o vértice cuja distância rninima para um vértice do ciclo é máxima, isto é, 
selecionaj E W com d,,i,J)~max{d,,"([)/1 E W}. 
Arbitrary Insertion - AI 
Também conhecido por Random [nt;·ertion seleciona o vértice a ser inserido 
randornicamente. 
Cheapest Insertion - CI 
Insere o vértice que causa o menor incremento no custo total do ciclo parciaL 
A fig. 4.6 apresenta um possível resultado da aplicação de cada mn dos quatro 
algoritmos de construção descritos nesta subseção- NI, Al, FI e CI -, sobre o grafo do 
fig. 4.5. O vértice próximo à letra n seria o escolhido pelo NI, o próximo à letra f seria o 
vértice escolhido pelo Fl, o próximo à letra c, pelo CI e, o próximo à letra a, um possível 
vértice escolhido pelo AI. 
l'igura 4. 6: Comparação entre os algoritmos de coru;trução baseados no esquema de ínserção. Numa determinada iteração. dado 
o ciclo Hamiltoníano parcial (em construçãü) abaixo e os vértices restantes, o N/ adicionaria o vértice n ao ciclo 
parcial, o FI adicionaria o vértice f, o CJ adicionaria o vértice c e o Al adicionaria o vértice a. 
A heurística cheapest insertion pode ser executada em tempo O(n21ogn), Todas as 
outras podem ser implementadas em tempo O(tl). 
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4.1.4.2. Heurísticas de melhoria 
Os ciclos Han::Ultoníanos gerados pelas heuristicas de construção são de baixa 
qualidade. Embora eles possam ser úteis em algumas aplicações, como em A-Tearns, em 
geral não são satisfatórios. Nesta subseção será abordada a questão de como melhorar 
estes ciclos gerados. Existem três abordagens de muito sucesso neste caso: r-opt, or-opt 
e Lin-Kernighan. 
R-OPT 
Dada uma trajetória válida, este algoritmo elimina r arestas desta trajetória, 
produzindo r segmentos desconectados. Então, r-opt reconecta todos os segmentos de 
todas as maneiras possíveis, gerando novas trajetórias. Se uma trajetória menor for obtida 
a qualquer momento, o algoritmo reinicia. O algoritmo pára se nenhuma combinação de r 
arestas eliminadas puder gerar uma trajetória menor do que a corrente. 
Os dois algoritmos r-opt de maior sucesso são [LLKS85, JRR94]: 
2-0PT 
Um movimento 2-opl consiste na eliminação de duas arestas de uma trajetória e a 
adição de outras duas, para todas as combinações de n, 2 a 2. O algoritmo 2-opt inicia 
seu procedimento com urna trajetória (solução válida para o TSP) e a deixa com a 
propriedade 2-ÓTIMA, resultando numa nova trajetória melhorada. 
Algoritmo 20PT 
Entrada: T (trJ,.jetória inicial), c (matriz de distância), 
Saída: Tmelhorada. 
1. Seja To ciclo Hruni!toniano corrente; 
2. Repita 
2.1. Selecione duas arestas E A-J..; 
2.2. ·Enquanto a troca de duas arestas por duas outras arestas E E\!!', gernr T' válida, faça: 
2.2.1. Se ( c(T'j<c(7) ) 
2.2.1.1. Façu T=T'; 
até T satisfuzer a propriedade 2-Ó11MA. 
3. Retome 1~ 
Hgura 4. 7: Exemplo de um possível movimento 2-opt. 
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3-0PT 
Um movímento 3-opt, por sua vez, retira três arestas de urna trajetória e insere 
outras três, para todas as combinações de n, 3 a 3. O algoritmo 3-opt também inicia seu 
procedimento com uma trajetória e a deíxa com a propriedade 3-ÓTIMA, resultando 
numa nova trajetória melhorada. 
Algoritmo 30PT 
Entrada; T (trajetória inicial), c (matriz de distância). 
Saída; Tmelhorada. 
L Seja To ciclo Hamiltoniano corrente; 
2. Repita 
2.1. Selecione três arestas E E7; 
2.2. Enquanto a troca de três arestas por duas outras arestas E E'\E'~ gerar T' válida, faça: 
st:ja válido, faça: 
2.2.1. Se ( c(f")<c(T) ) 
2.2.1.1. Faça T=-T'; 
até T satisfazer a propriedade 3 -ÓTIMA. 
3. Retorne T. 
Exemplo de um possível movimento 3-opt. 
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OR-OPT 
O algoritmo or-opt é um subconjunto do algoritmo 3-opt. Or-opt pega uma 
seqüência de três cidades adjacentes e desloca a seqüência entre todas as cidades de uma 
dada trajetória. Se uma trajetória menor for encontrada, então o algoritmo reinicia. Caso 
contrário, pega-se uma seqüência de duas cidades e desloca-se estas duas cidades ao 
longo da trajetória. Novamente, se uma trajetória menor for encontrada o algoritmo 
reinicia. Se nem desta última fonna se encontrar uma trajetória menor, pega-se um 
conjunto com somente uma cidade e a desloca entre todas as demais. O algoritmo 
tennina quando nenhuma trajetória menor for encontrada, depois da execução do 
algoritmo para todos os conjuntos de 3, 2 ou 1 cidades adjacentes. 
Algoritmo OROPT 
f:ntrada: T (trajetória iniáal), c (matriz de distância). 
Saída: T melhorada. 
1. Seja To ciclo Hamiltoniano corrente. 
2. 'Faça F3 e achou __ melhor=VERDADEIRO. 
3. Repita 
3.1. Repita 
3.1. Selecione I vértices adjacentes em T; 
3.2. Enqto a tf(JCa de l vértices adjacentes em T por toda seqüêm.:ía de l vértices não fOr repetida e 
desde que T' gerado seja válido, fuça: 
3..2.1. Se ( c(T')<c(l)) 
3.2.1.1. Faça T=T' 
3.2.3. Senão 
3.2.1.1. ·Faça /--; 
3.2.1.1. Faça achou __ melhor=FALSO; 
e-nqto achou_ melhor= VERDADEIRO 
enqtl!' !>0. 
4. Retorne 7'. 
Figura 4. 9: Exemplo de mn possível movimento or-opt, com a alteração da posição de três ádades adjacentes na trajetória. 
Lin-Kernighan - LK 
Esta heurística foi originalmente descrita por Lin e Kemighan em 1973 e sua 
motivação foi baseada em experiências obtidas em computação prática [LLKS85, 
JRR94]. 
A idéia é baseada na observação de que algumas vezes uma modificação que gere 
um pequeno incremento do comprimento da trajetória pode abrir novas possibilidades 
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para a obtenção de consideráveis melhorias. O principio básico é construir modificações 
complicadas que são compostas por movimentos simples, onde nem todos estes 
movimentos necessariamente têm que diminuir o comprimento da trajetória. Para se obter 
um tempo de execução razoável, o esforço para se achar as partes dos movimentos 
compostos tem que ser limitado. 
A heurística de Lin-Kernighan termina num ótimo local que dependerá da 
trajetória inicial e dos movimentos que serão executados. Johnson em 1990 sugeriu que 
depois de se aplicar a heurística de Lin-Kernighan, um movimento 4-opt seja realizado e, 
então, novamente seja aplicada a heurística Lin-Kernighan (JRR94]. Usando este método 
várias soluções ótimas para grandes instâncias de problemas foram encontradas. 
Algoritmo LK 
Entrada: T (trajetória inicial), c (matriz de distânda). 
Sillda: Tmelhorada. 
1. Seja To ciclo Hamiltoniano corrente; 
2. }<'aça mar_ganho _ _local=D; 
3. Repita 
3.1. Selecione wn vértice i E V: 
3.2. Retire uma das arestas x; €· ET; 
3.3. Sele{."ione a aresta y,,y, € E'=E\ET;j 
3.4. Enqto E'F0 faça: 
3.4.1. Compute g1 = Xt - y, ; 
3.4.2. Se max _ganho _local < g; 
3.4.2.1. Faça ma.x_ganho_local = g;; 
3.4.2.2. hça y escolhido ""y,; 
3.4.3. Selecione Y;- E E',E\e\{y~, ... ,y,.1); 
Fim_ Enqto; 
3.5. Troque X f por y _ escofhído em 1; gerando T'; 
3.7. Compute G=c(7)-c(T'j; 
enqto G>O 
4. Retome T. 
Figura 4. 10: Exemplo de um movime~rto LK. No passo 1, a Me±>i.aXJ é eliminada. No passo 2 a arestay, é incorporada cx2 
eliminada No passo3, x; é eliminada e YJ é inoorporada. No passo 4 uma aresta/ é incorporada para gerar uma 
trajetória fadívcL 
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De um modo geral, observa-se que a qualidade das heurísticas diminui com o 
aumento do tamanho do problema. 
4.1.4.3. Algoritmos de relaxação 
Uma relaxação de um problema de otirrrização M é um outro problema R cujo 
conjnnto de soluções factíveis de R contém todas as soluções factíveis de .M. A função 
objetivo de R é, geralmente, uma extensão arbitrária da função objetivo de M. Isto faz 
com que o valor da solução ótima do problema R seja menor (para um problema de 
rninimização) do que o valor da função objetivo de M. Se Mfor um problema NP-dificil e 
R pode ser resolvido eficientemente (pertence à classe P), o valor ótimo de R pode ser 
usado corno um limite inferior num esquema de enumeração para resolução de M. 
Quanto mais próximo for o valor ótimo de R em relação a solução ótima de M, mais 
eficiente é o algoritmo de enumeração [JRR94]. 
A seguir são dados alguns algoritmos para a relaxação do TSP, segundo duas 
estratégias de abordagem: baseadas em árvores e baseadas em cortes no plano. 
Baseadas em Árvores 
São algoritmos baseados em subconjtmtos de vértices (subgrafos) e que tentam 
satisfazer somente um subconjunto das restrições do problema originaL A solução ótima 
pode ser encontrada em tempo polinomial. 
1-TREE 
Dado o grafo Km cujos n vértices representam as cidades do TSP, uma 1-Tree 
pode ser obtida a partir de uma árvore espalhada mínima dos K,\{1}, ou seja, uma 
árvore espalhada composta de n-1 vértices, juntamente com o vértice restante e as duas 
arestas adjacentes a ele. Gerar uma árvore espalhada mínima pode ser feita em tempo 
polinomial, e portanto, gerar uma 1-Tree também leva tempo polinomiaL 
Acontece que esta relaxação não é muito forte, ou seja, os limites inferiores 
fornecidos são muito distantes do valor da solução ótima do problema original 
HELD-KARP 
Held e Karp [HK70, HK71] propuseram uma modificação no algoritmo anterior 
de forma a gerar limites inferiores muito melhores. A modificação foi realizada na função 
objetivo do problema original, onde eles propuseram a adição de uma constante em todas 
as arestas do grafo. 
O novo problema foi denominado de Problema Dual Lagrangeano (Lagrangean 
Dual Problem). Os limites inferiores para o TSP obtidos através da resolução deste 
problema ficaram conhecidos corno Limites de Held-Karp. 
Os limites inferiores obtidos desta maneira são considerados de alta qualidade e 
são muito usados nas aplicações atuais. 
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Baseadas em Cortes 
As relaxações baseadas em corte são aquelas que desconsideram uma ou mais 
classes de restrições envolvidas na definição do problema original e depois inserem, uma 
a uma, as restrições ao problema, com a esperança de atingir a solução ótima com a 
inserção de poucas restrições. 
Dentro desta classe, existem a.o;; relaxações conhecidas por Relaxações 
Continuas, pois retiram a restrição de integralidade do TSP, onde todas as variáveis 
passam a ter um valor contínuo entre O e l. As relaxações que mantém a condição de 
integralização são denominadas de Relaxações Discretas. 
Relaxação de Sub-Trajetórias 
Neste caso, além das restrições de integralidade do TSP, o problema relaxado não 
contém também as restrições de eliminação de sub-trajetórias. O processo é iniciado com 
a inserção de um pequeno sub-conjwlto das restrições de eli:mlnação de sub-trajetórias, 
em seguida resolve-se o programa linear e verifica-se se a solução ótima encontrada 
satisfaz todas as restrições ainda não inseridas. Caso alguma restrição tenha sido violada, 
adiciona-se as mesmas ao problema relaxado e resolve-se novamente o programa linear 
resultante. E assim sucessivamente, por um certo número de iterações, até que o limite 
interior gerado seja satisfatório. 
Os limites inferiores obtidos também são considerados de a1ta qua1idade. Esta 
técnica permitiu muitos dos bons resultados obtidos para o TSP encontrados na 
literatura 
Assignment Problem ou 2-matching 
A Relaxação 2-matching desconsidera toda a classe de restrições de eliminação de 
sub-trajetórías, mas mantém a restrição de integralidade, portanto, é uma relaxação 
discreta. A resolução do problema relaxado pode ser obtida em tempo polinomiaL 
Fractional2~Matching 
Neste caso, além das restrições de sub-trajetórias desconsidera-se também a 
restrição de integralidade. Esta relaxação é freqüentemente a primeira a ser produzida nos 
algoritmos de cortes no plano, dado que é preciso somente um número muito pequeno de 
restrições (polinomial n) para resolvê-lo. 
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Uma Generalização do Problema do Caixeiro Viajante 
Um caixeiro viajante quer visitar todo um determinado corifunto de cidades, 
cada cidade exatamente uma única vez, terminando a visita na mesma cidade que 
começar. E, neste caso, ele quer que todos os custos envolvidos no percurso sejam os 
menores possíveis. 
Este é o Problema do Caixeiro Viajante com MU:ltiplas Distâncias (Multi~Distance 
Traveling Salesman Problem ~MDTSP) que é uma generalização do clássico TSP. O 
MDTSP é um Problema de Otimização Combinatória Multíobjetivo. De otimização, 
devido à tentativa de se minimizar (poderia ser maximizar) todos os comprimentos da 
trajetória de acordo com as matrizes de distância envolvidas; é combinatório, devido à 
escolha ser feita sobre o conjunto discreto de todas as trajetórias válidas para o problema; 
e é multiobjetivo, devido à cada trajetória válida possuir k custos totais, cada um segundo 
mna matriz de distância do problema; não existindo necessariamente uma solução ótima 
e, sim, todo um conjunto de soluções eficientes -o Pareto Ótimo do problema. 
4.2.1. Definição 
De acordo com os conceitos definidos na subseção 4.1.2, o MDTSP pode ser 
definido da seguínte maneira: 
Dada k :funções objetivos ck E íJl_Rn, k'2:.1, que associa a cada aresta e de Kn um 
vetor de k comprimentos c~, o Problema do Caixeiro Viajante com Múltiplas Distâncias 
consiste em encontrar um conjunto de ciclos Hamiltotllanos tal que seus c" -comprimentos 
(as k somas totais das arestas segundo as k matrizes de distância) sejam os menores 
possíveis. Desta fonna, o MDTSP pode ser formulado como um _problema de 
programação inteira: 
min c' x Eq. 4.13 
s.a. Anx = 2 Eq.4, 14 
x(0 11 (S)) ;:::>. 2 'f 0FScVn Eq. 4. 15 
X E {0,1} Eq. 4. 16 
Também neste caso será considerada a versão simétrica do MDTSP, onde o 
caminho entre duas cidades, nas duas direções possíveis, possui a mesma distância. O 
número de ciclos Hamiltonianos em Kn de um MDTSP (o tamanho da região tàctível 
definida pelas variáveis de decisão), tal qual o TSP, é de (n-1)!12, a diferença é que cada 
trajetória para o MDTSP possui k custos totais. Isto significa dizer que a região j(lctfvel 
no espaço de decisão é a mesma, mas a região factível no espaço de objetivos passa a 
ser k-dimensional (ver Cap.3). 
A figura (fig. 4.11) exemplifica uma instância de um MDTSP com 2 matrizes de 
distância (2-DTSP) e 4-cidades. 
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Figura 4. 11: Exemplo de uma instância do MDTSP com 4-cidades e 2 matri?,.es de distância (um 2-DTSP). 
Neste exemplo~ um MDTSP simétrico, três ( (4-1)!/2=3) são as trajetórias válidas. 
cada uma com dois comprimentos totais, segundo cada urna das matrizes de distância 
(fig. 4.12). 
Figura 4. 12: As três possíveis trajetórias para a instiincía do MDTSP com 4--<..'idades e seus 2 cumprimentos seglmdo as 2 maiTí.zes 
de distf\ncia. 
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Neste caso, deterrrúnar qual é a mellior solução dentre as três trajetórias não é tão 
trivial como no caso monobjetivo, onde a trajetória de menor comprimento é a escolhida. 
Cada trajetória possui dois comprimentos a serem considerados e a meta é a escolha 
daquele conjunto de trajetórias cujos comprimentos sejam eficientes entre si. A figura 
4.13 apresenta o gráfico contendo as três soluções do problema, em que pode ser 
observado, claramente, o Pareto Ótimo do problema, representado no gráfico pela semi-
reta unindo dois pontos (soluções). As soluções que fazem parte do Pareto Ótimo são as 
de comprimentos (24,15) e (21,18), A solução que possui os comprimentos (23~27) é 
dominada pela solução de comprimentos (21,18) e, portanto, não faz parte do conjunto 
de soluções eficientes. 
Figutll4. 13: Pareto Ótimo, com 2 trajetórias, da instãncia do MDTSP com 4-cidades e 2 matrizes de distância . 
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No restante deste capítulo, as definições necessárias serão dadas com base nas 
definições apresentadas nesta subseção 4.2.1 e na subseção 4.1.2. 
4.2.2. Complexidade 
O 'MDTSP é uma generalização do clássico TSP e, portanto, pelo menos tão 
dificil de se resolver quanto o mesmo. Na sua versão de otimização, o MDTSP (tal como 
o TSP [LLKS85]) pertence à classe dos problemas NP-dificeis. A posição do MDTSP 
dentro do esquema de problemas correlacionados é mostrado a seguir (flg. 4.14). 
Conforme pode ser observado no esquema da figura 4. 14, o General Asymmetríc 
A1ulti-Distance Traveling Salesman Problem representa o caso assimétrico e está 
relacionado como uma generalização do General Asymmetric TSP. Corno um caso 
especial, encontra-se o Symmetric MDTSP, que é a versão utilizada neste trabalho e urna 
generalização do Symmelric TSP. 
Podemos reduzir o MDTSP para o tradicional TSP, na versão simétrica ou 
assimétrica, como segue: 
No caso do MDTSP, tem-se um vetor de custos de tamanho k associado a cada 
aresta e do grafo Kn, onde k é o número de matrizes de custo associadas ao problema. 
Reduzindo o MDTSP para o TSP, basta fazermos tal vetor de tamanho 1, ou seja, 
atribuir apenas um custo a cada aresta do grafo. 
:Figura 4. 14: Esquema de representação da hierarquia de probk'illas relacionados com o TSP, segtn1do a Teoria da Complexidade, 
induindo o 11DTSP a.<>siml."irico e simétrico . 
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4.2.3. Aplicações 
Como no caso do TSP, inúmeros problemas podem ser modelados para o 
Problema do Caixeiro Viajante Multiobjetivo, o MDTSP. Este fato é ainda reforçado 
pelo ponto de vista dos defensores da modelagem multiobjetiva para problemas reais, os 
quais afirmam que a maioria dos problemas práticos possuem múltiplos objetivos a serem 
atingidos e que a modelagem de tais objetivos proporciona resultados ainda mais 
próximos dos desejados. Como para os Problemas Combinatórios, e suas naturezas 
intrincadas, soluções exatas não são possíveis de ser garantidas, qualquer melhoria na 
modelagem que ocasione uma redução das distorções entre o problema real e o modelado 
é de fi.mdarnental importância. 
O objetivo desta seção é apresentar algumas aplicações do MDTSP, sendo que 
algumas, até então, eram modeladas como um TSP tradicional. 
4.2.3.1. Problemas de Escalonamento 
Problemas de escalonamento podem ser modelados como MDTSPs. Para um 
TSP, um problema de escalonamento com custo inter-tarefas, onde a ordem com que as 
tarefas são escalonadas apresentam custos distintos, pode ser modelado da seguinte 
maneira: as tarefas (jobs) se constituem nas cidades do problema e a ordem com que as 
mesmas são escalonadas se constituem no caminho a ser otimizado, ou seja, deseja-se 
encontrar a seqüência que envolve todas as tarefas com custo mínimo (se a seqüência não 
for cí-clica. basta criar uma conexão de custo O entre a primeira e as demais tarefus da 
seqüência). 
Geralmente tal modelagem é feita ignorando-se os demais custos inter-tarefas 
envolvidos. Entretanto, para problemas de escalonamento onde existem vários custos 
inter-tarefas, pode-se considerar todos eles para a obtenção da mellior seqüência 
modelando o problema como um MDTSP: as tarefas são as cidades do problema e a 
ordem de escalonamento das mesmas~ o caminho a ser otimizado; sendo que para ser 
estabelecido um caminho desta vez, vários custos devem ser otinTizados simultaneamente, 
como _por exemplo, minimização do custo de produção, minirnizaçâo do tempo de 
escalonamento e maxirnização da qualidade dos produtos. 
4.2.3.2. Recondicionamento de Motor de Turbina à Gás 
O Problema de Recondicionamento de Motor de Turbina à Gás (do inglês 
Overhauling Gas Turbine Engines) foi reportado pela primeira vez por Plante, Lowe e 
Chandrasekaran [PLC87] e ocorre quando o motor de turbina à gás de wna aeronave é 
revisado. Tal problema pode ser modelado corno um MDTSP da seguinte maneira: 
Durante a (re)montagem das turbillas, um número de palhetas devem ser fixadas 
sobre a circunferência, sendo que cada palheta possui características próprias e a 
colocação correta das palhetas pode resultar em benefícios substanciais. A disposição 
final das palhetas deve garantir, tanto quanto possível, um fluxo de gás uniforme, uma 
reduç-ão do consumo de combustível e uma redução da vibração dD motor. Modelando 
para um 1\1DTSP, as palhetas se constituem nas cidades do problema, onde o caminho é 
representado pela ordem de colocação das mesmas. Os objetivos do problema são: 
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maxirnização da uniformidade do fluxo de gás; minirnização da vibração do motor; e, 
mlnimização do consumo de combustível. 
4.2.3.3. Escalonamento Primário no Mini-Mil/ Scheduling Problem 
O Problema de Escalonamento de Mini-Engenhos ou Mini-Mil! Scheduling 
Problem foi apresentado por Souza e Favilla [SF96] e consiste num problema de 
escalonamento para o processo de fàbricação de aço. 
É sugerida a decomposição do problema em três partes: agrupamento 
(agrupamento dos pedidos); escalonamento primário (escalonamento de conjuntos de 
pedidos específicos - denominados de heats - em máquinas fortemente acopladas no 
tempo); e, escalonamento final (escalonamento de pedidos em máquinas não acopladas 
no tempo). Os objetivos a serem otimizados são: maximização da produtividade, 
minirrrização do inventário e minimização do atraso de entrega. 
A segunda parte do problema, o escalonamento primário, foi modelada como 
sendo rnn MDTSP. Foi aplicado A-Teams (ver Cap.5) para a resolução do problema 
obtendo-se resultados relevantes, dando respaldo para novas aplicações deste método em 
grandes problemas industriais. 
Este problema é bastante complexo e apenas foi apresentado aqui sua essência, de 
maneira a indicar a aplicação do modelo do MDTSP para um intrincado problema 
prático. 
4.2.4. Limites Inferiores para o MDTSP 
Um k-DTSP (MDTSP com k matrizes de distãncia) pode ser visto como rnn 
conjunto de k TSPs, onde a solução ótima de cada um deles fará parte do melhor 
conjunto de soluções eficientes - o Pareto Ótimo - do k-DTSP. Isto significa dizer que 
para cada matriz de distância de um MDTSP existe wna solução ótima (eventuahnente 
pode existir mais do que uma solução ótima - trajetórias distintas de igual comprimento 
ótimo)) ou seja, existe uma trajetória cujo comprimento é o menor possível segundo a 
respectiva matriz de distância. 
Desta forma, uma maneira de calcular limites inferiores para o MDTSP é abordá-
lo como se fosse um conjunto de TSPs e aplicar algum dos métodos para cálculo de 
limites inferiores disponiveis (ver 4.1.4.3). Cada limite inferior definirá um plano paralelo 
ao eixo associado à função objetivo correspondente e que passa pelo ponto dado pelo seu 
próprio valor (o limite inferior calculado). O conjunto dos planos (um plano definido por 
cada matriz de distância) limita inferiormente a regíão factível do espaço de objetivos 
indicando que algumas soluções do Pareto Ótimo (aquelas com o menor valor possível 
em cada eixo) devem estar x% próximas a ele (fig.4.15), onde este x dependerá do 
método empregado para o cálculo dos limites inferiores. 
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Figura 4. 15: Limítes inferiores para um :MDTSP com duas matriz.es de distância Cada eixo representa OI> valores segundo uma 
das mairizes de diBtância, sendo que um limite inferior é calculado para cada uma delas ilmladamente e utilizados 
em conjunto para a formação de um semiplano que dista x% . 
j 
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4.2.5. Algoritmos para o MDTSP 
Dado que existe um vasto número de algoritmos para o TSP, um objeto de estudo 
neste trabalho foi buscar alternativas de aproveitamento de tWs algoritmos, de maneira a 
adaptá-los para a geração de soluções válidas para o MDTSP. A seguir, serão 
apresentadas algumas idéias elaboradas. 
4.2.5.1. Utilização das Soluções Intermediárias Geradas pelos Algoritmos 
Esta abordagem envolve os algoritmos de melhoria, também conhecidos como 
algoritmos de busca local (ver 4.1.4.1 ). Estes algoritmos possuem a característica de 
gerar um conjunto de soluções válidas em seus procedimentos internos, devolvendo 
como resultado a melhor solução deste conjunto. Um estudo realizado no início deste 
trabalho [RS94] foi justamente analisar o comportamento deste conjunto de soluções, 
gerados segundo uma determinada matriz de distância, em relação às outras matrizes de 
distância, ou seja, para cada solução intermediária gerada pelo algoritmo de melhoria, 
calcular seu comprimento segundo as outras matrizes de distância do :MDTSP (ver 
Cap. 7). Constatou-se que, via de regra, as soluções intermediárias geradas no 
processamento interno não eram dominadas pela mellior solução fornecida como 
resultado final. 
A alteração dos algoritmos descritos na seção 4.1.4.1, de melhoria (2-opt, 3-opt, 
or-opt e Lin-Kemighan), são mostradas a seguir, onde a inclusão da letra I no nome dos 
algoritmos se refere exatamente às soluções Intermediárias geradas durante a busca de 
uma solução melhor. 
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Algoritmo 20PT -I 
Entrada: T (tra.jetória inicial), c (matriz de distância). 
Salda· vetor de trajetórias VT. 
1. Seja r o ciclo Hamiltoniano corrente; 
2. Repita 
2.'1. Seleeione duas arestas E T; 
2.2. Enquanto a troca de duas arestas c E7 por duas outras arestas E E\Ef gerar ]"válida. fàça: 
2.2.1. Insira T' em VT; 
2.2.2. Se ( c(T')<c(I) ) 
2.2.2.1. faça T=T'; 
até T satisfazer a propriedade 2-ÓTJMA. 
3. Retorne VT 
Algoritmo 30PT~l 
Entrada: r (trajetória inida!), c (matriz de distância). 
Saída: vetor de trajetórias W. 
1. Seja To ciclo Hamiltoniano corrente. 
2. Repita 
2.1. Seledone três arestas E 1; 
2.2. Enquanto a troca de trCs arestas E ET por duas outras aresta'! E E\E'" gerar T' vàiida, fuça: 
2.2. L Insira T' t.m VJ: 
2.2.2. Se ( c(F') <c(T) ) 
2.2.2.1. Faça T=T' 
até T satisfazer a propriedade 3-Ó11MA. 
3, Retorne Vf 
Algoritmo OROPT-l 
Entrada: T (t.rajd.ória inicial), c (matriz de distância). 
Saída: vetor de trajetórias fT. 
L Seja To ciclo Hamiltoniano corrente. 
2. :Faça /=3 e achou ... mdhor=VERDADEIRO. 
3. Repita 
3.1. Repita 
3.1.1. Selecione l vértices adjacentes em T; 
3.L2. Enquanto a troca de I vértices adjacentes em T por outros f vértices não for repetida e desde que 
r gerado seja válído, faça: 
3.1.2. 1. Se ( c(i")<c(f) ) 
A. Im;ira T' em VF. 
B. Faça T~T' 
3.1.2.2. Senão 
A. li'aça /-~; 
U. l<'aça achou melhor=FALSO; 
enquanto achou.-melh(;r-vERDADElRO 
enquauto !>0. 
4. Retorne VT 
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Algoritmo LKMI 
Entrada: T (trajetória inicial), c (matriz de distância). 
Saída: vetor de trajetórias VT ordenadas decrescentemente. 
L Seja To ciclo Hami!toniano corrente; 
2. f'aça max _ _ganho _local=ú; 
3. Repita 
3.1. Seleciune um vértice i E V; 
3.2. Retire uma das arestas x, E Ji:T; 
3.3. Selecione a aresta y;~ YJ E E'=E\I{ ;I 
3.4. Enquanto E'o#0 faça: 
3.4. 1. Cumpute g1 ==I x1- y; I; 
3.4.2. Se max __ ganho)ocal < g, 
3.4.2.1. Faça max _ _ganho_local = g;; 
3.4.2.2. Faça y __ escolhido = y;; 
3.4.3. Selet:ione Yt E E'=,E\.6"'1\{yJ, ... ,yt-I}; 
Fim_Enquanto; 
3.5. Troque x1 por y_ __ escolhido <--'lll 1; gerando T'; 
3.6. lnsirn T' em tT; 
3. 7. Cumpute G = c(I)-c(I'); 
enquanto G >O 
4. Retorne VT 
4.2.5.2. Incorporação do Conceito de Dominância e de Decisão de 
Compromisso 
O conceito de dominância, como visto no Cap.3, é um importante conceito na 
manipulação de estruturas k-dímensionais (neste caso, soluções para o MDTSP). Com 
base neste conceito, surgiu a idéia de modificar os algoritmos existentes para a resolução 
do TSP, fàzendo com que os mesmos sejam capazes de incorporar o conceito de 
dominância entre as soluções que vão sendo geradas. 
Por sua vez, urna decisão de compromisso é tornada sempre que são 
considerados simultaneamente todos (ou um subconjunto predefinido) os objetivos 
envolvidos. A escolha da posição de uma nova solução muna trajetória em construção e a 
escolha dos vértices a serem permutados numa trajetória de fonna a gerar urna trajetória 
de comprimento menor, são exemplos de decisão de compromisso para problemas 
multiobjetivos. Desta forma: 
Dominâ.ncia: 
• No caso dos algoritmos de mellioria, que possuem a característica de gerar várias 
soluções factíveis durante uma única execução, uma nova solução gerada só é 
aceita caso domine em d objetivos (para o MDTSP, d comprimentos segundo d 
das k matrizes de distância envolvidas, 1-sdsk) a solução corrente, ou seja, seus 
comprimentos segundo d matrizes de distância devem ser menores do que os 
comprimentos da solução corrente. 
• Caso d=k, tem-se o caso de dominância total, onde urna nova solução gerada 
só é aceita caso domine em todos os objetivos (comprimentos segundo todas 
as matrizes de distância envolvidas) a solução corrente, ou seja, seus 
comprimentos segundo todas as matrizes de distância devem ser menores do 
que os comprimentos da solução corrente. Desta tbrma, garante-se urna 
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melhora monotonicamente crescente em todas as funções objetivo envolvidas, 
na direção da origem dos eixos formados pelos objetivos. A desvantagem é 
que isto restringe muito a diversidade de soluções, uma vez que1 via de regra, 
existem poucas soluções intermediárias que dominem completamente uma 
outra solução intermediária (soluções geradas numa única execução de um 
algoritmo de melhoria). 
• Se d:;::k, força-se que em pelo menos um dos d eixos o comprimento deva ser 
melhor do que os das trajetórias geradas anteriormente. Tal incorporação tem 
a vantagem de não restringir muito a aceitação de novas soluções, já que na 
maioria dos casos as soluções intennediárias geradas pelos algoritmos de 
melhoria não se dominam. 
Decisão de Compromisso: 
• No caso dos algoritmos que só geram uma solução factível no final de suas 
execuções, a incorporação do conceito de dominância, tal como descrito 
anteriormente, não se aplica. Ao invés disto, incorpora-se o conceito de decisão 
de compromisso, onde wna decisão deve ser tomada baseada nwna análise de 
todas as matrizes de distância envolvidas, de tal forma que todas sejam 
consideradas iguabnente. No caso dos algoritmos de construção por inserção, por 
exemplo, é inserida a cidade que proporcionar o melhor compromisso segundo d 
matrizes de distância, onde o melhor compromisso pode ser o mais distante, o 
mais próximo, um aleatório ou o menos custoso. 
• Tal estratégia também pode ser incorporada nos algoritmos de mellioria, onde 
devem ser consideradas todas as matrizes de distância quando for avaüada wna 
alteração entre os elementos de uma solução. A modificação na estrutura de uma 
solução será feita com base num compromisso entre todas as matrizes de distância. 
Também no caso da incorporação de decisão de compromisso, pode-se ter os 
casos total e parciaL No caso parcial apenas um subconjunto de matrizes de distância é 
considerada na tomada da decisão de compromisso. 
A seguir são apresentados alguns dos algoritmos existentes para o TSP, 
adaptados para a manipulação de d matrizes de distância, seja através da incorporação do 
conceito de dominância, seja através da incorporação da decisão de compromisso em 
cada um de seus passos. 
Algoritmos de Construção 
Os algoritmos de construção desenvolvidos para o Multi-Distance Traveling 
Salesman Problem são baseados nos algoritmos que seguem o princípio de inserção, 
conforme descrito na subseção 4, 1.4. 1 (algoritmos Nl, FI, AI e CI). Os novos algoritmos 
serão descritos com base nas definições apresentadas na subseção 4.1.4.1. 
As inserções são sempre baseadas no compromisso entre todas as matrizes de 
distância envolvidas, onde a mellior opção segundo uma determinada matriz não é, na 
maioria das vezes, a melhor opção de compromisso para todas as matrizes envolvidas. 
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Algoritmo Geral para Construção de uma Trajetória k-dimensional por Inserção 
Entrada: CJ,Cz, ••• ,Ct(matrizes de distância), d {grau de dominância), 
Saída: trt~ietória T. 
1. Seja c1,c1, ... ,cf as k matrizes de distância envolvidas; 
L Seja do grau de dominância requerido; 
2. Selecione. um ciclo inicial com v vértices {v1, v:, ... v v}, v>l, e o conjnnto w~ lê\{ VJ, vz, .. vv}; 
3. Enquanto W;t-0 
,.. 3.1. Selecione um vérticej c W de acordo com algum critério; 
,.._ 3.2. Insira j em alguma posição no ciclo parcial e taça W=W\{j); 
4. Retorne T. 
As diferenças estão nos passos 3.1 e 3.2 do algoritmo geral. A seleção de mn 
vértice a ser inserido no ciclo em construção é feita com base em d matrizes de distância, 
ao invés de apenas urna. A inserção no ciclo parcial, da solução escolhida passo anterior, 
também pode ser feita com base numa decisão de compromisso entre as matrizes de 
distância envolvida. 
Foram modificados os quatro algoritmos de construção baseados no princípio de 
inserção, descritos na subseção 4.1.4.1. Agora, os algoritmos estão habilitados _para 
manipular d matrizes de distância simultaneamente. Como as d matrizes de distância 
envolvidas podem não ser comparáveis quantitativamente (por exemplo, uma matriz 
representando as distâncias, em Km, e outro os custos da viagem, em R$), os algoritmos 
foram desenvolvidos de maneira a realizar uma manipulação qualitaliva das d matrizes de 
distância. 
I<'igura 4. 16: Exemplo de um conjunto de cidades (vértices), onde destaca~se um ciclo parcial em construção e as possíveis 
ligações (arestas e seus respt>ctivos vetores de comprimentos) entre cada cidade fura do ciclo c duas cidades 
pertencentes ao cido parcial. 
A distância minima de compromisso de um vértice ao ciclo em construção é dada 
pela distância deste vértice em relação ao vértice mais próximo de compromisso a ele do 
dclo parcial, ou seja, são analisadas as distâncias fornecidas por d matrizes e calculado o 
vetor de comprimentos que possw os menores valores possíveis (a média total é 
minirnizada). Desta fonna: 
d 
dcm;nU)""'min{I: rankffliEV\W,dEk} , jEW 
poo} ' 
Eq.4. 17 
Como as d matrizes devem ser comparadas qualitativamente, as trajetórias são 
construídas com base numa ordem relativa (posição relativa dos comprimentos de uma 
matriz de distância). O comprimento de menor valor será o primeiro no vetor de posições 
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relativas- rank -, e o comprimento de maior valor ocupará a última posição relativa. É 
estabelecido um vetor de posições relativas para cada matriz de distância e, desta forma, 
o custo de uma inserção é dado pela somatória das posições relativas que cada 
comprimento da solução em análise possui no respectivo vetor de posições relativas que 
ele está relacionado. 
Para um melhor entendimento, é dado um exemplo no final desta subseção. 
Serão descritos agora, os algoritmos desenvolvidos. Os vértices escolhidos, de 
acordo com qualquer uma das abordagens descritas a seguir, sempre serão inseridos no 
ciclo Hamiltoniano parcial de maneira que sua inserção proporcione o menor incremento 
possível no comprimento total do subciclo Hamiltoniano. 
Nearest l'nsertion of Compromise- NIC 
Baseado no algoritmo Nearest fnsertion, sendo que agora será selecionado o 
vértice que possuir a menor distância de compromisso. Jsto significa dizer que será 
incluído o vértice cuja somatória das d posições relativas de seus comprimentos (dadas 
pelo vetor rank), dEk (k matrizes de distância), seja a menor dentre as somatórias de 
cada vértice candidato a inserção. Então: 
dcmtnU)"'min{dcmin(l)llEW} , jEW Eq. 4. I& 
Furthest lnsertion of Compromise- FIC 
Ne:,'te caso, seguindo o algoritmo Furthest lnsertion, será selecionado o vértice 
que possuir a maior distância de compromisso. Jsto significa diY...er que será incluído o 
vértice cuja somatória das d posições relativas de seus comprimentos (dadas pelo vetor 
rank)~ dEk (k matrizes de distância), seja a maior dentre todas as somatórias de cada 
vértice candidato a inserção. Então: 
d:CminU) "'max{dcmmU) li E W} , j E W Eq. 4. 19 
Arbitrary lnsertion of Compromise- AIC 
Tal como o algoritmo Arbítrary Insertion será selecionado um vértice 
aleatoriamente. 
Cheapest lnsertion of Compromise- CIC 
Neste caso, seguindo o algoritmo Cheapest fnsertion, será selecionado o vértice 
que furnecer o menor incremento de compromisso (segundo o vetor de ordem relativa 
dos comprimentos) ao comprimento total do ciclo Hamiltoniano em construção. Neste 
caso, a escolha do vértice a ser inserido já está relacionada com a posição de inserção no 
ciclo Hamiltoniano em construção. 
No exemplo abaixo, conforme o conjunto de cidades, arestas e seus respectivos 
vetores de distância apresentados na fig.4.16, os algoritmos de construção baseados na 
inserção de compromisso primeiramente classificarão, para cada cidade do ciclo 
Hamiltoniano parcial, as distâncias de todas as cidades que possuem conexão com a 
mesma (neste exemplo, o grafo não é completo) numa ordem relativa, ou seja, durante a 
análise de cada cidade do ciclo parcial, será verificada para cada matriz de distância a 
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ordem relativa das suas distâncias que, em seguida, podem ser comparadas através da 
somatória de tais posições relativas. Conforme o esquema abaixo e a fig. 4.1 7, e seguindo 
o exemplo da fig.4.16, o NlC escolherá a cidade 7 (o N1 escolheria a cidade 5), o FIC 
escolherá a cidade 1 O (o FI escolheria a cidade 8), o AlC escollie aJeatoriamente a cidade 
5 e o C1C escolhe a cidade 6 (coincidentemente, o AI também escolheria a cidade 6). 
Valores fornecidos pelas matrizes de distância 
entre a cidade i e as cidades a serem inseridas no 
ciclo pardal. 
12345678910 
"'"'" 1:::::;:1; I; I; I; I; 1:1: I JJ I 
1 2 3 4 5 6 7 8 9 10 
'''"'"'I::::: I; I; I; I; I J I: I; I tI 
l 2 3 4 5 6 7 8 9 10 
'""'" 1::::~~ :1:1; I; I; li 11~'1:1::1 
8 
cid.:1.de 4 I I I 
Vetores representando as posições relativas entre a 
cidade í e as dentais. O vetor de compromisso 
(rank) contém a~ distâncias a serem umsideradas. 
1 2 3 4 5 6 7 g 9 10 
,:~::,~1::::~;:11111:1:1:1111 
compromisso (rank) 4 4 4 
l 2 3 4 5 6 7 8 9 10 
,:,"'::::,~.! =~ il I I I I I I : I ; I I I 
comp.-omiss<J (mnk) 2 4 
l 2 3 4 5 6 7 8 9 10 
,:::::1::::~:::1 I I I I I I I; I; I; I 
comprrunisso (rank) 4 3 5 
1 2 3 4 5 6 7 I 9 10 
;:'::,~1::::::~11111:1;111:1:1 
compromisso {rank) 4 4 4 8 
Fi.gurn 4.17: Comparação entre os algoritmos de construção baseados no esquema de inserçilo de r::omprottús:.·o. Numa 
determinada iteração, dado o ciclo parcial (em construção) abaixo e os vértices restantes, o NJC adicionaria o vértice 
n ao ciclo parcial, o FJC adicionaria o vértice f, o C! C adidonaria o vértice c e o AJC poderia adicionar o vértice a. 
Algoritmos de Melhoria 
Os algoritmos descritos na subseção 4.2.5. 1, todos de melhoria, devolvem como 
resultado todo o conjunto de soluções (ciclos Hamiltonianos) geradas durante suas 
execuçêíes. Baseando-se em tal procedimento, os algoritmos descritos a seguir também 
devolvem como resultado um conjunto de soluções, entretanto, os ciclos Hamiltonianos 
resultantes são aqueles não-dominados em pelo menos d eixos, segundo os valores das 
respectivas matrizes de distância. 
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Algoritmo 20PT~D 
Entrada: T (tr&jetória inicial), c (matriz de distância), d (grau de dominância). 
Saida: vetor de trajetórias d dominadora~ ~ Vlâ. 
I. Seja To ciclo Hami!toniaJJD corrente; 
2. Seja c1,c2, ... ,cs as k matri?.es de distância envolvidas; 
3. Sc,ja do grau de dominância requerido; 
4. Repita 
4.1. Selecione mn vértice v E V; 
4.2. :Enquanto a troca da» arestas adjacentes a v por duas outras arestas (P>-·E\E1) não íür repetida e 
ocasimmr um incremento de compromisso no comprimento da trajetória rt-'"Sultante r (T' válido), 
faça: 
4.2.1. Se (T' d-domirm I) 
4.2.1.1. Insira T' em VTd; 
4.2.1.2. Faça 7''"1"; 
até Tsatisfazer a propriedade 2--óTI.MA. 
5. Retorne Vfd. 
Algoritmo 30PT -D 
Entrada: T (trajetória inicial), c (matriz de distância), d (grau de dominância). 
Saida: vetor de trajetórias d dominadoras - ~7d. 
L Seja To ciclo Hmní!toniano corrente; 
2. Seja (a,c2,».,ck as k matri?es de distância envolvida~; 
3. Seja do gr-<~u de dominância requerido; 
4. Repita 
4.1. Selcdone um vértice v E T 
4.2. l!:nqoanto a troca das arestas adjac(..'I\tes a v por três outras aresta.-. (f_",,E\ET) não for repetida e 
ocasionar um incremento de compromisso no CQmprimento da trajetória resultante T' (T' válido), 
faça: 
4.2.1. Se (T' d~domina 1) 
4.2.1.1. Insira T' em VTd; 
4.2.1.2. l<'aça T=T'; 
até T satisfazer a propriedade 3-ÓTIMA. 
5. Retorne VTd. 
Algoritmo OROi•T-J) 
Entrada: T (trajetória inicial), c (matriz de distância}, d (grau de dominância). 
Salda: vetor de trajetórias d dominadoras- VTd. 
L Seja To ciclo Hamiltoniano corrente; 
2. Seja CJ,CJ, ••• ,ck as k matrizes de distância envolvidas; 
3. Seja do grau de drnninãncia requerido; 
4. Faça !=3 e achou.melhm=VERDA.DEIRO; 
5. Repita 
5.1. Repita 
5.1.1. Selecione l vértices adjacentes em T; 
5.1.2. Enquanto a troca de f vértices adjacentes em T por outros f vértices não for repetida e ocasionm· 
um incremento de compromisso no oomprimento da trajetória resultante T' (T' válido), faça: 
5.L2. t. Se (T d-domina 7) 
A. Insira T' em Vrd; 
B. Faça T,_T'; 
5.1.2.2. Senão 
C. Faça /~; 
D. _Faça achou, melhor=FALSO; 
enquanto achou~ melhor=VERDADEIRO; 
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enquanto l>ü; 
6. Retorne Vl'd 
Algoritmo LK~D 
Entrada: T (trajetória inicial); c1,c2, ... ,ck (k matrizes de distância); d (grau de dominância, J:&JSR) 
Saída: vetor de tmjetórias d-dominadoras • VTd. 
1. Seja To cído Hamilt(miano corrente; 
2. Seja CJ,CJ, ... ,ck as k matrizes de distância envolvidas; 
3. Seja do grau de dominância requerido; 
4. l<'aça max_ganho_local=(); 
5. Repita 
5.L Selecione um vértice i E V; 
5.2. Retire uma das arestas x; c E1; 
53. Selecione uma aresta YI•=YJ E E',,E\Er;l 
5.4. Enquanto E';o:0 faça: 
5.4.1. Compute ganbo_de_compromisso g1 ""j.x, • y; I; 
5.4.2. Se rnax_.JÇanho _local __ de _compromisso < g1 
5.4.2.1. ·Faça mox ... ganho_local_de _compromisso"· g1; 
5.4.2.2. Faça y_escolhido = y1: 
5.4.3. Selecione y1 E E'~cE\ET\{yJ, ... ,yJ-1}; 
l<"im _ EnquaJJto; 
5.5. Troque x1 por y _escolhido em 1; gt..'"rando T'; 
5.6. Compute G"" c(I)-c(l"); 
5. 7, Se (T' d-domina 1") 
5.7.1. Insira T'em. VFd; 
enquanto G >O 
6. Retorne VT d. 
Os algoritmos de melhoria ou de busca local 20PT-D, 30PT-D, OROPT-D e 
LK-D são capazes de manipular d matrizes de distância simultaneamente, .I :=;d~k, onde 
cada movimento (alteração na trajetória corrente) é feito com base em d matrizes e, uma 
vez realizado o movimento, a trajetória será inserida no vetor de trajetórias somente se 
seus valores segundo d matrizes for menor do que o da última trajetória inserida no vetor. 
Resumo 
Neste capítulo foi abordado o Problema do Caixeiro Viajante (Traveling 
Salesman Problem - TSP), onde foram apresentadas sua definição, complexidade, um 
breve histórico e os principais algoritmos encontrados na literatura. 
As contribuições do trabalho apresentadas neste capítulo abrange toda a seção 
4.2, onde foi apresentado o Problema de Otimização Combinatória "Multiobjetivo 
proposto, o Problema do Caixeiro Viajante com Múltiplas Distâncias (Multi-Distance 
Traveling Salesman Problem - MDTSP), sua definição, complexidade, aplicações 
práticas e algoritmos de resolução. 
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Notas Bibliográficas 
Existe um vasto material bibliográfico sobre o TSP~ mas, o livro editado por 
Lawler [LLKS85], o texto de Jünger, Reinelt e Rinaldi [JRR94] e o de Souza [Sou93], 
foram as principais funtes de consulta. 
Dantzig, Fulkerson e Johnson [DFJ54] apresentaram a primeira formulação em 
programação inteira para o TSP e foram os primeiros a resolver grandes instâncias do 
problema. 
Para os algoritmos existentes para o TSP, de um modo geral: ressalta-se: Mark e 
Morton [MM93], Laporte [Lap92], Bentley [Ben92, Ben90], Margot [Mar92], Hurkens 
[Hur9l], Johnson [Joh90], Papadimitriou [Pap90], Applegate, Chvátal e Cook [ACC90], 
Johnson, Papadimitriou e Y annakakis [JPY88], Ohya, !ri e Murota [OlM84], Syslo, Deo 
e Kowalik [SDK83], Bartholdi e Platzman [BP82]; Rosenkrantz, Stearns e Lewis 
[RSL77], Or [Or76], Christofides [Chr76], Lin-Kernighan [LK73]. 
Fredman, Johson, McGeoch e Ostheimer [Fre95] relatam um estudo sobre 
estruturas de dados para representação de trajetórias do TSP. 
Em relação ao MDTSP1 foi utilizada toda a referência existente para o TSP e a 
partir dela elaborado o material descrito sobre o novo problema. 
Parte do material referente ao MDTSP pode ser encontrado em [RS95a, 
RS95b, RS96b]. 
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"Um homem pode saber mais do que muitos, 
porém nunca tanto como todos!' 
Marquês de Maricá. 
Neste capitulo é apresentado um método multiMalgoritmo para a resolução de 
problemas combinatórios. Tal método~ denominado de Times Assíncronos (do inglês 
Asynchronous Teams ou A-Teams), se baseia na utilização conjunta de diversos 
algoritmos, que interagem assincronamente, de maneira a gerar soluções melhores do que 
as geradas pelos seus componentes isoladamente. 
Sua definição e principais características são descritas. Analogias com 
organizações assíncronas encontradas na natureza são estabelecidas, de maneira a 
refOrçar os conceitos mencionados anteriormente. Um breve histórico é apresentado, 
onde pode ser encontrado um resumo de várias das aplicações de A-Teams desenvolvidas 
até o momento. 
Por fim, será enfocado o projeto de um A-Team que suporta, também, Problemas 
de Oti:rrrização Combinatória com Múltipla.;; Funções Objetivo, cujas principais diferenças 
em relação aos tradicionais A-Tearns (A-Teams para problemas com uma única função 
objetivo) ocorrem na estrutura das memórias compartilhadas, que annazenam agora 
soluções multidimensionais e nas políticas de destruição e seleção destas soluções. Urna 
nova estrutura para a organização de soluções na memória é apresentada, sendo 
denominada de Memória de Camadas de Conjuntos Não-Dominados, bem como 
novas políticas de destruição e seleção de soluções adaptadas à nova estrutura de 
memória compartilhada do A-T eam. 
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Introdução 
Apesar da existência de muitos algoritmos que se propõem a encontrar soluções 
aproximadas para diversos problemas, estes algoritmos geralmente são adequados 
somente à circunstâncias particulares, ou seja, dependendo da instância do problema, 
detemlinado algoritmo pode ser bem mais eficiente que outro. Com base neste ponto de 
vista~ surge uma indagação: 
Dada uma instância de um problema, especificamente de otimização .. qual seria a 
heurística mais adequada a resolvê-lo ? 
Uma resposta a esta pergunta pode levar a uma análise bastante exaustiva que 
depende de uma quantidade muito grande de fàtores, tais como: qualidade das soluções 
geradas, complexidade de implementação, tempo de execução, etc. Além disso, mesmo 
que tal pergunta pudesse ser respondida com sucesso, ao se escolher uma heurística, 
certamente se estaria desprezando as qualidades de todas as outras. Dai, então, surge 
uma outra questão: 
Como resolver determinado problema de modo a tirar proveito de mais de uma das 
heurísticas existentes para resolvê-lo ? 
Foi a partir de indagações como esta que surgiu a idéia de se desenvolver o 
método de Times Assfucronos, onde um conjunto de algoritmos (heurí..:;ticos ou não) 
agem de maneira independente uns dos outros, gerando soluções que podem ser 
compartilhadas por todos, de tal fonna a produzirem resultados cada vez melhores. 
Definição 
Times Assíncronos (do inglêsAsynchronous Teams ou A-Teams [TS90, ST91, 
TS92, ST93a, Sou93]) consistem nwna abordagem para a resolução aproximada de 
_problemas, baseada em agentes autônomos que se comunicam assincronamente através 
de memórias compartilhadas, possuindo um fluxo cíclico de dados. Desta forma, os 
agentes produzem soluções que são compartilhadas _por todos, podendo-se chegar a 
soluções próximas do ótimo, ou mesmo, ao ótimo do problema Um A-Team é defm..ido 
pelas três características seguintes [TS92]: 
Agentes autônomos -+ Conjunto de algoritmos, que agem independentemente 
oos dos outros, tal que novos agentes _podem ser inseridos ou antigos retirados 
sem que isto afete o desempenho dos demais. 
agente = algoritmo+ protocolo de comunicação' 
Comunicação assíncrona -+ Os agentes manipulam dados em memonas 
compartilliadas sem que haja nenhuma comunicação direta entre eles e sem 
que haja qualquer sincronismo entre os mesmos, o que permite que sejam 
executados concorrente ou paralelamente. 
1 l'rofocolo de romunimçiio consiste num ooujunlo de regras que definem a pdílica de COJ.mmicação entre proC(<'SSos. 
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Fluxo de dados cíclico ----;. Deve existir pelo menos um ciclo no fluxo de dados, de 
maneira a permitir uma contínua interação entre os agentes que manipulam -
lêem, modificam e armazenam - infonnações na memória compartilhada. 
Os A-Teams podem ser representados graficamente através de retângulos, 
representando as memórias compartilhadas e, de setas, representando os agentes. A 
orientação das setas indica de que memória o agente retirou os dados e em qual ele 
depositará seus resultados. A seguir (fig.5.1), é dado wn exemplo de uma configuração 
simples de um A-Team, contendo três memórias compartilhadas e três agentes. O agente 
A lê da Memória l e escreve na Memória 2, o agente B lê da Memória 2 e escreve na 
Memória 3 e o agente C lê da Memória 3 e escreve na M'emória 1, formando um fluxo 
cíclico de dados, onde tal ordem pode ser alterada a cada iteração do A-Team, 
possibilitando uma comunicação completamente assíncrona entre os agentes. 
Figura 5.1: Exemplo da representação gráfica de uma configuração de mn A-Team. O time é composto por três agentes (A,B,C) 
e três memórias compartilhadas (1,2,3), onde as setas representam os possíveis fluxos e dados, oom sua<~ direções 
indicando de onde os agentes lêem e onde eles escrevem seus dados, respectivamente. 
AJ Memória 2 ~ 
Memória 1 ~ c Memória 3 
A ligação entre os algoritmos é realizada pela estrutura de dados usada nas 
memórias compartilhadas. Não importa o procedimento interno adotado pelo algoritmo 
para a geração da solução, e sim, que a solução gerada seja apropriadamente formatada 
para ser armazenada numa memótia, servindo de solução inicial para qualquer um dos 
outros algoritmos do time que lêem da memória. O mesmo raciocínio se aplica para a 
entrada dos algoritmos: um algoritmo dever ler uma solução da memória num dado 
formato padronizado e deve ser capaz de transformar para o seu fonnato interno, se 
necessário. 
Para o caso de problemas com uma única função objetivo, cada solução escrita 
por um algorítmo numa memória é annazenada numa de suas várias posições. Os 
algoritmos são livres para visitar qualquer uma das posições a qualquer instante, a única 
restrição que se aplica, para se garantir a consistência dos dados, é um mecanismo de 
semáforo, ou seja, cada posição é considerada corno uma região critica da memória 
[Tan92]. Isto significa que, se um algoritmo estiver utilizando uma determinada posição, 
nenhum outro algoritmo poderá visitar tal posição. Nenhuma outra restrição é necessária 
para a comunicação entre os algoritmos. 
Souza [Sou93] mostrou que a aplicação de A-Teams para o TSP resulta num 
melhor desempenho do que a aplicação de cada algoritmo individualmente. Ele também 
mostrou que quanto mais algoritmos existirem no A-Team, melhor é o seu desempenho. 
Tal propriedade foi chamada de eficiência em escala. Além disso, ele realizou 
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experimentos com várias máquinas e obteve resultados próximos da situação ideal: o 
tempo de execução para uma máquina foi dividido por 2, 3 e 4 quando usados 2, 3 e 4 
processadores, respectivamente. Estes resultados motivara.m, ainda mais, a idéia de 
expandir este trabalho para .Problemas Combinatórios com Múltiplas Ftlllções Objetivo. 
Um A-Team pode ser composto por uma ou mais memórias compartilhadas, onde 
os agentes podem ler e escrever dados (soluções). Os dados são lidos confurme apolitica 
de seleção de cada agente, que é livre para escolher o dado da memória que melhor for 
conveniente. Como as memórias não podem incorporar dados infinitamente, a cada uma 
está associado um agente denominado destroyer ou destruidor. O destruidor tem a 
função de julgar e eliminar, baseado em alguma política de destruição, um dado 
(solução) da memória para abrir espaço a um novo. Tão importante quanto produzir bons 
dados é a tarefà de eliminar dados não promissores, onde bons dados a serem eliminados 
não são, necessariarnent~ os piores dados quanto à função objetivo. A correta eliminação 
de dados economiza esforços e delineia a evolução dos dados na organização em tomo 
dos resultados desejados. A política de destruição é geralmente relacionada com a 
qualidade dos dados. Tais itens serão abordados em detalhes posteriormente. 
Contexto Hístórico 
A idéia de se utilizar vartas heurísticas conjuntamente para se resolver 
determinado problema não é tão recente assim. Em 1975, Weiner [Wei75] afirmou que 
melhores resultados poderiam ser obtidos para os problemas de otimização se fosse 
aplicada uma heurística de melhoria sobre a solução gerada por uma heurística de 
construção. Tal proposta se mostrou bastante inflexível, pois tornava a configuração 
muito limitada: se a solução construída não fosse muito boa, o algoritmo de melhoria 
encontraria o mínimo local daquela região desfavorável e o processo terminaria mesmo 
assim. 
Uma década depois, Pyo [Pyo85] apresentou um trabalho que inspiraria a criação 
do método de Times AssÚlcronos. O autor propôs a aplicação combinada de diversos 
algoritmos já existentes para a resolução de um dado problema, de fonna distnbuída e 
síncrona, que ele denominou de abordagem de times (do inglês Team Approach). Tal 
idéia fui aplicada na resolução de equações algébricas utilizando-se os métodos 
aproximados Newtow-Raphson (NR) e Steepest Descent (SD), que partem de um ponto 
(solução) irúcial e, sucessivamente, geram soluções cada vez mais próximas da ótima. O 
método NR transforma as equações em lineares e usa as raizes destas equações lineares 
como pontos correntes para as iterações seguintes. O método SD usa a direção do 
gradiente de cada equação como a linha de direção para a minimização do erro entre a 
solução estimada e uma real. 
Em sua abordagem de Team Approach, Pyo utilizou o conceito de BlackBoard':i 
como elo de comunicação entre os dois métodos. Arquitetura blackboard é uma técnica 
distribuída de resolução de problemas introduzida por Newell [New62] e se baseia no uso 
de uma memória compartilhada, contendo uma solução de cada vez, a qual é atualizada 
por vários agentes especialistas sempre sob a supervisão de um agente de controle 
(supervisor). Inicialmente o blackboard fornece um mesmo ponto de partida aos métodos 
NR e SD. Cada método efetua seus processamentos independentemente um do outro e, 
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ao término, ambos retornam seus resultados para o blackboard. Por sua vez, o 
blackboard analisa os resultados e permite que o método de menor progresso seja 
executado novamente, tendo os resultados gerados pelo método de melhor perfonnance 
como ponto de partida. E assim sucessivamente, até os resultados serem satisfatórios. 
5.3.1. O Trabalho Pioneiro 
Em 1990, Talukdar e Souza [TS90] introduziram o termo Times Assíncronos 
(do inglês Asynchronous Teams), através de um trabalho para a Resolução de Equaçties 
Algébricas Não-lineares. Neste trabalho, os autores, adaptando o modelo proposto por 
Pyo, usaram num mesmo time o método de Newton-Raphson (NR) e um Algoritmo 
Genético (GA). Estes métodos possuem características bem distintas. Os GAs, como 
pôde ser observado no capítulo 2, realizam uma busca global no espaço de soluções 
fuctiveis para o problema, escapando de mínimos locais, mas, demandando um grande 
esforço computacional para convergir. O NR, por sua vez, converge muito rapidamente, 
servindo como um método de melhoria, refinando as soluções geradas por outros 
métodos, neste caso especifico, o GA. 
Duas fortes diferenças entre os dois trabalhos, o do Pyo e o de Talukdar e Souza, 
podem ser notadas: a primeira, é que no time de Talukdar e Souza não existia nenhum 
supervisor, ou seja, os dois métodos interagiam, porém, sem nenhum sincronismo entre 
eles; e, a segunda diferença, é que os métodos que fàzíam parte do time de Talukdar e 
Souza possuíam características distintas, cujas virtudes foram adequadamente exploradas 
através da estrutura de fluxo de dados do time formado, resultando na obtenção de 
soluções de alta qualidade num curto espaço de tempo, se comparados com a execução 
dos métodos isoladamente. 
5.3.2. Os Trabalhos Conseguintes 
A partir do traballio pioneiro, inúmeros outros foram desenvolvidos. O objetivo 
desta subseção é dar uma visão geral do que foi desenvolvido e quais problemas foram 
abordados por A-Teams até os dias de hoje. 
Em 1991, Souza e Talukdar [ST9l], aprimoraram a idéia precursora e 
desenvolveram um A-Team mais eficiente, trocando o método NR pelo método 
Levenbergh-Marquardt (LM). Desta vez, duas versões do método LM foram utilizadas. 
Os autores tiveram a seguinte idéia: utilizar o GA para encontrar os valores das variáveis 
globais, ou sejan'4 aquelas variáveis que apareciam em todas as equações; utilizar urna 
versão do LM (LM com baixa precisão) para encontrar os valores das variáveis locais, ou 
seja, aquelas variáveis que apareciam somente em algumas equações, desta forma, o LM 
poderia encontrar soluções mais facilmente. Esta combinação gerava soluções 
potenciahnente boas, que serviam corno ponto de partida para uma outra versão da LM 
(LM com alta precisão), que refinava as soluções iniciais, gerando as soluções finais. 
Ainda em 1991, Quadre! [Qua91] desenvolveu um trabalho intitulado 
Asynchronous Design Environments: Architeture and Behavior, onde ele apresenta um 
sistema denominado de Anarquia (do inglês Anarchy), cujos conceitos apesar de 
si:milares, ·violam as características fundamentais do A-Team original) tal como a 
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comunicação assíncrona entre agentes. O problema abordado foi intitulado de: High Rise 
Building Design. 
Em 1992, Talukdar e Souza [TS92] desenvolveram o trabalho Scaie Efficienty 
Organizatíons, onde foi dito que organizações eficientes em escala são aquelas abertas 
(crescem facilmente) e cujos componentes, novos e antigos, se cooperam eficientemente 
de maneira benéfica para o grupo, ou seja, a inclusão de novos componentes proporciona 
um incremento de beneticios para a organização. O trabalho apresentou Time Assíncrono 
como uma organização eficiente em escala. Via de regra, os agentes interagem de 
maneira sinérgica, ou seja, a interação entre eles proporciona melhores resultados do que 
a ''soma" dos resultados produzidos por cada um individualmente-. 
Também em 1992, Murthy [Mur92] desenvolveu uma abordagem para a 
resolução de um Problema de Design de um Robô Manipulador Modular. O robô 
manipulador1 neste caso, é um d.ispositivo mecânico motorizado e controlado por 
computador (similar a um braço hwnano )~ que tinha que realizar da melhor maneira 
possível uma série de tarefus previamente estabe.lecidas. As especificações de tarefas 
dadas inicialmente, estipulam restrições dinâmicas e cinemáticas ao comportamento do 
manipulador. O problema, então, é desenvolver um manípulador capaz de satisfazer estas 
restrições, atingindo todos os objetivos da melhor maneira possível. Os manipuladores 
tinham que satisfazer os seguintes objetivos: alta precisão, movimentos rápidos1 
recobrimento de todo o espaço, manobras no espaço detenninado. Esta pode ser 
considerada a primeira vez que um problema multiobjetivo foi abordado através de A-
Teams, entretanto, as funções objetivo foram encapsuladas numa só e o problema fora 
resolvido como sendo monobjetivo. 
Chen,. também em 1992, utilizou A-Teams para a resolução de um Problema de 
Diagnóstico de Falhas num Sistema de Transmissão de Energia Elétrica. Este problema 
pode ser descrito da seguinte maneira: dada uma configuração inicial de falha numa rede 
de energia elétrica e um conjunto de alarmes, achar a hipótese que forneça explicações 
para o conjunto de alarmes. Falhas são ocorrências anormais, tal como o mal-
funcionamento de um dispositivo ou uma perda de mensagem, que pode acontecer numa 
rede. Tal problema pode ser caracterizado como um problema de busca, ao invés de um 
problema de otimização, uma vez que o A-Team foi aplicado para encontrar todas as 
hipóteses que expliquem o conjunto de falhas e não a melhor. 
Em 1993, Souza e Talukdar apresentaram o trabalho Asynchronous 
Organizations for Multi-Algorifhm Problems [ST93a], onde foi caracterizado o tipo de 
problema adequado para ser resolvido através de A-Teams, denominados de Problemas 
Multi-Algoritmos. 
No livro Engineering Design: the creation q{ products and processes pode ser 
encontrado um capítulo intitulado Objects Organizations and SuperObjects escrito por 
ambos [TS93]. Talukdar e Souza publicaram outros artigos envolvendo o método de 
Times Assíncronos; que podem ser encontrados [Ta193, Tal92, TSM93]. 
Souza, entre 1991 e 1993 [Sou93], aplicou A-Team para o Problema do Caixeiro 
Viajante (Traveling Salesman Problem-TSP) e reuniu os resultados desta aplicação, bem 
como todo o material de pesquisa desenvolvido por ele neste período, em sua tese de 
doutorado intitulada Asynchronous Organizations for Multi-Aigorithm Problems. Neste 
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trabalho, fora mostrado que Times Assincronos resolveu à olimalidade grandes instâncias 
do TSP, inclusive a famosa instância de 532-cídades [PR9l, LLKS85], dando respaldo 
para futuras aplicações de A-Teams para outros problemas NP-dificeis. Esta tese se 
constitui no principal texto sobre A-Teams e fora essencial para o desenvolvimento deste 
trabalho. 
Ramesh e Talukdar desenvolveram A-Teams for Real-Time Operations [TR92a], 
Cooperative Methods and Security Planning [TR92b] e Contingency Constrained 
Operations. Talukdar, Ramesh, Quadrei e Christie, em 1992, desenvolveram o trabalho 
Multi-Agent Organízatíons for Real-Time Operations [TRQC92b]. Em 1993, Talukdar e 
Ramesh [TR93] propuseram uma nova abordagem, baseada em A-Teams, para resolver 
um Sistema de Controle em Tempo-Real para uma Rede de Energia Elétrica, cujo 
trabalho foi intitulado de A Multi-Agent Technique for Contingency Constrained Optimal 
Power Flows. Em 1994, Ramesh defendeu a tese intitulada fnertial Search and 
A:,ynchronous Decompositions. 
Em 1995, Talukdar, Gove e Souza [TGS95] desenvolveram o trabalho intitulado 
A3ynchronous Teams: Near-Scale-Effective Organizations for Distributed, Computer-
Based Agents. Também em 1995, Talukdar) Souza, Quadrei e Ramesh apresentaram o 
trabalho A-Teams: Multi-Agent OrganizationsjOr Distributed Iterations [Tal95]. Ainda 
1995, Kao, Hemmerle e Prinz [KHP95] desenvolveram o trabalho intitulado 
Asynchronous Teams Based Collision A voidance in PAWS. 
Souza, a partir do final de 1993, começou a orientar diversos pesquisadores em 
trabalhos envolvendo Times Assíncronos. 
Em 1994, Peixoto e Souza [PS94a], aplicaram A-Teams para o Flow Shop 
Prob!em - FSP. E, ainda em 1994, Peixoto e Souza [PS94b], desenvolveram uma 
Metodologia de E~pecificação de Times Assíncronos. Peixoto, em 1995 [Pei95], 
terminou sua dlssertação de mestrado intitulada Metodologia de Espec{ficação de Times 
Assíncronos para Problemas de Otimização Combinatória, onde foi reportado todos os 
resultados da aplicação de A-Teams para o FJP, novos limites inferiores para este 
problema e a metodologia desenvolvida para aplicação de A-Teams. Para vária<J 
instâncias do problema se chegou à otimalidade e os limites inferiores gerados foram de 
melhor qualidade do que os conhecidos anteriormente. 
Cavalcante e Souza, em 1995 [CS94, CS95], aplicaram A-Teams para o .!ob Shop 
Problem - JSP. A abordagem adotada envolvia apenas heurísticas de construção. 
Cavalcante, ainda em 1995 [Cav95], ternrinou sua dissertação de mestrado intitulada 
Times Assíncronos na resolução do Job Shop Problem - heurísticas de construção, onde 
foi reportado os resultados de toda a pesquisa desenvolvida. Para várias instâncias 
conhecidas do JSP se chegou ao valor ótimo. 
Em 1995, Carnponogara e Souza [CaS95a, CaS95b, CaS95c] aplicaram A-Tearns 
para um Problema de Distribuição de Derivados de Petróleo. O problema em questão é 
dinàrníco (os dados do problema sofrem contínua alteração em tempo de execução) e, 
devido a sua complexidade, a abordagem utilizada envolveu a decomposição do problema 
em sub-problemas menores. Neste trabalho, foi constatado que A-Teams é apropriado 
para a resolução de grandes problemas através de sua decomposição, desde que cada 
sub-problema possa ser resolvido por um ou mais algoritmo especifico, bem como os 
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algoritmos do time possam ser atualizados sem que ocorra qualquer modificação nas 
versões remanescentes. Camponogara, no final de 1995 [Cam95], terminou sua 
dissertação de mestrado intitulada Times Assíncronos para o Problema de Transporte de 
Derivados de Petróleo. 
Ainda em J 995, Rodrigues e Souza [RS95a, RS95b, RS95c, RS96a, RS96b], 
aplicaram A-Teams para o Mul!i-Distance Traveling Salesman Problem, um problema 
proposto como generalização do clássico TSP. Este presente trabalho relata o estudo 
completo desta aplicação. Vale ressaltar, entretanto, que esta foi a segunda tentativa 
bem-sucedida de abordagem de problemas multiobjetívos através de A-Teams (a primeira 
foi por Murthy [Mur92]). Poderá ser verificado no restante desta dissertação, que 
diversas estratégias de abordagens foram desenvolvidas, sendo que em uma delas, pela 
primeira vez, otimiza-se simultaneamente múltiplas funções objetivo em A-Teams. 
R1beiro e Souza [RiS95], desde 1995, estão estudando a aplicação de A-Teams 
para o Prize-Collecting Traveling Salesman Problem. Gaspareto e Souza estão 
trabalhando num A-Team para o Job Shop Problem utilizando apenas heurísticas de 
melhoria [HS94]. 
Nascimento, Mendonça e Souza desenvolveram, muito recentemente, um trabalho 
sobre A-Teams para Desenho de Grafos, onde já fuzem uso de algumas das idéias 
apresentadas neste trabalho e cujo artigo foi intitulado Sinergia em Desenho de Grafos 
usando Springs e Pequenas Heurísticas [NMS96]. O problema está sendo considerado 
como multiobjetivo, onde se tenta encontrar o melhor compromisso entre dois critérios 
estéticos: maxirnização da simetria e minimização de cruzamentos entre arestas. 
A tabela 5.1 resume todas as aplicações de A-Teams citadas nesta subseção. Na 
primeira coluna, estão relacionados os nomes dos pesquisadores. Na segunda, o período 
em que trabalharam com tal problema. E, na terceira coluna, o nome do problema 
abordado através de A-Teams. 
Tabela 5.1: Relação dos probh..'Illas abordados através de A-Teams. 
Aplicações de A-Teams 
Autores Período l,roblema 
' 
lQQ0-1991 N n-li < p, i I S 
Souza e Talukdar 1991-1993 Traveline Salesman Problem 
Murthv e Talukdar 1992-1993 Multi-Ser;:ment Robot Arm 
Chen e Talukdar 1991-1992 Power Svstem Fauir DiaJmosis 
Ramesh e Talukdar 1991-1994 Conlinvenc ' Constraíned Ontímal Power Flows 
Peixoto e Souza 1993-1995 Flow Shon Problem 
Cavalcante c Souza 1993-1995 Job Slwv Problem (heurísticas de construdio) 
Lon~o c Ara_gão 1993-1995 Set Cm;(!r / Set Partition Problem 
Camnonn2:ara c Souza 1994-1995 Oi! Derivaiive Trammortation Problem 
Rodri2:ucs e Souza 1994-1996 Mullí-Distance Traveline- Salesman Problem 
Ribeiro e Souza 1994~ ... Prize-Collection Travelin ,- Salesman Problem 
Glienke e Aragão 1993- ... Vehicle Routing Problem 
Haddad e Souza 1993- ... Job Shon Problem heurísticas de melhoria 
Nascimento. Xavk-r c Sou;.;-_.a 1995- ... Desenho de Grafos 
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Organizações Assíncronas 
Quando pensamos em modelo organizacional, logo vem à mente uma estrutura 
hierárquica, onde todos seus componentes são organizados de forma a se estabelecer, 
precisamente, a ordem em que tarefas deverão ser executadas, bem como a ordem em 
que cada componente do modelo deverá executá-las. Um sincronismo explícito é logo 
pensado como elemento essencial de um bom modelo organizacional - tal como os 
modelos organizacionais presentes na sociedade humana [Dun78], Esta foi a tônica da 
Teoria da Organização até pouco tempo atrás [Fox79]. Mas, basta olharmos a nossa 
volta, na própria natureza, e encontraremos inúmeros exemplos de modelos 
organizacionais assíncronos que harmonicamente garantem o equilíbrio e a existência da 
vida. Por exemplo, existem alguns processos com características marcantes: 
O sistema neurológico do corpo hmnano é um exemplo de um modelo natural 
autônomo. Cada um dos milhares de neurônios recebem e enviam milhares de sinais 
elétricos, recobrindo todo o corpo humano e formando urna complexa rede de 
comunicação. Mas, apesar de toda a complexidade envolvida, não existe nenhum controle 
central sobre os neurônios. Devido a sua extrema complexidade e eficiência, o sistema 
neurológico humano tem sido intensivamente estudado e seu comportamento 
representado em modelos matemáticos. Tais estudos já deram origem, por exemplo, à 
área de Redes Neurais em Ciência da Computação (ver Cap.2). 
Os processos cíclicos dos seres vivos, tais como o ciclo da água e a cadeia 
alimentar, são verdadeiros fluxos cíclicos de informação, permitindo uma completa 
interação entre seus elementos. Não existe nenhuma ordem específica entre as ações que 
são executadas: a cada instante um caminho diferente pode ser adotado nestes fluxos 
cíclicos e interativos. A matéria orgânica é constantemente utilizada e reutilizada no 
processo de formação dos seres vivos. 
Ainda, o nascimento e evolução de uma estrela, dando origem a uma nova 
galáxia, é caracterizado por processos aleatórios e assíncronos. Novas estrelas e outros 
elementos cósmicos surgem a todo instante, da mesma maneira que num dado momento 
de suas existências eles se extinguem. Se extinguem, mas os resíduos resultantes dão 
início ao processo de formação de novos elementos. Tudo isto sem nenhuma ordem 
predefinida. Por exemplo~ se a nuvem gasosa que dá origem à formação de urna estrela 
contiver pouco hidrogênio (elemento mais abundante no universo e matéria básica na 
formação de uma estrela), o núcleo não será muito denso e a estrela resultante será pouco 
luminosa, se apagando rapidamente. Agora, se o processo de formação estelar contiver 
hidrogênio em quantidades absurdamente grandes, as reações desencadeadas serão tão 
violentas que propiciarão a formação de um elemento tão pequeno e compacto que nem a 
luz escapará dele; e a estrela originária será cercada por uma área que fica completamente 
isolada do restante do universo, produzindo o que nós conhecemos como buraco negro. 
Interessantemente, o conceito de Times Assíncronos veio como uma idéia 
inovadora no sentido de incorporar tais características naturais (assincronismo, 
aleatoriedade, reutilização, fluxos cícJicos e autonomia) em modelos artificiais, 
especificamente em organizações de software. 
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Pode ser encontrado na literatura [Lau92, OW78, Sou93] diversos exemplos de 
modelos naturais de organizações assíncronas. 
Como Projetar um A-Team? 
Desenvolver um A-Team básico que gere soluções válidas para o problema em 
questão é uma tarefu simples. Para isto, basta que os algoritmos disponiveis para a 
resolução do problema escolhido sejam reunidos e que pelo menos um fluxo cíclico de 
dados para conectar tais algoritmos seja estabelecido. Em seguida, deve-se atribuir uma 
poJitica de seleção para a escolha de soluções pelos algoritmos e uma política de 
destruição para as soluções contidas na memória. Um passo opcional seria a criação de 
algoritmos específicos a serem incluídos no A-Team. 
Entretanto, apesar desta aparente simplicidade, estipular o melhor conjunto de 
paràmetros que envolve o projeto de um A-Team é bastante complicado e vem sendo 
realizado de maneira empírica. 
Souza [Sou93] citou alguns passos de como projetar um A-Teams para o TSP, 
mas, algumas perguntas ficaram no ar no que dizia respeito a aplicabilidade do 
procedimento usado por ele para outros problemas: 
Dado um determinado problema, como saber se ele é adequado para ser resolvido 
através de A-Teams? E, caso positivo, como projetar um A-Team para tal problema? 
Poderiam ser preestabelecidas configurações padrões de A-Teams para 
determinadas classes de problemas? 
Tais questões estimularam os estudos realizados por Peixoto [Pei95], resultando 
no desenvolvimento de uma Metodologia de E!)pecijicação de Times Assíncronos para 
Problemas de Otimização Combinatória, onde ele generaliza as idéias descritas 
anteriormente por Souza [Sou93] e acrescenta outras de fimdamental importância. 
Os principais passos desta metodologia são: 
1. Especificação do problema; 
2. Representação e qualidade das soluções; 
3. Verificação da Adequabilidade do Problema à Aplicação de A-Teams; 
4. Aplicação da configuração geral proposta pela metodologia; 
5. Especificação das memórias, agentes, :fluxos de dados e políticas de seleção e 
destruição de soluções; 
6. Análise das soluções obtidas, ou melhor, realização de testes empíricos para 
ajuste dos parâmetros até os resultados obtidos serem satisfatórios. 
Peixoto [Pei95} afirma que a metodologia tbi desenvolvida para Problemas de 
Otimização Combinatória com uma única função objetivo, o que não é o caso do Multi-
Distance Traveling Salesman Problem ~ MDTSP, que é um problema multiobjetivo. 
Acontece que, durante a aplicação de A-Teams para o MDTSP, pôde ser constatado que 
os passos a serem seguidos são os mesmos, e que a diferença acontece em alguns de seus 
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procedimentos internos. Especificamente, na estrutura das memórias (organização das 
soluções na memória) e políticas de seleção e destruição. Tais diferenças serão mostradas 
nas seções segu-intes e continuadas no próximo capítulo. 
5.5.1. Especificação do Problema 
Conhecer o problema é o primeiro passo para a sua resolução, já dizia Polya em 
"Haw to Solve it: A New Aspect ofMathematical Method" [Pol73], onde são sugeridas 
quatro grandes fases para a resolução de um problema: 1) Entendimento do Problema; 2) 
Estabelecímento de um plano de ação; 3) Execução do plano; e, 4) Análise dos 
resultados. Tais fases estão diluídas nos passos sugeridos para o desenvolvimento de um 
A-Team, como visto anteriormente. 
Especificamente para o caso de Problemas de Otimização Combinatória -POC, é 
preciso definir o problema corretamente, compreender seu domínio, especificar todas as 
variáveis envolvidas, as restrições que devem ser respeitadas, o(s) objetivo(s) a ser( em) 
atingido(s) e o que é mna solução para este problema. Muito importante, também, ê saber 
qual o tipo de problema com que será abordado, corno por exemplo, se o problema é 
multiobjetivo (envolve várias funções objetivo) ou dinâmico (os dados do problema 
sofrem continuas alterações durante a execução). 
Novamente, Polya também sugere que se verifique a existência de um problema 
similar já resolvido anteriormente e, assim, tirar proveito do estudo realizado. Então, 
voltando à classe dos POC, é preciso definir mn modelo matemático para o mesmo de tal 
fonna que todas as restrições, variáveis e funções objetivo estejam representadas. No 
caso de uma aplícação prática, pode ser identificado um modelo matemático já existente 
que o represente, ou pelo menos, qual o modelo que mais se assemelha com o problema 
que se está querendo resolver e assim, realizar as adaptações necessárias. 
Vale ressaltar que para um mesmo problema pode existir inúmeros tipos de 
fonnulações matemáticas, basta verificar o caso do TSP onde novas formulações vêm 
sendo desenvolvidas possibilitando melhores desempenhos dos algoritmos exatos. No 
caso de abordagem aproximada, a formulação matemática não é crucial: o importante é 
estabelecer uma delas, mesmo que bem simples. 
Ao final desta fuse, a pergunta "O que resolver?" já deve ter uma resposta 
satisfatória, faltando agora a resposta a uma outra pergunta: "Como?" 
5.5.2. Representação e Qualidade das Soluções 
Um A-Team deve possibilitar a -interação entre os agentes (algoritmos) que o 
compõe, Tais agentes interagem através de memórias compartilhadas, podendo, de~'ta 
fonna, aproveitar as soluções geradas por outros agentes e conseguir resultados 
melhores. 
Já que soluções devem ser compartilhadas por todos, é preciso definir uma 
representação para as mesmas de tal forma que todos os agentes a ela relacionados 
possam entendê-la. Tal representação depende do problema que está sendo resolvido. 
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No caso do TSP, por exemplo, a formulação matemática em programação inteira 
dada por Dantzig, Fu1kerson e Johnson [DFJ54] indica que urna solução é representada 
por uma matriz binária nxn, onde n é o número de cidades e as posições que possuem o 
valor 1 são as que representam a existência de um caminho entre as duas cidades, 
representada pelas respectivas linha e coluna (ver 4.3). Uma outra maneira de representar 
uma solução factível para o TSP é através de wna seqüência de n números, indicando a 
ordem em que as cidades devem ser visitadas. Tal representação pode ser implementada 
através de arrays ou vetores de n posições, onde a ordem relativa das cidades pode ser 
deterrrúnada em tempo constante, entretanto, requer tempo O.(n) no pior caso para gerar 
uma ordenação inversa. Para n grande, l.OOO<n<J.OOO.DOO, são índicadas estruturas 
mais avançadas comoAVL trees (de Adelson-J{elskii e Landis, é uma árvore balanceada 
de busca tal que, para todo nó, a diferença entre a altura de suas sub-árvores à direita e à 
esquerda é no máximo 1 [Man89, AHU74]) com n nós, adaptada para representar uma 
trajetória do TSP [Mar92], sendo que sua implementação é complexa [Fre95]. No lugar 
da AVL, para l.fJOO<n<l.ODO.OOO, são indicadas duas novas estruturas: two-level trees, 
que são árvores com somente dois níveis para representar uma trajetória, onde as 
operações de consulta, tal como para os vetores, levam tempo constante, mas a 
pennutação de elementos leva O(.{,;) ); e, segment treeti, que são estruturas compostas 
por uma árvore e uma lista de segmentos, onde uma lista de segmentos é uma lista 
duplamente ligada, com cada elemento correspondendo a um dos segmentos, e contendo 
os índices dos finais do segmento e um bit reverso. Além disso, o representante de um 
segmento na árvore de segmentos contém um ponteiro para o representante na lista de 
segmentos. Para n muito grande, n"2:]06, caso muito comum em aplicações VLSl, por 
exemplo, é indicada a estrutura de dados splay tree, que é uma árvore binária de busca 
onde cada vértice possuí um bit reverso especial que indica se a raiz (vértice) de uma 
sub-árvore deve ser trocada em ordem, da esquerda para a d-ireita (bit reverso ativado), 
ou invertida em ordem, da direita para a esquerda (bit reverso desativado), com a 
característica de que os vértices com bits reversos de altura h podem desfazer o efeito 
dos vértices com bits reversos de altura h-1. A idéia central de uma ~play tree é que, toda 
vez que um vértice é visitado, ele é carregado para a raiz (splayed) por uma seqüência de 
rotações (alterações locais na árvore tal que se preserve a busca em ordem transversal). 
Splay tree é assintoticamente a melhor estrutura de dados para a representação de 
trajetórias, possibilitando operações de consultas e atualizações em tempo O(logn) 
[Fre95]. 
O importante, para este trabalho, é que, para n<JOOO, arrays (vetores) ainda é a 
estrutura mais indicada [Fre95]. 
O tipo de representação de soluções usado causa sensíveis alterações nos 
resultados computacionais obtidos e por isto, seria natural a opção pela representação 
que demonstrasse mais eficiência neste ponto. Mas não é tão simples assim. Primeiro 
porque se formos procurar a estrutura mais eficiente existente, podemos nos deparar com 
estruturas complexas demais do ponto de vista computacionaL E segundo, porque é 
importante observar o tipo de representação de soluções que cada um dos algoritmos do 
A-Team possui e, a partir disto, procurar utilizar uma representação o mais semelhante 
possíve~ senão a mesma, para evitar constantes conversões de representações e a 
conseqüente degradação da performance do A-Team. 
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O ideal seria transfnnnar todas as representações de soluções do A-Team (as 
representações das memórias e as dos algoritmos) numa única representação, mas, 
novamente, nem sempre fàzer isto é urna tarefu trivial e se pode acabar despendendo 
muito tempo nesta tarefa em detrimento de outras também importantes. Um 
compromisso entre a rapidez para se obter resultados satisfatórios e a rapidez para o 
desenvolvimento de um A-Team deve ser atingido. 
Em relação ao nível de qualidade das soluções geradas, embora busca-se sempre 
a solução ótima, para muitos problemas (geralmente, aplicações práticas) as soluções 
desejadas não necessariamente incluem a solução ótima. Alguns problemas podem 
possujr dados imprecisos, por exemplo, onde a busca da solução ótima pode significar 
esforço desnecessário e o ideal é a obtenção de um conjunto de soluções fàctíveis 
próximas do ótimo segundo a formulação feita com base nos dados imprecisos. Para 
outros problemas, por exemplo, não é claro qual a função objetivo a ser otimizada e, 
portanto, não é possível avaliá-la precisamente. 
Para problemas multiobjetivos, como é o caso do MDTSP, a busca da solução 
ótima cede lugar à busca de soluções de melhor compronússo que satisfaçam todos os 
objetivos envolvidos. Neste caso, o que se busca é o Pareto Ôtimo do problema, ou seja, 
o melhor conjunto de soluções não-dominadas dentre todo o conjunto de soluções 
factíveis do problema (ver Cap.3). Mais uma vez, e neste caso reforçado pelo acréscimo 
de dificuldade inserida com o aumento do número de funções objetivo, encontrar o 
melhor conjunto de soluções não é necessário, o ideal é fornecer um conjunto de 
soluções de compromisso, tão bom quanto possíve~ e deixar a análise ser feita por um 
especialista que possa escolher, dentre as soluções de compromisso fornecidas, qual seria 
a mais adequada naquele momento. 
A possibilidade de escolha por um tomador de decisão é proporcionada 
naturalmente pelo A-Team, já que ele fornece como resultado final um conjunto de 
soluções de compromisso (e, também, se manipula conjuntos de soluções durante todo o 
processo de execução), e não apenas urna única solução final. 
5.5.3. Tipo de Problemas Adequado à Aplicação de A-Teams 
Nesta subseção serão apresentada..:;; as características necessárias que um problema 
deve possuir para ser considerado adequado à aplicação de A-Teams. Aos problemas que 
possuem tais características denomina-se Problemas Multi-Algoritmos, como veremos a 
seguir. 
Primeiramente, algumas definições tornam-se necessárias: 
Espaço dos Problemas 
Souza [Sou93) classificou os problemas em três grandes categorias, onde cada 
categoria é defmida de acordo com os algoritmos existentes para resolver os problemas 
pertencentes a ela: 
I. Categoria dos Problemas que possuem Algorilmos Adequados para resolvê-los; 
2. Categoria dos Problemas que possuem Algoritmos Inadequados para resolvê-los; 
3. Categoria dos Problemas que possuem Algoritmos Inaptos para resolvê-los. 
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Esta classificação não é dada pela complexidade dos algoritmos existentes, tal 
como é feito na Teoria da Complexidade [0179], e s:im, pela capacidade dos algoritmos 
em fornecer soluções factíveis (soluções válidas, que respeitam todas as restrições 
envolvidas) em relação ao tempo disponível para resolvê-los. 
Figura 5.2: Espaço dos probk-mas SCf:,>undo os algoritmos existentes para resolvê-los. Os algoritmos podem ser divididos em três 
categorias: Algoritmos Adequados; Algoritmos fnadequados; c, Algoritmos Inaptos. 
Espaço doe; froblemae; 
Algoritmo, 
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Os problemas pertencentes a categoria dos Algoritmos Adequados são aqueles 
que possuem pelo menos um algoritmo adequado para resolvê-los, ou seja, algoritmos 
que forneçam soluções válidas no tempo disponível Assumindo que todos tenham tempo 
suficiente para encontrar as soluções desejadas. Corno por exemplo: 
• Quick Sorte Merge Sort para a ordenação de vetores [ AHU74]; 
• Simplex para a resolução de problemas de programação linear [BJS90]; 
• Branch-and-Bound para a resolução de problemas de programação inteira [PR88, 
NW88]. 
Vale ressaltar que pela Teoria da Complexidade a ordenação é classificada como 
um problema polinomial (pertence a classe P), mas, os problemas modelados em 
programação inteira não possuem algoritmos conhecidos de tempo polinomial para 
resolvê-los (pertencem a classe NP) [GJ79]. 
A segunda categoria engloba os problemas que possuem Algoritmos 
Inadequados para resolvê-los, ou seja, algoritmos que gerem soluções não satisfatórias 
para o padrão de qualidade desejado (no caso de alguns algoritmos heurísticos, por 
exemplo) ou gerem soluções infactíveis que violam alguma restrição do problema (no 
caso de algoritmos que desconsideram alguma restrição com o intuito de facilitar a busca 
por melhores soluções). Como por exemplo: 
• Algoritmos gulosos (greedy) e heurísticas de construção, em geral; 
• Algoritmos de relaxação. 
Os problemas de design (que na sua maioria são problemas multiobjetivos), são 
classificados como pertencentes a categoria dos Algoritmos Inadequados, dado que, em 
geral~ os algoritmos existentes geram soluções infactíveis que precisam ser continuamente 
ajustadas até a obtenção de uma solução tàctível. 
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Vale ressaltar, entretanto, que um problema pode ter algoritmos pertencentes a 
mais de uma categoria. Um caso típico acontece com os problemas de otimização. Se o 
algoritmo pode garantir o ótimo global (algoritmo exato), então o problema pertence a 
categoria dos Algoritmos Adequados (supondo que se tenha o tempo necessário para 
encontrar a solução ótima, ou ainda, para instâncias pequenas ou com características 
específicas), agora, a maioria dos algoritmos existentes só podem encontrar soluções 
aproximadas, embora elas sejam factíveis e, neste caso, o problema de otimização se 
encaixa na categoria dos Algoritmos Inadequados. 
A terceira categoria agrega os problemas que possuem apenas Algoritmos 
Inaptos para resolvê-los, ou seja, os algoritmos existentes não garantem sequer a 
geração de soluções factíveis, e mais, gerahnente eles violam muito as restrições do 
problema, de tal fonna que as soluções fornecidas venham a pertencer à uma região 
muito distante da factível. Os problemas desta categoria são muito dificeis de se resolver, 
tendo sérias restrições (especiahnente em relação ao tempo de execução), que somente 
um algoritmo randômico pode se aventurar a gerar uma solução. Corno por exemplo: 
• Algoritmos para problemas de previsão do tempo. 
Os problemas de previsão de tempo envolvem equações diferenciais não-lineares 
com milhões de variáveis que são atualizadas dinamicamente [Bar92]. 
A categoria dos problemas adequados para a resolução através de A-Teams é a 
de Algoritmos Inadequados. Isto se deve aos seguintes fatos: 
i. Muitos problemas de aplicação prática se encaixam nesta categoria, especificamente, a 
maioria dos Problemas de Otimização Combinatória. Isto é devido, principalmente, ao 
limite de tempo disponível para resolvê-los; 
2. Tais problemas já possuem uma estrutura relativamente bem conhecida, devido aos 
estudos que resultaram no desenvolvimento de algoritmos capazes de encontrar soluções 
factíveis para os mesmos. 
Espaço das Variáveis 
Os problemas podem ser decompostos em regiões distintas, que representam o 
tipo de variável que está sendo abordada num detenninado momento do processo de 
execução de um algoritmo, incluindo as variáveis de entrada e as de saída. Souza [Sou93] 
definiu três espaços de variáveis: 
1, Espaço das Variáveis de Entrada; 
2.Espaço das Variáveis de Estado; 
3.Espaço das Variáveis de Saída. 
O Espaço das Variáveis de Entrada engloba todas as variáveis que definem o 
problema. O Espaço das Variáveis de Estado engloba todas as variáveis relevantes 
durante o processo de resolução do problema e que podem representar uma solução 
factível ou não. E, o Espaço das Variáveis de Saída engloba todas as variáveis que 
especificam urna solução para o problema. 
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Na fig 5.3 pode ser observada uma representação gráfica destes espaços de 
decomposição de problemas. Os espaços são conectados por setas, que representam a 
existência de algoritmos que mapeiam as variáveis de um espaço para outro. O espaço de 
variáveis de entrada é fixo, pois representa a definição da instância do problema e, 
portanto, não pode sofrer alterações. 
Figura 5.3: Diagrama de Decomposição de Problemas. As setas representam os algoritmos disponíveís para a resolução de um 
pmbiema que mapeiam elementos de um espaço pam outro. 
Eepaçadas 
variáveí~> de 
emtr;;~da 
Eepaça das 
variáveis de 
........-·•\ salda 
,, , /.L .. 
~·~~.to/ Espaço das 
variáveis de 
<"!'t.ado 
O objetivo desta decomposição é verificar a existência de algoritmos que atuam 
nestes espaços. E, a existência de ciclos neste diagrama nos garante que existe a 
possibilidade de se gerar novas soluções a partir de soluções já existentes ou a partir de 
alguma representação equivalente. 
No caso do MDTSP, por exemplo, o espaço de variáveis de entrada representa o 
conjunto de cidades a ser visitado e as matrizes de distância relacionadas com este 
conjunto. O espaço de variáveis de estado representa, por exemplo, subconjuntos das 
cidades do problema ou o conjunto total de cidades possuindo mais de um ciclo (soluções 
infactiveis em geral). E, o espaço das variáveis de saída representa seqüências contendo 
todas as cidades uma única vez (ciclos Hamiltonianos) e os custos dados por cada uma 
das matrizes de distância do problema. 
O fato de existir algoritmos atuando nestes espaços - algoritmos que constroem, 
modificam e geram novas soluções - é de fundamental importância para A-Teams, como 
será mostrado na subseção seguinte. 
Os problemas que pertencem à categoria dos Algoritmos Inadequados podem ser 
transfurmados num MAP desde que se criem algoritmos que gerem ciclos no diagrama de 
decotnposição. Tal possibilidade, faz com que a maioria dos problemas práticos possam 
ser vistos como um MAP. 
O problema multiobjetivo escolhido, o Multi-Distance Traveling Salesman 
Problem- MDTSP (ver Cap.04), é um Problema Multi-Algoritmo (MAP). É um MAP 
porque satisfaz as duas características básicas: não existia nenhuma tentativa de resolução 
exata deste} visto que o mesmo está sendo proposto neste trabalho e existe algoritmos 
heurísticos (vimos que os algoritmos heurísticos para o TSP podem ser adaptados para o 
MDTSP- ver 4.2.5) que garantem soluções fuctíveis próximas do ótimo (heurísticas com 
Times Assincronos pm:a a Reso!uç..'io de Problema..~ de Otimi:;oação Combinatória com Múltiplas Funçõt'S Objetivo 9 2 
Ca ítu!o 05: Times Assíncronos 
garantia de performance [LLKS85]); e, existe a formação de ciclos no diagrama de 
decomposição do problema. 
5.5.3.1. Problemas Multi-Algoritmos 
Um Problema Multi·algoritmo (Multi-Algoritbm Problem - MAP [Sou93]) é 
caracterizado por: 
l. Pertencer a categoria dos Algoritmos Inadequados; 
2. Possuir pelo menos um ciclo no diagrama de decomposição do problema. 
O futo do problema pertencer à categoria dos Algoritmos Inadequados, indica a 
existência de algoritmos que geram soluções factíveis para o mesmo no tempo disponível 
para sua resolução, apesar de não se garantir o ótimo globaL E, o fato de existir pelo 
menos um ciclo no diagrama de decomposição de problema&, indica a existência de 
algoritmos que podem ser executados interativamente para gerarem soluções. 
Tais características são fundamentais para o desenvolvimento de um A-Team e 
serão abordadas em detalhes a seguir. 
5.5.4-. Classificação dos Algoritmos Existentes 
Dado que se sabe qual o problema a ser resolvido e que se tenha constatado a 
adequabilidade do problema para a resolução através de A-Teams, resta identificar quais 
os algoritmos heurísticos existentes que se propõem a resolvê-lo, ou que, pelo menos, 
podem ser adaptados para isto. 
Os algoritmos são classificados de acordo com a abordagem utilizada para a 
geração de soluções e também de acordo com o tipo de solução gerada (factível ou não). 
A classifiCação utilizada foi a adotada por Peixoto [Pei95], sendo que tàram incluídas 
duas novas classes: algoritmos de Busca Global e algoritmos Randômicos. 
Algoritmos de Construção 
São algoritmos que constroem uma solução factível através da inserção de cada 
um dos elementos do problema individualmente. O processo pode ser iniciado a partir de 
uma solução parciaL Gerahnente, uma solução completa só é obtida no final do 
procedimento.Exemplos: algoritmos gulosos (greedy) em geral [Cor91 ]; Nearetit 
Jnsertion - NN para o TSP [JRR94]. 
Algoritmos de Melhoria 
São algoritmos que iniciam com uma solução factível e tentam melhorá-las 
através de sucessivas trocas e rearranjos de seus elemento&, fornecendo uma solução 
completa e melhorada como resultado. Tais algoritmos geram inúmeras soluções durante 
cada execução, que são de qualidade monotonicamente crescente. São também 
conhecidas por algoritmos de busca local, por realizarem uma busca exaustiva na 
vizinhança da solução inicial até alcançar o ótimo local. Exemplo: heurísticas que utilizam 
o princípio r-opt, tal como 2-opt e 3opt para o TSP [JRR94. Ben90]. 
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Algoritmos de Relaxação 
São algoritmos que desconsideram algumas das restrições do problema 
(aumentam o espaço de soluções do problema original), gerando um novo problema 
menos restrito e portanto mais fácil de ser resolvido. A solução resultante geralmente é 
infactivel, pertencendo à região de soluções adicionada à região factível do problema 
original, como resultado da relaxação. Os algoritmos de relaxação geram Limites 
Inferiores para o problema original. Tal solução infactível pode ser denominada de 
solução relaxada. Exemplo: assignment problem (uma relaxação do TSP, sem as 
restrições de eliminação de sub-trajetórias e a restrição de integralização das variáveis) 
[LLKS85]; algoritmo de Held-Karp para o TSP (outro algoritmo muito usado para 
cálculos de limites inferiores do TSP, que utiliza o método de subgradiente) [JRR94). 
Algoritmos de Factibilidade 
Os algoritmos de fàctibilidade transformam uma solução infuctível (fornecida 
pelos algoritmos de relaxação, por exemplo) numa solução fàctível para o problema. Tais 
algoritmos fornecem uma solução completa como resultado final. 
Algoritmos Exatos 
Tal classe, para o TSP, já foi abordada na subseção 2.4.1. Os algoritmos exatos 
fornecem como resultado fina], a solução ótima para o problema, portanto, uma solução 
completa. Para problemas NP-dificeis, tais algoritmos levam tempo exponencial em 
relação ao tamanho da entrada para encontrar o ótimo, no pior caso. Isto restringe o uso 
destes algoritmos em alguns problemas e sob certas circunstâncias, como por exemplo, 
quando estão disponíveis: soluções muito próximas do ótimo; bons limites inferiores; 
quando a instância não é muito grande; ou quando a instância possui características que 
tomem sua resolução mais fãcil. Exemplo: hranch-and-hound para problemas 
formulados em programação inteira [JRR94]. 
Algoritmos Primais-Duais 
Tais algoritmos convertem o problema original (problema primal) no seu 
problema dual Dado que o problema a ser resolvido tenha uma tOrmulação em 
programação inteira, uma estratégia para a obtenção de limites inferiores é a 
transformação de tal formulação numa formulação em programação linear (relaxação do 
problema) e, em seguida, a transfonnação de tal problema prima] no seu problema dual 
[NW88]. Desta forma, uma solução para o problema original é convertida 
heuristicamente numa solução para o problema relaxado, sendo finalmente convertida na 
correspondente dual. Estas soluções duais podem ser utilizadas pelos algoritmos (de 
melhoria, por exemplo) e, assim, melhorar os limites inferiores, que por sua vez podem 
ser utilizados por outros algoritmos. Tal estratégia, utilização de limites superiores e 
inferiores, foi utilizada por Longo [Lon95] na resolução através de A-Teams do 
Problema de Recobrimento de Conjuntos. 
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Algoritmos Duais-Primais 
Tais algoritmos convertem o problema dual em seu problema primai, atuando de 
maneira inversa ao procedimento dos algoritmos Primais-Duais. O resultado final de sua 
execução é uma solução completa ou factível para o problema. 
Algoritmos de Partibilidade 
Os algoritmos de partibilidade dividem o problema original em sub-problemas, 
onde cada um é resolvido separadamente um do outro. O resultado deste algoritmo, 
então, é um conjunto de sub-soluções que devem ser combinadas de alguma forma (por 
outros algoritmos) para se obter a solução do problema original. Exemplos: algoritmos 
que utílizam a técnica de divisão e conquista (neste caso, a parte de divisão seria um 
algoritmo de partibilidade ), como os algoritmos recursivos; e, algumas heurísticas para o 
Problema de Roteamento de Veículos- VRP, que tratam o problema como sendo uma 
combinação do problema de alocação de recursos com o TSP [GM74]. 
Algoritmos de Composição 
Os algoritmos de composição têm como dados de entrada sub-soluções (geradas 
pelos algoritmos de partibilidade, por exemplo) que são combinadas por eles, de tal forma 
a produzirem uma solução completa (fuctível) para o problema. Exemplo: a parte de 
conquista dos algoritmos que utilizam a técnica de divisão e conquista; e, novamente, 
algumas heurísticas para o Problema de Roteamento de Veículos · VRP que combinam as 
soluções para o TSP e para o problema de alocação de recursos, de forma a gerar uma 
solução factível para o VRP. 
Algoritmos de Consenso 
Os algoritmos de consenso tentam obter um consenso de qualidade entre duas ou 
mais soluções factíveis para o problema, com o intuito de gerar soluções potencialmente 
boas. O resultado de tal algoritmo pode ser tanto uma solução completa quanto uma 
solução parciaL 
Tais classes de algoritmos podem ser subdivididas em duas outras, dependendo do 
tipo de consenso realizado (que in±Onnações são extraídas das soluções de entrada): 
Algoritmos de Consenso por União 
Os algoritmos de consenso por umao geram uma nova solução a partir dos 
elementos do problema constantes na união das duas ou mais soluções de entrada, ou 
seja, uma super-solução é construída contendo todas as soluções de entrada para em 
seguida ser transfonnada (por algum critério específico) numa solução fuctivel para o 
problema. Exen1plo: o algoritmo Mixer para o TSP, desenvolvido por Souza 
especialmente para ser aplicado num A-Team [Sou93]. 
Algoritmos de Consenso por Interseção 
Os algoritmos de consenso por interseção extraem as caracteristicas presentes na 
interseção de todas as soluções fornecidas como entrada, ou seja, as partes em comum de 
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duas ou mais soluções são aproveitadas para a geração de urna nova solução. Exemplo: o 
algoritmo de deconstrução (DEC) para o TSP, desenvolvido por Souza especialmente 
para ser aplicado num A-Tearn [Sou93]. 
Algoritmos Interativos 
Os algoritmos interativos são aqueles que permitem a intervenção humana (ou de 
qualquer agente externo, como algum sistema de inteligência artificial) durante a sua 
execução, que auxiliam no processo de geração e análise das soluções. O resultado de 
tais algoritmos é uma, ou mals, solução completa. Tal tipo de algoritmo é freqüentemente 
aplicado a problemas multiobjetívos. Exemplo: algoritmo STEM; e, algoritmo de Zionf/1-
Wallenius [Ste86]. 
No capítulo 3 podem ser encontrados estes e outros exemplos de algoritmos 
interativos para problemas multiobjetivos disponíveis na literatura (ver 3.6.2.3). 
Algoritmos de Busca Global 
Os algoritmos de busca global, nada mais são do que algoritmos que fazem uso de 
estratégias para escaparem de ótimos locais e realizarem urna busca em diversos pontos 
da região .tàctível de soluções do problema Esta defmição, como observado no capitulo 
2, corresponde aos algoritmos heurísticos que incorporam em seus procedimentos outras 
heurísticas, ou seja, são as conhecidas meta-heurísticas. Exemplo: Tahu Search, 
Simulated Annealing, Genetic Algorithms [JRR94] e GRASP [FR95a]. 
Algoritmos Randômicos 
Os algoritmos randômicos são aqueles que geram soluções de maneira 
completamente aleatória e, portanto, sem nenhuma garantia de qualidade. No geral, as 
soluções obtidas são muito ruins. Tais algoritmos são interessantes para elevar o índice 
de diversidade de um A-Team. mas, seu uso deve ser moderado, como será visto nas sub-
seções seguintes. 
5.5.5. Estrutura Geral 
Peixoto [Pei95] definiu, na sua metodologia de especificação, uma estrutura geral 
de A-Teams para Problemas de Otimização Combinatória. Tal estrutura é apenas um 
exemplo de como todas as diferentes classes de algoritmos podem ser combinadas e deve 
ser usada como ponto de partida para o desenvolvimento de um A-Team, até porque 
nem todos os problemas possuem algoritmos em todas as classes especificadas. 
A estrutma geral ( fig. 5.4) ilustra como os diversos tipos de agentes podem 
interagir através das memórias compartilhadas. As duas novas classes de algoritmos 
apresentadas, de Busca Global e Randômicos, estão incorporadas nesta estrutura. 
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Figura 5.4: Estrutura Geral de A~Teams_ São mostrados possíveis tluxos de dados envolvendo todas as classes de algoritmos 
abordadas e os tipos de memória<> adequados para suportar todos os tipos de soluções geradas. 
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H Agentes Interativos 
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j Agentes Primal~Dual 
K Agentes Dual-Primai 
L Agentes Randômicos 
M Agentes de Busca Global 
Destruidores 
Nota-se que esta estrutura possui seis distintos tipos de memória. Tais memórias 
se diferenciam pelo tipo das soluções armazenadas. Estes tipos são os seguintes: 
Soluções Completa- são soluções factíveis para o problema que está sendo resolvido; 
Soluções Parciais - são soluções infactíveis que não possuem o número necessário de 
elementos (arestas, vértices, etc), portanto~ são consíderadas soluções incompletas; 
Soluções Relaxadas - são soluções infactíveis que violam alguma restrição do problema; 
Soluções Duais- são soluções para o problema na sua verão dual, portanto, infactíveis 
para o problema original; 
Subsoluções - são soluções para sub-problemas do problema original, portanto, 
infactiveis. 
Para exemplificar os tipos de soluções que podem ser armazenadas nas memórias 
de um A-Team, consideremos o TSP, ressaltando que tais tipos de representações 
também são válidas para o MDTSP, uma vez que as funções objetivo não são envolvidas 
nesta representação. 
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Figura 5.5: Tipos de soluções para o TSP e MDTSP. 
5.5.6. Especificação das Memórias 
As memórias compartilhadas de soluções constituem um ponto crucial no 
desenvolvimento de um A-Team. Nelas são depositadas todas as soluções geradas pelos 
agentes; e~ dependendo da qualidade das soluções armazenadas inicialmente, do tamanho 
da memória e da estrutura de organização das soluções durante o processo interativo, se 
consegue uma melhora significativa nos resultados. 
As memórias devem ser especificadas com base no tipo de problema que se deseja 
solucionar e no tipo de abordagem que se utilizará para resolvê-lo. Se o problema for 
monobjetivo ou for um problema multiobjetívo abordado como um problema 
monobjetivo (redução para uma única função objetivo), a estrutura da memória é a 
tradicional, uma simples lista seqüencial de soluções ordenadas segundo algum critério de 
qualidade, que geralmente é o valor fOrnecido pela função oijetívo. Agora, se o problema 
for multiobjetivo onde se considere todas as funções objetivo para serem 
simultaneamente otimizadas, então a memória adquire uma estrutura completamente 
diferente, onde o critério de qualidade é fornecido pela propriedade de dominância entre 
conjuntos de soluções. 
Nesta seção, serão tbmecidos os diferentes tipos de memórias, conforme 
observado na estrutura geral de A-Teams (fig. 5.4)~ bem como estratégias para o 
preenchimento inicial da memória compartilhada de soluções, escolha do tamanho da 
memória e estratégias para a organização das soluções na memória. 
Na seção 5.6 será abordada a estrutura para organização das soluções na 
memória, no caso específico de problemas multiobjetivos. 
5.5.6.1. Tipos de Memória 
As memórias de um A-Team se diferenciam pelo tipo e pela qualidade das 
soluções que elas armazenam. A seguir, são descritas as funções que cada tipo de 
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memória pode desempenhar, bem como quais classes de algoritmos podem utilizá-las (fig. 
5.4). 
A Memória de Soluções Completas e Rçfinadas é a mais importante de um A· 
Te~ pois, nela são armazenadas as melhores soluções obtidas. Para tal memória, 
especificações mais cuidadosas serão feitas. Eventualmente esta memória poderá ser 
referida no texto por memória principal do A-Tearn. 
Todos os outros tipos de memória descritos a seguir, funcionam como simples 
buffêrs de soluções e, exceto a Memória de Soluções Completas e Não-Refinadas 
(armazenam soluções factíveis ma.;; de baixa qualidade), todas as outras armazenam 
soluções in:tàctíveis para o problema. 
Memória de Soluções Completas e Refinadas 
É a memória principal do A-Team, contendo soluções completas que são 
constantemente refinadas (melhoradas) por wn ou mais algoritmos. As soluções desta 
memória servem de entrada para os algoritmos de consenso, os de relaxamento, os de 
melhoria, os exatos, os interativos, os de partibílidade e os dual-primai. E, podem 
armazenar as soluções geradas pelos algoritmos de construção, de fàctibilidade, de 
melhoria. de composição, primai-dual, interativos, exatos, de busca global e os 
randômicos. 
Esta é a única memória que necessita ser preenchida com soluções antes do 
processo interativo e iterativo começar (ver seções seguintes) e tal preenchimento inicial 
pode ser feito pelos algoritmos de construção e pelos algoritmos randômicos (ver 
5.5.6.3). 
Este tipo de memória é fundamental num A-Team e deve estar presente em 
qualquer estrutura projetada. Isto porque é nesta memória que estão contidas as melhores 
soluções para o problema. Portanto, as soluções contidas nesta memória no final da 
execução, são as melhores soluções obtidas durante todo o processo de execução do A-
Team. 
Memória de Soluções Completas e Não-Refinadas 
São memórias onde estão armazenadas soluções completas que não passam por 
nenhum processo de refinamento. A idéia para a manutenção desta memória é que seja 
gar.mtida a exploração de soluções consideradas ruins pelos algoritmos, visto que as 
soluções contidas na memória de soluções completas e refinadas são melhoradas 
rapidamente (mesmo com a adoção de distintas políticas de destruição) e toma-se 
impossível a inserção de soluções íà.ctíveis de baixa qualidade nesta memória. Já na 
memória de soluções completas e não-refinadas, é possível a exploração da vizinhança de 
todas as soluções, de baixa qualidade, contidas nela, possibilitando, principahnente, se 
escapar de mínimos locais e introduzir soluções diversas na memória principaL Os 
agentes de melhoria, os exatos e os interativos não depositam suas soluções (de alta 
qualidade) nesta memória, sendo que suas soluções servem de entrada para os algoritmos 
de melhoria e armazenam as soluções geradas pelos algoritmos de construção, de 
factibilidade, de composição e primai-dual. Eventualmente, os algoritmos randômicos 
também podem atuar sobre elas, caso se queira um índice de diversidade muito elevado. 
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Memória de Soluções Parciais 
São memórias que possuem soluções infactíveis (incompletas) para o problema a 
ser resolvido. Servem de depósito para as soluções geradas pelos algoritmos de consenso 
e fornecem soluções de entrada para alguns algoritmos de construção. 
Memória de Soluções Relaxadas 
Tais memórias annazenam as soluções infactíveis geradas pelos algoritmos de 
relaxação. Elas fornecem as soluções de entrada para os algoritmos de fàctibilidade. 
Memória de Soluções Duais 
São memórias que contém soluções completas para o problema na sua versão 
dual, que são geradas pelos algoritmos primais-duais. Tal memória pode ser utilizada 
pelos algoritmos duais-primais, que transformam as soluções duais em primais. 
Memória de Subsoluções 
Estas memórias guardam sub-soluções, ou seja, soluções para sub-problemas do 
problema originaL Os algoritmos de partibilidade annazenam suas sub-soluções nesta 
memória, podendo ser utilizada pelos agentes de composição, que utilizam tais sub-
soluções como entrada em seus procedimentos. 
5.5.6.2. Tamanho da Memória 
Por tamanho da memória entende-se o número maxJmo de soluções que uma 
determinada memória do A-Team pode conter, ou seja, é a capacidade máxima de uma 
memória compartilhada. Este tamanho pode variar entre mna solução até o limite máximo 
imposto pelo ambiente computacional no qual o A-Team será implementado. 
No caso da Memóría de Soluções Completas e Refinadas (memória principal do 
A-Team), o tamanho é um importante fator no desempenho de um Á-Team. No caso dos 
outros tipos de memórias, elas funcionam como simples b11ffers de soluções e, portanto, 
para a maioria dos problemas abordados seus tamanhos não causam influência nenhuma. 
Para estas memórias, gerahnente se define um tamanho igual ao tamanho da instância que 
será abordada, ou ainda, atribui-se o mesmo tamanho dado à memória principal (de 
soluções completas e refinadas) [Pei95, Sou93). 
Para a Memória de Soluções Completas e Refinadas, torna-se necessário alguns 
esclarecimentos. As soluções contidas nesta memória devem possibilitar tanta diversidade 
quanto possível (soluções com características bem distintas urnas da outras) e tanta 
qualidade quanto possível (soluções relativamente boas - como, por exemplo, diversos 
mínimos locais). Estas duas características ao mesmo tempo. As justificativas podem ser 
explicadas da seguinte maneira: se as soluções contidas na memória forem bem distintas 
urnas das outras (e isto significa que elas pertencem à regiões distintas do espaço de 
soluções factíveis do problema), é garantida a busca em diferentes pontos da região 
factível; e, se existirem soluções potencialmente boas, é garantida uma exploração de 
suas vizinhanças, com a conseqüente obtenção de mínimos locais, quando não, a 
obtenção do ótimo glotnl (ou soluções do Pareto Ótimo, para o caso de problemas 
multiobjetivos). 
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Sabendo-se as características desejáveis do conjunto de soluções da memória de 
um A-Team, uma análise do tamanho que a mesma deve possuir torna-se mais fácil: se a 
memória possuir um tamanho muito pequeno (por exemplo, menos de 50% do tamanho 
da instância), como as soluções são ordenadas qualitativamente, rapidamente a memória 
conterá somente soluções boas e com grandes chances de pertencerem à regiões muito 
próximas, com a conseqüente impossibilidade de se escapar do possível rrúnimo local; 
por outro lado, se a memória possuir um tamanho muito grande, a possibilidade da 
exístência de muitas soluções ruins é alta e, portanto, mesmo depois de um longo tempo 
de execução a diversidade tenderá a permanecer alta 
Foi afirmado nos parágrafos anteriores, e também com base em estudos anteriores 
[Sou93, Pei95], que um tamanho pequeno de memória seria algo em tomo de 50% ou 
menos do tamanho da instância do problema. Agora, em relação a um tamanho grande de 
memória, se recai numa questão subjetiva. Nos A-Teams desenvolvidos anteriormente, o 
tamanho da memória ficou estipulado em n (tamanho da instância) ou 2n (o dobro do 
tamanho da instância) [Sou93, PS95b, CS95]. Mais do que isto, era considerado wna 
memória grande e portanto seu uso acarretaria todos os problemas já relacionados. No 
caso de problemas multiobjetivos, os resultados empíricos das experiências anteriores 
não se aplicam mais, pois não se procura por uma única solução ótima, e sim, por todo 
um conjunto de soluções não-dominadas por nenhuma outra solução, o Pareto Otimo do 
problema. Este conjunto pode ser muito grande e para instâncias pequenas, chega a ser 
maior do que 2n (ver Cap. 7), o que já dá respaldo para a adoção de um tamanho maior 
do que este. 
Portanto, com base na análise empírica realizada com o MDTSP (ver Cap. 6 e 7), 
o tamanho da memória de wn A-Team para problemas multiobjetivos deve ficar entre Jn 
(o triplo do tamanho da instância) e 5n (cinco vezes o tamanho da instância), pelo menos, 
isto com base nas restrições de memória e de processamento impostas pelo ambiente 
computacional onde se implementará o A-Team. Mais uma vez, tais afinnações não 
passam de sugestões a serem adotadas na configuração básica inicial, onde os testes 
empíricos deverão ser aplicados e ajustes realizados. 
5.5.6.3. Estratégias para o Preenchimento Inicial 
Num A-Team, os agentes se comwúcam através de memórias compartílhadas num 
processo totalmente assíncrono. E como iniciar este processo? Dado que nenhuma 
ordem para a execução dos agentes é preestabelecida, algumas soluções já devem estar 
disporúveis no irúcio do processo interativo (e iterativo). A qualidade das primeiras 
soluções armazenadas na memória influenciam na qualidade das outras soluções obtidas 
durante o processo. Por isto, algumas estratégias para o preenchimento inicial da 
memória tornam-se necessárias. 
Vale ressaltar, antes de serem abordadas as estratégias de preenchimento inicial, 
que somente a Memória de Soluções Completas e Refinadas precisa ser preenchida 
inicialmente (ver figura 5.5). Todos os outros tipos de memórias podem ser preenchidas 
durante o processo iterativo pelos próprios agentes que manipulam as soluções das 
mesmas. 
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Dois tipos de critérios devem ser, então, discutidos: 
• Quanto à quantidade de soluções iniciais; 
• Quanto à qualidade das soluções iniciais. 
Quanto à quantidade de soluções rmcwLs, Souza [Sou93] observou 
empiricamente que não se percebia significativas alterações no número de soluções 
geradas para iniciar o processo iterativo, a menos que este número fosse menor do que 
1 O% do tamanho total da memória. O preenchimento completo da memória também pode 
ser desnecessário, pois, quando os agentes começarem a gerar outras soluções, as piores 
soluções geradas inicialmente podem ser imediatamente trocadas (para dar lugar a outras 
melhores~ já que a memória está totalmente preenchida) sem que nenhum agente tenha 
oport1U1idade de selecioná-la e explorar sua vizinhança. O ideal seria um número inicial de 
soluções relativo ao intervalo entre 50% e 90% do tamanho total da memória. 
Quanto à qualidade das soluções iniciais, dependerá do tipo dos agentes 
utilizados para a geração de tais soluções. Dessa fonna, três diferentes estratégias podem 
ser observadas: 
Preenchimento por Agentes Randômicos - a memória é preenchida por soluções 
geradas por agentes randômicos. Esta estratégia tem a vantagem de possibilitar um 
rápido preenchimento da memória com alto índice de diversidade (as soluções geradas 
aleatoriamente tendem a ser completamente diferentes umas das outras). A desvantagem 
é que as so!uçtJes geradas randomicarnente são muito ruins e, desta forma, os agentes 
que as selecionarem terão mais dificuldades em obter boas soluções. 
Preenchimento por Agentes de Construção - a memória é preenchlda por soluções 
geradas por algoritmos de construção. Esta estratégia tem a vantagem de produzir 
soluções que não são tão ruins quanto as soluções geradas por agentes randômícos e, 
desta forma, os agentes que as selecionarem podem alcançar regiões mais interessantes 
do espaço de busca em menos tempo. A desvantagem fica por conta da falta de 
diversidade, se for usado somente um algoritmo de construção. 
O ideal seria o uso de pelo menos dois algoritmos de construção que usem 
abordagens distintas e que, portanto, gerem soluções com características bem diferentes, 
de tal forma a pernritir uma maior diversidade de boas soluções na memória inicialmente. 
Preenchimento por Agentes de Construção e Randômicos - a memória é preenchida 
uma parte por soluções geradas por agentes randômicos e o restante por agentes de 
construção. Neste caso, é garantida a presença de soluções boas e ruins, garantindo-se 
um mínimo de diversidade e, ao mesmo tempo, um minimo de qualidade. Esta 
abordagem é indicada somente quando não estiverem disponíveis dois (ou mais) 
algoritmos de construção com abordagens distintas para a geração de soluções. 
5.5.6.4-. Estratégias para a Organização das Soluções 
A estrutura interna de uma memória pode facilitar o processo de seleção e 
eliminação de soluções pelos agentes. Cada agente do time é independente para enxergar 
as soluções na memória da maneira que melhor lhe convier) mas, se as soluções puderem 
ser organizadas na memória segundo algum critério de qualidade que favoreça todos os 
agentes de uma vez, a concepção e implementação do A-Tearn é facilitada. No caso de 
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problemas monobjetivos, tal critério é, gerahnente, o valor fumecido pela única função 
objetivo 
No caso de problemas com várias funções objetivo, a estrutura interna da 
memória dependerá do tipo de abordagem utilizada para a resolução do problema. Se a 
abordagem utilizada for uma das duas mais utilizadas na prática, ou seja, se as várias 
funções objetivo do problema forem transfonnadas numa única função objetivo (seja pela 
priorização de um deles, seja pela combinação de todos num só), a estrutura interna da 
memória adotada é igual a estrutura descrita para problemas monobjetivos, dado que o 
problema é visto como tendo uma única função. Agora, neste trabalho, está sendo 
proposto um novo tipo de abordagem para a resolução de problemas multiobjetivos 
através de A-Team e, como conseqüência, uma estrutura interna completamente diferente 
foi elaborada. Tais questões são abordadas a seguir. 
Memória de Soluções Unidimensionais: para problemas 
monobjetivos ou multiobjetivos alterados 
No caso de problemas com uma única função objetivo ou no caso de problemas 
multiobjetivos alterados para um problema monobjetivo, a memória é dividida em m 
posições (m é o tamanho da memória), onde cada posição contém uma única solução e as 
informações associadas a ela (fig.5.6). Por exemplo: valor da função objetivo; estrutura 
de representação da solução; agente gerador; etc. As soluções são, neste caso, 
organizadas em ordem decrescente de qualidade (na primeira posição da memôria está a 
melhor solução e, na última~ a pior). A qualidade das soluções é geralmente relacionada 
ao valor da única função objetivo, ou seja, as soluções são ordenadas em ordem 
decrescente segundo os valores fornecidos pela função objetivo (fig.5.6). 
J<igura 5.6: Esquema da organização de soluções num A-Team para Problemas Monobjetivos e Multiobjetivos alterados. Esta é 
a estrutura tradicional de memória de A-Teams, onde as soluções são organizadas na memória em ordem 
seqüencialmente cn..-scente de qualidade, segundo o valor da única função objetívo d(J problema. 
Memória de Soluções Multidimensionais: para problemas 
multiobjetivos 
Corno já comentado (ver Cap.3), o problema das abordagens para a resolução de 
problemas multiobjetivos encontradas na literatura é que a maioria delas transformam os 
objetivos do problema num único objetivo. Isto causa distorções na definição do 
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problema e, conseqüentemente, nas soluções obtidas. O ideal seria manipular todos os 
objetivos simultaneamente, de maneira que nenhum deles fosse fu.vorecido ou que 
nenhum fosse prejudicado. Desta forma, a organização de soluções na memória usada no 
caso de problemas monobjetivos não faz sentido, runa vez que as soluções são ordenadas 
segundo o valor de uma única função objetivo. 
Como jUzer, então, para se estabelecer uma ordem de qualidade entre as soluç6es, 
no caso de se ter k valores fOrnecidos por k funç6es objetivo, considerando todas as k 
funções simultaneamente? 
Deve-se, primeiramente, analisar como avaliar a qualidade das soluções: 
Dado um conjunto de soluções k-dimensionais, com k valores a serem analisados, como 
saber que uma solução é melhor do que outra? Como organizá-las qualitativamente? 
As soluções k-dimensionais possuem a propriedade de serem dominadas ou não 
por outras soluções (ver Cap.3). Com base nisto, se pensou numa estrutura onde as 
soluções pudessem ser dispostas numa certa ordem de dominância: em primeiro lugar, as 
soluções não-dominadas por nenhuma outra solução gerada; e, por último, as soluções 
que não dominavam nenhuma outra solução e eram dominadas por pelo menos uma 
outra. E, como as soluções que não se domillam são consideradas equivalentes (de 
mesma qualidade), o novo critério de qualidade deveria considerar como elemento de 
comparação um cortjunto de soluções, ao invés de uma única solução. Desta tOrma, se 
estabeleceu o critério de qualidade para soluções multidimensionais: segundo o grau de 
dominância que elas possuem. 
Sendo assim, a estrutura interna da memória compartilhada de soluções k-
dimensionais pode ser projetada da seguinte forma: a memória é dividida dinamicamente 
em c posições, onde c é o número de camadas (ou conjuntos) de soluções equivalentes 
(que não se dominam) em determinado momento da execução do A-Team. Cada posição, 
por sua vez, é subdividida em s sub-posições, onde cada sub~posíção pode armazenar 
somente uma única solução (fig. 5.7), J~s~m. 
O número de camadas é dinâmico (varia em tempo de execução). O número 
máximo (m) de soluções é ftxo, mas, o conjunto de soluções na memória também é 
dinâmico (soluções são inseridas e eliminadas a todo instante, durante a execução). 
Hgura 5.7: Esquema da organização de soluções num A~Team para Problemas Multiobjetivos. Esta é a estmtura de memória 
proposta. onde soluções k-dimensionais são organizadas t-'1!1 camadas de soluções não-dominada.~, segundo os 
valores fornecidos pelas k funçõt.'S objetivo do problema multiobjetivo. 
Memória de SOluções 1\iulti-Oimenslomüs 
Ordénação ~gundo osvatntes dé iitiQ.~ ~J:c~ilr~ dn A/1 'ean:t 
funçõts obierivos, 
1 
L .... w~. -· • _ _, 
l 
"'""'~~" .. ,' 
'"'"""""' 4~ ,-)
' . ' camada TI-ila-dnnünada i:amada mais domiila$ 
' ' I I 
:\-fd!ÍM dai-rmda- _, P"iorCamilifu 
(con_íurttn Jlâ!'rdflínin~do); {çnnjvnm m>~i~ &vm:inadf}Í 
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Na primeira posição da memória fica contido o melhor conjunto não-dominado 
obtido (conjunto de soluções que donúna todos os outros conjuntos). Na segunda 
posição, fica contido o conjunto de soluções que é dominado pelo mellior conjunto 
obtído, mas que domina todos os outros conjuntos restantes, e assim por diante, até 
chegarmos à última posição, onde fica contido o pior conjunto de soluções~ que não 
domina nenhum outro conjunto e que é dominado por todos os outros conjuntos de 
soluções contidos na memória. Num conjunto, nenhum elemento domina ou é dominado 
por outro elemento. 
As soluções de urna mesma posição não se dominam entre si e, portanto, não 
existe nenhuma ordem de prioridade entre elas: elas são eficientes entre si e podem ser 
organizadas segundo a política FIFO. 
A capacidade máxima da memória é igual a m soluções, dispostas em c posições 
que variam dinamicamente durante o processo de execução do A-Team. O número 
máximo de soluções em cada conjunto, número máximo de sub-posições, pode ser no 
máximo m, já que a memória pode conter somente uma camada de soluções não 
dominadas no melhor caso possível. O número máximo de camadas de conjuntos não-
dominadas, número máximo de posições, também pode ser no máximo m, já que pode 
acontecer de cada solução dominar a solução subseqüente contida na memória, que é o 
pior caso possível. 
A adoção de tal organização de soluções é inovadora e possibilitou a obtenção de 
resultados significativos, como pode ser observado nos capítulos 6 e 7. Na seção 5.6 tal 
estrutura será mostrada em detalhes, com os algoritmos para manipulação de soluções 
multidimensionais. 
5.5.7. Especificação dos Agentes 
Os Agentes de um AM Team são os responsáveis pela geração de todas as 
soluções, pelo annazenamento das mesmas nas memórias por eles compartilhadas e pelo 
critério de seleção das soluções usadas por eles para a geração de outras. Cada agente é 
composto por um algoritmo e por um protocolo que possibilite a comunicação com 
outros agentes, através das memórias (fig.5.8). 
figura 5.8: Estrutura Geral dos Agentes de um A~Team. Os protocolos de leitura e escrita COJltém a interface necessária para a 
comtmicação com as memórias compartilhada<; e embutido no agcr1te encontra-se a estrutura interna do algoritmo. 
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Cada agente possui urna estratégia para a escolha da solução a ser utilizada por 
ele. Assim, cabe a uma única classe de agentes, os destruidores, a garantia ou não de 
permanência de determinada soh1ção na memória. 
Dessa forma, os agentes podem ser enxergados como tendo três partes distintas: 
Protocolo de leitura - onde está embutida a interface com as memórias em que ele 
pode retirar soluções, que contém uma estratégia de seleção das soluções que ele utilizará 
como entrada para o seu processamento interno. Aqui encontra-se embutido também, 
quando necessário, a transformação do tipo de representação da solução usado pela 
memória para o tipo de representação usado pelo algoritmo; 
Estrutura do algoritmo - onde estão embutidos os comandos e ações para a geração 
de urna solução (factível ou não) para o problema; 
Protocolo de escrita - onde está embutida a interface com as memórias compartilhadas 
em que o agente pode depositar suas soluções. Neste caso, a decisão sobre a 
possibilidade ou não da solução gerada pennanecer armazenada é tomada unicamente 
pelos agentes destruidores. Novamente, caso necessário, aqui conterá o procedimento de 
transfOrmação do tipo de representação usado pelo algoritmo para o tipo usado pela 
memória onde as soluções podem ser depositadas. 
Como existem diferentes estratégias para a seleção e para a destruição de 
soluções e como tais estratégias são extremamente importantes para o bom desempenho 
de um A-Team, elas são detalhadas em subseções separadas (ver subseções 5.8 e 5.9). 
5.5.7.1. Estratégias para o Desenvolvimento de Agentes 
No desenvolvimento de mn A-Team para Problemas Multíobjetivos, no que diz 
respeito aos agentes, levantou-se duas possibilidades: 
• Aplicação Direta dos Algoritmos Existentes; 
• Elaboração de Novos Algoritmos. 
No caso do problema multiobjetivo a ser resolvido ser uma generalização de 
algum outro monobjetivo, existe a possibilidade do aproveitamento direto dos algoritmos 
existentes para o caso monobjetivo. Uma versão do algoritmo pode ser aplicada a cada 
uma das funções e, desta forma, manipula-se através do A-Team todos os objetivos do 
problema sem alterações dos algoritmos existentes para o problema monobjetivo. 
Para uma aplicação mais sofisticada, pode-se adaptar os algoritmos existentes de 
tal forma que eles sejam capazes de manipular todos os objetivos simultaneamente. lsto 
pode ser uma tarefa nada trivial, entretanto, pelo menos para os algoritmos mais simples é 
possível a sua realização. 
Caso o problema multiobjetivo a ser resolvido seja muito intrincado e não exista 
nem mesmo algoritmos que manipulem um dos objetivos separadamente, se poderia 
dedicar esforços em desenvolver algoritmos para cada um dos objetivos (que é uma 
tarefa menos árdua do que a de desenvolver um algoritmo que manipule todos os 
objetivos) e deixar para o A-Team a tarefa de manipular todos os objetivos em conjtmto, 
com o tratamento das soluções multidimensionais, de forma a obter soluções de 
compromisso para todos os objetivos envolvidos. 
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5.5.8. Fluxos dos Dados 
O fluxo de dados de um A-Team também causa significativa influência na geração 
dos resultados. Como foi observado na subseção 5.2, uma das três características de um 
A-Team é a necessidade da existência de pelo menos um fluxo cíclico de dados, de 
maneira a permitir.feedback e realimentação entre os algoritmos. 
Toma-se necessário, desta forma, selecionar todos os algoritmos disponíveis para 
a resolução do problema e verificar os possíveis ciclos que podem ser fommdos, mesmo 
que para isto seja necessário a criação de algum tipo de algoritmo. Por exemplo, 
algoritmos de construção do tipo guloso (greedy) existem para praticamente todo o tipo 
de problema, então, dado que se tenha este- algoritmo disponível, poderia ser elaborado 
um algoritmo de consenso {que corno vimos, também é um tipo de algoritmo bem 
flexível) que gerasse urna solução parcial para ser completada pelo algoritmo de 
construção guloso~ possibilitando a formação de um ciclo. 
Os agentes devem ser dispostos de maneira que as infonuações possam fluir sem 
nenhum problema, ou melhor, o fluxo de dados formado não pode ter nenhum gargalo (o 
fluxo das soluções que são depos-itadas nas memórias deve ser proporcional ao fluxo das 
soluções retiradas das mesmas). Por exemplo, um algoritmo que demore muito para gerar 
uma solução (algoritmos que possuem granulosidade grossa, com o baixo fluxo de 
comunicação com as memórias de soluções) não deve ser colocado numa posição onde 
impeça outros algoritmos mais rápidos de atuarem. Geralmente, os algoritmos de 
granulosidade grossa atuam na Memória de Soluções Completas e Refinadas (alguns de 
melhoria, por exemplo), lendo e escrevendo soluções somente nela. Deve-se ter o 
cuidado, também, de não colocar muitos algorúmos de granulosidade fina (aqueles que 
geram so Iuções muito rapidamente e, desta forma, o fluxo de comunicação com as 
memórias de soluções é maior) atuando sobre a mesma memória, pois desta fonna a 
memória pode ser preenchida rapidamente de soluções que não poderão ser exploradas, 
pois rapidamente serão trocadas por outras, sem a oportunidade de serem selecionadas 
por outros agentes. 
Outros algoritmos, apesar de gerarem soluções para o problema, podem possuir 
uma granulosidade tão grossa que tornam-se, na maioria dos casos, inviáveis para serem 
usados emA-Teams: é o caso dos algoritmos adequados (ver 5.5.3), já que eles podem 
ser usados para selecionarem uma solução muito boa e continuarem seu processamento 
independentemente do A-Team; e, também, é o caso dos algoritmos de busca global 
(meta-heurísticas). Tais agentes não ajudam no trabalho em grupo, pois iniciam o 
processo selecionando urna deterrrúnada solução e sem mais interagirem com os demais 
agentes, passam a maioria do tempo de execução do A-Team tentando gerar uma 
solução. Uma maneira de amenizar este problema, seria estabelecer um critério de parada 
que satisfizesse um determinado tempo de processamento, caso contrário a mellior 
solução corrente seria depositada no A-Team. Uma outra maneira, poderia ser o 
aproveitamento das soluções que vão sendo geradas pelas meta-heurísticas, de forma que 
fossem depositadas nas memórias do A-Team não apenas a solução :final, mas também as 
intermediárias. 
Um estudo sobre um melhor aproveitamento dos agentes de granulosidade grossa 
em A-Teams poderia ser realizado. 
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5.5.9. Desenvolvendo Algoritmos para a Formação de Fluxos 
Cíclicos de Dados: agentes característicos de A-Teams 
Os agentes descritos no capítulo 4 (ver subseções 4.1.4 e 4.2.5), para o TSP e 
MDTSP, geram apenas soluções completas ou relaxadas. Tais tipos de soluções não 
garantem a tbnnação de um fluxo de dados cíclico no A-Team, um dos três fatores que o 
caracterizam. Por exemplo: como estabelecer uma interação entre os algoritmos de 
relaxação e os de melhoria, já que os primeiros geram uma solução infactível e os 
últimos, contrariamente, recebem como entrada uma solução factível? Ou ainda, como 
aproveitar melhor a interação entre os algoritmos de construção e os de melhoria, de tal 
fonna que além do aproveitamento de cada uma das soluções geradas pelos algoritmos 
de construção se possa também aproveitar características em comum de mais de uma 
destas soluções embutidas numa única solução factível de entrada para os algoritmos de 
melhoria? Tais questões não seriam viabilizadas sem o desenvolvimento de novos 
algoritmos que atendam as novas necessidades surgidas com os A-Teams. 
Souza [Sou93] apresentou alguns algoritmos característicos para A-Teams, 
agrupando em duas classes denominadas: de consenso por união e de consenso por 
interseção. A seguir, serão apresentados alguns dos algoritmos elaborados por Souza, 
bem corno outros elaOOrados durante o desenvolvimento deste trabalho. 
5.5.9.1. Agentes de Consenso por União 
Os algoritmos de consenso por união constroem uma solução factível a partir da 
união das características de duas ou mais soluções completas ou não. 
São descritos dois algoritmos de consenso por união: Mixer (MI) e Tree Mixer 
(TM). 
Mixer- Ml 
O algoritmo Mixer foi primeiramente desenvolvido por Souza [Sou93] e se baseía 
no algoritmo apresentado por Whitley et a! [WSF89]. 
Ele recebe como entrada duas ou mais soluções completas (trajetórias) e faz uma 
união de todas as arestas presentes nelas. Este conjunto de arestas é usado para gerar, 
cidade a cidade, uma nova trajetória T. Então: 
Algoritmo Ml 
Entr-.:tda: T1 {primeira tr-djetória inicial), 72 (segtmda trajetória inicial). 
Saída: trajetória T 
1. Seja TI e 12 duas trajetórias iniciais e sejam El\ e E12 os conjuntos de arestas relativos às trajetórias 
iniciais, 
2. f'aça ET = ET1 u E1'2 ; 
3. Seja g o grau do vértice i (número de viz,lnhos) no conjunto V; 
4. Inicie T inserindo o vértice i E V; 
5. Repita 
5.1. Seja C={gJ,Ialquc3e,/EEelcV\vJ'}; 
5.2. Se Coto0 
5.2.1. Selecione um vértice j tal que g 1 = min C e insira-o em 1; 
' 
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5.3. Senão 
>- 5.3.1. Selecione q.q. jd'\VT; 
5.4. l'aça i~-j; 
até v'·=v 
6. Retorne T 
Em outras palavras, o algoritmo MI realiza uma busca por melhores soluções a 
partir de pontos de vista difereníes sobre o problema (que geram, na maioria das vezes, 
soluções conflitantes) e que são igualmente considerados. 
Pode-se perceber que tal algoritmo apesar de ter sido desenvolvido para apenas 
mna matriz de distância se encaixa para o caso de múltiplas matrizes, pois trajetórias de 
entrada que possuam características favoráveis à distintas matrizes de distância são 
consideradas iguahnente e a nova trajetória gerada tenderá a possuir uma mistura das 
características de tais soluções iniciais. Este fato pode ser verificado no passo 5.3.1 do 
algoritmo .1vtl, onde qualquer vértice que ainda não pertença a trajetória em construção é 
selecionado aleatoriamente. Entretanto, o vértice pode ser selecionado de acordo com a 
melhor distância de compromisso (ver 4.2.5), como por exemplo: 
d 
5.3.1. Selecione jd'\Vr Lq. dcmin(J) = min{'L,rankff li E V\ VT ,d E k} 
p=l 
dcmm (j) = min{dc,, (!)I! tõ W} 
Neste caso, tal como para os algoritmos de construção apresentados no capítulo 
4, se incorpora no algoritmo Mixer a capacidade de decisão de compromisso, 
transformando- o num .Mixer of Compromise (MlC). Neste exemplo, o vértice escolhido 
no passo 5.3.1. é aquele de menor distância de compromisso. 
Tree Mixer- TM 
O algoritmo Tree Mixer -TM, também primeiramente desenvolvido por Souza 
[Sou93], é semelhante ao anterior, sendo que ao invés de receber dois ciclos 
Hamiltonianos de entrada, recebe urna solução completa (ciclo Hamiltoniano) e uma 
solução relaxada. 
Por receber como entrada uma solução infactível, este algoritmo pode ser 
classificado também como sendo defactihilidade. 
Neste caso, o conjunto S é furmado pela união de um ciclo Harrúltoniano e de 
uma 1-Tree, gerada pelo algoritmo Held-Karp (ver Cap.5). 
Algoritmo TM 
Et1trada: T1 (trajetória ínióal), Tl?.1 (1-Tree). 
Saida: trajetória T. 
l. Seja T1 e TR1 duas trajetórias iniciais e sejam ETJ e r:;TRt os conjuntos de arestas relativos âs trqjetórias 
inidais. 
2. J>'aça JJ"" ETJ u J(TR!; 
3. Seja g;J grau do vértíce i (número de vizinhos) no conjunto V. 
4. Inicie T inserindo um vértice i c V. 
5. lli:pita 
5.1. Seja C"={gl,talque3e,cEe/cV1V'~"}; 
5.2. Se C;r.0 
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5.2.1. Sdeeione wn vLTiiccj tal que g J = mm C e insira-o \..'Til T; 
' 5.3. Senão 
> 5.3.1. Selecione q.q. jEVI0.; 
5.4. Faça i-~j; 
até vr·~,v 
6. Retorne T 
Da mesma forma que o algoritmo Mixer pode ser transformado no Mixer of 
Comprom;se, o algoritmo Tree Mixer (TM) também pode ser transfonnado no Tree 
Mixer of Compromise (TMC) com a modificação do passo 5.3.1 como mostrado para o 
Ml. 
5.5.9.2. Agentes de Consenso por Interseção 
Os algoritmos de consenso por interseção constroem urna solução factível a partir 
das características em comum de duas ou mais soluções. 
As arestas coincidentes em todas as soluções iniciais são reunidas para formarem 
uma nova solução. Desta forma, se distintas soluções forem construídas por diferentes 
algoritmos, ou sob diferentes condições iniciais, então as chances de que as partes em 
comum de tais trajetórias sejam características de urna boa trajetória são grandes. 
Na verdade, tais algoritmos podem ser compostos por dois tipos distintos de-
algoritmos: os deconstrutores e os algoritmos de construção. Como os algoritmos de 
construção já foram abordados, resta serem apresentados os algoritmos de deconstrução. 
Algoritmos de Deconstrução 
Estes algoritmos podem ser divididos em duas partes: 
l.Extração de características comuns de duas ou mais trajetórias; 
2.Geração de um ciclo parcial. 
A primeira parte consiste na extração de características interessantes (boas) das 
trajetórias iniciais. A segunda parte consiste em, a partir das boas características obtidas 
no passo 1 que geralmente envolve um subconjunto do conjunto de cidades do problema, 
construir um ciclo parcial. 
Foram implementados três deconstrutores: Deconstructorl (DEC). 
Deconstructor2 (DEC-NN) e Deconstructor3 (DEC-NNC). 
Deconstrnctor 1 -DEC 
Este algoritmo de deconstrução foi desenvolvido por Souza [Sou93] e pode ser 
descrito da seguinte maneira: 
Na primeira parte são extraídas as arestas em comum de duas ou mais trajetórias 
para a construção de uma trajetória parcial. Na segunda parte, esta trajetória parcial é 
construída seguindo a seqüência de arestas de uma das trajetórias iniciais. Para fechar o 
ciclo parcial, gerahnente é necessário pelo menos urna aresta extra, que liga a cidade 
inicial à ultima cidade do ciclo parcial. Então: 
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Algoritmo Deconstructor I - DEC 
Entrada: T1 (primeira trajetória inicial), 12 (segunda trajetória ínkial). 
Saída: trajetória parcial TP. 
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I. Seja li e ll duas trajetórias iniáais e sejam ETl e ET2 seus respectivos conjuntos de arestas. 
2. Faça ETP=ETin&Tz: 
3. Inicie TP inserindo um vértice í c V. 
4. Escolha T1 ou T2 para servir de modelo para a trajetória parcial TP em construção. 
5. Repitll 
5.1. Selecione um vértice }E V\VrP e insira-o em TP segundo a ordem das arestas contidas na trajetória 
modelo (pa<>So 4); 
até 0""' V: 
6. Insira arestas extras, se necessário, para fechar o áclo parciaL 
7. Retorne TP. 
Deconstructor 2 - DEC-NN (Inserção do mais próximo) 
O algoritmo Deconstructor-Nearest Neighbor (DEC-NN) foi desenvolvido por 
Rodrigues em [RS94] e recebeu esta denominação devido ao procedimento usado em 
cada um de seus dois passos. A primeira parte é exatamente igual ao algoritmo anterior, 
onde arestas em comum são extraídas das duas ou mais trajetórias iniciais. Na segunda 
parte~ entretanto, ao invés de se tomar como modelo uma das trajetórias iniciais para a 
construção do ciclo parcial, são conectadas as cidades mais próximas uma das outras, 
como será mostrado a seguir. 
A idéia é fazer com que o ciclo parcial tenha o menor comprimento possível e não 
que tenha a fonna parecida com mna das trajetórias de entrada. Pelo contrário, o formato 
do ciclo parcial gerado pode ser completamente diferente do formato das trajetórias 
iniciais. 
Algoritmo Deconstructor 2 (DEC-NN) 
Entrada: T1 (primeira trqjetória inicial), T2 (segunda trajetória inicial), c (matriz de distância do problema). 
Saída: trajetória parcial TP. 
1. Seja r, e T1 dua<> trajetórias iniciais e sejam E h e fiT1 os conjuntos de aresta~ relativos às trajetórias 
iniciais. 
2. }i'aça ETP =;;TInE T1; 
3. CoiL'itrua uma estmtura '-UlU a~ arestas de ETP, ordenando-as em ordern crescente segundo os valores 
fornecidos pela matriz de dhiânda: 
4. Para cada cidade-extremo i faça: 
4.1. Calcule a distância Clj desta cidade-extremo i a todas as outras cidades-extn.'ffiosj; 
4.2. Repita 
4.2.1. Selecione a aresta de menor distância possível; 
até que a aresta selecionada satisfaça as condições necessárias (cada cidade pode ter somente dois 
vizinhos). 
4.3. Conecte a cidadt.-..extremo i com a cidade-extremo j de menor distância a i e insira em TP. 
4.4. Atualíu a estrutura de arestas, eliminando a aresta inserida '-"lll TP. 
5. Retome TP. 
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Deconstructor 3 - DEC-NNC (Inserção do mais próximo de compromisso) 
O algoritmo Deconstructor- Nearest Neíghbor of Compromise (DEC-NNC) foí 
desenvolvido durante este trabalho e consiste numa adaptação feita no algoritmo anterior 
de forma a manipular mais de uma matriz de distância. 
Na primeira parte também são extraídas as arestas em comum das trajetórias 
iniciais. Na segunda parte, são conectadas as cidades mais próximas de compromisso uma 
das outras, ou seja, são consideradas todas as matrizes de distância envolvidas e é 
inserida a cada passo, aquela aresta que possuir a menor distância de compromisso 
(seguindo a idéia da inserção de compromisso descrita no capítulo 4). 
Algoritmo Deconstructor 3 (DEC-NNq 
Entrada: T1 (primeira trajetória inicial), T: (segunda trajetória inicial), c,, .. , ck (matri:r~s de distância do 
problema). 
Saida: trajetória parcial TP. 
l. Seja 1] e T2 duas trajetórias iniciais e sejam ET1 e fJ'2 os conjuntos de arestas relativos às trajetórias 
iniciais. 
2. Faça ETP=ET1r-.ET2; 
3. Construa uma estrutura. com as arestas de E11' para cada matriz de distância do problema (como por 
exemplo, utilizando a técnica union find [Cor91]), ordt.'fiando-as em ordem crescen!e segund(} o valor 
tbrnecido pela respectiva matriz; 
4. Para cada cidade-e:..:tremo i fàça: 
4.1. Calcule a distância desta cidade-extremo a todos as outras cidades-extremos; 
4.2. lb:pita 
4.2.1. Selecione a aresta de menor distância de compromisso possível c conct:te a cídade-extremo i 
com a cidade-extremo de menor distância a i. 
até que a aresta selecionada satisfaça as condiçôes (cada cidade pode ter somente dois vizinhos). 
4.3. Conecte a cidade-extremo i com a cidade-extremo de menor distância de cornpromisso a i e insira 
emTP. 
4.4. Atualize a estrutura de arestas, eliminado a aresta inserida em 11~. 
5. Retome TP. 
5.5.10. Sugestões de Implementação 
Um A-Team tem a forte característica de possuir elementos totalmente 
independentes uns dos outros, estrutural e funcionalmente. Tal característica possibilita 
wna implementação modular de maneira direta Cada agente é implementado 
independentemente dos demais, porém, com a mesma interface de todos os outros, de tal 
forma que para o grupo não importa como tal agente gera soluções, e sim, em qual(is) 
memória(s) ele irá depositar soluções e em qua1(is) ele irá retirar (a estrutura interna do 
algoritmo deve ser levada em conta na definição dos fluxos de dados). As memórias 
também devem ser implementadas cada uma num módulo separado. Geralmente, corno já 
abordado, a memória principal é implementada com uma estrutura que possibilite uma 
ordenação das soluções segundo algum critério de qualidade e todas as outras memórias, 
como simples buffers de soluções. 
Cada posição da memória deve ser visitada somente por um agente de cada vez. É 
necessário, então, adotar um mecanismo de semáfóro, onde cada posição é considerada 
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wna região critica da memória [Tan92]. Isto para garantir a consistência dos dados 
gerados. 
A ímplementação em módulos funcionaJmente distintos facilita a identificação de 
erros e a realização dos testes para a definição da estrutura final do A-Team, onde a 
retirada e a inserção de um agente no time pode ser amplamente analisada. Além disto, a 
paralelização toma-se uma tarefa muito mais fácil, pois todos os agentes podem ser 
executados simultaneamente. Cada agente e memória do time podem ser considerados 
corno tarefas, no processo de paralelização. 
5.5.11. Critério de Parada 
Para os métodos exatos, o critério de parada é mn só: a solução ótima. Isto quer 
dizer que um método exato só chega ao fim quando ele fornece como resposta a solução 
ótima do problema, enquanto isto não for alcançado ele ficará em contínuo processo de 
execução (alguns podem ser interrompidos e a solução corrente pode ser fornecida como 
resposta: passa a ser um método aproximado). 
Por ser um método aproximado, o critério de parada de mn A-Team é um tanto 
subjetivo. Depende da qualidade desejada dos resultados finais e do tempo disponível 
para a resolução do problema. Oerahnente, aplica-se A-Teams com o intuito de se 
encontrar boas soluções, que são soluções próximas do ótimo e até mesmo a solução 
ótima para o problema (soluções do Pareto Otimo, para problemas multiobjetivos). E, os 
critérios de parada utilizados são: 
•Tempo de processamento; 
•Número de iterações; 
•Convergência. 
Na fase de projeto de um A-Team, geralmente é estipulado um tempo de 
processamento suficientemente grande para que se possa perceber quando obteve-se 
convergência, ou seja, a partir de que instante de tempo os agentes não mais conseguiram 
produzir melliores soluções do que as já presentes na memória. Este é um traballio 
totahnente empírico e requer várias execuções para ser ajustado. O número de iterações, 
é também utilizado como critério de parada e o procedimento adotado é o mesmo, dando 
para estimar o tempo de uma iteração pelo tempo de execução do algoritmo mais lento 
do time (de granulosidade maís grossa). 
O mais importante nisto tudo é a convergência dos dados. O tempo de 
processamento e o número de iterações devem ser estipulados depois de uma bateria de 
testes e, mesmo assim, podem variar de instância para instância (mesmo para instâncias 
de tamanhos iguais). Isto pode ser contornado através da garantia de perfonnance dos 
algoritmos, de onde se pode saber quão distante do ótimo são as soluções geradas por tal 
algoritmo e, portanto, pode-se estimar a qualidade das soluções que vão sendo geradas 
pelo time, bem como através da geração de limites inferiores para o problema. 
Se os resultados obtidos não atingirem o nível de qualidade desejado, então, uma 
reavaliação de todos os parâmetros de projeto deve ser realizada, até que os resultados 
sejam satisfatórios. 
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A Memória de Camadas de Conjuntos Não-Dominados 
É na estrutura da memória principal, a Memória de Soluções Completas e 
Refinadas, que reside a maior diferença entre um A-Team aplicado à Problemas 
Monobjetivos e um A-Team aplicado à Problemas Multiobjetivos. 
O critério de qualidade para ordenação das soluções na memória, no caso de 
problemas multiobjetivos, é feito com base nos k objetivos do problema. Uma solução k-
dimensional tem a propriedade de dominar ou não outras soluções (ver Cap.3). Se ela 
domina uma outra solução é porque seus valores segundo todos os objetivos envolvidos 
são iguais aos valores da solução dominada e num deles, pelo menos, menor. Agora, se 
ela não domina a outra solução, então, ou ela é dominada pela outra solução ou as duas 
soluções são equivalentes entre si (uma possui melhores valores segundo alguns dos 
objetivos- basta um-, e a outra possui melhores valores segundo os objetivos restantes). 
Foi com base neste critério de qualidade inerente às soluções k-dimensionais, que 
foi desenvolvida a estrutura de organização das soluções na memória em camadas de 
soluções equivalentes. 
5.6.1. Manipulando Conjuntos Não-Dominados 
Um conjunto não-dominado é composto por soluções equivalentes entre si, ou 
seja, nenhuma solução do conjtmto domina uma outra solução do mesmo conjunto e 
vice-versa (soluções que não se dominam). Então: 
Definição 5.1: Conjunto Não-Dominado. Dado um conjunto M de soluções k~ 
dimensionais, onde k=1,2, ... ,K, não existe um conjunto de soluções não-dominadas 
definido por ND(M)= {.v,s E_M !_d s1 EM I s1 >-- s}. 
Definição 5.2: Dominância entre Conjuntos Não-Dominados. Dados dois conjuntos 
não-dominados ND1={sn sn ... , s11h .•• , s1p} e ND2={s21, Sn, ••• , S21, •.• , s2q}, /5{h:5:p e 
I :::1~, onde- p,q::;m, p:;tq, e seja f;( • ), i= 1,2, .. k funções objetivo a serem consideradas, se 
J;(s1,),ç,(;(s21) para todo i. h e I, e se existe umj,j~{J, ... , kJ tal quej,{s1,)<J;{s21). então 
ND1 domina ND2 (NO,,, ND, ). 
Os termos Conjunto Não-Dominado e Conjunto de Soluções Não-Dominadas 
serão usados intercaladamente. A relação">--" é chamada de dominância (para conjuntos, 
definiu-se">-->--"). 
Desta forma~ a memória é organizada em camadas de conjuntos não-dominados, 
onde o melhor conjunto ocupa a primeira posição da memória (conjunto que domina 
todos os outros e não é dominado por nenhum outro da memória). E assim, o conjunto 
de soluções não-dominadas da camada da posição p, /::{pSc, da memória domina o 
conjunto de soluções não-dominadas da camada da posição p+ I, até a última posição c, 
ocupada pelo pior conjunto de soluções não-dominadas (conjunto que não domina 
nenhum outro e é dominado por todos). 
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Tal estrutura é dinâmica, variando em tempo de execução, onde novas soluções 
são inseridas ou retiradas a todo instante e, conseqüentemente, novas camadas são 
construídas ou desfeitas. 
A capacidade máxima da memória, então, é de m soluções dispostas em c 
camadas (posições da memória). 
O número máximo de camadas possíveis é c=m, onde cada wna das soluções 
contidas na memória domina a solução subseqüente, que é o melhor caso, já que na 
inserção de uma nova solução, a comparação é feita até se encontrar a primeira solução 
que domina ou é dominada pela solução inserida, que pode estar na primeira posição da 
memória. Este caso recai na estrutura seqüencial utilizada para problemas monobjetivos. 
O número máximo de soluções por camada é s=m, caso onde todas as soluções 
pertencem a uma só camada, que é o pior caso, já que na inserção de uma nova solução 
terá sempre que compará-la com todas as m soluções contidas na memória. 
Preparata e Shamos [PS85] afirmam que dado um conjllilto fixo de soluções em 
duas dimensões (k=2), encontrar o melhor conjunto não-dominado leva O(mlogm), onde 
m é o número total de elementos (número de soluções na memória do A-Team). Tal 
problema foi chamado por eles de Maxima .Problem e a prova da complexidade foi 
obtida através de sua redução ao problema de ordenação. Generalizando, para /e.2 
[PS85): 
O máximo de um conjunto de m pontos no espaço F!, kZ2, pode ser obtido em tempo 
O(m(log rn/~2} + O(mlogm). 
Portanto, dado um conjunto dinâmico de soluções, dividi-lo em camadas de 
soluções não-dominadas a cada nova inserção ou a cada nova eliminação de urna: solução, 
não é possível de ser feito em tempo linear. Não existe algoritmo em tempo linear para a 
inserção ou eliminação de pontos num espaço k-dimensional, com kZ2 [PS85]. 
Dado este contexto, foram desenvolvidos dois algoritmos para a manipulação de 
conjuntos de soluções k-dimensionais: um para a inserção e outro para eliminação de uma 
solução nestes cot~untos não-dominados. 
5.6.1.1. Algoritmo para Inserção de uma Solução k-dimensional na Memória 
O efeito da inserção de uma nova solução numa detenninada camada não-
dominada pode se propagar por muitas outras camadas, requerendo o desenvolvimento 
de um algoritmo que trate todas as possibilidades possíveis desta propagação. 
Foi pensando nas possibilidades de propagação de alterações nas camadas de 
soluções não-dominadas que se descobriu uma propriedade existente entre cada duas 
soluções eficientes entre si: a região de não-dominância (fig.5.9). 
Definição: Região de Não-Dominância. Seja SeERk e SJERk duas soluções equivalentes 
entre si, f~m = min {/;(s"),f,<sr)}, Jn;= "" max {/,(se),f;(s.rH, então, 
rmJ={sERk,ftsf;(s)Sj~a~}, i:/i, 
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Figura 5.9: Regiões de Não-Dominância. Definindo as regiões de não-düminànda num meta-conjunto de conjuntos de soluções 
não-dominadas. 
Cam-adas de Soluções Nã:o-[)ominada~- Regiões de Não-Do1~inância 
Pode ser observado, que basta definirmos a região de dominância de cada solução 
(ver Cap.3), tanto para maxírrrização quanto para minirnização e a região de não 
dominância assume uma forma cúbica (fig.5.9). 
A região de não-dominância possibilitou a detecção de três possíveis casos que 
podem ocorrer quando uma nova solução for inserida na memória: 
Primeiro Caso: A nova solução é inserida dentro da região de não-
dominância. 
A nova solução inserida no meta-conjunto de conjuntos de soluções não-
dominadas está contida numa região de não-dominância definida por duas soluções 
(fig.5.1 O). Neste caso, a solução não é dominada pela camada na qual as duas soluções 
pertencem e nem domina nenhuma solução desta camada. Como entre as soluções desta 
camada e a nova solução ninguém domina ninguém, elas são equivalentes entre sL A nova 
solução é, portanto, inserida nesta cantada. 
I<'igura 5.10: Primeiro Ca;;o: A nova solução é inserida dentro da região de não-dominância, No primeiro quadro é mostrado a 
configuração das camadas antes da propagação de alterações e a nova solução dentro de mna região de 11ãn· 
dominãnda. No segundo quadro é mostrado a configuração das camadas depois da propagãção de altL>raçõcs entre a~ 
camadas de soluções não--dominada~. 
·- \ 
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Segundo Caso: A nova solução é inserida dentro da sobreposição 
de regiões de não-dominância. 
A nova solução inserida no meta-conjunto de conjuntos de soluções não-
dominadas está contida dentro de urna sobreposição de regiões de não-dominância 
fonnada por soluções de diferentes camadas (fig.5.11). Neste caso, a solução não é 
dominada por nenhuma solução das camadas nas quais as soluções que compõe a 
sobreposição de regiões de não-dominância pertencem e não domina nenhuma delas 
também. Então, a nova solução poderá ser incluída em qualquer tuna das camadas 
envolvidas. Foi adotada a inserção na melhor das camadas envolvidas (a camada que 
domina todas as outras envolvidas). 
f"igura 5.11: Segundo Caso: A nova solução é inserida dentro da sobreposição de regiões de não-dominância. No primeiro (Iuadro 
é mostrado a configuração das camadas antes da propagação de alterações e a nova solução denlro da sobreposição 
de regiões de não-dominância. No segundu quadro é mostrado a configuraçilo das camadas depois da propagação de 
alterações entre a~ camadas de süluções não-domlnadas. 
~ I ' . 
Terceiro Caso: A nova solução é inserida fora da região de não-
dominância. 
A nova solução inserida no meta-conjunto de conjuntos de soluções não-
dominadas não está contida em nenhuma região de não-dominância definida por duas 
soluções (fig.5.12). 
Neste caso, não se pode afirmar onde a solução será inserid~ dado que não se 
tem nenhuma região de não-dominância como referência da camada que ela deve 
pertencer. Desta fOnna, deve-se verificar desde o início da memória em qual camada a 
nova solução deve ser inserida. 
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Figura5.12: Terceiro Caso: A nova solução é ínseridafora da região de não-dominância. No primeiro quadro é mostrado a 
configuração das camadas antes da propagação de allcraçt:íes e a nova solução fora de uma regiã(J de não-
dominância. No segundo quadro é mostrado a configuração das camadas depois da propagação de alterações entre as 
camadas de soluções não-domh1adas. 
Jri CASQ ·rn:scrçãó f<i-m da rcgiã(i niloi-dominada. 
.~· 
Dado que o terceiro caso inviabiliza os dois primeiros, o que só confirma a teoria 
que diz não existir nenhum algoritmo em tempo linear para a manipulação - inserção e 
deleção - de pontos num espaço k-dimensional ( k ~). foi elaborado um algoritmo de 
complexidade O(nt\ onde m é o número de soluções na memória. O algoritmo de 
inserção é mostrado a seguir 
O Algoritmo de Inserção 
Neste algoritmo, verifica-se desde a primeira camada se a nova solução dorrllna 
ou é dominada por alguma solução. Quando ela for dominada por alguma solução de 
determinada camada, pula-se imediatamente para a próxima camada da memória e caso 
ela domine alguma solução, ela é inserida na camada corrente e as soluções daquela 
camada que a nova solução domina são transjàidas para as devidas camadas 
subseqüentes. 
O algoritmo é mostrado muna linguagem pseudo-c, onde as variáveis, estruturas e 
procedimentos adicionais são os seguintes: 
Variáveis 
Sol --f solm;Jo que está st..'lldo inserida na mt.."'llória; 
Sol_da~Camada ---+ solução da camada corrcnt.e da memória que está sendo comparada com a 
nnvd solu~o-"ão; 
Sol_ Dominada ---+ variável que indica se a solução t"l.1i dominada pela soluçJ.o corrente da 
camada (Sol_da_Camada); 
c---+ índice que indica qual a camada corrente. 
Estruturas 
Lst_Sol_Deslocadas ---+ Lista de soluções que foram retiradas de uma determinada camada e 
devem ser recolocadas em alguma camada posterior; 
Lst_Sol_da_Camada 4 Lista de soluções da camada corrente (camada candidata a conter a 
nova solução). 
Rotinas Adicional" 
RctiraPrimeiraDaLstSomesJocadas --f Retira a primeira solução da lista de soluções 
deslocadas (soluçüt..'S que foram retiradas de uma camada e deve.m st:r inseridas nas 
posteriores); 
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RetiraPrimeiraDaLstSoiDaCamada .-...t Retira a primeira solução da lista de soluçi'\o; da 
camada corn,..'llte da memória; 
RetiraCamadaDeSol .-...t Seleciona todas as soluções da camada candidata a receber a nova 
solução; 
RctiraSoiDaCamada .-...t Retira uma solução da camada candidata dominada pela nova solução a 
ser inserida; 
InsereNaLstSoiDcslocadas --t Insere a solução da camada candidata, dominada pela nova 
solução, na lista de soluçõt--s di.---slocadas; 
lnsercSoiNaMemória .-...t Insere a nova solução na camada corrente da memória. 
InserirSoluç-ãoNaMemória {Sol) 
Lst~ Sol~Des!ocadas +--- Sol; 
Repetir 
Sol~ Dominada~ FALSO; 
Sol <(- Retiral'rirnciraDal.stSolJ)eslOC<ldas (Lst~ Sol_ DeslOC<ldas); 
c .f- SoLcamada + 1; 
Lst_ Sol~ Camada 'f- RetiraCamadaDeSol (c); 
Enquanto (Lst_So!~Camada#.O) c (Sol~ Dominada FALSO)) 
Sol_ da_ Camada+--- RetiraPrimeiraDaLstSolDaCamada (Lst_Sol_ Camada); 
Se Sol domina Sol_da_Camada 
RetiraSolDaCamada (Sol_ da_ Camada); 
InsereNalstSo!Des!ocadas (Sol_ da_ Camada); 
Senãu 
Se Sol_ da_ Camada d(mlÍna Sol 
Sol.camada +- c; 
InscreNaL~tSo!Deslocadas (Sol); 
Sol~Dominada +-VERDADEIRO: 
Se (Sol_Dominada= FALSO) 
InsereSolNaMemória (c, Sol); 
Até (L:st_ Sol_ Deslocadas= 0); 
HM 
5.6.1.2. Algoritmo para Eliminação de uma Solução k-dimensional na 
Memória 
O algoritmo para a eliminação de runa solução k-dimensional da memória do A-
Teams organizada em camadas de soluções não-dominadas é similar ao processo de 
inserção, entretanto, é menos intrincado. Não existe casos especiais no caso da 
eliminação, pois se sabe de qual camada da memória será retirada uma solução, e não 
existe diferenciação entre as soluções de uma mesma camada. 
Vale ressaltar que, o efeito causado pela retirada de uma solução da memória se 
propaga a partir da camada seguinte à camada na qual a solução elhninada estava contida 
e, obviamente, a camada da solução retirada é conhecida. Diferentemente do caso da 
inserção, onde primeiro tem que ser descoberto em qual camada a nova solução deve ser 
inserida e este fato força wna busca desde a primeira camada da memória. 
As estruturas que compõem o algoritmo de eliminação de uma solução da 
memória são as seguintes: 
Variáveis 
Sol.-...t soluçJo que está sendo eliminada na memória; 
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Sol_da_Camada ~solução da camada corrente da memória que esta sendo comparada com a 
nova solução; 
Soi_Uominada -+ variável que indica se a solução tbi dominada pela solução corrente da 
camada (Sol_ da_ Camada); 
c -+ índice que indica qual a camada corrente. 
Estruturas 
Lst_Soi_Deslocadas -t Lista de soluções que foram retiradas de urna determinada camada e 
devem ser recolocadas em alguma camada posterior; 
LsCSol_da_Camada ~Lista de soluções da camada corrente {camada candidata a conter a 
nova solução). 
Rotinas Adicionais 
RetiraPrimeira])aLstSollleslocadas -+ Retira a primeira solução da lista de soluções 
desloc-adas (soluçõt.'S que foram retiradas de uma camada e devem ser inseridas nas 
posteriores); 
RetiraPrimeiraDaLst.'iioiJ)aCamada -+ Retira a primeira solução da lista de soluções da 
camada ~.-·orrente da mtmória; 
RetiraCamadaDeSol -7 Seleciona todas as soluções da camada candidata a receber a nova 
solução_; 
RctiraSomaCamada -t Rf..'tira uma solução da camada candidata dominada pela nova solução a 
ser inserida; 
AtualizaNumCamadas-+ Reorganiza numeração das camadas posteriores à camada da solução 
a ser eliminada; 
lnscrcNaLstSoiDeslocadas -+ ln:wrc a solução da camada candidata, dominada pela nova 
solução, na lista de solltçõt'S deslocadas; 
InsereSolNaCamada -t Insere a solução corrente na camada indicada; 
EliminaSolDaMcmória-+ Elimina a solução selecionada da memória. 
EJiminarSoluçãoNaMemúria (Sol) 
c +- SoL camada + I; 
EliminaSo!DaMcmória (Sol); 
Lst_Sol_Dcs!ocadas +- RetiraCamadaDeSo! (c); 
Atua!izaNurnCamadas (c); 
Repetir 
Sol~ Dominada+- FALSO; 
Sol +- Retiral'rimciraDaLstSolDeslocadas (Lst_ Sol_Deslocadas); 
c+- Sol.carnada+l; 
Lst _Sol_ Camada +- RetiraCamadaJ)eSol (c); 
Enquanto ( (Lst_Sol_ Camada;.!O) e (Sol_Daminada FALSO) ) 
Sol_ da_ Camada+- RetiraPrimeiraDaLstSo!Camada (Lst_Sol_ Camada); 
Se Sol domina Sol_ da_ Camada 
lnsereNaLstSo!Deslocadas (Sol_ da_ Camada); 
RetiraSolDaCamada (Sol_ da_ Camada); 
Senão 
Se So!_da_Camada domina Sol 
Sol.camada +- c; 
lnsereNaJ_,stSolDeslocadas (Sol); 
Sol_ Dominada f- VERDADEIRO; 
Se (Sol_Dominada =FALSO) 
lnK'feSolNaCamada(c, Sol); 
Até (Lst_Sol_Deslocadas = 0); 
FIM 
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Políticas de Destruição 
Considerando que o tamanho da memona é limitado, torna-se necessano a 
definição de alguns critérios para garantir que este tamanho pennaneça constante, dado 
que novas soluções são inseridas na memória a todo momento. 
Esta tareíà cabe aos agentes destruidores, que contém em seus procedimentos 
internos determinada política de distribuição de probabilidade. Eles decidem se urna nova 
solução gerada pode ou não ser inserida na memória e, em caso positivo, aplicam a 
distribuição de probabilidade para escolher qual solução deve ser eliminada. 
Para as memórias que funcionam como buffers a eliminação de soluções é 
automática, ou seja, quando um agente seleciona uma solução ela imediatamente é 
retirada da memória. Sendo assim, é desnecessária a atuação dos agentes Destruidores 
sobre estas memórias (fig.5.4). 
No caso da Memória de Soluções Completas e Re.finadas, a atuação dos agentes 
Destruidores é imprescindível, já que as soluções são organizadas na memória segundo 
algum critério de qualidade e, portanto, faz sentido priorizar a elinllnação de certas 
soluções em prol da manutenção de diversidade e obtenção de convergência do sistema. 
Desta forma, tão importante quanto gerar boas soluções é saber quais delas favorecer e 
quais eliminar da memória, 
A seguir, serão apresentadas algumas políticas de destruição, segundo o tipo de 
organização de memória: se organizadas tradicionalmente (m posições seqüenciais e 
segundo apenas um critério de qualidade), manipulando-se soluções unidimensionais; e, 
se organizadas em camadas de soluções não-dominadas (c posições seqüenciais, onde 
cada posição contém s sub-posições), manipulando-se soluções rnultidimensionais: 
Definições Preliminares para Memória de Soluções Unidimensionais 
Neste caso, as soluções são organizadas na memória em ordem seqüencial (no 
total de m posições\ da melhor para a pior segundo o valor da única função objetivo do 
problema, Tal organização de memória é aplicada para problemas monobjetivos ou 
multiobjetivos alterados (todas as fi.mções objetivo do problema são transformadas numa 
só). A seguir, são definidos alguns termos necessários para mn melhor entendimento das 
políticas de destruição adotadas para a memória de soluções unidimensionais. 
Definições: 
m ~ número máximo de soluções na memória (capacidade máxima da memória); 
s ~ solução s; 
p}t} -?- probabilidade de escolha da solução s, no instante t; 
T ~> tempo máximo de processamento (CPU time). 
m 
LPl1)=t V Pit)~o 
l'"'l 
onde, 
t~T t,TEZ+ 
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Definições Preliminares para a Memória de Soluções 
Multidimensionais 
Neste caso, as soluções são organizadas na memória em camadas crescente de 
dominância, ou seja, camadas de conjuntos não-dominados, em ordem seqüencial de 
camadas (no total de c posições), da melhor camada (que domina todas as outras 
camadas) para a pior camada (que não domina ninguém e é dominada por todas). Em 
cada camada, as soluções são organizadas seqüencialmente (no total de s sub-posições) 
pela ordem de inserção na camada. Tal organização de memória é aplicada para 
problemas mul.tiobjetivos, onde se deseja otimizar todas as fimções objetivo 
simultaneamente. 
Neste caso, a sele-ção de uma solução ocorre em dois níveis: 
H! nível: Escolha de uma camada; 
2Q nível: Escollia de uma solução da camada selecionada no primeiro níveL 
lsto faz com que as políticas relacionadas para o caso de um único objetivo sejam 
reformuladas e uma descrição teórica das novas políticas de destruição de soluções se 
torna necessária, com a definição dos seguintes tennos: 
Definições: 
m ~ número máximo de soluções na memória (capacidade máxima da memória); 
C(tl ~ número de camadas de soluções não-dominadas na memória, no tempo t; 
C(t) E {1,2, ••. m} 
Sc
1
,) ------+ número de soluções na camada c, no instante t; 
Scvl E {1,2, .•. ,m} 
c -7 camada c; 
s --; solução s; 
T -t tempo máximo de processamento (CPU time). 
Ptn ~ probabilidade de escolha da camada c, no instante t; 
p(tJ ~ probabilidade de escolha de uma solução da camada c, no instante t. 
'" onde~ 
t::;;;T t,TEZ+ 
CuJ 
LS ptt>=t 
c=l c(l) s< 
Sc=l Ç:;> C=m 
Sc=m <::4 C=l 
p(t) ~o ,, 
Dada as definições necessanas. tanto para o caso da memona de soluções 
unidimensionais quanto para a memória de soluções multidimensionais, podem ser 
descritas agora as políticas de destruição de soluções. 
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5.7.l.Destruição de uma Solução de Pior Qualidade 
No caso da memória de soluções unidimensionais, a solução de pior qualidade 
presente na memória é eliminada com probabilidade I. A figura 5,13 ilustra tal política, 
onde a solução contida na m-ésirna posição da memória é sempre eliminada. 
I<'igura 5.13: PolltiC'a de Destruíção da Pior Solução. 
No caso da memória de soluções multidimensionais, a política de destruição se 
baseia na eliminação de qualquer solução da pior camada de soluções não-dominadas 
existente na memória,. no instante t (fig. 5.14). A camada de pior qualidade presente na 
mem6ria é selecionada com probabilidade 1 e, em seguida, uma solução desta camada é 
escolhida com probabilidade de distribuição uniforme. 
A partir do momento em que a memória atingir sua capacidade máxima de 
soluções (m), o uso desta política fará com que uma nova solução gerada seja inserida na 
memória. Sendo assim, urna solução da pior camada ( Phl) = l , c= c) é eliminada com 
probabilidade P~;" :f-. 
C (I) 
Figura 5.14: PoHtica de Destruição de Qualquer Solução da Pior Camada. Sempre que uma nova solução é inserida na memória. 
se da não pertencer à pior camada existente, uma das soluções da pior camada de soluções não-dominada-; t\ 
eliminada. 
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O uso da política de destruição de uma solução de pior qualidade, para os dois 
tipos de organização de soluções, induz a uma rápida convergência, pois a diversidade 
de soluções da memória é rapidamente reduzida. Isto acontece porque sempre é 
eliminada uma solução de pior qualidade (seja a pior solução unidimensional ou uma das 
soluções multidimensionais da pior camada) e, ao longo do tempo, com a ação dos 
agentes que refinam as soluções da memória (agentes de melhoria, por exemplo) e a ação 
dos agentes que extraem características em comum de boas soluções, a qualidade média 
das soluções aumenta. O problema é que como a convergência é rapidamente alcançada, 
as soluções da memória ficam em torno de um mínimo local, e os agentes ficam 
impossibilitados, por falta de diversidade, de explorarem outras regiões e alcançarem a 
região do ótimo global. 
5.7.2.Destruição com Distribuição Uniforme de Probabilidade 
Com o uso desta política, para os dois tipos de organização de soluções, todas as 
soluçôes da memória possuem a mesma probabilidade de serem eliminadas (com 
exceção da melhor solução no caso da memória de soluções unidimensionais e das 
soluções da melhor camada no caso da memória de soluções multidimensionais). 
As soluções de melhor qualidade (mellior solução unidimensional da memória ou 
soluções multidirnensionais da melhor camada da memória) não são eliminadas porque, 
desta fonna, se evita o risco de eliminar as melliores soluções encontradas ao longo da 
execução do A-Team e que poderiam não ser encontradas novamente. A figura 5.15 
ilustra esta política para o caso da memória de soluções unidimensionais. 
Figura 5.15: Politica de Destruíção de Qualquer Solução com Distribuição Un{forme de Probabilidade. 
No caso da memória de soluções multidimensionais, esta política de destruição se 
baseia na eliminação de qualquer solução de qualquer camada de soluções não-
dominadas (exceto a melhor camada) existente na memória, com distribuição uniforme 
de probabilidade, no instante t (fig. 5.16). Qualquer solução de qualquer camada (com 
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exceção da melhor) é eliminada com probabilidade de distribuição uuiforme, ( PY!" f-) e 
' '(I) 
I (PiO~-,--), 
c{o ~ 1 
}'jgurn 5.16: Po!itica de Destruição de Qualquer Solução de (_Jualquer Camada com Distribuição Un{(orme de Probabífidade. 
Sempre que uma nova solução é inserida na m<.-"lnória. se ela não pt.'rtencer à pior c!mmda existente, uma das 
soluções de qualquer \.""aJJUlda (exceto a melhor) é eliminada com distribuição uniforme de probabilidade. 
O uso desta política toma o processo de convergência mais lento, pois é garantida 
a diversidade de soluções na memória por mais tempo. Isto acontece porque qualquer 
solução, boa ou ruim, tem a mesma chance de ser eliminada e, portanto, as soluções ruins 
desaparecerem muito lentamente, com a geração cada vez maior de soluções melhores. O 
problema é que muitas soluções de alta qualidade podem ser eliminadas antes mesmo de 
serem utilizadas por outros agentes e, desta forma, boas regiões são desfavorecidas 
prejudicando a busca por melhores soluções. 
5.7.3.Destruição com Distribuição Linear de Probabilidade 
Para o caso da memória de soluções unidimensionais, esta política atribui uma 
probabilidade O à melhor solução contida na memória (nunca se elimina a melhor) e 
atribui uma probabilidade linearmente crescente ao restante das soluções (da segunda 
melhor solução até a pior). A figura 5.17 exemplifica a atuação desta po1itica para a 
memória de soluções unidimensionais. 
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JTigura 5.17: Po!ltka de Dt.-strulção de Qualquer Solução com Distribufç{Jo Linear de Probabilidade. 
Memória Tradicional de um A-Team 
Política de Desr:ruiÇão de Qualquet Solução com 
DJsuibuição L!Nt:AR de Pmbabi!idade 
1 2 3 m-1 111 (amanho- da 
'Ít 
mell:wr .... 
solução ..,,.f-----• píor solução 
No caso da memória de soluções multidimensionais, esta política de destruição 
se baseia na eliminação de qualquer solução de qualquer camada de soluções não-
dominadas (exceto a melhor camada) existente na memória, com distribuição linear de 
probabilidade, no instante t (fig. 5.18). 
Se uma nova solução a ser inserida pertencer a pior camada de soluções não-
dominadas ela não é inserida, caso contrário ela é inserida e qualquer solução de qualquer 
camada (com exceção da melhor) é selecionada com probabilidade de distribuição linear. 
Figura 5.18: Política de Destruição de Qualquer Solução de Qualquer Camada wm Distribuição Linear de Probabilidade. 
Sempre que uma nova solução é inserida na memória, se ela não pertencer à pior camada existente, uma das 
soluções de qualquer camada (exceto a melhor) é eliminada com distribuíção linear de probabilidade. 
l " 
\temória de Camadas. de Soluções Não-Dominadas 
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Esta política deixa a memória com uma diversidade mais alta do que a politica de 
destruição do pior e possibilita uma convergência mais rápida do que a polltica de 
destruição com distribuição uniforme de probabilidade, 1sto acontece porque como 
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entre as melhores soluções unidimensionais (ou melhores camadas de soluções 
multidimensionais) existem muitas soluções similares e, com a baixa probabilidade delas 
serem eliminadas, o que acontece é que muitas soluções parecidas são eliminadas 
(aumentando a diversidade entre as boas soluções), por outro lado, muitas outras boas 
soluções são mantidas na memória (garantindo convergência), já que a probabilidade 
delas serem eliminadas é pequena. 
O problema advindo do uso desta política de destruição é que, depois de mn certo 
tempo de processamento, as soluções presentes na memória se tomam muito parecidas 
entre si, provavehnente sendo de uma mesma região. Como esta região pode não ser a 
região do ótimo global e devido a semelhança entre elas os agentes de consenso ficam 
impossibilitados de gerarem soluções diferentes. Caso elas forem de uma mesma região 
ou de regiões de mínimos locais, os agentes de melhoria se tornam incapazes de escapar 
do mínimo local e acaba se obtendo mna convergência não desejada, onde as soluções da 
memória não são as soluções de melhor compromisso que se desejava encontrar. 
5.7.11-.Destruição com Distribuição Triangular de Probabilidade 
Esta política foi desenvolvida depois de um estudo sobre o comportamento dos 
algoritmos para o MDTSP usados nos A-Teams projetados. Seu desempenho foi 
comparado com os da demais políticas de destruição e os resultados obtidos foram 
melhores para a maioria dos testes realizados. 
Neste caso, a distribuição de probabilidade de eliminação das soluções assume 
uma tOnna triangular, onde os extremos da memória (melhores e piores soluções) têm 
uma probabilidade menor de serem eliminados. 
A :fig. 5.19 exemplifica esta política para o caso da memória de soluções 
unidimensionais. Pode ser notado que a melhor solução possui probabilidade O de ser 
eliminada. 
Figura 5.19: Política de Destruição de Qualquer Solução com Distribuição Triangular de Probabilidade. 
No caso da memória de soluções multidimensionais, esta política de destruição 
é baseada na eliminação de qualquer solução de qualquer camada de soluções não-
dominadas (exceto a melhor camada) existente na memória, com distribuição trianf.:,'Ular 
de probabilidade, no instante I (fig. 5.20). 
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Se uma nova solução a ser inserida não pertencer a pior camada de soluções não-
dominadas (e neste caso, ela não é inserida), então qualquer solução e qualquer camada 
(com exceção da melhor) é selecionada com probabilidade de distribuição triangular. 
i<'igurn 5.20: Política de Destruição de Qualquer Solução de Qualquer Camada com Distribuição Tríangular de Probabilidade_ 
Sempre que uma nova solução e inserida na memória, se ela não pertencer à pior camada existente, uma das 
soluçôes de qualquer camada (exceto a melhor) é eliminada com distribuição triangular de probabilidade. 
O uso desta política traz um certo equihbrio entre a convergência e a diversidade. 
Esta política surgiu devido a uma análise do comportamento das três políticas anteriores 
e se percebeu que mesmo no caso da melhor delas (a política de destruição de soluções 
com distribuição linear de probabilidade), que prioriza as melhores soluções, a 
convergência era obtida muito rapidamente e a tendência era a memória ficar com baixa 
diversidade. 
Com a politica triangular o que acontece é que tanto as soluções muito boas 
quanto as soluções muito ruins têm mais chances de pennanecer na memória e as 
soluções intermediárias, nem muito boas e nem muito ruins, tendem a serem eliminadas . 
.Percebeu-se, empiricarnente, que depois de um certo tempo, a memória continha 
soluções muito boas e uma grande quantidade de soluções muito parecidas entre si. Isto 
dificultava a ação dos agentes, tanto de melhoria quanto de consenso, já que as soluções 
tendiam a ser de uma mesma região. Quanto às melhores soluções obtidas, nunca devem 
ser desprezadas (sob pena de não se voltar a encontrá-las), agora, quanto às soluções 
intermediárias e às piores, qual delas eliminar com maior probabilidade? Quais tem mais 
chance de serem parecidas com as melhores soluções? Quais deixarão a memória com 
uma diversidade mais elevada? É natural afirmar que depois de um certo tempo de 
execução as soluções intermediárias são mais parecidas com as melhores, já que o 
processo tende a convergir. E, seguindo a mesma linha de raciocínio, as piores tendem a 
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ser mais diferentes. Desta fonna, por que não priorizar a eliminação das soluções 
intermediárias? 
Foi por esta razão que se pensou na política triangular, cujo comportamento é o 
seguinte: 
No início, as soluções contidas na memória possuem baixa qualidade) sendo 
consideradas ruins, já que são produzidas pelos agentes de construção e/ou randôrnicos. 
Nesta fase, o que importa é a priorização das melhores soluções (melhores camadas de 
soluções multidimensionais) e quanto ao restante da memória, não é muito relevante se a 
priorização é das piores soluções ou das intennediárias contidas na memória, ou seja, na 
fuse inicial a política linear e a política triangular exercem a mesma influência: a média de 
qualidade das soluções na memória tendem a aumentar. 
Políticas de Seleção 
Para as memórias que funcionam como buffers de soluções, a posição da memória 
a ser escolhida não é relevante, mna vez que não existe uma ordem de qualidade entre as 
soluções annazenadas neste tipo de memória. 
Agora, para as outras (qualquer uma que annazene soluções factíveis), 
especificamente para a Memória de Soluções Completas e Refinadas, é possível o 
estabelecimento de urna ordem de qualidade entre as soluções e, portanto, qual solução o 
agente deve escolher _pode ser significativo para um melhor desempenho do A-Tearn. E, 
dependendo do tipo de problema abordado (devido as diferentes possibilidades de 
organização das soluções na memória), diversas estratégias podem ser aplicadas. 
A seguir, são apresentadas algwnas estratégias para a seleção de soluções, onde 
para cada uma delas é explicado o processo de seleção numa memória de soluções 
unidimensionais e numa memória de soluções multidimensionais. 
5.8.l.Priorização da Solução de Melhor Qualidade 
Para o caso da memória de soluções unidimensionais, o agente prioriza a escolha 
da melhor solução (segundo o valor da função objetivo) contida na memória. Para o caso 
da memória de soluções multidimensionais, o agente prioriza a escolha da melhor camada 
(camada menos dominada) e seleciona qualquer solução desta camada. 
Se o agente for determinista (de melhoria, por exemplo), ele inicia a tentativa de 
seleção no início da memória e percorre-a seqüenciabnente até encontrar a primeira 
solução que não tenha sido gerada ou visitada por ele. Isto porque um agente 
detenninista sempre gera a mesma saída para entradas iguais. 
Na verdade, esta política é mais apropriada para agentes de melhoria 
deterministas, pois possibilita a exploração da vizinhança de soluções potenciahnente 
boas, garantindo a possibilidade de chegar a soluções melhores ainda. Vale ressaltar, 
entretanto, que depois de um longo tempo de processamento o uso desta política pode 
não ser indicado, já que no caso dos algoritmos de mellioria detenninistas, se as soluções 
escolhidas forem muito boas, elas terão alta probabílidade de serem mínimos locais, de 
onde os aJgoritmos de melhoria não conseguem escapar. No geral, esta política não é 
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indicada para agentes não-detenninistas, já que cada execução destes algoritmos~ para 
uma mesma solução inicial, pode levar a geração de soluções completamente diferentes e, 
portanto, características de uma boa solução podem ser desperdiçadas. 
O uso desta política tende a diminuir a diversidade de soluções na memória e 
possibilita uma convergência muito rápida. 
Uma diferente abordagem, seguindo a linha de priorização da melhor solução, 
_pode ser obtida: 
• Priorização da melhor solução com Probabilidade Linear - neste caso, o 
agente seleciona uma solução da memória com uma distribuição Hnear de probabilidade. 
A pior solução tem uma probabilidade muito baixa de ser escolhida (quase nula) e esta 
probabilidade cresce na direção das melhores soluções, onde a melhor, tem uma 
probabilidade muito alta de ser escolhida. 
5.8.2.Priorização da Solução de Pior Qualidade 
Para o caso da memória de soluções unidimensionais, o agente prioriza a escolha 
da pior solução (segundo o valor da função objetivo) contida na memória, que não tenha 
sido gerada por ele. Para o caso da memória de soluções multidimensionais~ o agente 
príoriza a escolha da pior camada contida na memória e seleciona qualquer solução 
contida nela. 
No caso dos agentes deterministas, ele inicia a tentativa de seleção no final da 
memória e percorre-a seqüencialmente até encontrar a primeira que não tenha sido gerada 
por ele. 
Esta política possibilita a exploração mais intensiva da vizinhança de soluções 
ruins, possibilitando a melhora das soluções iniciais, ao mesmo tempo que garante uma 
alta diversidade de soluções. O problema é que o processo de convergência torna-se 
muito lento, uma vez que encontrar soluções ótimas ou próximas do ótimo torna-se mais 
dificil, já que soluções muito ruins tendem a prejudicar a perfonnance dos agentes no 
encontro de soluções muito boas. 
Uma abordagem diferente, seguindo a linha de priorização da pior solução, 
também pode ser obtida: 
• Priorização da pior solução com Probabilidade Linear - neste caso, o agente 
seleciona uma solução da memória com uma distribuição linear de probabilidade. A 
melhor solução tem uma probabilidade muito baixa de ser escolhida (quase nula) e esta 
probabilidade cresce na direção das piores soluções, onde a pior, tem uma probabilidade 
muito alta de ser escolhida; 
5.8.3.Priorização das Soluções de Qualidade Intermediária 
Neste caso é aplicada uma distribuição triangular de probabilidade para a seleção 
de wna solução (ou uma camada), onde os extremos são desfavorecidos em prol das 
soluções de qualidade intermediária entre o melhor e o pior da memória. 
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5.8.4-.Escolha Uniforme de uma Solução 
O agente não prioriza a escolha de nenhuma solução. Qualquer solução (de 
qualquer camada, para o caso de soluções multidimensionais) contida na memória pode 
ser selecionada por ele. Exceto para o caso dos agentes detenninístas, onde qualquer 
solução pode ser escolhida desde que não tenha sido gerada ou visitada previamente por 
ele. 
5.8.5.Priorização Dinâmica de uma Solução 
5.9. 
Neste caso, é proposto uma utilização conjunta de mais de uma poHtica de-
seleção durante a execução do A-Team. 
Critérios de qualidade para a diferenciação de soluções 
equivalentes 
A princípio, como as soluções de uma mesma camada são equivalentes entre s4 
ou seja, soluções da mesma camada não se dominam, elas são consideradas de mesma 
qualidade. 
Na seleção de uma solução por um agente, por exemplo, o natural é a adoção de 
uma busca seqüencíal até que a primeira que não tenha sido gerada ou visitada pelo 
agente seja encontrada. 
JV!as, será que existe alguma característica nas soluções eficíentes k-dimensionais que 
possibilite suas diferenciações? 
Um agente pode priorizar a escolha de soluções de determinada camada. Dados k 
objetivos, basta uma solução possuir o melhor valor num deles para se tomar uma 
solução equivalente às outras soluções da camada, mas, nos k-1 objetivos restantes ela 
pode possuir um valor inferior. O agente poderia priorizar, então, as soluções que não 
sejam dominadas em pelo menos metade dos objetivos, por exemplo. 
Mais genericamente, um agente pode determinar o ;,rrau de dominância que uma 
solução de determinada camada deve possuir para ser escolhida. Alguns critérios para a 
diferenciação das soluções de wna mesma camada podem ser adotados: 
• Priorização da solução menos dominada - neste caso, o agente seleciona uma 
solução de uma certa camada que não seja donúnada em pelo menos p objetivos. O 
número p (grau de não-dominância) pode variar entre 1Sp5.k. 
5.10. Resumo 
Neste capítulo foi detalhado o método de Times Assíncronos (do inglês 
Asynchronous Teams ou A-Teams), onde foram apresentados os motivos pelos quais se 
afirmou no llúcio ser ele apropriado para a resolução de Problemas Combinatórios com 
Múltiplas Funções Objetivo. Os parâmetros mais importantes foram analisados, tais 
Times Assíncronos para a Resolução de Problemas de Otimizaçã•:l Combinatória com MUltiplas Funções Objetivo 131 
Ca ítulo 05: Times Assíncronos 
como: tipos de problemas, classes de agentes, fluxos de dados, estratégias de iniciação e 
tamanho da memória, políticas de destnúção e seleção de soluções. 
Um compêndio sobre aplicações de A-Teams desenvolvidas até o momento tbi, 
também, apresentado. 
As inovações apresentadas neste capítulo englobam toda a parte de projeto de A-
Teams para Problemas Combinatórios Multiobjetivos. Esta é a primeira vez que se adapta 
tal método atendendo as características de tais problemas. Um novo tipo de organização 
de soluções na memória fui apresentado, onde as soluções são dispostas em camadas 
cada vez mais crescente de não-dominância: a Memória de Camadas de Conjuntos Não-
Dominados. Algoritmos de inserção e eliminação de soluções num espaço k-dimensional 
(onde k é o número de objetivos do problema) foram desenvolvidos, de maneira a 
suportar a estrutura de memória proposta. Novas políticas de destruição e seleção de 
soluções foram necessárias, também visando atender a nova situação. Ainda, sugestões 
para o aproveitamento e para o desenvolvimento de algoritmos foram comentadas, bem 
como sugestões em todos os parâmetros de projeto, de tal forma que este capitulo pode 
servir de base de consulta para futuras aplicações de A-Teams para Problemas 
Combinatórios Multiobjetivos. 
5.11. Notas Bibliográficas 
A principal fonte de consulta sobre Times Assíncronos foi a tese de Doutorado de 
Souza [Sou93]. 
Parte do material descrito na seção 5.5, onde foram citados os passos necessários 
do projeto de um A-Team, pode ser encontrado em [Pei95], que desenvolveu uma 
Metodologia de Especificação de Times Assincronos onde foi abordada a que!:.1ão dos 
Problemas Monobjetivos, servindo de base para as adaptações feitas para Problemas 
Multiobjetivos. 
Parte da classificação sobre algoritmos, apresentadas na subseção 5.5.4, pode ser 
encontrada nos trabalhos de Zanakis et ai [ZEV89, ZE81], Müller-Merbach [Mül8l], 
Ball e Magazine [BM81] e Weiner [Wei75]. 
Sobre Teoria de Probabilidade e Processos Estocásticos, podem ser citados: 
Taylor e Karlin [TK84] e Grimmett e Stirzaker [GS82]. 
Sobre a manipulação de pontos nwn espaço k-dimensional, o livro de Preparata e 
Shamos é a bibliografia recomendada [PS85]. 
Dentre os trabalhos envolvendo A-Teams, podem ser particularmente citados: 
Talukdar e Souza [TS90, ST91, TS92, Tal92, Sou93, TS93, ST93a, TSM93, TBGM96]; 
Talukdar e Murthy [Mur92]; Peixoto e Souza [PS94a, PS94b, Pei95]; Cavalcante e 
Souza [CS94, CS95, Cav95]; Camponogara e Souza [CaS95a, CaS95b, CaS95c, 
Cam95]; Rodrigues e Souza [RS94, RS95a, RS95b, RS95c, RS96a, RS96b]; Ribeiro e 
Souza [RiS95]; e, Nascimento, Xavier e Souza [NXS96]. 
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"Não basta saber, é preciso aplicar. Não basta 
querer, é preciso fazer." 
Goethe. 
Neste capítulo, é descrita a aplicação do método de Times Assíncronos ao 
Problema do Caixeiro Viajante com Múltiplas Distâncias. Os resultados computacionais 
são apresentados em separado, no capítulo 7. 
São analisadas diferentes estratégias de projeto segundo as duas abordagens de 
resolução discutidas anterionnente, onde o MDTSP é resolvido como sendo vários 
problemas monobjetivos e como sendo realmente um problema multiobjetivo. As 
estratégias envolvem a aplicação de funções utilidades baseadas em métricas-Lp (L1 até 
L10, e Loo) e na equação que descreve urna hipérbole, além da estratégia de manipulação 
de Camadas de Soluções Não-Dominadas. Tais estratégias proporcionam a organização 
de soluções na memória de um A-Tearn com o intuito de facilitar a atuação dos agentes 
no aproveitamento de soluções com características mais favoráveis às suas estruturas 
internas, aumentando as chances de melhores soluções serem geradas. Contudo, o ponto 
mais importante de tais estratégias é tornar a elirrúnação de soluções mais eficiente, de 
maneira a facilitar a eliminação de soluções ruins e garantir diversidade, sem prejudicar a 
convergência do A-Team. No caso da estratégia de manipulação de Camadas Não-
Dominadas proporciona, affida, uma aplicação mais refinada do conceito de dominância. 
Primeiramente, é mostrado o porquê da escolha de A-Teams para a resolução do 
MDTSP. Em seguida, confOrme estipulado no projeto de um A-Team, especifica-se o 
problema em questão, onde são detenninadas a representação de uma solução válida e a 
qualidade desejada das soluções geradas. Os algoritmos para compor as diferentes 
configurações de A-Teams são, então, selecionados e parte-se para o estudo dos 
possíveis fluxos de dados, com a análise dos demais paràmetros de projeto de um A-
Tearn. 
Tim<.>S A'ísincrOllOS para a Resolução de Problemas de OtimiZação Combinatória com Múlliplas hmções Objetivo 13 3 
6.1. 
6.2. 
Capítulo 06: A-Teams para o MDTSP 
Por que A-Team ? 
Um A-Team gera múltiplas soluções alternativas, próximas do ótimo, ou mesmo, 
soluções ótimas para um dado problema combinatório de uma única função objetivo. No 
caso de problemas combinatórios multiobjetivos, onde não mais se busca uma única 
solução como resposta e sim., um conjunto de soluções de melhor compromisso para 
todos os objetivos envolvidos, natural esperar que dentre as múltiplas soluções geradas 
pelo A-Team ao longo do processo de execução, possa ser obtido tais soluções de 
melhor compromisso. Além disso, para cada uma das múltiplas soluções geradas, o A-
Team possibilita a exploração de sua vizinhança, resultando, desta fonna, na exploração 
de diferentes vizinhanças em torno de cada solução disponíveL 
Outro fator não menos importante é a simplicidade com que se pode aplicar, 
através de A-Tearns, os algoritmos existentes para o tradicional TSP na resolução do 
MDTSP. Cada algoritmo pode ser aplicado para cada um dos vários objetivos do 
problema individualmente, ou seja, pode-se colocar no mesmo time várias versões dos 
algoritmos, onde cada versão é aplicada a uma das matrizes de distância do problema. 
Desta fonna, nenhuma modificação na estrutura interna destes algoritmos se toma 
necessária para a elaboração de um Time Assíncrono para o MDTSP. Em outras 
palavras, um k-DTSP pode ser resolvido através de A-Teams como se fosse k TSPs, um 
para cada uma das k matrizes de distância do l\IDTSP. Tal experimento foi realizado por 
Rodrigues e Sow3 [RS95a]. 
Contudo, apesar da aplicação direta dos algoritmos existentes, para a obtenção de 
melhores resultados torna-se necessário a realização de algumas modificações 
significativas nos parâmetros de projeto de um A-Team para problemas multíobjetivos, 
tomando como base os trabalhos de Souza [Sou93] e Peixoto [Pei95], e conforme já 
mostrado no Cap.5. Além disso, adaptações nos algoritmos existentes para o TSP de tal 
fonua que eles possam manipular simultaneamente várias matrizes de custo, resultam na 
geração de soluções de melhor compromisso para os mesmos. Tais assuntos serão 
abordados nas seções subseqüentes. 
Adequabilidade do MDTSP à Aplicação de A-Teams 
Os problemas apropriados à aplicação de A-Teams devem possuir algoritmos 
inadequados (ver Cap.5, subseção 5.5.3) que formem pelo menos um fluxo cíclico de 
dados no diagrama de decomposição de problemas (Cap.5, fig.5.3). 
O MDTSP é uma generalização do clássico NP-dificil TSP e, portanto, é pelo 
menos de mesma complexidade e dificuldade de resolução. Todos os problemas NP-
dificeis, como o MDTSP, se enquadram na classe de problemas que possuem apenas 
algoritmos inadequados para a sua resolução. 
Como já afirmado, um k-DTSP (MDTSP com k matrizes de distância) pode ser 
resolvido através de Times Assíncronos como se fosse k TSPs. Isto significa que as 
inúmeras heurísticas existentes para a resolução do TSP podem ser utilízadas, sem 
nenhuma modificação em suas estruturas internas, para a resolução de um MDTSP 
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através de A-TearnB. Como o TSP possui algoritmos suficientes para a furmação de mais 
de um ciclo no diagrama de decomposição de problemas, tal como demonstrado por 
Souza [Sou93], e como os algoritmos existentes para o TSP são válidos para o MDTSP 
(através de A-Teams), este último também possuí mais de lllTI ciclo no diagrama de 
decomposição de problemas. Desta fonna, conclui-se que o Multi-Distance Traveling 
Salesman Problem é um PMA, sendo adequado para ser resolvido através de A-Teams. 
Observa-se que não foi preciso considerar os novos algoritmos desenvolvidos 
especialmente para o MDTSP nesta análise, ou seja, o MDTSP é um problema adequado 
à aplicação do método de Times Assíncronos e para isto foi preciso considerar apenas os 
algoritmos já existentes para o TSP padrão. 
Especificação dos Agentes 
No quarto capítulo, onde foi abordado o MDTSP, foram propostos vanos 
algoritmos para a sua resolução. Tais algoritmos podem ser combinados de diferentes 
maneiras na composição de um A-Team, gerando diferentes fluxos de dados. 
A incorporação de um algoritmo num Time Assíncrono o transforma ntml agente 
do time, já que se toma necessário o estabelecimento de um protocolo de comunicação 
para se tornar possível, e consistente, a interação entre todos os algoritmos e o acesso às 
memórias compartilhadas. 
Os algoritmos para o MDTSP utilizados durante todos os experimentos, e que já 
foram detalhados no capítulo 4, são apresentados nas tabelas seguintes, onde os 
algoritmos pertencentes às colunas nomeadas de FO são os que manipulam apenas uma 
função objetivo (a maioria já disponíveis na literatura) e os algoritmos pertencentes às 
colunas nomeadas de MFO são os que manipulam múltiplas funções objetivos (todos 
desenvolvidos neste trabalho). Sendo assim: 
Tabda 6. 1: Algorítmos de · 
Nearest 
3-ótimo- 30PT 
Or-ótimo- OROPT Or-ótimo c! dominância- OROPT -D 
Lin-Kemighan- LK Lin-K<..'Tllighan c! dominância- LK-D 
2-ótimo c/ soluções intennediárias- · 
2-Matclúng- 2M 
Fractional 2-Matching - FlM 
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Na tabela :seguinte (tab.6.2) são apresentados os agentes característicos de A-
Teams, ou seja, aqueles algoritmos que possibilitam a formação de ciclos nos fluxos de 
dados dos A-Teams. Foram desenvolvidos os seguintes algoritmos - de consenso por 
união e por intersecção (ver Cap.5, subseção 5.5.9): 
Tabela 6. 2: Algoritmos de consenso ·por união e interseção~ implementados. 
Tn .. ""C Mixer- Ml 
Em seguida são apresentados os algoritmos de destruição implementados e as 
políticas de seleção embutidas nos agentes. 
6.3.1. Algoritmos de Destruição 
Os algoritmos de destruição não geram nenhum tipo de solução e, como visto no 
Cap.5, a função de tais algoritmos é selecionar uma determinada solução (segl.Uldo as 
características de cada agente de destruição) e eliminá-la da memória. 
Vale ressaltar~ entretanto, que o algoritmo de destruição também decide se a nova 
solução deve, sob algum critério, permanecer na memória. Todos os algoritmos de 
destruição utilizados nos testes computacionais, por exemplo, somente aceitam que a 
solução inserida mais recentemente na memória permaneça inserida, se ela for de melhor 
qualidade do que a pior solução contida na memória e, desta fonna, seleciona uma outra 
para ser eliminada. No caso da memória de Camadas de Soluções Não-Dominadas, uma 
nova solução somente permanece inserida se pertencer às camadas melhores do que à 
pior presente na memória. 
Os algoritmos de destruição desenvolvidos foram os seguintes: 
DP - Destruição da Pior solução contida na memória; 
DU- Destruição com distribuição Uniforme de probabilidade de soluções contida na 
memória; 
DL- Destruição com distribuição Linear de probabilidade de soluções contida na 
memória; 
DT- Destruição com distribuição Triangular de probabilidade de soluções contida 
na memória; 
DPQ -Destruição de Qualquer solução da Pior camada contida na memória; 
DUQ -Destruição de Qualquer solução contida numa determinada camada 
selecionada com distribuição Unifonne de probabilidade; 
DLQ- Destruição de Qualquer solução contida muna detenninada camada 
selecionada com distribuição Linear de probabilidade; 
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DTQ- Destruição de Qualquer solução contida numa determinada camada 
selecionada com distribuição Triangular de probabilidade. 
Tabela 6. 3: Algoritmos de destruição desenvolvidos. 
6.3.2. Políticas de Seleção 
Manteve-se o nome política de seleção porque tais procedimentos são 
incorporados em todos os demais algoritmos como parte do protocolo de comunicação 
entre os mesmos e as memórias compartilhadas. As políticas de seleção definem como o 
acesso às memórias será feito, ou melhor, como será escolhida a solução (ou soluções) 
que servirá de entrada para o agente em questão. 
Para os agentes que lêem informações das Memórias de Soluções Não-Refinadas, 
Soluções Parciais e Soluções Relaxadas, a política de seleção utilizada foi a FIFO (First 
In First Out), já que as soluções não são organizadas sob nenlrum critério e, portanto, 
não é possível avaliá-las qualitativamente. 
Para os agentes que lêem da Memória de Soluções Completas e Não-Refinadas a 
política de seleção é um futor importante, visto que os mesmos podem ter um 
desempenho melhor dependendo do tipo da solução selecionada e visto que nesta 
memória as soluções são organizadas por um ou mais critérios de qualidade. 
Os algoritmos de melhoria LK, LK-I. LK-D, 30PT. 30PT·l e 30PT-D. por 
possuírem uma granulosidade grossa (ver 5.5.8), devem selecionar boas soluções para 
que tenham oportunidade de encontrar melhores soluções com menor esforço, 
possíbilitando ao restante dos algoritmos aproveitar rapidamente tais soluções boas e 
fazendo com que o A-Team tenha um melhor desempenho em menos tempo de execução. 
Por este motivo, tanto o LK quanto o 30PT, e suas variantes, utilizam a política de 
seleção que priorizo a melhor, ou seja, são priorizadas as melhores soluções contidas na 
memória, começando a busca pelo início da memória (melhores soluções ou melhores 
camadas) e selecionando a primeira solução que não tenha sido gerada ou anterionnente 
selecionada pelos mesmos. 
Todos os demais agentes que podem atuar sobre a Memória de Soluções 
Completas e Refinadas (20PT, 20PT-I. 20PT-D, OROPT, OROPT-1, OROPT-D, Nl, 
NIC. Fl, FIC. AI. AIC. DEC. DEC-NN e DEC-NNC), selecionam uma solução 
aleatoriamente, visto que possuem uma granulosidade mais fina e, desta forma, podem 
melhorar wn número maior de soluções, num mesmo intervalo de tempo, do que o LK e 
o 30PT. Isto possibilita um aproveitamento de todas as soluções, dando chances iguais 
para as melhores e para as piores soluções contidas na memória. 
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Especificação das Memórias 
A especificação das memórias compartilhadas constitui um ponto importante do 
projeto de um A-Team, pois o tipo de organização das soluções, seu tamanho e a 
priorização de soluções na memória influem profimdamente na performance do A-Team 
(ver 5.5). 
Os tipos de memórias dependem dos algoritmos disponíveis. Pode ser observado 
que dentre os algoritmos listados, há aqueles que geram soluções completas, parciais ou 
ainda relaxadas. Dado este contexto, onde três tipos de soluções podem ser geradas e 
lembrando que um A-Team deve sempre possuir uma memória que contenha as melliores 
soluções válidas, foram utilizadas os seguintes tipos de memórias de soluções: 
• Memória de Soluções Completas e Refinadas. 
• Memória de Soluções Completas e Não-Refinadas. 
• Memória de Soluções Parciais. 
• Memória de Soluções Relaxadas. 
Nos primeiros experimentos, apenas os três primeiros tipos de memória foram 
utilizados. O objetivo da inclusão da memória de soluções relaxadas, foi mostrar a 
aplicabilidade de soluções relaxadas (usando agentes de relaxação) para a obtenção de 
soluções de mellior compromisso na resolução de Problemas de Othnização 
Combinatória Multiobjetivos através de A-Tearns. 
O tamanho da memória principal (Memória de Soluções Completas e Refinadas) 
foi determinado empiricamente. 
Os algoritmos utilizados para iniciar a memória principal do A-Team foram os de 
construção, usados íntercaladamente nos A-Teams desenvolvidos. 
A configuração resultante da adoção dos quatro tipos de memória em conjunto, 
possibilitou a geração dos melhores resultados. Poderá ser observado no capitulo 
seguinte (Cap.7) os principais testes realizados. 
Estrutura Geral de A-Teams para o MDTSP 
As estruturas de A-Teams devem ser compostas de maneira a proporcionarem o 
melhor desempenho possível. Isto envolve a maneira com que os algoritmos são 
dispostos e sobre quais memórias eles atuam. Diversas combinações de tais algoritmos 
podem ser estabelecidas e o conjunto completo de algoritmos disponíveis é o segtúnte: 
• Doze agentes de mellioria (20PT, 20PT!, 20PTD, 30PT, 30PT!, 30PTD, LK, LKI, 
LKD, OROPT, OROPTI, OROPTD); 
• Sete agentes de construção (Nl, NJC, Al, AIC, FI, FIC, R); 
• Três algoritmos de consenso por interseção- (DEC, DEC-NN, DEC-NNC); 
• Dois algoritmos de consenso por união (MI, TM - este último é também de 
factibilidade ); 
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• Um algoritmo de relaxação (HK); 
o Oito algoritmos de destruição (DP, DU, DL, DT, DPQ, DUQ, DLQ, DTQ). 
Com base neste conjunto de algoritmos e também na estrutura geral apresentada 
no capítulo 5, pode ser estabelecida uma estrutura geral para o MDTSP como a ilustrada 
na figura 6.1. 
Figura 6. 1: Estmtttra de um A-Team para o MDTSP. Os agentes de melhoria lée~n e es<.Tevem na memória de soluções 
completas e refinadas c podem ler também da memória de soluções completas e não-refinadas. Os algoritmos de 
construção ak'm de iniciarem o preenchimento da memória, lêem da memória de soluções p11rciais c escrev\.'111 na 
memórta de soluções completas e não-refinadas. O agente de relaxação lê da memória de soluções completas e 
escreve na memória de soluções relaxadas. Os agentes de consenso por tmião l&.'Ill da memória de soluções 
refinadas e eSLTevem na memória de soluções não-refinadas. 
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Agentes de 
Consenso 
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Relaxação 
Agentes Memória de Agentes de 
IninTdo.res l.!:j:=:M=e=m=ó
4
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A seguir serão discutidos os possíveís fluxos de dados derivados deste fluxo 
geral. 
6.5.1. Estipulando os Fluxos de Dados 
A definição do fluxo de dados é um fator importante no desempenho de um A-
Team, visto que pequenas alterações na disposição dos algoritmos podem resultar tanto 
numa melhora quanto numa degradação considerável. 
O algoritmo de melhoria que vier a ocupar a posição de ligação entre a memória 
de soluções não-refinadas e a de soluções refinadas, nesta ordem, deve ser rápido o 
suficiente para permitir wn contffiuo fluxo de soluções e evitar um possível gargalo neste 
fluxo. 1sto pode ser solucionado com a inclusão do algoritmo 20PT, OROPT ou do 
30PT, sendo este último com pequenas alterações de modo a deixá-lo mais rápido, 
Para a ligação entre a memória de soluções completas e a de soluções relaxadas, 
apenas um algoritmo está disponível, que é o de Held-Karp. 
No caso do algoritmo de fuctibilidade disponível, o Tree Mixer, como ele precisa 
de uma solução completa e de uma relaxada corno entrada, ele atua sobre as memórias de 
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solução completa e de soluções relaxadas, escrevendo na memória de soluções não-
refinadas. 
Os algoritmos de construção lêem da memória de soluções parciais e escrevem na 
memória de soluções não-refinadas. Eles poderiam escrever também na memória de 
soluções completas e refinadas diretamente. 
Os algoritmos de consenso por interseção, os Deconstructors, lêem da memória 
de soluções completas e escrevem na memória de soluções relaxadas. 
Os algoritmos de destruição atuam sempre sobre a memória de soluções 
completas, selecionando uma solução conforme a política neles embutida e eliminando-a 
da memória. 
Podem ser estipuladas estruturas que envolvam apenas uma ou algumas das 
memórias e agentes apresentadas na fig. 6. L Vários testes foram realizados neste sentido, 
seja para comprovar a eficiência em escala seja para tentar encontrar a melhor 
configuração possível Tais testes podem ser encontrados no capitulo de resultados 
(Cap.7). 
Estratégias para a Organização de Soluções na 
Memória 
Cada agente de um Time Assíncrono possui total autonomia para selecionar 
qualquer uma das soluções contidas na memória e, até mesmo, para guiar e organizar as 
soluções na memória da maneira que mellior lhe convier. Desta forma, as soluções 
poderiam estar dispostas aleatoriamente na memória (sem nenhuma ordem de qualidade 
entre as mesmas). Entretanto, manter as soluções organizadas na memória, com o 
conhecimento da ordem relativa de qualidade entre as mesmas, facilita o desenvolvimento 
de um A-Team~ bem como o acompanhamento da evolução do nível de qualidade das 
soluções que vão sendo geradas. 
De qualquer maneira, a organização de soluções na memória não impõe nenhuma 
restrição de acesso aos agentes do time. 
Para problemas combinatórios com urna única função objetivo, uma das maneiras 
de organização das soluções (trajetórias) na memória é ordenando-as segundo seus 
valores em relação à função objetivo. As soluções podem ser dispostas seqüencialmente 
em ordem crescente, por exemplo, onde na primeira posição tem-se a solução de melhor 
valor (no caso de um problema de minimização, o mellior valor seria o menor), e, na 
última posição a solução de píor valor. Desta forma, a seleção de soluções para utilização 
dos agentes, seja para a geração de outras soluções ou seja para suas eliminações da 
memória, pode ser ±eita de maneira rápida e eficiente. 
Estabelecer uma organização de soluções na memória quando vários objetivos 
devem ser otirnizados simultaneamente, como é o caso do MDTSP, requer maiores 
cuidados. Quando abordamos os problemas multiobjetivos e as estratégias de resolução 
encontradas na prática (ver Cap.3, subseção 3.3), vimos que a estratégia mais adotada 
para contornar o fato de se lidar com múltiplos objetivos, é a transfOrmação dos mesmos 
num só, seja através de uma combinação linear dos objetivos, seja pela priorização de um 
Times A--;s(ncronos para a Resolução de Problemas de Otimização Combinatória com Múltiplas Funções Ol!icti\~l 140 
Capitulo 06: A·Teams para o MDTSP 
dos objetivos, transformando-se os outros em restrições do problema, restando, nos dois 
casos, urna única função o~etivo para ser otimizada. 
Vimos, também, que são vários os problemas ocasionados pela aplicação de uma 
função utilidade, onde, por exemplo, a melhor solução segundo a função utilidade 
estabelecida pode nem mesmo ser urna solução pertence ao mellior conjunto de soluções 
eficientes (fig.6.3). Agora, como o objetivo deste trabalho é mostrar a adequabilidade do 
método de Times Assíncronos, que é um método aproximado de resolução de problemas 
combinatórios e não gerar exatamente todo o conjunto de soluções eficientes (Pareto 
Ótimo), o que até então é inviável (Kar95, Ste86], procuramos desenvolver funções cujos 
comportamentos resultassem num conjunto de soluções com distribuição, no espaço de 
soluções factíveis, similar ao encontrado num conjunto de soluções não-dominadas. 
O uso de funções utilidade toma possível a adoção do mesmo tipo de organização 
de soluções utilizada para problemas monoqjetivos, já que o objetivo passa a ser otimizar 
urna única função: a função utilidade. 
Nas sub-seções seguintes, serão apresentadas as funções utilidades elaboradas. 
Em seguida, será abordada também a estrutura para organização das soluções baseada 
em conjuntos de soluções não-dominadas. Tal estrutura permite urna organização das 
soluções bem distinta, de tal forma que a evolução das soluções na memória 
compartilhada seja feita sem a priorização de nenhum objetivo especificamente e, sim, 
com a consideração de todos os objetivos simultaneamente. 
6.6.1. Funções Utilidade Propostas 
A idéia inicial da utilização de rnna função utílídade partiu da análise do trabalho 
desenvolvido por Murthy [Mur92], que usou A-Teams para a resolução de um Problema 
de Projeto de um Robô Manipulador (ver Cap.5). Como estratégia de resolução, Murthy 
desenvolveu um algoritmo de destruição onde foi embutida uma função baseada na 
distância fornecida pela métrica-L2 (distância Euclidiana), entre a solução gerada e o 
melhor conjunto de soluções não-dominadas que iam sendo obtidas durante a execução. 
Para isto, fui necessário manter o mellior conjunto de soluções não-dominadas na 
memória durante a execução. 
A métrica-L2 foi utilizada por Murthy somente para que as soluções pudessem ser 
destrufdas de maneira mais eficiente. Os demais agentes selecionam qualquer solução 
contida na memória. 
Murthy sugeriu também, o uso das métricas L1 e Lo, cujos experimentos ele não 
chegou a realizar. 
Neste trabalho, foram aplicadas as métricas L1 à L10, e a métrica L, [Ste86], além 
da equaçãn que descreve uma hipérbole. Poderá ser observado no capítulo seguinte que 
algumas das estratégias adotadas neste trabalho mostraram um desempenho melhor do 
que a proposta por Murthy, na resolução do MDTSP. 
O restante desta subseção aborda com maiores detalhes as funções utilidades 
desenvolvidas. 
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6.6.1.1. Métricas Lp 
Uma métrica em R" é uma função distância que atribui a cada par de vetores 
x,yER1 um escalar llx-yll E R' se e somente se a função satisfuz, para todo zER1, os quatro 
axiomas seguintes [Ste86]: 
L llx-yii<:O e llx-xii~O. 
2. llx-yii~IIY-xll. 
3. llx-yjlo>llx-zji+llz-yll. 
4. Se x>'y, então llx-yjj>O. 
Para tuna métrica-Lp a distância entre dois vetores x,yERk é dada por: 
1/ llx-J11,~[1j.,-y,J'Y' , pE{l,2,3, ... )u{oo} Eq. 6 I 
A fig.6.2 apresenta o contorno gráfico destas métricas, de L1 à L""'. 
Figura 6. 2: Pm1tos que definem o !ot.-al gcométrico das métriCl"ls~I.op. Anallsando o primeiro quadrante somente. obsl.'fva-se que a 
métrica L1 define o segmento de reta tangente à origem dos eixos. A métrica-L2 define uma semicircunferência cujo 
centro é a origem dos eíxos, sendo seguida pelas demais métrica.s~I.op, com p>2. As distâncias entre os contornos 
definidos pelas métricas diminui cada vez mais à medida que p cresce. Quando p=, caso da métrica-I'"'' o wntorno 
assume uma fünnato quadmdo, definido por segmentos de retas paralelos aos eixos. 
eixo I 
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Métrica-L1 
A métrica-L1 é conhecida como métrica de Manhathan. 
Na métrica-L1, a distância de uma solução ao irúcio dos eixos consiste na 
somatória de seus valores em cada eixo. 
Eq. 6. 2 
Métríca-L2 
A métrica-L2 é denominada de distância Euclidiana e sua equação pode ser 
descrita corno segue: 
Eq. 6. 3 
Métrica l3 à L10 
Para as métricas L3 à L10, basta substítuir o número 2 da equação anterior pelo 
seu correspondente p em cada métrica. Então: 
Eq. 6. 4 
Métrica-L, 
A métrica-L, é conhecida por métriCa de Tchebycheff_; ou ainda, métrica do 
Máximo (Maximum metric). 
Neste caso, à distância de uma solução k-dimensional à uma outra solução se 
resume à escolha do valor em relação ao eixo, dentre os k eixos, de maior valor. Então: 
Tal expressão para a métrica-L., é devido ao futo de que, quando p=oo, o valor de 
maior magnitude domina totalmente os demais valores. 
Na fig. 6.3 é mostrada uma análise de três pontos num espaço bidimensional 
segundo à métrica-Lov. Neste exemplo, faz-se uma suposição de que apenas três pontos 
constítuem a região factível do problema em análise. Os três pontos (4,6), (6,4) e (6,6) 
possuem a mesma distância em relação à origem dos eixos (0,0), segundo à métrica-L,. 
Entretanto, o ponto (6,6) é dominado tanto pelo ponto (4,6) quanto pelo ponto (6,4), O 
resultado final da aplicação desta métrica poderia indicar que o ponto (6,6) é tão bom 
quanto os pontos (4,6) e ( 6.4), o que não é verdade. 
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Figura 6. 3: Análise de três pontos num espaço bidimensional segundo a rnétrica-l- Supondo que estes três pontos com 
coordenadas (4,6), (6,4) e (6,6) fossem os únicos de uma determinada região factlve! de um problema, apenas os 
dois primeiros fariam parte do Pareto Ótimo, pois o ponto (6,6) é dominado tanto por (4.6) quanto por (6,4). No 
entanto, segundo a métrica k, os três pontos possuem a mesma distância em relação à orit,>t.'ID doo eixos, 
Observa-se que as soluções que possuem a mesma distância em relação à origem 
dos eixos, segundo a métrica L~ nem sempre pertencem ao mesmo conjunto de soluções 
não-dominadas. Entretanto, em relação às demais métricas Lp, as soluções com distâncias 
iguais pertencem, necessariamente, ao mesmo conjunto de soluções não-dominadas. As 
soluções com mesma distância (que descrevem um contorno gráfico) segundo tais 
métricas são dispostas de tal fonna a serem sempre roonotonicamente crescente em pelo 
menos um dos eixos envolvidos, garantindo a não-dominância entre as mesmas. lsto 
significa dizer que, dado qualquer conjunto de soluções, a solução com menor distância 
resultante da aplicação de qualquer das métricas Lp (com exceção de Lw) pertencerá 
sempre ao melhor conjunto de soluções não-dominadas. 
O que podemos supor é que o desempenho de tais métricas, quando utilizadas 
como critério de avaliação de soluções em A-Teams, depende das características do 
conjunto de soluções inicialmente gerado, bem como das demais soluções geradas 
durante o processo de execução. E, principahnente, as métricas proporcionam uma 
distinção significativa dentre as melhores e piores soluções, ou seja, as piores soluções 
estão longe tanto do centro quanto dos eixos envolvidos, simultaneamente. Isto significa 
dizer que o uso das métricas tende a eliminar soluções muito ruins. 
O capítulo 7 apresenta uma análise comparativa do desempenho de tais métricas 
emA-Teams. 
6.6.1.2. Equação que descreve uma Hipérbole 
A equação que descreve urna hipérbole fornece como resultado o produto dos 
valores dos k eixos das soluções em análise. Então: 
F(_q, ... ,xk) =XI X xzX .. .Xxk Eq. 6. 6 
Observa-se na figura 6.4 o contorno gráfico para um conjunto de pontos com 
mesmo valor segundo a equação da hipérbole. 
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Figura 6. 4: .-\nálise de pontos num espaço bidimcnsional segundo a equa~~ão qtte descreve uma hipérbole. Todos os pontos do 
gráfico -{I ,12), (2,6), (3,4), ( 4,3), (6,2), ( 12, 1)- fazem parte do melhor conjunto de soluções não-dominadas deste 
umjm1to de wluçõcs e apresentam o mesmo valor segtmdo a equação que descreve a hipérbole: o mcihor conjunto 
de soluções não-dominadas é a própria hipérbole deste exemplo. 
1D j-
•i-
------~---'--------"------ _), ---- . -'""' ,_ --"--------~----- ___ L_·-
' ' " 
Nota-se que o contorno gráfico da equação que descreve uma hipérbole se 
assemelha mais ao que esperamos ser um bom conjunto de soluções não-dominadas. 
Todos os pontos do gráfico- (1,12), (2,6), (3,4), (4,3), (6,2), (12,1)- fuzem parte do 
melhor conjunto de soluções não-dominadas. 
Segundo a métrica-L2, por exemplo, este mesmo conjunto de pontos teria como 
soluções de menor distância apenas os pontos (3,4) e (4,3), quando todos os pontos 
envolvidos são eficientes entre si (fuzem parte do mesmo conjunto de soluções não-
dominadas). 
Para este pequeno conjunto fixo de soluções, a equação que descreve uma 
hipérbole tem rnn desempenho melhor do que o obtido pela métrica-L2 • Mais uma vez, 
contudo, ressalta-se o fato de que a aplicação consecutiva de tais funções num conjunto 
dinâmico de pontos (durante a execução de um A-Team), apresenta peculiaridades que 
sobrepõe tais conclusões, como poderá ser observado no próximo capítulo (Cap.S). 
6.6.2. Estratégias para a utilização das Métricas-Lr 
Como abordado no capítulo 5, as funções utilidade são utilizadas num Time 
Assíncrono para proporcionar uma organização das soluções na memória, ou seja, 
servem como critério de avaliação (função objetivo) das soluções. 
Para todas a métricas utilizadas (menos para a métrica-L1_, pois seria redundante), 
duas estratégias distintas foram estipuladas: 
1. A primeira, consiste na ordenação das soluções na memória segundo suas 
distâncias (conforme a métrica em questão) em relação à origem dos eixos 
definidos pelos objetivos do problema; 
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2. A segunda, consiste na ordenação das soluções a memória segundo suas distâncias 
{conforme a métrica em questão) em relação a um limile superior estabelecido no 
início da execução do A-Team. 
A função que descreve urna hipérbole também não foi consíderada nestas duas 
estratégias, porque depende apenas da solução em análise, sem necessitar de uma 
segunda solução para fornecer seu resultado. 
6.6.2.1. Distância em relação à origem dos eixos 
Neste caso, basta considerar um dos dois pontos como sendo a origem dos eixos 
(vetor nulo k-dimensional). Então, aplicando-se à fórmula geral das métricas- Lp: 
llxll, +:l»lp r , p E{1,2,3, ... } U {oo} Eq. 6.7 
A figura 6.2 representa esta idéia, se considerarmos apenas o primeiro quadrante 
do gráfico. Pode ser observado que todos os pontos que definem o local geométrico das 
métricas são definidos em relação à origem dos eixos. E, como para este trabalho são 
considerados somente valores inteiros e positivos, apenas o comportamento das métricas 
no primeiro quadrante interessa. 
6.6.2.2. Distância em relação a um Limite Superior 
Neste caso, mn limite superior é estipulado logo no irúcio da execução do A-
Team~ Para se estabelecer um lirrúte superior, uma seqüência de soluções são geradas 
aleatoriamente (na maioria dos experimentos foram geradas 10 soluções) e, a partir deste 
conjunto, escolhe-se o maior valor alcançado por qualquer uma das soluções em qualquer 
um dos eixos. É produzido, então, um ponto com tal valor em todos os eixos (todos os 
eixos do ponto fictício com o pior valor dentre todos os valores das soluções geradas). A 
distância passa a ser calculada entre uma solução e este ponto fictício (limite superior) e 
não mais em relação à origem dos eixos dos objetivos. 
Também, o que se deseja agora são àqueles pontos com os maiores valores 
segundo as métricas em questão, em relação ao Limite Superior, Ou seja, no cálculo da 
distância serão utilizados dois pontos: um é o Limite Superior estabelecido (fixo para 
todos os pontos em análise) e o outro é cada um dos pontos que se está analisando, um 
por vez. 
Quanto mais distante do Limite Superior, melhor é o ponto em análise. 
Pode ser observado na figura 6.5 que o contorno gráfico das métricas é invertido, 
se considerarmos a origem dos eixos, mas, se considerarmos o Limite Superior corno o 
ponto de referência, o contorno gráfico apresentado na fig. 6.5 é similar ao quarto 
quadrante da figura 6.2, que apresenta o local geométrico das métricas. 
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figura 6. 5: Contorno gráfico das métrícas Lp em relação a um Limite Superior. Observa-se que os e~mtornos assumem um 
ltmnato inverso a(J obtido em relação à origem dos eixos. 
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Para o exemplo da subseção 6.6.1.2, cujos pontos (1, 12), (2,6), (3,4), ( 4,3), ( 6,2), 
(12,1) pertencem ao contorno gráfico que representa uma hipérbole, a métrica L2 em 
relação à origem dos eixos daria como resultado (pontos com o menor valor segtmdo tal 
métrica) os pontos (3,4) e (4,3). Neste caso, o resultado da aplicação da métrica L2 em 
relação a nm Limite Superior seriam os pontos (3,4), (4,3) e também, os pontos (2,6), 
(6,2), considerando valores inteiros. 
A aplicação de tal estratégia, portanto, parece amenizar o problema ocorrido com 
a aplicação das métricas Lr em relação à origem dos eixos, onde os pontos mais próximos 
de um dos eixos~ e longe dos outros, são desprezados em prol dos pontos centrais. Em 
relação a um Limite Superior, o comportamento de tais métricas parece melhorar~ ou 
seja, tendem a estender a região de pontos favorecidos por elas. 
Os resultados obtidos fuvorecem esta suposição, confonne poderá pode ser 
observado no capítulo 7. 
Para diferenciar as métricas aplicadas em relação a um Limite Superior, das 
métricas em relação à origem dos eixos, será adicionado ao nome das mesmas a letra I. 
Portanto, métr:ica-L1l à métrica-L10l e métrica-LJ, indicam a aplicação das métricas em 
relação a um Limite Superior. 
6.6.3. Manipulando Camadas de Soluções Não-Dominadas 
Tal estratégia foi detalhada no Cap.5 (seção 5.6) e tem por objetivo organizar as 
soluções na memória segundo o grau de dominância de umas com as outras. 
O uso desta estratégia, diferentemente das funções utilidades, pemúte uma 
avaliação das soluções segundo o proposto teoricamente, com os conceitos de 
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dominância, eficiência e Pareto Ótimo. A evolução das soluções na memória, durante a 
execução do A-Team é feita sempre com base nestes conceitos, onde soluções cada vez 
menos dominadas vão sendo geradas. 
A única ressalva no uso desta aplicação é devido ao tempo de execução. A 
complexidade computacional do algoritmo para a manipulação de soluções não-
dominadas (pontos num espaço k-dimensional) é pelo menos quadrática em relação ao 
número de soluções (m) e à dimensão do problema (k), ao passo que com função 
utilidade isto fica em tempo linear- O(m). 
Os resultados desta aplicação foram melliores dos que os obtidos com qualquer 
uma das funções utilidades descritas anteriormente (ver Cap.7). 
Método para Avaliação de Conjuntos de Soluções Não-
Dominadas 
Durante o desenvolvimento deste trabalho, nos deparamos com uma dificuldade: 
Como avaliar os melhores conjuntos de soluçcJes não-dominadas obtidos pelas 
diferentes estratégias? 
Por exemplo, aplicando-se a métrica-L2 é obtido um conjunto de soluções não-
dominadas e aplicando-se a métrica-L3 é obtido um outro conjunto. Mas, o que fà.zer em 
seguida? O que pode nos ocorrer primeiramente é verificar o número de soluções não-
dominadas que cada estratégia gerou, entretanto, isto não nos diz muita coisa: um 
conjunto não-dominado com menos soluções, encontrado como solução de lllll problema, 
pode dominar a maioria das soluções não-dominadas de outro conjunto não-dominado 
maior. 
Se pensou, então, numa comparação relativa entre conjuntos de soluções não-
dominadas. O método, denominado de índice de pertinência, reúne todas as soluções 
dos conjuntos não-dominados em avaliação e extrai desta união de soluções o melhor 
conjunto de soluções não-dominadas (Maxima Problem [PS85], como citado no Cap.5). 
Desta fonna, pode-se avaliar o índice de pertinência de cada subconjunto desta união 
formada. Então: 
IND,I 
lPrw, ""' A Tot 
0[UND,] 
1=! 
Eq. 6. 8 
onde TPNI)f corresponde ao índice de pertinência do conjtmto i na união de conjuntos 
não-dominados resultantes. INDi I é a cardinalidade do conjunto não-dominado NDi, e 
Tot é o número total de conjuntos não-dominados em avaliação. 
ê representa o melhor conjunto não-dominado possível da união de todos Nd;. 
Pode ser aplicada na avaliação de vários conjuntos não-dominados de uma única 
vez. Por exemplo, dado um conjunto não-dominado com 7 soluções e outro conjunto 
não-dominado com 6 soluções, o primeiro passo é reunir as 13 soluções num só conjunto 
e, em seguida, encontrar o conjunto não-dominado desta união. Como pode ser 
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observado na figura 6.6, o conjunto não-dominado resultante, em vermelho, possui 3 
soluções do primeiro conjunto (pontos no formato de losango, em verde) e 4 soluções do 
segundo conjunto (pontos no formato de cruz, em azul). Então: 
Para o exemplo da figura 6.6, portanto, temos: 
l,vml 3 I~vD, =- 2 - =- 0,428 :::= o,43 ou 43% 
El[UNJ),] 7 
hl 
IND,!I 4 !PND, = 2 =- = 0,571 :::= 0,57 ou 57% 
El[UND;] 7 
id 
Apesar do primeiro conjunto (losangos) possuir mais soluções do que o segundo 
conjunto (cruzes), 7 e 6 respectivamente, a taxa de pertinência é de 43%, contra 57% do 
segundo conjunto. Portanto, dentre estes dois conjuntos, o melhor é o segundo conjunto 
(pontos no formato de losangos, em azul). 
Figura 6. 6: Exemplo gráfico de um super-conjunto não-dominado dentre 2 conjlUltos não-dominados gerados por diferentes 
estratégias. 
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Quando a diferença entre as taxas de pertinência é relativamente pequena, os 
cortiuntos podem ser considerados equivalentes. Desta forma, adotou-se 5 faixas de 
valores: 
0%----
20% 
40% 
60% 
20% 
40% 
60% 
80% 
80% ---100% 
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Dentro de cada uma destas 5 firixas de taxas de pertinência, os conjuntos não-
dominados são considerados equivalentes. 
O índice de pertinência servirá para avaliar as diferentes estratégias desenvolvidas, 
como poderá ser observado no Capítulo 7. 
Detalhes de Implementação 
Primeiramente, foram desenvolvidas versões concorrentes de A-Teams, para 
depois as mesmas serem paralelizadas. 
Os testes computacionais concorrentes tbram realizados no Instituto de 
Computação (!C) da UNICAMP. composto por estações de trabalho SUN 
SP ARCstation conectadas em rede, sendo três multiprocessadas, com 2, 4 e 8 
processadores respectivamente. 
Os testes computacionais em paralelo foram realizados em dois ambientes 
distintos: 
O primeiro, no próptio IC da UNJCAMP. O segundo ambiente, proporcionado 
pelo Centro Nacional de Processamento de Alto Desempenho - CENAP AD, composto 
por 8 máquinas disporúveis para o processamento paralelo: 1 CLUSTER RISC/6000 com 
8 processadores e 1 IBM/SP1 com 8 processadores. Os 8 processadores do SPl são os 
dedicados ao processamento pesado (muitas horas de CPU). Além destas, 6 máquinas 
interativas com 1 processador cada, podem ser utilizadas durante os ajustes dos 
programas. 
6.8.1. Processamento Paralelo 
Um A-Team possui uma estrutura modular que o torna muito suscetível à 
aplicação de processamento paralelo. Os agentes são independentes uns dos outros e a 
comunicação entre os mesmos é assíncrona. Isto faz com que cada agente possa ser 
diretamente associado a um processo. As memórias compartilhadas devem ser 
implementadas individualmente, de forma a permitir também que cada urna seja vista 
como um processo. 
O futo da maioria dos agentes de um A-Team possuir uma granulosidade grossa 
(ver 5.5 .8) também contribuí para a aplicação de processamento paralelo. 
Devido aos motivos apresentados acima, um A-Team é adequado à aplicação de 
processamento paralelo numa estrutura cliente/servidor, onde os agentes são os clientes e 
as memórias os servidores de dados. A ferramenta utilizada para a implementação 
paralela do A-Team é descrita em seguida. 
6.8.1.1. Parai/e/ Virtual Machine -PVM 
Parallel Virtual Machine - PVM foi a têrrarnenta utilizada para a implementação 
de versões paralelas dos A-Teams. É um software de domínio público desenvolvido pelo 
Oak Rídge National Laboratory, em 1989 [MS94, Gei94a, Gei94b], 
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PVM é, na verdade, um conjunto de rotinas que efetuam a paralelização de 
processos, operando em ambientes heterogêneos baseados em UNIX, conectados por 
diversos tipos de rede. 
A comunicação entre os processos é feita por message-pas.ving, ou seja. os 
processos realizam trocas de mensagens para estabelecer uma interação. Isto força que, 
no ambiente multiprocessado, cada processador tenha sua própria memória, ou pelo 
menos o PVM irá enxergá-los desta forma. 
O PVM possui dois componentes principais que definem cada operação básica: 
• processo PVM; 
• bibliotecas (no caso de programação em C, é a 1ibpvm3.a). 
As vantagens na utilização do PVM podem ser resumidas da seguinte maneira: 
• Reduz o tempo de execução de um programa (wafl clock); 
• Possibilita uma paralelização escalar; 
• Relativamente fãcil de usar e implementar; 
• Software de domfnio público; 
• Grande aceitação e utilização (é hoje em dia a ferramenta mais usada para a 
paralelização de programas); 
• Flexibilidade: 
Variedade de arquiteturas; 
Variedade de redes de trabalho; 
- Programação em C (ou ainda em Fortran); 
De fácil atualização; 
Decisão da aplicação, quando e que partes do programa deverão ser 
executadas em paralelo. 
As versões do PVM utilizada foram 3.3.5 e 3.3.7. 
Cada agente e memória de soluções furam implementados como processos 
independentes e executados paralelamente segundo as regras descritas no capitulo 5. 
Instâncias de Testes 
Os testes envolveram instâncias do MDTSP com o número de cidades variando 
de 2 a 10, 50, 100, 200 e 500 cidades. Uma instância real com 24-cidades também foi 
utilizada. 
Para o 2DTSP - MDTSP com 2 matrizes de distância - foram testadas todas as 
instâncias. 
Para o 3DTSP - MDTSP com 3 matrizes de distância - furam testadas as 
instâncias de I o. 50 e 1 00-cidades. 
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6.9.1. Instâncias de Pontos Distribuídos Uniformemente 
As instâncias de 2 a lO, 50, 100, 200 e 500-cidades foram produzidas através da 
distribuição uniforme de n pontos (cidades do problema) com as distâncias entre elas 
estipuladas entre 1 e 100 unidades randomicamente, para todas as matrizes de distância 
utilizadas. 
No Apêndice A pode ser encontrado os Limites Inferiores das matrizes de 
distância utilizadas nos testes com os Times Assíncronos, bem como as próprias matrizes 
de 9, lO, 50 e I 00 cidades. 
6.9 .2. Uma Instância Real: O Problema das Principais Cidades 
Brasileiras 
A instância real de 24-cídades foi estruturada através dos dados adquiridos jtmto 
às empresas de aviação VARIG- RIO SUL -NORDESTE e consiste na distância entre 
as 24 principais cidades brasileiras, dentro do contexto de demanda de vôos. 
Este é um problema relativamente simples, onde os objetivos que estão 
envolvidos são custo, qua1idade e duração do vôo. O porquê da tentativa de resolução de 
tal problema é justamente pelo fato de ser urna instância real, onde os objetivos 
envolvidos não são comparáveis quantitativamente. Deseja-se saber como o A-Team 
desenvolvido se comporta diante de um caso real do MDTSP. 
O problema consiste em detenn.inar as trajetórias de mefuor compromisso 
possível que passam pelas 24 principais cidades brasileiras (em demanda de vôos), onde o 
melhor compromisso deve ser estabelecido em relação ao custo da viagem e a qualidade 
do vôo, critérios que serão explicados ainda nesta subseção. 
As 24 cidades do problema são apresentadas na tabela 6.4: 
Tabela 6. 4: Relação das 24 cidades brasileira~ que constituem a instância real do 2-DTSP com 24-cidades. 
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Os objetivos estipulados, envolvendo custo da viagem (em relação ao 
passageiro) e qualidade de vôo (função envolvendo tipo e capacidade das aeronaves, 
bem como freqüência de vôos). Um terceiro e quarto objetivo seriam a duração do vôo 
ou, ainda, a distância da viagem, mas ambos podem ser considerados como sendo 
diretamente proporcionais ao custo da viagem e, por este motivo, não foram 
considerados. 
1ª Matriz de Distância: Custo da Viagem 
Neste caso, é estipulado o custo do vôo entre cada par de cada cidade em relação 
a todas as outras, em Reais (R$), ressaltando que no momento em que estes valores 
foram obtidos a moeda brasileira (Real) estava equiparada ao Dólar (US$). 
ll!. Matriz de Distância: Qualidade de Vôo 
Esta matriz de distância foi estipulada com base na frota de aviões existente -
segundo a tecnologia envolvida, a capacidade e o tipo de serviço de bordo. Como tais 
critérios são subjetivos, ou seja, não podem ser medidos quantitativamente, foi necessário 
a definição de níveis de qualidade. Foram estipulados 12 níveis, com valores pertencentes 
ao intervalo discreto de 10 a 100, e que tiveram como base as infonnações apresentadas a 
seguir. 
A tabela 6.5 apresenta os tipos de serviços considerados, onde F representa o 
melhor tipo de serviço num vôo, Y representa um serviço normal e B àqueles serviços 
existentes em aviões pequenos~ que realizam viagem entre localidades próximas. 
Tabela 6. 5: Tabela de tipos de S<.orviços, considerados na definição de uma das matrizes de distância da instância real de 24-
ddadcs. 
A tabela abaixo apresenta os dados completos, que possibilitaram a definição dos 
de rúveis de qualidade. 
Na primeira coluna são listados os modelos das aeronaves e na terceira, seus 
respectivo códigos. Na segunda coluna, intitulada de assentos, são estipulados os 
serviços disponíveis e a capacidade de passageiros suportada por cada aeronave. Por 
exemplo, para o modelo BOErNG 747-300, o mals utilizado, os dados (D) Fl6 Y383 (l) 
Fl6 C65 Y318 significam que neste modelo estão disponíveis os serviços doméstico 
(onde a primeira classe possui 16 e a classe econômica possui 383 lugares) e internacional 
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(onde a primeira classe possuí 16, a classe executiva 65 e a classe econômica possui 318 
lugares). 
Na última coluna encontra-se o nível de qualidade estipulado, que foi baseado nos 
dados apresentados nas colunas anteriores. 
Tabela 6. 6: Tabela de qualidade de serviços, considerados na definição de uma das matrizes de distância da instância real de 24-
cidadcs. 
Pode ser observado que os níveis de qualidade foram definidos com valores 
variando de no máximo 1 O unidades. Também, quanto melhor a qualidade do vôo, menor 
é o nível de qualidade associado. [sto para que todas as matrizes pudessem ser 
minimizadas, já que para a matriz que define o custo da viagem, quanto menor o valor, 
melhor é o resultado. 
O que se deseja na resolução deste problema, então, são soluções que possuam os 
menores valores possíveis considerando a qualidade de- vôo (níveis de qualidade) e o 
custo da viagem 
No Apêndice B encontram-se as matrizes de distância deste problema e seus 
limites inferiores. No próximo capítulo são apresentados os resultados desta aplicação. 
6.10. Resumo 
Neste capítulo foi abordado a especificação dos A-Teams desenvolvidos para o 
Muiti-Distance Traveling Salesman Problem - MDTSP, bem como os detalhes relevantes 
de implementação. 
A aplicação foi descrita segundo os passos sugeridos na metodologia proposta 
por Peixoto e Souza [PS94b]. com as adaptações necessárias à problemas multiobjetivos, 
apresentadas no capítu1o 5 desta dissertação. 
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A maioria dos agentes utilizados envolvem os algoritmos disponíveis na literatura 
sobre TSP, seja através da aplicação direta dos mesmos, seja através de suas adaptações 
para a manipulação de k matrizes de distância, com a incorporação de conceitos de 
dominância e decisão de compromisso. 
Estratégias envolvendo métricas Lp, a equação que descreve uma hipérbole e a 
manípulação de camadas de soluções não-dominadas foram elaboradas, para, em 
conjunto com A-Teams, possibjJjtar a geração de boas soluções de compromisso para 
todos os objetivos do problema. 
Foram desenvolvidas versões concorrentes e paralelas de A-Tearns para o 
MDTSP. O processamento paralelo foi obtido através da ferramenta PVM (Parallel 
Virtual Machine). 
As instâncias de teste envolvem matrizes geradas randomicamente e uma instância 
real com 24-cidades, denominada de Problema das Principais Cidades Brasileiras. 
6.11. Notas Bibliográficas 
Sobre estudos de instâncias produzidas artificialmente, pode ser citado Steele 
[Ste85]. Entre outras coisas, encontram-se técnicas para provar que inúmeras estruturas 
geométricas apresentam um comportamento similar ao obtido com as instâncias geradas 
randomicamente com valores pertencentes a uma urúdade quadrada. 
Sobre o estudo com os algoritmos de melhoria e o aproveitamento de suas 
soluções intennediárias pode ser encontrado em [RS94]. 
A parte sobre a utilização da métrica.~ (distância Euclidiana) em A-Teams, pode 
ser encontrada em [RS95a, RS95b], além do trabalho desenvolvido por Murthy [Mur92]. 
E, a parte sobre estratégias para a manipulação de soluções multidirnensionais em A~ 
Teams, de um modo geral, pode ser encontrada em [RS96a, RS96b]. 
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" Se - no flna! das contas - você não puder dizer o 
que esteve fazendo, e porque tudo o que fez foí 
inútiL" 
E. SchrDdinger. 
Neste capítulo, são apresentados todos os resultados provenientes dos testes 
computacionais realizados durante o desenvolvimento deste trabalho, com base nas 
estratégias de resolução descritas no capítulo anterior. 
Foram utilizadas instâncias do Multi-Distance Traveling Salesman Problem -
MDTSP - geradas aleatoriamente num intervalo entre 1 e 100 (com o número de cidades 
variando de 2 a 10, 50, 100, 200 e 500) e uma instância real (com 24-cidades), isto 
envolvendo 2 e 3 matrizes de distância em versões concorrente e paralela. 
Uma análise a respeito da variação do número de soluções do Pareto Ótimo e de 
alguns parâmetros de projeto dos A-Tearns em função do aumento do número de cidades 
e da dimensão do problema é apresentada. 
Especificamente sobre os A-Teams desenvolvidos, foram realizadas análises 
envolvendo tamanho da memória, políticas de destruição, diferentes configurações, 
desempenho dos algoritmos e tempo de execução, além da análise comparativa entre as 
diversas estratégias descritas nos Capítulos 5 e 6 desta dissertação. 
Para cada nma das instâncias, foram realizadas pelo menos três execuções. E, em 
todos os testes foi considerada a versão simétrica do MDTSP. 
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Estabelecendo o Pareto Ótimo para Pequenas 
Instâncias do MDTSP 
Um algoritmo de enumeração foi utilizado como ferramenta auxiliar para um 
melhor entendimento das instâncias do MDTSP e para auxílio na análise dos resultados 
gerados pelo A-Tearn. 
Desta forma, o conjunto exato de soluções pertencentes ao Pareto ótimo pode 
ser detectado para instâncias pequenas do MDTSP com até 1 O-cidades e até 1 O 
dimensões. Para tais instâncias - pequenas - pode-se constatar a proporção entre o 
número de soluções eficientes e o número total de soluções para o problema (sohlções 
fàctíveis). O objetivo foi ter uma idéia do que deveria ser esperado em instâncias maiores, 
considerando que o contorno do Pareto Ótimo seja similar para todas as instâncias, 
pequenas ou grandes, do MDTSP. 
A visualização do número de soluções eficientes em relação ao total de soluções 
pode ser observado nas figuras 7.1 à 7.3. A figura 7.1 mostra o gráfico de uma instância 
do 2DTSP (MDTSP com 2 matrizes de distância) com 9-cidades, simétrico, onde estão 
representadas todas as trajetórias possíveis ((9-1)!/2), perfazendo um total de 20.160 
tn::ijetõrias (20.160 pontos p1otados no gráfico). Apesar da grande quantidade de 
trajetórias existentes, pode ser observado que o número de trajetórias do Pareto Ótimo é 
apenas 13 (treze). As sete trajetórias possuem comprimentos diferentes para cada matriz 
de distância, porém, são equivalentes entre si: nenhuma domina a outra e todas juntas 
dominam todo o restante de soluções da região factfvel (20.147 trajetórias restantes). 
Região Factível e Pareto Ótimo para uma instância do 2DTSP simétrico com 9-ddades. N1.1m total de 20.160 
trajetórias válidas, apenas 13 (trcz.e) fu7_.em parte do Pareto Ótimo do problema 
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A figura 7.2 apresenta o gráfico de uma instância do 2DTSP com 1 O-cidades, 
onde também é mostrada sua região factível completa,. com 181.440 trajetórias. Neste 
caso, o .Pareto ótimo é constituído por 22 trajetórias. 
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Região factível e o Pareto Ótimo para o 2DTSP simétrico com lO-cidades. Num total de 1 &1 .440 trajetórias válidas, 
apenas 22 constituem o Pareto ótimo do problema. 
100 
000 
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A figura 7.3 apresenta o gráfico de uma instância do 3 DTSP com 1 O-cidades, 
onde pode se observar a mesma região factível, completa, com 181.440 trajetórias. 
Entretanto, neste caso, o Pareto Ótimo é constituído por 162 trajetórias. A região factível 
definida pelas variáveis de decisão do problema é a mesma, em qualquer dimensão. A 
diferença está na região definida pelos objetivos do problema (região factível no espaço 
de objetivos- ver Cap.3). 
Figura 7. 3: Região fuctivcl e o Pareío Ótimo para utna instância do 3DTSP com IO-cidade<J.. O Pareto Ófimo é constituído por 
162 soluções. 
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A tabela 7. 1 apresenta o número de soluções pertencentes à região factível do 
MDTSP simétrico, de 2 a 10 cidades, dado por (n-1!)12, onde n é o número de cidades 
do problema. Vale ressaltar, novamente, que o número de soluções factíveis não varia em 
fllllção da dimensão do problema. 
Tabela 7. 1: Número de soluções da região factível para o MDTSP siiYLCtrico, de 2 a 10 cidades. 
A tabela 7.2 apresenta o número de soluções pertencentes ao Pareto Ótimo de 
instâncias do MDTSP entre 2 e 1 O cidades (uma única cidade não gera uma trajetória 
válida para o MDTSP simétrico) variando a dimensão (número de objetivos ou de 
matrizes de distância do problema) de I a 1 O. 
Tabela 7. 2: Número de soluções do Pareto Ótimo variando o 1amanho da ínstãnda e a dimensão do Ml)TSP. As cohmas 
reprt.'St-'lltam as dimensões do problema- entre lD a IOD- e !i.'> linhas representam o tamanho da instância- entre 2 
e lO-cidades. 
l l 1 l 1 1 
2 3 3 3 3 3 3 3 3 
3 4 5 5 7 8 8 lO 10 
6 15 27 47 52 57 59 59 60 
8 19 43 59 123 140 221 223 320 
9 33 82 174 361 569 740 981 1239 
1l 50 187 454 862 1917 2216 2672 4509 
17 164 736 1637 3254 8862 15453 18556 24665 
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Para 2 dimensões foram utilizadas 4 matrizes de distância, combinadas 2 a 2, 
possibilitando a geração de 6 instâncias para cada tamanho de cidade e a conseqüente 
obtenção de dados mais precisos. Portanto, o número de soluções pertencentes ao Pareto 
Ótimo apresentado na tabela 7 .2, é resultante da média entre o número de soluções do 
Pareto Otimo de cada uma das 6 instâncias. Pode ser observado na tab.7.2, por exemplo, 
que a média do número de soluções pertencentes ao Pareto ótimo para o caso de 9-
cidades, em 2-dimensões, é de 11 cidades, e não 13, como visto no gráfico da fig.7.1, que 
é o resultado de apenas uma instância. Para lO-cidades, a média é 17 soluções no Pareto 
Ótimo, enquanto que no exemplo mostrado na fig.7.2, o Pareto Ótimo é de 22 soluções. 
Para 3 dimensões foram utilizadas 4 matrizes de distâncía. combinadas 3 a 3, 
possibilitando a geração de 4 instâncias para cada tamanho de cidade. No caso de 1 O-
cidades, a média entre o número de soluções do Pareto ótimo das quatro instâncias 
testadas forneceu quase o mesmo número de soluções do exemplo apresentado na figura 
7.3. A média foi de 164 soluções, enquanto que o número de soluções da instância 
apresentada era de 162 soluções pertencentes ao Pareto Ótimo. 
Para as demais dimensões, com até 5 cidades, foram utilizadas duas instâncias 
para cada número de cidade. De 6 a 1 O cidades, para dimensões maiores do que três, foi 
utilizada urna única instància. 
As ·figuras 7.4 e 7.5 apresentam os dados da tabela 7.2 na forma gráfica. Estes 
dados possibilitam a verificação do rápido crescimento do número de soluções do Pareto 
Ótimo tanto em função do tamanho da instância do MDTSP (fig.7.4), quanto em função 
do número de dimensões- matrizes de distância- do problema (fig.7.5). 
Apesar do Pareto Ótimo crescer rapidamente, tal crescúnento não é proporcional 
ao crescimento da região factível do problema em relação ao aumento do tamanho da 
instância, como pode ser observado se comparannos o crescimento dos valores numa 
linha da tabela 7.2, com o número de soluções válidas para estas respectivas instâncias. 
O crescimento do Pareto ótimo também não é tão rápido quando se varia o 
número de dimensões do problema, em relação ao crescimento da região fuctível, que 
pode ser observado analisando o crescimento dos valores das colunas da tabela em 
comparação com o número de soluções válidas para as instâncias. 
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Figura 7. 4: Número de soluções do Pareto Ótimo versus o número de dimensões. No intervalo entre I e 10 dimensões o 
aescimento é exponencial no número de dimensões do MDTSP. 
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A fig 7.6 apresenta as mesmas curvas apresentadas no gráfico da figura 7.5, mas, 
agor3;, cada uma em sua escala natural. Verificamos que os comportamentos das curvas 
ao se variar apenas a dimensão do problema são idênticos, dando até mesmo a impressão 
que os gráficos foram repetidos. 
A idéia, com base nestes resultados, é conseguir determinar uma função que 
forneça o mesmo comportamento apresentado para instâncias com até 1 O-cidades e, em 
seguida, extrapolar isto para instâncias maiores. Logicamente que nenhuma extrapolação 
garante que tal comportamento irá continuar para instâncias maiores, mas, fornece uma 
possível direção para onde o crescimento do Pareto Ótimo poderá seguir. 
Figura 7. 6: CompQrtamento do Pareto Ótimo ao se variar o número de dimensões. A<; curvas apresentadas no gráfico da figura 
7.5 são apresentadas individualmente em escala natural, onde percebe-se: que o comportamento de todas elas é muito 
similar. 
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Para uma análise envolvendo instâncias com mais de lO-cidades, considerou-se 
que o crescimento do Pareto Ótimo seja pelo menos exponencial, com base nos 
resultados apresentados anteriormente nesta subseção (pode ser que o crescimento seja 
representado por um polinônúo de alto grau, mas, também, pode ser uma função 
exponencial do tipo fatorial, por exemplo). 
Pode ser observado graficamente na fig. 7.7 a diferença de comportamento entre 
o crescimento da região factível e o crescimento do Pareto ótimo de um :MDTSP. 
Hgura 7. 7: Crescimento da região factível versus Crcscímento do Pareto Ótimo, variando a dimensão do problema. 
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Observa-se que apesar do crescimento do número de soluções do Pareto Ótimo 
ser exponencial em função do aumento do número de cidades, este crescimento é 
encoberto pelo crescimento da região :fu.ctível do problema, isto para até 1 O dimensões e 
10 cidades. 
Será feita, desta forma, uma ex:trapolação do crescimento do Pareto Ótimo em 
função da dimensão e do níunero de cidades, para grandes instâncias do MDTSP, na 
ordem de centenas de cidades, que foram as maiores instâncias abordadas pelos A-Teams 
desenvolvidos. 
Assumindo um crescimento que se comporte segundo a equação abaixo (Eq. 7.1 ): 
Eq.7. I 
onde: 
n - # de cidades; 
d - # de dimensões; 
a, k1 e k1 variáveis a serem determinadas. 
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7.2. 
Selecionando três pontos (verificar tabela 7.1 ): 
P1 (#E!1,n1,d1)-> ( 1,2,2); 
Pz (#E!1,n2,d2)-> ( 5,5,5); 
Capitulo 07: Resultados Computacíonals 
P2 I#E!1,n1,d2)-> ( 24665,10,1 0). 
Temos: 
a, = 5,25 
kl = 1,35 
kl = 1,70 
Extrapolando para n=SOO, temos: 
d=2: 
d=IO: 
#®soo,z = 2.23e + 066 
#E>soo,to = l.SSe + 068 
Pode-se perceber que o número de soluções do Pareto Ótimo é grande o 
suficiente para se tornar inviável computacionalmente determiná-lo com exatidão. O 
ideal, ao invés de um sistema que tente calcular exatamente o Pareto Ótimo do problema, 
seria um sistema que fornecesse soluções uniformemente distribuídas por todo o espectro 
de soluções do Pareto Ótimo. 
Confurme poderá ser verificado no restante deste capítulo, o método de Times 
Assíncronos fornece soluções abrangendo todo o espectro do provável Pareto Ótimo de 
instâncias do MDTSP. 
Analisando as Soluções Intermediárias Geradas pelos 
Algoritmos de Melhoria 
No estudo dos algoritmos de melhoria disponíveis para o TSP, na tentativa de 
adaptá-los para o MDTSP, teve-se a idéia de verificar o comportamento das soluções 
intermediárias geradas durante cada execução dos mesmos e verificar se elas seriam de 
melhor compromisso ou não para o MDTSP. 
No teste. utilizou-se duas matrizes de distância, isto é, duas dimensões de 
200x200 (200-cidades ), geradas aleatoriamente num intervalo entre 1 e 100. 
Os três gráficos seguintes (fig. 7.8, 7.9 e 7.10), mostram os resultados da 
aplicação do algoritmo Lin-Kernighan (LK) e do algoritmo 20PT, com alternância das 
duas matrizes de distância, tal como descrito a seguir. 
A primeira trajetória foi gerada aleatoriamente e o seu comprimento calculado 
segundo a matriz de distância _1 e segundo a matriz de distância_ 2. Este fo~ então, o 
primeiro ponto P1 a ser plotado (fig.7.8), cujos comprimentos são considerados ruins em 
ambos os eixos (valores altos nos dois comprimentos da trajetória). 
A partir daí, o algoritmo de me1horia Lin-Kernighan foi sucessivamente aplicado, 
sempre com alternância da matriz de distância, melhorando bruscamente o comprimento 
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da trajetória inicial que lhe era fornecido. Este tàto pode ser melhor entendido através do 
gráfico contido na fig. 7. 8~ onde as semi-retas diagonais aos eixos x e y foram formadas 
justamente pela melhora brusca dos valores, a cada execução do LK (quando melhorava 
bruscamente segundo detennínada matriz de distância, seu valor segundo a outra matriz 
piorava muito, gerando-se pontos diagonalmente opostos). 
Observa-se que quando o algoritmo LK é aplicado à trajetória inicial P1 (cujos 
dois comprimentos segundo as duas matrizes de distância são muito altos - 10591 e 
10639, respectivamente), ele melhora significativamente o valor segundo uma das 
matrizes (de 10591 diminui para 397), em compensação, o valor segundo a outra matriz 
de distância permanece muito alto (de 10639 foi para 10603). Quando o LK é aplicado 
novamente, desta vez segundo a outra matriz de distância (valor que pennaneceu 
elevado), o valor segundo a mesma sofre uma brusca diminuição (de 10603 diminui para 
403) e o valor segundo a primeira matriz, que havia sido diminuído volta a se tornar 
elevado (de 397 aumenta para 10104). E assim sucessivamente, fbnnando a estrutura 
apresentada na figura 7 .8. 
J:'igura 7. 8: Aplicação do algoritmo de melhoria Lin·Kemighan para uma instância do 2DTSP de 200-cidades, oom altt'Tilànda 
das 2 matri:r.es de distância envolvidas. 
A mesma experiência foi realizada com o algoritmo 20PT e o resultado pode ser 
observado na fig.7.9. A trajetória inicial foi a mesma fornecida para o LK, com 
comprimentos iniciais 10591 e 10639, segundo a matriz de distância 1 e 2, 
respectivamente. Após a aplicação do 20PT, segundo a matriz de di.c;tància 1, o 
comprimento 10591 diminuiu para 656 e o comprimento 10639 foi para 9363. Aplicou-se 
novamente o 20PT na trajetória com comprimentos 656 e 9363, agora segundo a matriz 
de distância 2, e o resultado foi uma trajetória com comprimentos 9774 e 731. E assim 
sucessivamente, como apresentado no gráfico da figura 7. 9. 
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Figura 7. 9: Aplicação do algoritmo de melhoria 20PT para uma instânóa do 2DTSI' de 200-(,idades, com altemãncia das 2 
matrizes de distância envolvidas. 
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Nota-se que ele também melhora bruscamente a solução gerada aleatoriamente, 
mas, esta melhora não é tão boa quanto a fornecida pelo Lin-Kernighan. 
A figura 7.10 reúne as trajetórias geradas pelo LK e 20PT, onde pode ser 
observado mais claramente que o LK conseguiu trajetórias finais com valores mais 
baixos, ressaltando que ambos partiram do mesmo ponto inicial (a trajetória inicial de 
entrada era a mesma). O menor comprimento segundo a matriz de distância 1 foi obtido 
pelo LK que gerou a trajetória com comprimentos 398 e 10830, ao passo que o 20PT 
gerou a trajetória com comprimentos 640 e 9756. Segundo a matriz de distância 2, o LK 
também gerou a trajetória de menor comprimento 400 (9921 para a matriz de distância 
1), ao passo que o 20PT gerou a trajetória de comprimento 689 (9172 para a matriz de 
distância 1 ) . 
Figura 7. 10: Trajetórias geradas pelo LK e 20PT com alterm1ncia de duas matrizes de distilncia. 
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Depois de serem obtidos tais dados, onde a diferença entre os comprimentos de 
uma mesma trajetória são completamente diferentes quando se considera diferentes 
matrizes de distância, se pensou no que acontece no processamento interno de tais 
algoritmos: 
Será que as soluções intermediárias que os algoritmos de melhoria geravam não seriam 
eficientes em relação à solução final? 
Desta fonna, decidiu-se implementar a idéia, já descrita anteriormente (ver 
Cap.4), de modificar os algoritmos de melhoria e aproveitar as soluções intermediárias 
que os algoritmos originais simplesmente desprezavam. 
O resultado prático demonstrou o que se presumia intuitivamente. As soluções 
intermediárias, como pode ser comprovado no gráfico da figura 7.11, são em sua maioria 
não-dominadas em relação à solução final do algoritmo. 
Estas soluções intermediárias tendem para a direção do Pareto Ótimo do 
problema, deixando a convicção de que muito ainda poderia ser explorado deste futo. 
Na :fig.7.11 é apresentado um gráfico com uma execução do Lin-Kernighan, onde 
o mesmo já está modificado para gerar todas as soluções intennediárías, com base na 
matriz de distância I. A instância e todos os demais dados são os mesmos dos gráficos 
anteriores desta subseção. Observa-se que as soluções intennediárias geradas tendem 
para a direção do Pareto Ótimo. À medida que o comprimento das trajetórias segundo a 
matriz 1 vai diminuindo, o comprimento segundo a matriz 2 vai aumentando. Os 
comprimentos segundo a matriz base (matriz de distância 1) são sempre 
monotonicamente decrescentes, entretanto, apesar do comprimento segundo a outra 
matriz geralmente aumentar, não é garantido um aumento monotônico de seus valores. 
Observa-se_. ainda, que as primeiras soluções intennediárias geradas pelo LK possuem 
comprimentos consideravelmente distantes uns dos outros, mas, logo em seguida o LK, 
como melhorou muito os valores logo de início, gera trajetórias com comprimentos muito 
próximos. 
J!'igura 7.11: Soluções intermediária~ geradas durante uma execução do algoritmo Lin·Kemighan. O LK recebe como trajetória 
inicial P1 a solução de comprimentos (lü259,397) e, t..'Ul seguida, gera a trajetória intennediária P2 de 
comprimentos (5068,4578) c assim sucessivamente até gerar a trajetória tina! Pf de comprimentos (395, 10693). 
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A partir disto, os estudos se encaminharam para a exploração da vizinhança 
(soluções similares) de cada solução intennediária, com a alternância das matrizes de 
distância e dos algoritmos a serem aplicados. O objetivo foi simular a evolução de tais 
soluções, tal como se fosse lll11 A-Team, mas apenas com algumas interações entre os 
aJgoritmos utilizados. 
A figura 7.12 apresenta o resultado da aplicação do algoritmo 20PT, que recebeu 
corno trajetória inicial uma das soluções intermediárias geradas pelo LK, tal como 
mostrado na figura anterior (fig.7.12). Pode ser observado que o 20PT não consegue 
melhorar muito o comprimento da trajetória inicial (segundo a matriz de distância 1), 
tanto que a trajetória final do 20PT possui os comprimentos 433 e 9667, enquanto que 
os comprimentos da trajetória final do LK furam 395 e 10693. 
Figura 7. 12: Aplicação do algoritmo 20PT sobre wna das trajetórias intermediárias geradas durante uma execução do LK. 
Apesar do 20PT não conseguir melhorar muito os comprimentos da trajetória 
inicial, quando lidamos com mais de uma matriz de distância, caso do MDTSP, 
percebemos que o desempenho do 20PT sofre uma melhora. A figura 7.13 apresenta o 
melhor conjunto de soluções não-dominadas obtido da união dos conjuntos de soluções 
intermediárias geradas pelo LK e 20PT. O 20PT, tendo como trajetória inicial uma das 
soluções :intermediárias do LK, gerou apenas duas outras trajetórias. Em compensação, 
as duas trajetórias geradas por ele dominaram várias trajetórias intermediárias geradas 
pelo LK e fazem parte do melhor conjunto de soluções não-dominadas deste exemplo. 
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Figura 7.13.: Melhor conjunto de soluções nãcK!ominadas para a união dos conjuntos de wluções intermediárias do LK e dD 
20PT. Apesar do 20PT gerar somente duas trajetórias, as duas fazt-"lll parte do melhor conjunto não-dominado. 
7.3. 
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A seguir, serão descritos os resultados da análise dos novos algoritmos 
desenvolvidos. 
Analisando o Efeito da Incorporação de Dominância e 
de Decisão de Compromisso nos Algoritmos 
Desenvolvidos 
Os testes realizados com os algoritmos desenvolvidos apresentaram resultados 
muito :làvoráveis à resolução de Problemas Multiobjetivos. 
A incorporação do conceito de dominância e decisão de compromisso nos 
algoritmos fez com que os mesmos gerassem soluções de melhor compromisso para o 
problema multiobjetivo. Tal feito pode ser constatado através do gráfico apresentado na 
figura 7.14, onde é apresentado o caso do algoritmo LK aplicados à duas matrizes de 
distância de 1 00-cidades. Foi aplicado o LK oríginal à matriz I e à matriz 2 
separadamente, tal como nos primeiros testes realizados, e em seguida apHcou-se o 
algoritmo LK-D (LK com a incorporação do conceito de dominância) que manipulou as 
matrizes 1 e 2 simultaneamente _para a geração de soluções. Pode-se perceber claramente 
que as soluções geradas pelo LK-D ocupam a parte central do espectro esperado de 
melhores soluções, apesar de algumas soluções do LK original pertencerem também ao 
melhor conjlll1to de soluções não-dominado que pode ser infbrido deste exemplo. 
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Figuro 7. 14: Análise do algoritmo de Lin-Kernighan (LK). Resultado da aplicação do algoritmo LK com aproveitamento das 
soluções intennediár:ias e com ou sem a incorporação do conceito de dominância (l.K~l x LK~D). 
7.4. 
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Tal feito aconteceu, também, nos outros algoritmos de melhoria desenvolvidos: 
variantes do 20PT, 30PT e OROPT. 
Testes Computacionais com os A-Teams Desenvolvidos 
Nesta seção serão descritos os diversos testes realizados com os A-Teams 
desenvolvidos. 
Os resultados foram obtidos a partir de 6 instâncias do MDTSP geradas 
randomicarnente com 9, 10, 50, 100, 200 e 500 cidades e de 1 instância real com 24 
cidades, isto para 2 e 3 dimensões. 
Para o 2DTSP - MDTSP com duas matrizes de distância - são reportados os 
resultados envolvendo todas as 7 instâncias. 
Para o 3DTSP - MDTSP com três matrizes de distância - são reportados os 
resultados envolvendo instâncias com 1 O e 1 00-cidades. 
7 .4.1. Configurações Utilizadas 
Nesta subseção, serão apresentadas todas as configurações utilizadas nos vários 
testes computacionais com os Times Assíncronos desenvolvidos. 
Na figura 7.15 são apresentadas 5 configurações. Todas elas foram aplicadas à 
instâncias do 2DTSP e somente c-om algoritmos já existentes para o TSP. Os índices 1 e 
2 indicam que os algoritmos possuem uma versão para cada uma das matrizes de 
distância envolvida. 
A Configuração 1 contém apenas os algoritmos de construção FI (Furthest 
lnsertion) e o de consenso por interseção DEC (Deconstructor), além de duas memórias 
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de soluções: Memória de Soluções Completas e Refinadas e Memória de Soluções 
Parciais. Apenas um fluxo cíclico pode ser estabelecido. 
Na Configuração 2 foi inserido o algoritmo de melhoria ZOPT à configuração 
anterior. Na Configuração 3 foi inserido o algoritmo LK. E, na Configuração 4 tbram 
inseridos o algoritmo 30PT e uma memória de soluções (Memória de Soluções 
Completas e Não-Refinadas). 
A Configuração 5 contém apenas os algoritmos de melhoria 20PT e LK e a 
Memória de Soluções Completas Refinadas. 
Figura 7. 15: Configurnções de A· Teams utilizando apena<> algoritmos já existem para o TSP. Na Configun.u;ão l apenas um ciclo 
no lluxo de dados é estabelecido com um algoritmo de construção H e com um algoritmo de consenso por interseção 
DEC. São introduzidos, nesta seqüência, o algoritmo de melhoria 20PT (t.<mfiguração 2), o algoritmo 30PT 
(confib'l.ln!Ção 3) e o algoritmo LK (r.:onfiguração 4). A Configuração 5 contém apenas os algoritmos de melhoria 
20PT e LK. 
Conírguração 1: 
FI! 
.:..::t Ylemória de Solw,.mcs i-FIZ Completas e Refinadas '~ 
DEC_! )!'.{;_z 
F! I I• I 2 
-
-
Memória de 
Soluções Parcíaís 
Configuração 3: 
Ylemória de Soluções 
Complenl$ e Refinadas 
DF.C_l DEC_2 
Memória de FU 
Solu.çõe~ 
Parciai.~ FLZ 
Configuração 5: 
:'IOPT_l 30PT:_2 
Memória de 
Soluções 
(;omrt::ras e 
20PT_l 20PT _2 
Configuração 2: 
ZCWl J lOPT _2 
.Vfemória de Soluções 
Completas e Refinadas 
D 
DEC_l EC_ 
Fl_l F!_2 
Memória de 
Soluções Parciais 
Configuração 4: 
ZOPT __ 1 20PT_2 
EC_l DEC_2 
Memória de FU 
Soluções 
Parciais FI_Z 
I.K_J LK_Z 
LK_1 LK_2 
[) 
JOI'T_I 30PT_2 
Memória de 
Soluçi'ies 
(~ompl~ras e 
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Na figura 7.16 é apresentada a configuração utilizada na maioria dos testes 
computacionais com os Times Assíncronos: Configuração 6. Nela foram agrupados 
tanto algoritmos aplicados à apenas urna matriz de distância quanto à múltiplas matrizes 
simultaneamente. 
Ao todo são 17 agentes, sendo 8 aJgoritmos de melhoria, 3 algoritmos de 
construção, 2 algoritmos de consenso por interseção, 1 algoritmo de consenso por união, 
1 algoritmo de relaxação, 1 algoritmo de factibilidade, 1 algoritmo de destruição. 
É composta, ainda, por 4 tipos de memórias de soluções: Memória de Soluções 
Completas e Refinadas; Memória de Soluções Completas e Não-Refinadas; Memória de 
Soluções Parciais; e, Memória de Soluções Relaxadas. 
Figura 7. 16 Configuração CDntendo algoritmos específicos para o MDTSP e tambêm algoritmos já existentes para o TSI'. São ao 
todo 17 agentes e 4 memórias de soluções. Sendo 8 algoritmos de mellioria, 3 de coru;trução, 2 de consenso por 
interseção, 1 de consenso por união, 1 de relaxação, I e factibilidade e I de destruição. 
Configuração 6: 
20PT-D 30PT-D LK-D 
- 2Ar - 3~! - ~ HK Nl 
..,J; 
Memória de ? Memória de Soluções Completas e Soluções DT Refinadas Relaxadas 
• z -
DEC-NNC DEC OROPT-D MI 
~ Ir OROPT-1 ü 
NIC .. Memória de TM Memória de 
A! C Soluções J Soluções .. Completas e Parciais FIC ~ Não·Reftnadas 
~ 
As configurações de 1 a 4 foram as utilizadas para a verificação da eficiência em 
escala de A-Teampara o MDTSP. 
Os resultados obtidos com a aplicação da Configuração 6, tanto para instâncias 
do 2DTSP quanto para instâncias do 3DTSP, foram os melhores em todas as estratégias 
testadas. 
7 .4.2. Analisando o Tamanho das Memórias 
Foram realizados testes envolvendo todas as instâncias, até ser determinado um 
número satisfatório de soluções na memória principal - a Memória de Soluções 
Completas e Refinadas~ durante a execução de um A~Team para o MDTSP, dadas as 
re~trições do ambiente computacional disponível. 
Com base nos testes realizados por Souza [Sou93], cujos resultados foram 
constatados por vários outros [Pei95, Cav95, Lon95, Cam95], e que afmnou que um 
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bom tamanho de memona seria entre n e 2n, onde n corresponde ao tamanho da 
instância, foi estipulado iniciabnente um tamanho m=2n. 
O tamanho exato do Pareto ótimo para o MDTSP com até 1 O-cidades e 1 O-
dimensões pôde ser estabelecido exatamente, cujos dados estão reportados na seção 7 .2, 
o que já dá indícios de que 2n não é um tamanho suficiente. Na verdade, se verificou que 
o crescimento do número de soluções do Pareto Ótimo parece ser exponencial, tanto em 
função do número de cidades quanto em função do número de dimensões. Desta forma. 
por maior que seja o ta~o da memória, é impossível estipular um tamanho que 
comporte todo o Pareto Otimo. E isto nem mesmo é o desejado. O ideal é um tamanho 
de memória que possibilite a obtenção de mostras de soluções varrendo todo o espectro 
esperado do Pareto Ótimo, com soluções com boas características segundo todos os 
objetivos envolvidos. 
Para os testes envolvendo o 2DTSP, o tamanho da memória ficou estipulado em 
3n. Isto devido aos testes preliminares realizados envolvendo memórias com capacidades 
de 2n, 3n, 4n e 5n. As figuras 7.17 e 7 J 8 apresentam os gráficos com os conjuntos de 
soluções não-dominadas obtidos para as instâncias de 10 e 100-cidades, respectivamente. 
Para lO-cidades (fig.7.17), os tamanhos 3n, 4n e 5n propiciaram a geração do mesmo 
conjunto de soluções não-dominadas. Isto porque tal instância é muito pequena e a 
convergência do A-Team é muito rápida (em poucos segundos). Apesar disto, os 
tamanhos n e 2njá se mostram inadequados. Para 100-cidad.es (fig.7.18), o tamanho 3n 
propiciou a geração do melhor conjunto não-dominado. Na verdade, os resultados 
envolvendo os tamanhos 3n e 4n furam sempre muito similares e como ocorre uma 
degradação do desempenho do A-Tearn, no tempo de processamento_, quando a memória 
aumenta, estipulou-se o tamanho da memória em 3n. 
Hgura 7.17: Análise do tamanho de memória para o 2DTSP com lO-cidades. Neste caso, como a instância é muito pequena_, a 
memória com tamanhos 3n, 4n e 5n propiciaram o mesmo conj<mto de soluções não-dominadas. Mesmo neste caso, 
já pode st•r coostatado que os tamanho n e 2n são inadequados. 
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Figura 7.18: Análise do tamanho de mL'liiÓria para o 2DTSP com 100-cidades. Neste caso, a memória com tamanho 3n foi a que 
propiciou o melhor conjunto não-dominado. 
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Já para os testes envolvendo o 3DTSP, os melhores conjuntos não-dominados 
íbram obtidos para um tamanho de memória m=5n, dentre o intervalo n:::;m:::;5n. Talvez, 
uma memória com capacidade superior a 5n permitisse uma maior eficiência no 
desempenho do A-Team para grandes instâncias, entretanto, devido a limitação do 
ambiente computacional utilizado nos testes (alta demanda de usuários, principalmente), 
tais experimentos não puderam ser realizados. 
7.4.3. Eficiência em Escala 
O conceito de eficiência em escala foi introduzido por Talukdar e Souza [TS92], 
mo~'trando A-Teams corno uma organização eficiente em escala (ver Cap.5). 
Resumidamente, a eficiência em escala é constatada se a inclusão de um agente no time 
proporciona uma melhora no desempenho do A-Team. Isto não implica que inexista uma 
ordem que não ocasione uma melhora monotônica no desempenho do A-Team, e sim, na 
existência de pelo menos uma ordem em que se consiga mna melliora monotmúcamente 
crescente no seu desempenho. 
Os testes para a verificação da eficiência em escala foram realizados sobre as 
quatro primeiras configurações apresentadas na fig. 7.15: Configuração 1; 
Configuração 2; Configuração 3; e, Configuração 4. 
As instâncias utilizadas foram de 100-cidades e de 9-cidades, para o A-T eam c/ 
métrica-L2 (Distância Euclidiana), sem manter o melhor conjunto não-dominado na 
memória do A-Team em tempo de execução. Em todas as estruturas utilizadas nos testes 
desta seção o agente que inicia o preenchimento da memória com soluções válidas é o Fl 
(Furthest lnsertion). Na primeira configuração, apenas um ciclo é estabelecido. Os 
algoritmos utilizados foram somente dois: o algoritmo de construção FI (uma versão para 
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cada matriz de distância do problema) e o algoritmo de consenso por interseção DEC 
(Deconstructor). Na segunda configuração, foi inserido o algoritmo de melhoria 20PT. 
Na terceira configuração, foi inserido o algoritmo de melhoria 30PT e uma Memória de 
Soluções Completas e Não-Refinadas. Po fim, na quarta configuração, foi inserido o 
algoritmo de melhoria LK 
Os resultados obtidos, comprovando a eficiência em escala, foram melhores à 
medida que o número de algoritmos foi atunentando, conseguindo-se os melhores 
resultados com a utilização da configuração 4. 
Uma configuração adicional foi testada, envolvendo apenas algoritmos de 
melhoria, já que individualmente o desempenho dos mesmos é muito superior ao 
desempenho das demais classes de algoritmos. Os resultados obtidos com o A-Team 
contendo apenas os algoritmos de melhoria (Configuração 5) foram inferiores aos obtidos 
pelas Configurações 3 e 4. Isto atesta que a sinergia de todos os algoritmos do time é 
maior do que a de um algoritmo ou subgrupo destes algoritmos quando executados 
isoladamente. 
A figura 7.19 mostra o número de soluções que pertencem ao Pareto Ótimo (13 
soluções ao todo) para a instância de 9-cidades e o número de soluções do Pareto Ótimo 
obtida em cada uma das configurações do A-Team. Quanto mais algoritmos vão sendo 
inseridos. maior é o número de soluções do Pareto Ótimo alcançadas: para a 
Configuração 1, obteve-se um subconjunto do Pareto ótimo com 5 soluções; para as 
Configurações 2 e 3, obteve-se um subconjunto de 7 soluções; e, para a Configuração 4, 
obteve-se um subconjunto do Pareto ótimo com 8 soluções, somente 5 a menos do que o 
total de soluções do Pareto ótimo. O número total de soluções do Pareto Ótimo para a 
instância de 9-cidades foi obtido através da aplicação de um algoritmo enumerativo, 
como descrito na seção 7 .1. 
f'igurn 7. 19: Eficiênáa em t.-scala do A~Team para o MDTSP. Comparação do número de soluções nilo-dominadas geradas pelo 
A-Tcam em cada uma das 4 C\mfigurações, para a ínstância de 9-cidades. 
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Os resultados obtidos para o A-Tearns com 100-cidades utilizando a métrica-L1 
(sem manter o melhor conjtmto não-dominado), e que comprovam a eficiência em escala 
são apresentados na tabela 7.3. 
Vale ressaltar que os índices de pertinência apresentados são relativos ao conjunto 
ê ~ que é resultante da união dos conjuntos não-dominados fornecidos em cada 
configuração (quatro conjuntos ao todo). Apesar dos índices de pertinência dos 
conjuntos não-dominados gerados através do A-Team com Distância Euclidiana serem 
baixos, ainda assim, o propósito é alcançado. Ocorre urna nítida melhora no índice de 
pertinência, a medida em que novos algoritmos são inseridos no time. 
Tabela 7.3: Eficiência (.'111 escala utilizando distância Euclidiana. Tabela com os índices de pertinênda obtidos para as instâ11das 
de 9 e 100 cidades utilizando distância Euclidiana- sem manter o melhor conjnnto nãtwiominado. 
59,8 41,2 
66,6 50,9 
Tal experimento foi realizado, também, com a estratégia de Camadas de Soluções 
Não-Dominadas e, novamente, foi constatada a eficiência em escala de A-Teams para o 
MDTSP. Para as instâncias de 9 e 10 cidades, o A-Tearns encontrou 100% das soluções 
pertencentes ao Pareto ótimo. Na tabela 7.4, pode ser observado que para a 
Configurações 2, 3 e 4, o índice de pertinência para 9 e 1 O cidades é de 100%, com o 
asterisco indicando que se trata do próprio Pareto Ótimo do problema. Entre parênteses 
está o número de soluções do Pareto ótimo, que no caso de 9-cidades é de 13 soluções e 
de lO-cidades, 22 soluções. 
Tabela 7.4: Eficiência em escala utílizando Camadas de Conjuntos Não-Dominados. Tabela com os índices de pertinência 
obtidos para a.<; instãncías de 9. 1 O e !Oü cidades utilizando Camadas de Conjnntos Não-Dominados. 
100* (22) 74 
!00* (22) 82 
IOO* (22) 88 
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Os índices de pertinência dos conjuntos não~dominados gerados pelo A-Team 
através da estratégia de Camadas de Soluções Não-Dominadas, em todas as 
configurações, são bem superiores aos gerados pelo A-Tearn com Distância Euclidiana. 
Vale ressaltar, entretanto, que não se pode afinnar qual é a melhor estratégia com base 
em tais dados, já que o conjunto e foi gerado com base nos conjuntos não-dominados 
de cada estratégia, isoladamente. 
Urna comparação entre a estratégia de Camadas de Soluções Não-Dominadas e as 
demais estratégias é apresentada no final deste capítulo. 
7.4.4. Analisando as Políticas de Destruição 
Para o teste com as políticas de destruição, utilizou-se o A-Tearn implementado 
com a rnétrica-L1 , para a instância do 2DTSP (2 matrizes de distância) com 1 OO~cidades. 
Esta estratégia foi a escolhida para esta análise porque pode-se perceber nitidamente, 
com o uso da métrica-L2 - sem manter o melhor conjunto de soluções não-dominadas na 
memória durante a execução do A-Team -, o desempenho e a característica de cada uma 
das políticas de destruição adotadas. 
A fig.7.20 apresenta o desempenho das 4 políticas de destruição: DP, OU, DL e 
DT. Observe que cada conjunto não-dominado fmal aprese rua um formato diferente, 
caracterizando a respectiva política de destruição aplicada. 
No caso da política da pior solução (DP), observa-se que as soluções finais 
ficaram aglomeradas no que seria a parte central de um bom conjunto não~dominado, ou 
seja, as soluções finais e conseqüentemente o melhor conjunto de soluções não-
dominadas não incorporam as melhores soluções segundo cada matriz de distância, que 
também fazem parte do melhor conjunto não-dominado. 
No caso da política unifonne (DU), percebe-se um comportamento oposto, onde 
o funnato do melhor conjunto não-dominado encontrado, apesar de incorporar soluções 
dentro da fàixa esperada de um bom conjunto não~dominado, agmpa a maioria das 
soluções nas extremidades do conjunto não-dominado e, na parte central do me-Smo, 
poucas soluções foram obtidas. 
O ideal seria uma política que reunisse as características das políticas DP e OU. 
Com a aplicação da política linear, percebe-se que o melhor conjunto não-
dominado obtido reúne as características desejadas, contendo soluções que abrangem 
todo o espectro desejado, ou melhor, as solução não se aglomeram numa única região do 
espaço fuctível de objetivos, e sim, se encontram espalhadas numa ampla faixa de valores 
envoLvendo tanto soluções boas segundo cada uma das matrizes envolvidas quanto as que 
estabelecem os melhores compromisso para as duas. 
Na aplicação da política triangular (DT), percebe-se que o formato do conjunto 
de soluções não-dominados, apesar de abranger todo o espectro desejado. concentra 
soluções na parte central do conjunto não-dominado e, também, nas extremidades dos 
mesmos, restando apenas algumas soluções nos intervalos entre a parte central e as duas 
extremidades. 
Baseando-se na análise acima, uma possível conclusão seria a de que a melhor 
política seria a DL, acontece que reunindo-se os dois conjuntos não-dominados - os 
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obtidos por DL e DT- e gerando um novo a partir dos dois (o conjunto E>), constata-se 
que o conjunto não-dominado gerado por DT tem um grau de pertinência de 62% 
enquanto que o gerado por DL tem apenas 44%. Isto significa dizer que apesar do 
tbrmato do melhor conjtmto não-dominado gerado por DL ser mais próximo do 
desejado, a aplicação da política triangular gerou as melhores soluções não-dominadas 
dentre as quatro políticas testadas, isto para o 2DTSP com 100-cidades utilizando a 
estratégia da métrica Euclidiana. 
Figura 7. 20 Desempenho das políticas de destruição DP, DU, DL e DT para o 2DTSP de 100-cidades. 
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7.4.5. Times Assíncronos com Distância Euclidiana 
Um dos objetivos deste trabalho era apresentar estruturas de manipulação de 
soluções multidimensionais em A-Teams mais adequadas a problemas multiobjetivos do 
que a utilizada por Murthy [Mur92). 
Murthy aplicou A-Teams a um problema de design (ver Cap.S) - que são 
problemas inerentemente multiobjetivos. Entretanto, a abordagem utilizada por ele foi a 
monobjetiva, em que os agentes de destruição eliminavam soluções da memória com as 
maiores distàncias Euclidianas em relação ao melhor conjunto não-dominado contido na 
memória durante a execução do A-Team. 
No primeiro A-Team para o MDTSP desenvolvido, aplicou-se a métrica-L2 com o 
innúto de verificar o comportamento da mesma estratégia desenvolvida por Murthy, 
desta feita para o IVIDTSP, e fazer uso de tal estratégia como base de comparação com as 
outras estratégias que seriam posteriormente desenvolvidas. 
A métrica-L2 foi utilizada para organizar e eliminar soluções não promissoras da 
Memória de Soluções Completas e Refinadas, beneficiando todos os agentes envolvidos. 
Para a instância de 9-cidades e de 1 00-cidades foram aplicadas as primeiras quatro 
configurações (fig.7.15). A Configuração I foi composta pelos algoritmos DEC 
(Deconstructor), FI (Furthest lnsertion) e o Destroyer DP (destruição da pior solução 
contida na memória), Todas as três configurações posteriores são versões mais 
complexas das anteriores, ou seja, novos algoritmos vão sendo incorporados, cada vez 
mais, aos já existentes. Desta forma, para fonnar a configuração 2 foi adicionado o 
algoritmo 20PT, para a configuração 3 foi adicionado o algoritmo 30PT e para a 
configuração 4 foi adicionado o algoritmo Lin-Kernighan. Para todas as outras instâncias, 
foi testada somente a configuração 4 (fig.7.15). 
Nota-se na fig.7.15, que a Configuração 4 do A-Team (a mais sofisticada destes 
testes) possui 3 memórias e 6 agentes (Furthest Insertion - Fl, Deconstructor ~ DEC, 
20PT, 30PT, Lin-Kernighan - LK e Destroyer DP). Cada um dos algoritmos sendo 
aplicados, aleatoriamente, para uma determinada matriz de distância. Por exemplo, 
20PT _1 corresponde ao algoritmo 20PT segundo a matriz 1, 20PT _ 2 segundo a matriz 
2 e assim para todos os outros algoritmos (a exceção fica por conta do Destroyer D, que 
não se baseia diretamente nas matrizes de custo e, sim, nas soluções que vão sendo 
geradas). 
Jnicialmente, a Memória de Soluções Completas e Refinadas fui preenchida com 
soluções geradas pelo algoritmo FI e depois os algoritmos vão sendo executados, sempre 
aleatoriamentel até a condição de parada estipulada; foi estipulado um determinado 
tempo de execução que varia conforme o tamanho da instância. Por exemplo, para a 
instância de 9 cidades, obteve-se convergência em questão de segundos e, para a 
instância de 500 cidades, em duas dimensões, o tempo máximo de execução ficou em 
mais de dez horas. 
As figuras 7.21, 7.22, 7.23, 7.24 e 7.25, apresentam o melhor conjunto não-
dominado encontrado para as instâncias de 9, 50, 100, 200 e 500 cidades, 
respectivamente, usando a Configuração 4. Os dois conjuntos de pontos localizados 
próximos aos vaJores mais altos dos eixos representam as soluções iniciais geradas pelo 
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algoritmo Furthest Insertion (soluções iniciais). Cada eixo representa o comprimento da 
trajetória de uma solução com relação às duas matrizes de distância. 
,Figura 7. 21: O mdhm conjtmto de soluções não-dominadas gerado pelo A-Te-m1 d Distância Euclidiana, para a instância de 9-
cidadcs. 
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Figura 7. 22: O melhor conjtmto de soluções não-dominadas gerado pelo A-Team c! Distância Eudidiams, para a instãnáa de 50-
cidades. 
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Figura 7. 23: O melhor conjunto de soluções nãü-<dominadus gerado pelo A-Team d Distância Euclidlana, para a instância de 100-
eidades. 
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Figura 7. 24: O melhor conjunto de soluções não-dominadas gerado pelo A-Team d Di~iância Euclidiana, para a instância de 200-
cidades. 
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F'igurn 7. 25: O melhor COJ1junto de soluções não--dominadas gerado pelo A~Team d Dístânda Euclidiana. para a instãncia de 500-
cidades. 
I 
Através dos resultados obtidos, pode ser comprovado que A-Teams forneceu 
como resultado conjuntos com um número considerável de soluções não-dominadas, para 
todas as instâncias do MDTSP testadas. 
Entretanto, pode ser observado em todos os gráficos apresentados nesta 
subseção, resuhantes da aplicação da métrica-L2, que os pontos extremos (soluções) do 
gráfico não são mantidos no conjunto de soluções não-dominadas final, apesar de 
pertencerem ao melhor conjunto não-dominado. Isto é devido às características da 
métrica-L2 na condução da evolução das soluções durante a execução do A-Team. Como 
seu contorno gráfico (ver Cap.6) fuvorece a região central do que se espera de um 
conjllilto não-dominado, as soluções das extremidades são rapidamente eliminadas. 
Este problema pode ser parciahnente solucionado com a adoção de outras 
políticas de destruição, como pôde ser observado no gráfico da figura 7.20. Também, 
com a manutenção do melhor conjunto não-dominado em tempo de execução (avaliação 
das soluções segundo o valor fOrnecido pela métrica, mas, sem eliminar nenhuma solução 
pertence ao melhor conjunto não-dominado, durante a execução - ver Cap.6), tal 
problema é significativamente reduzido. 
Outra alternativa é a aplicação de estratégias mais eficazes, possibilitando um 
refinamento cada vez maior dos conjuntos não-dominados obtidos, como poderá ser 
observado no restante do capítulo. 
Estes primeiros resultados possibilitaram o desenvolvimento de um artigo 
apresentado no 5th Workshop ofthe DGOR-Working Group, em Lambrecht, Alemanha, 
com publicação nos anais do evento [RS95a]. 
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7.4.6. Times Assíncronos com Equação que Descreve uma 
Hipérbole 
A estratégia envolvendo a equação que descreve uma hipérbole não apresentou 
bons resultados. A fig. 7.26 apresenta o resultado da aplicação desta estratégia para o 
2DTSP com 50-cidades. 
Tal estratégia demonstrou uma sensibilidade muito grande às características das 
matrizes de distância envolvidas, ou seja, pequenas variações no intervalo numérico que 
contém os comprimentos das trajetórias geradas causam uma grande distorção no 
contorno gráfico dos conjuntos não-dominados gerados, corno pode ser observado na 
figura 7 .26. 
Figura 7, 26: Resultado da aplicação da estratégia qUe utiliza a equação que descreve ttma hipérbole para o 2DTSP de 50-cidades. 
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Mediante este futo, ocorrido em todas as execuções do A-Team quando usava 
e::.'tava estratégia, a mesma foi descartada. Desta fonna, a estratégia que envolve a 
equação da hipérbole não será comparada com as demais~ devido ao seu desempenho ter 
sido considerado muito ruim. 
7.4.7. Times Assíncronos com Métricas·Lp em Relação à Origem 
dos Eixos 
Todos os resultados apresentados nesta seção dizem respeito à aplicação de A-
Team utilizando a Configuração 6 aplicada à :instância do 2DTSP de 100-cidades. 
Dentre as métricas Lp, a que possibilitou a geração, em média, do melhor conjllllto 
não-dominado foi a métrica L4. 
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A comparação é feita calculando-se o cmüunto e (conjunto não-dominado 
resultante da união de todos os conjuntos não-dominados gerados por cada métrica). A 
partir dai, calcula-se o indice de pertinência do conjunto não-dominado gerado por cada 
A 
métrica em relação à e (ver Cap.6). 
A tabela 7.5 apresenta os resultados desta comparação: 
Tabela 7. 5: Comparação entre as taxas de pt,"ftinêm .. ia lias métricas Lp, quanOO usadas em relação ã origem dos eixos. 
Apesar da métrica 4 gerar sempre um conjunto não-dominado com o maior 
índice de pertinência~ se forem utilizadas como base de comparação as cinco faixas de 
valores apresentadas no Cap. 6, seção 6.7, as métricas L2, L3, L4 e Ls geram conjuntos 
não-dominados dentro da mesma fuixa de qualidade. Isto porque todas as quatro 
garantiram um índice de pertinência, em média, entre 60 e 80% do conjunto 8 (tab.7.5). 
Portanto, será considerado que as quatro métricas- L2, L3 , L4 e L5 -, em relação à 
origem dos eixos, tiveram o melhor desempenho, fornecendo conjuntos não-dominados 
de igual qualidade. 
7.4.8. Times Assíncronos com Métricas-Lp em Relação a um 
Limite Inferior 
Também neste caso, os resultados são referentes à aplicação do A-Team 
utilizando-se a Configuração 6 para o 2DTSP de 1 00-cidades. 
Conforme estabelecido no Capítulo 6, a letra I anexada ao nome da métrica 
representa o uso da mesma para o cálculo da distância entre urna solução contida na 
memória do A-Team e uma solução "fu.bricada", servindo de Limite Superior para todos 
os cálculos de distância realizados. 
Serão apresentados os resultados da aplicação das métricas Lp em relação a um 
Limite Superior. A comparação entre os conjuntos não-dominados gerados pelas 
diferentes métricas é teito da mesma maneíra apresentada na subseção anterior. 
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Os índices de pertinência dos conjuntos gerados por cada métrica, em média, em 
relação à ê , são apresentados na tabela 7 .6. 
Tabela 7.6 Comparação entre as taxas de pertinência das métricas Lr, quando usadas em relação a um Limíte Superior. 
Neste caso, a métrica L4l também possibilitou a geração, em média, do conjunto 
não-dorrrinado de mais alto índice de pertinência. Já a métrica L31, por exemplo, teve sua 
média significativamente reduzida. 
O resultado acima, com base nos cinco intervalos de qualidade apresentados no 
Cap.6, indica que as métricas L2I, L4I e L5I possibilitaram a geração de conjuntos não-
dominados de igual qualidade. 
7.4.9. Origem dos Eixos versus Limite Superior 
Em todos os dois casos, isoladamente, as métricas que possibilitaram a geração 
dos melhores conjuntos não-dominados foram: L2, L1I, L3, L4, L4I, L5, L5I. 
Esta subseção apresenta o resultado da comparação entre estas sete métricas. A 
tabela 7. 7 apresenta o índice de pertinência dos conjuntos não-dominados, gerados por 
cada métrica, em relação à ê (que representa o melhor conjunto não-dominado 
resultante da união dos conjuntos não-dominados geradas por cada métrica 
individualmente). 
Tabela 7. 7 Comparação entre as mdhores métricas em relação à origem dos eixos versus as melhores métricas em relação a um 
Limite Superior. 
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A métrica Ltl possibilitou a geração do conjtmto não-dominado com maior índice 
de pertinência dentre todas as outras métricas. 
Mais uma vez! entretanto, se fará uso das cinco faixas de qualidade para concluir 
que: 
• As métricas L41, L4, L5I, ~[ e L2 possibilitaram a geração de conjuntos não-
dominados de mesma qualidade; 
• Em média, as métricas aplicadas a um Limúe Superior tiveram um desempenho 
superior às métricas aplicadas à origem dos eixos; 
• Os conjuntos não-dominados gerados abr-.mgem toda a região esperada de um 
conjunto não-dominado. 
Apesar dos resultados favoráveis, mesmo o melhor conjunto não-dominado - o 
fornecido pela métrica L4I -, possui muitas soluções não pertencentes ao melhor cortiunto 
não-dominado gerado como resultado da comparação entre as métricas (o conjunto ê ). 
O ideal seria uma estratégia que conseguisse gerar um conjunto não-dominado o mais 
parecido possível com o conjunto E> , quando comparada com qua.Jquer outra estratégia. 
A estratégia de Camadas de Soluções Não-Dominadas satisfaz esta necessidade, 
como poderá ser observado na subseção seguinte. 
7.4.10. Times Assíncronos com Camadas de Soluções Não-
Dominadas 
A estratégia de resolução do MDTSP através de Times Assíncronos com 
Camadas de Soluções Não-Dominadas foi a que possibilitou a geração dos melhores 
conjuntos de soluções não-dominadas em todos os testes realizados. 
A seguir, são apresentados e analisados os resultados obtidos para instâncias do 
2DTSP e do 3 DTSP, respectivamente. 
A configuração que possibilitou a obtenção dos melhores conjuntos não-
dominados foi a Configuração 6, para todas as instâncias e em todas as dimensões 
testadas. 
7.4.10.1. 2 Dimensões 
Os melhores resultados na aplicação da estratégia de Camadas de Soluções Não-
Dominadas para instâncias do 2DTSP foram obtidos utilizando os seguintes parâmetros: 
• Política de destruição de soluções com distribuição triangular de probabilidade; 
• Tamanho de memória em 3n (n é o tamanho da instância); 
• Algoritmos que lidam com uma matriz de distância de cada vez; 
• AJgoritrnos que lidam com várias matrizes de distância simultaneamente para a 
geração de soluções. 
Jnicialment.e1 foram realizados mumeros testes com todas as instâncias para a 
verificação do comportamento do A-Team quanto ao: número de camadas de soluções na 
memória, número de soluções em cada camada e freqüência com que as soluções 
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entravam ou saíam do melhor conjunto não-dominado. Isto em todas as fases do 
processamento. Se verificou que no início da execução muitas camadas iam se formando, 
com poucas soluções em cada uma delas. À medida que novas soluções iam send~ 
geradas, o número de camadas diminuía até chegar a um ponto em que restavam somente 
de uma a três camadas e, mesmo assim, a melhor camada com a maioria abso Juta das 
soluções. Também, a freqüência com que novas soluções eram inseridas no melhor 
conjunto e de que antigas retiradas, diminuía ao longo do _processo de execução, até um 
ponto em que uma alteração demorasse muito para acontecer. 
Com base nesta análise empírica, dois pontos importantes foram considerados na 
definição do critério de parada do A-Team: 
• Número de camadas na memória; 
• Oscilação do melhor conjunto não-dominado na memória (incidência de alterações -
soluções entrando ou saindo do melhor conjunto). 
Desta forma, assumiu-se como convergência do A-Team o momento em que o 
núme:ro de camadas na memória fosse o menor poss:ivel e a oscilação do melhor conjunto 
não-dominado fosse praticamente inexistente. 
Durante os testes, pôde-se perceber que, para cada tamanho de instância, existia 
um momento em que tais condições não mais se alteravam: nenhum agente conseguia 
gerar uma solução que pertencesse ao melhor conjunto não-dominado da memória. 
Então, foi prefixado um tempo de execução, para cada tamanho de instância, que 
possibilitasse ao A-Team chegar a este estado de "convergência". 
Analisando os gráficos para as diferentes instâncias do 2DTSP, podemos perceber 
que todos apresentam o mesmo comportamento. As soluções iniciais foram geradas pelos 
algoritmos de construção Nl, FI e AI, aplicados a cada matriz de uma vez. Em seguid~ 
interagíram algoritmos aplicados a apenas uma matriz de cada vez e, também, os novos 
algoritmos que incorporam conceitos de donrinância e decisão de compromisso. Esta 
combiDação possibilitou a obtenção de melhores conjuntos não-dominados, mais 
rapidamente. 
Para todas as instâncias, o A-Tearn forneceu como resuhado grandes conjuntos de 
soluções não-dominadas, abrangendo todo o espectro esperado de um conjunto não-
dominado. Apesar de boas soluções serem geradas na parte central do contorno 
geométrico desses conjuntos, isto não excluiu a obtenção de boas soluções nos extremos 
do gráfico, ou seja, as soluções muito boas num eixo, mesmo que ruins no outro, também 
foram geradas, já que fazem parte do mellior conjunto não-dominado. 
Para as instâncias de 9 e to-cidades, o A-Team com Camadas de Soluções Não-
Dominadas gerou todo o conjtmto de soluções eficientes - o Pareto Ótimo, como pode 
ser observado nas figuras 7.27 e 7.28. 
Para as instâncias maiores - 50, I 00, 200 e 500 -, o número de soluções não-
dominadas fornecidas pelo A-Team corno resultado foi restringido pelo tamanho da 
memória, ou seja, as soluções finais foram, em sua maioria absoluta, pertencentes ao 
melhor conjunto não-dominado. 
As figuras 7.27, 7.28, 7.29, 7.30, 7.31 e 7.32 apresentam os gráficos com os 
melhores conjuntos não-dominados obtidos para o 2DTSP, com instâncias de 9, 10, 50, 
100, 200 e 500-cidades, respectivamente. 
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Resultado da. aplicação da estratégia de Carnudas de Soluções Não-Dominadas para o 2DTSP de 9-ádades. O A-
Team gerou o próprio Pareto Ótimo do probl.cma, com 13 soluções. 
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l'igura 7. 29: Resultado da aplicação da estmtégia de Camadas de Soluções Não-Dominadas para o 2DTSP de 50-cidades. 
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Figura 7. 30: Resultado da aplicação da estratégía de Camada<; de Soluções Não-Dominadas para o 2DTSP de 100-cidades. 
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Figura 7. 31: Resultado da aplicação da estratégia de Camadas de Soluçõt..'S Não·Dominadas para o 2DTSP de 200-cidades. 
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O Problemas das 24 Principais Cidades Brasileiras 
O A-T eam forneceu corno resultado para a instância real de 24-cidades (Problema 
das Principais Cidades Brasileiras), mn conjunto de 35 soluções não-dominadas, 
conforme pode ser observado no gráfico da figura 7 .33. 
A seguir, são apresentadas nove soluções para o problema Todas iniciam com a 
primeira cidade das matrizes (NU- Aracaju), conforme pode ser observado no Apêndice 
B. Na tabela 6.4 (Cap.6) encontram-se os códigos das 24-cidades. 
A primeira solução é a que possui o menor valor segundo a primeira matriz (custo 
da viagem), cujos valores !oram (885, I 090): 
AJll MCZ REC JPA NAT FOR SLZ MCP BEL MAO PYH CGB CGR SAO TGU CWB 
POA FLN REO VIX BHZ GYN BSB SSA 
A fig. 7.33 apresenta esta trajetória sobre o mapa do Brasil, onde pode ser 
claramente visualizado a ordem e a distância a ser percorrida. Vale ressaltar que não 
existe cruzamentos entre as arestas (caminhos entre as cidades), o que comprova a 
a:finnação anterior (Cap.6) de que a matriz de custo é diretamente proporcional à matriz 
de distância. 
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F'igura 7. 33: Melhor 1rajdória para o Problema das 24 Principais Cidwles Brasileiras segundo a matriz de custo. 
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A segunda solução, possui o menor valor segundo a segunda matriz (qualidade do 
vôo), cujos valores furam (2916,815): 
AJU MCZ REC Jp A NAT FOR SLZ MCP BEL BSB MAO PVH CGB CGR SAO RIO 
FLN POA CWD IGU GYN BH1, VIX SSA 
A fig. 7.34 apresenta esta trajetória sobre o mapa do Brasil, onde percebe-se a 
existência de grandes caminhos (arestas) e de cruzamentos entre os mesmos. 
Figura 7. 34: Melhor trajetória para o Problema das 24 Principais Cidades Brasileiras segundo a matriz de qualidade. 
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As duas soluções abaixo possuem os mesmos valores segundo as duas matrizes de 
dL<;tância - (908, I 055) - entretanto, a ordem em que as cidades devem ser visitadas é 
diferente: 
AJ[J MCZ ru:c JP A NAT FOR SLZ MCP BEL MAO PVH CGB CGR SAO RIO CWB 
fGU FLN POA BSB GYN BHZ VfX SSA 
AJll MAO GYN MCZ REC JPA NAT FOR BSB BEL SAO Sl,Z POA HHZ VIX CWH 
RIO FLN IGU PVH C(;R n;n MCP SSA 
Novamente, as duas soluções abaixo possuem os mesmos valores segundo as duas 
matrizes de distância- (953,1030)- mas, a ordem das cidades é diferente: 
AJIJ MCZ REC SAO RIO CWB GYN MAO PVH CGB CGR lGU FLN VlX BIIZ POA 
SLZ MCP BEl, BSB FOR NAT JPA SSA 
AJU MCZ REC SAO SLZ POA BHZ VIX l<'LN lGU CGR CGB l,VH MAO GYN CWB 
RIO MCP BEL BSB FOR NAT JP A SSA 
As três soluções abaixo são bons exemplos de soluções pertencentes a parte 
central do contorno gráfico do melhor conjunto não-dominado. A primeira, de 
comprimentos (902, I 055), a segunda, (! 009, 1020), e a terceira, (1970,855): 
AJU MCZ RF:C JPA NAT FOR SLZ MCP BEL BSB MAO PVH CGB CGR IGll CWB 
POA FLN RlO SAO GYN BHZ VIX SSA 
A.JU MCZ REC JPA NAT FOR BSB SLZ BEL MCl' MAO PVH CGR CGB GYN SAO 
RIO CWU JG lJ FLN POA BHZ VIX SSA 
AJU MCZ REC .JPA NAT I<'OR SLZ MCP BEL MAO PVH C(:tn CGR RIO FLN l'OA 
(.'WB IGU SAO G-YN BSB BHZ VIX SSA 
A fig. 7.35 apresenta a trajetória de comprimentos (1 009,1020) sobre o mapa do 
Brasil. Esta trajetória é de compromisso entre a qualidade e o custo envolvidos no 
problema Pode ser observado, também neste caso, a existência de grandes caminhos 
(arestas) e de cruzamentos entre eles. 
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J?igura 7. 35: Trajetória de etlmpromisso entre a matriz de custo e a matriz de qualidade, pertencente ao melhor conjunto não. 
dominado gerado pelo A-Team e de comprimentos (1009,1020). 
Apesar de não se tratar de um problema complexo, as matrizes envolvidas 
possuem valores distribuídos em intervalos numéricos diferentes, o que é uma forte 
característica de problemas reais. Mesmo assim, o A-Team propiciou a geração de um 
conjunto não-dominado abrangendo todo o espectro esperado: de um extremo ao outro 
(melhores va1ores segundo cada matriz), fornecendo várias soluções intennediárias aos 
mesmos (fig. 7.36). 
Figu.ra 7. 36: Resultado da aplicação da estratégia de camadas de Soluções. Não-Dominadas para a instância real do 2DTSP com 
24-ddades. 
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7.'1-.lO.Z. 3 Dimensões 
As figuras 7.37, 7.38, 7.39 e 7.40 apresentam os gráficos com os melhores 
conjuntos não-dominados obtidos para o 3DTSP, onde são reportados os resultados 
obtidos para as instâncias de J O e 1 00-cidades. 
Os melhores resu1tados na aplicação da estratégia de Camadas de Soluções Não-
Dominadas para instâncias do 2DTSP foram obtidos utilizando os seguintes parâmetros: 
• Política de destruição de soluções com distribuição triangular de probabilidade; 
• Tamanho da memória em 5n (n é o tamanho da instância); 
• Algoritmos que lidam com uma matriz de distância de cada vez; 
• Algoritmos que lidam com várias matrizes de distância simultaneamente para a 
geração de soluções. 
Também para o 3DTSP. o A-Team utilizando Camadas de Soluções Não-
Dominadas foi capaz de gerar o Pareto Ótimo para as ínstâncias de 9 e lO-cidades. 
As figuras 7.37 e 7.38 apresentam o Pareto Ótimo obtido para o caso do 3DTSP 
com lO-cidades. A figura 7.37 apresenta o resultado em 3-dimensões. A figura 7.38 
apresenta dois gráficos contendo o mesmo conteúdo do gráfico anterior, mas agora em 2-
dímensões, onde se fixou a matriz~ 1, no eixo x, como referência. No primeiro gráfico 
(fig.7.38), é apresentado o conjunto não-dominado segundo a matriz~l (eixo x) e a 
matriz~2 (eixo y). No segundo gráfico, permanece a matriz~l (eixo x) agora relacionada 
com a matriz~3 (eixo y). 
Em seguida, é apresentado o melhor conjunto não-dominado obtido para o 
3DTSP com 1 00-cidades. Os gráficos são apresentados da mesma maneira apresentada 
para o caso de lO-cidades. A figura 7.39 apresenta os dados em 3-dimensões. A figura 
7.40 apresenta os dois gráficos em 2-dimensões, onde a matriz~l é fixada no eixo x e, no 
eixo y, permuta-se a matriz~2 e a matriz~3, respectivamente, em cada gráfico. 
Pode ser observado que o A-Team, mesmo na resolução do MDTSP com três 
matrizes de distância, possibilitou a geração de um conjunto não-dominado abrangendo 
toda a região esperada de um conjunto não-dominado, com soluções pertencentes aos 
extremos (fuvoráveis a determinada matriz~ num determinado eixo) e várias soluções 
pertencentes ao intervalo entre esses extremos. 
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Figura 7. 37: Gráfico em 3 dimensões do resultado da aplicação da estratégia de Crunadas de Soluções Não-Dominadas para o 
3DTSP c! 1 O--cidades. 
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l<'igura 7. 38: Gráficos em 2 dimensões representando o resultado da estratégia de Camadas de Soluções Não-Dominadas, para o 
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Figura 7. 39: C'JTáfico em 3 dimensões do resultado da aplicação da estratégia de Camadas de Soluções Não-Dominadas para o 
3DTSP d 100-cidades. 
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7.4.11. Comparação entre Todas as Estratégias Implementadas 
Esta subseção apresenta urna análise comparativa, com base no método de índice 
de pertinência descrito no Capítulo 6, entre as melhores estratégias desenvolvidas para a 
resolução do Multí-Distance Traveling Salesman Problem - MDTSP através de 
Asynchronous Teams- A-Teams. 
A tabela abaixo (tab.7.8) contém os resultados desta comparação. Na primeira 
coluna encontram-se as estratégias utilizadas e, nas demais, os índices de pertinência de 
cada conjunto não-donúnado obtido por cada uma das estratégias em relação ao conjunto 
. 
e, que agora representa o mefuor conjunto possível resultante da união dos melhores 
conjuntos não-dominados gerados por cada uma das estratégias, durante todos os testes 
realizados. 
As instâncias apresentadas são de 9, lO, 50, 100, 200 e 500 cidades. Para as 
instâncias de 9 e 10 cidades, o A-Team com Camadas de Soluções Não-Dominadas 
forneceu o próprio Pareto Ótimo do problema. O asterisco ao lado da porcentagem, 
indica que 100%, neste caso, é o próprio Pareto Ótimo. Entre parênteses está o número 
de soluções pertencentes ao Paret~ Ótimo que cada estratégia foi capaz de gerar (isto só 
é possível para 9 e 1 O-cidades, casos em que é conhecido o Pareto Ótimo do problema). 
Tabela 7. 8: Comparação entre os índit--cs de pertinência das melhores estratégias desenvolvidas para a resolução do MDTSP 
através de A~Teams. 
Índice de Pertinência(%) 
A Camada de Soluções Não-Dominadas possibilitou a geração dos melliores 
conjuntos não-dominados para todas as instâncias testadas e garantiu índices de 
pertinências, em relação ao melhor conjunto ê obtido, muito superiores à qualquer uma 
das outras estratégias utilizadas. 
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7.4.12. Análise do Tempo de Processamento do A-Team 
Em relação ao tempo de processamento, todas as métricas-Lr apresentam o 
mesmo desempenho, entretanto, a estratégia de Camadas de Soluções Não-Dominadas 
necessita de um tempo de execução muito superior ao necessário para as demais, isto 
para a geração dos melhores conjuntos não-dominados. 
A tabela 7.9 apresenta os tempos de execuçãn das métricas-Lp versus Camada de 
Soluções Não-Dominadas. Esta comparação não foi feita equiparando-se a qualidade dos 
conjuntos não-dominados gerados, isto porque o cm'Uunto não-dominado gerado através 
do uso de métricas Lp é sempre inferior ao obtido pela aplicação de Camadas de Soluções 
Não-Dominadas, mesmo se o tempo de execução for excessivamente longo. Mediante 
este fato, o tempo de execução de cada estratégia foi estipulado com base na 
''convergência'' do A-Team, onde convergência, neste caso, indica que o melhor 
conjunto não-dominado contido na memória do A-Team passou uma quantidade 
predeterminada de tempo sem que nenhuma nova solução fosse inserida ou retirada do 
mesmo. 
Tabela 7. 9: Tempo de execução do A-Team aplícado ao 2DTSP; estratégía de Camada de Soluções Não-Dominadas versus 
métricas Lp. 
Tempo de Execução (s) 
A-Team c! Mêtricas-Lp 5 1900 15120 18000 25200 
O tempo de processamento do A-Team aumenta significativamente à medida que 
a dimensão do problema amnenta. A tab.7.10 contém os tempos de execução do A-Team 
com Camadas de Soluções Não-Dominadas, para a instância de 100-cidades, quando se 
tem urna, duas e três matrizes de distância envolvidas. 
Tabela 7. 10: Tempo de processamento do A~Team. variando o número de dimensões do problema 
Tempo de Execução (s) 
1 00-cidades 
A-Tc-.nn c! Métricas-Ll' 7200 15120 35800 
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Apesar de muito superior, o tempo de execução do A-Team com Camadas de 
Soluções Não-Donúnadas ainda está numa faixa tolerável Entretanto, este tempo de 
execução é significativamente melhorado quando se utiliza processamento paralelo, 
conforme poderá ser observado na subseção seguinte. 
7.4.13. Processamento Paralelo 
Os resultados obtidos com a versão paralela do A-Team é resumido na tabela 
7. 10. Foi comparado o desempenho do A-Terun com 1, 2, 4 e 8 processadores. 
Os testes desta subseção fonna realizados com a Configuração 6. A estratégia 
usada é a de Camadas de Soluções NãD-dominadas. 
Para efeito de comparação entre os conjuntos não-dominados gerados quando 
usados um, dois, quatro ou oito processadores, executou-se o A-Team concorrente para 
a instância de 1 00-cidades várias vezes (dez vezes) para, então, ser determinado o 
conjunto 8 (melhor conjunto não-dominado da união de todos os conjuntos das várias 
execuções do A-Team). Desta fonna, fixa a condição de comparação, que é a qualidade 
do conjunto não-dominado gerado e o que se deseja saber é em quanto tempo o A-Team 
consegue obter um conjunto não-dominado com um nível de qualidade igual ou superior 
a 80% de ê (índice de pertinência de cada conjunto em ê ), em suas versões 
concorrente e paralela com dois, três e quatro processadores. 
Resumindo, o A-Team foi executado para instância do 2DTSP com 1 00-cidades, 
em cada caso, até que atingisse um índice de pertinência igual ou maior a 80%. Os 
resultados são apresentados na tabela abalxo ( tab. 7, 11 ): 
Tabela 7. 11: Comparação do desempenho do A-Team usando um, dois, quatro e oito processadores. 
1.00-cídades 
Tais resultados apresentam um speed up próximo do linear, cDnforme pode ser 
melhor observado no gráfico da fig.7.41. 
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l<'igunt 7. 41: Resultado da execução paralela do A-Team com Camadas de Soluções Não-Dominadas, para a instância do 2DTSP 
com JOO-cidades, utilizando um, dois, quatro e oito processadores. A curva representa a redução do tempo de 
ex<.'CUÇào em relação ao awnento do númt-""fo de processadores utilizados. 
7 .5. 
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O tempo de execução do A-Team diminui consideravehnente com o aumento do 
nUmero de processadores, o que torna ainda muito mais indicado a adoção da estratégia 
de Camadas de Soluções Não-Dominadas, já que o fator tempo deixa de ser muito 
problemático quando se paralelizao A-Team e, por outro lado, a qualidade dos conjuntos 
não-dominados gerados pelo A-Team através da estratégia de Camadas de Soluções 
Não-Dominadas é muito superior à quaHdade dos conjUIÚOS fornecidos pelas demais 
estratégias. 
Conclusões 
Dos testes realizados neste capitulo, concluir que: 
• As adaptações realizadas na metodologia proposta por Peixoto [Pei95], de tbrma a 
englobar também problemas multiobjetivos, foi aplicada com sucesso ao MDTSP; 
• Os A-Teams desenvolvidos apresentaram eficiência em escala, ou seja, à medida que 
novos agentes eram inseridos no time, o desempenho do A-Team melhorava 
monotonicamente, possibilitando a geração de conjuntos não-dominados de qualidade 
cada vez melhor; 
• Os A-Teams desenvolvidos também apresentaram speed up muito próximo do linear, 
em relação ao número de processadores utilizados. Isto quer dizer que, quanto mais 
processadores são utilizados proporcionalmente menor é o tempo de processamento 
do A-Team; 
• Dentre as funções objetivos escalar desenvolvidos, a que usa a métrica L4 em relação a 
um Limite Superior (LJ) apresentou os melhores resultados. As métricas L2 e L5, 
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também em relação a um Limite Superior ( L2I e L5I), e L2 e L4, em relação à origem 
dos eixos, tiveram um desempenho muito próximo do obtido pela melhor métrica e os 
conjunto não-dominados gerados pelo A-Team utilizando tais métricas podem ser 
considerados de igual qualidade; 
• A estratégia de organização das soluções na memória do A-Team de Camadas de 
Soluções Não-Dominadas foi a melhor dentre todas as desenvolvidas. Grandes 
conjuntos de soluções não-dominadas, abrangendo todo o espectro esperado foram 
obtidos para todas as instâncias e em todas as dimensões testadas. Para as instâncias 
do 2DTSP e do 3DTSP com até lO-cidades todas as soluções do Pareto Ótimo foram 
encontradas; 
• Os conjuntos de soluções não-dominados fornecidos pelo A-Team, para instâncias 
acima de lO-cidades do 2DTSP e para todas do 3DTSP, são limitados pelo tamanho 
da memória, o seja, o A-Team possibilitou a geração de cDnjuntos não-dominados tão 
grandes quanto o tamanho da memória, em todos os casos; 
• O desempenho dos A-Teams, quando neles embutidos os algoritmos que manipulam 
conceitos de dominância e decisão de compromisso, foram mais eficazes, em tempo de 
processamento e qualidade das soluções geradas. 
Resumo 
Neste capítulo foram apresentados os resultados computacionais, e suas 
respectivas análises, referentes à aplicação de A-Team para o MDTSP. 
A implementação de todos os A-Teams desenvolvidos foi realizada através da 
linguagem C. Todos os resultados foram representados graficamente através do 
software gnuplot, tanto em ambiente UNIX quanto em DOS. As versões paralelas 
através do pacote Parallel Virtual Machine - PVM. Para o cálculo de limites inferiores 
foram utilizados o pacote CPLEX, através da resolução do assignment problem e o 
algoritmo de Held-Karp (ver Apêndices A e B). 
A maioria dos algoritmos utilizados foram obtidos da literatura. Pequenas 
alterações em suas estruturas possibilitaram um melhor desempenho dos mesmos na 
geração de soluções de compromisso para os objetivos envolvidos. 
A estratégia de Camadas de Soluções Não-Dominadas possíbilitou a manipulação 
de várias funções objetivo, simultaneamente, para a geração de soluções. Os conjuntos 
não-dominados gerados através desta estratégia foram os melhores conjuntos obtidos, 
para qualquer instância e em todas as dimensões testadas. 
Notas Bibliográficas 
Alguns dos resultados apresentados neste capítulo foram previamente divulgados 
em [RS94, RS95a, RS95b, RS95c, RS96a, RS96b]. 
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Conclusão 
"Todas as coisas se movem para o seu fim." 
Rabefais. 
Todos os objetivos propostos inicialmente furam alcançados com êxito. Os 
resultados obtidos corroboraram com o principal objetivo da dissertação que foi mostrar 
a adequabilidade de Times Assíncronos para a resolução de Problemas Multiobjetivos. 
Fez~se uso da metodologia proposta por Peixoto e Souza [PS95], sobre a qual 
foram realizadas as adaptações necessárias de fonna a abranger também problemas com 
múltiplas funções objetivos. Esta é a primeira vez que se adapta tal método atendendo as 
características de problemas rnultiobjetivos. Diferentes estratégias para a manipulação de 
soluções pelos algoritmos de um A-Team furam desenvolvidas. Métricas Lp foram 
utilizadas como fonna de eliminar soluções não promissoras da memória. Um novo tipo 
de organização de soluções na memória foi apresentado, onde as soluções são dispostas 
em camadas cada vez mais crescente de dominância: a Memória de Camadas de Soluções 
Não-Dominadas. Algoritmos de inserção e eliminação de soluções num espaço k-
dimensional (onde k é o número de objetivos do problema) foram desenvolvidos, de 
maneira a suportar a estrutura de memória proposta. Novas politicas de destruição e 
seleção de soluções foram necessárias, também visando atender a nova estrutura de 
memória. Ainda, esta nova estrutura de memória resultou numa melhor estratégia para a 
eliminação de soluções e conseqüente evolução das soluções no A-Team, fornecendo 
soluções não-dominadas melliores do que as obtidas pela estratégia desenvolvida por 
Murthy [Mur92] e melhores do que todas as outras estratégias testadas. Sugestões para o 
aproveitamento de algoritmos existentes para o caso de problemas monobjetivos e para o 
desenvolvimento de novos algoritmos foram comentadas, bem corno sugestões em todos 
os parâmetros de projeto, de tal fonna que esta dissertação pode servir como base de 
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consulta para futuras aplicações de A~ Tearns para Problemas Combinatórios 
Multíobjetivos. 
Foi apresentado um novo problema NP-di:ficil, o Problema do Caixeiro Viajante 
com Múltiplas Distâncias (.Multi-Distance Traveling Salesman Problem - MDTS'P), que é 
um problema de otimização combinatória multiobjetivo, proposto como mna 
generalização do clássico TSP, caracterizado por possuir k custos entre as cidades. Sua 
definição, complexidade, aplicações práticas e algoritmos furam apresentados. Os 
algoritmos para o novo problema proposto foram desenvolvidos com a capacidade de 
manipular várias matrizes de distância através da incorporação de conceitos de 
dominância e decisão de compromisso. 
Foram desenvolvidas versões concorrentes e paralelas de A-Teams para o 
MDTSP. O processamento paralelo fui obtido através do pacote PVM (Para/lei Virtual 
A1achine). Instâncias geradas randomicamente foram utilizadas durante a realização da 
maioria dos testes computacionais, com até 500-cidades e 3 matrizes de distância Uma 
instância real envolvendo as principais cidades brasileiras, com 24-cidades, em relação à 
demanda de vôos comerciais também foi utilizada. 
Foram obtidos conjuntos de soluções não-dominadas bem distribuídas dentro de 
uma ampla faixa de valores fornecidos pelas funções objetivos, para todas as instâncias 
do MDTSP testadas. Isto significa que os melhores conjuntos de soluções não-dorrllnadas 
obtidos são nwnerosos e contém soluções significativamente distintas entre si, o que era 
o objetivo deste trabalho. Para as menores instâncias põde-se constatar que os melhores 
conjuntos de soluções não-dominadas gerados pelo A-Team fora o próprio Pareto Ótimo 
do problema. 
Principais Contribuições 
As principais contribuições desta dissertação podem ser resumidas como segue: 
• Adaptação do método multi-algo rítmico de Times Assíncronos para a resolução de 
Problemas de Otimização Combinatória Multiobjetivos; 
• Proposição de um novo problema, o Multi-Distance Traveling Salesman Problem -
:MDTSP, como uma generalização do NP-dificil TSP através da existência de k custos 
entre cada par de cidades; 
• Diferentes estratégias para a resolução de Problemas Multiobjetivos através de A-
Tearns, envolvendo a aplicação de métricas-Lp e, principalmente, de uma nova 
abordagem - manipulação de conjuntos não-dominados - que possibilita considerar 
todos os o~etivos do problema simultaneamente para a geração de soluçõe~ sem que 
nenhum seja priorizado ou preterido; 
• Estrutura de manipulação de soluções k~dimensionais, bem como aJgoritmos de 
inserção e eliminação de soluções em tal estrutura; 
• Desenvolvimento de algoritmos capazes de manipular várias matrizes de distância, 
através da incorporação de conceitos de dominância e decisão de compromisso; 
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• Método para a avaliação de qualidade entre conjuntos não-dominados (ou conjuntos 
de soluções multidimensionais); 
• Levantamento bibliográfico sobre problemas combinatórios e rnultiobjetivos e seus 
métodos de resolução; 
• Comprovação da adequabilidade de A-Tearns para a resolução de Problemas 
Multiobjetivos; 
• Comprovação da Eficiência em Escala de A-Team aplicado ao :MDTSP. 
Possíveis Extensões 
Existe um campo de pesquisa muito amplo no que se refere ao método de Times 
Assíncronos e, especificamente, no que diz respeito à sua aplicação a Problemas 
Multiobjetivos. Algumas possíveis extensões deste traballio são: 
• Desenvolvimento de um A-Team que possíbílite a intervenção em tempo de execução 
de um Agente de Decisão: um A-Team interativo; 
• Aplicação de A-Teams para outros problemas multiobjetivos; 
• Desenvolvimento de novos algoritmos para o MDTSP; 
• Desenvolvimento de novos fluxos de dados para o 'MDTSP. 
• Incorporação de inteligência mais refinada nos agentes do A-Team, de tal forma que 
cada um seja capaz de avaliar sua própria perfonnance, aumentando ou diminllindo 
sua atuação nas memórias compartilhadas (selecionando ou eliminando soluções). 
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Limites Inferiores e 
Matrizes de Distância: 
Instâncias Geradas 
Randomicamente 
Este apêndice apresenta limites inferiores para as matrizes de distância utilizadas 
nos testes com os Times Assíncronos desenvolvidos, bem como o menor valor gerado 
pelo A-Team para cada uma delas. 
São listadas, também. as matrizes de distância que compuseram as instâncias de 9, 
1 O e 50 cidades. Isto para que outros pesquisadores que traballiarem com tal problema~ 
possam comparar seus resultados com os divulgados neste trabalho. 
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Limites Inferiores 
As tabelas A.l à A.6 contêm os limites inferiores para cada matrizes de distância 
utilizada nos testes apresentados no Capítulo 7, envolvendo 9, 10, 50, 100, 200 e 500 
cidades. Os melhores limites inferiores, para todas as matrizes de distânci~ foram obtidos 
através do algoritmo de Held-Karp (HK). Utilizou-se também o Assit,mment Problem 
(AP), através do pacote CPLEX, mas os limites inferiores gerados pelo Algoritmo de 
Held-Karp foram melhores em todos os casos testados. O AP não propicia a geração de 
bons limites inferiores, a menos que o mesmo seja utilizado em conjunto com algum 
algoritmo de corte (por exemplo, inicio de um algoritmo que utilize desigualdades de 
eliminação de sub-trajetórias- ver CapA). 
Não foram realizados procedimentos mais sofisticados para a obtenção de limites 
inferiores porque o objetivo era somente observar o comportamento do A-Team quando 
aplicado ao MDTSP (em relação à cada matriz de distância) e, principalmente, mostrar 
que é possível utilizar no rviDTSP, os mesmos algoritmos e procedimentos existentes 
para o cálculo de limites inferiores do TSP. 
Em todas as tabelas desta subseção, na primeira coltma é indicado a dimensão da 
matriz e as respectivas matrizes testadas (as linhas das tabelas indicam qual é a matriz 
usada). Na segunda coluna, encontram-se os melhores lower bound~· (limites inferiores) 
obtidos para cada matriz de distância. Na terceira colun~ está o menor comprimento 
obtido pelo A-Team em cada matriz. 
Tabela A.1: Limite Inferior e menor comprimento gerado pelo A-Team para as matrizes de distância de 9x9 (9-ódades). 
Tabela A.l: Limite Interior e menor comprimento gerado pelo A-Team para as matrizes de distância de Wxl O (10-t'idades). 
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Tabela A.3: Limite Inferior e menor comprimento gemdo pelo A~Team para as matrizes de distância de 50x50 (50-cidades). 
Tabela A.4: Limite h1ferior e menor comprimento gerado pelo A-Team para as matrizes de distância de lOOxlOO(l 00-cidades). 
Ta~la A.S: Limite Inferior e menor comprimento gerado pelo A-Team para as matrizt.>s de distância de 200x200 (200-cidadcs). 
Tabela A.6: Limite Inferior e menor comprimento gerado pelo A-Team para as matrizes de distância de 500x500 (500-cidades). 
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Apêndice A: Limites Inferiores e Matrizes de Distância: Instâncias Geradas Randomicamente 
Matrizes de Distância 
Todas as matrizes utilizadas nos testes são completas e simétricas. 
São listadas, a seguir, as quatro matrizes utilizadas nos testes computacionais com 
dimensões 9x9, 10x10 e 50x50. 
Tabela A. 7: Lista das quatro matrizes de distância relativas a 9-cidades. 
Matriz I 
o 30 52 63 70 79 92 21 82 
30 o 46 38 2 57 80 20 88 
52 46 o 66 79 55 75 .55 18 
63 38 66 o 13 94 32 6 86 
70 2 79 13 o 72 83 97 78 
79 57 55 94 72 o 86 3 11 
92 80 75 32 83 86 o 88 59 
21 20 55 6 97 3 88 o 12 
82 88 18 86 78 li 59 12 o 
Matríz2 
o 78 34 59 56 74 79 19 31 
78 o 96 86 63 45 40 42 12 
34 96 o 17 75 12 12 78 83 
59 86 17 o 53 78 5 51 39 
56 63 75 53 o 81 56 45 34 
74 45 12 78 81 o 94 20 80 
79 40 12 5 56 94 o 42 70 
19 42 78 51 45 20 42 o 88 
31 12 83 39 34 80 70 88 o 
Tabela A.8: Lísta das quatro matrizes de distância relativas a IO·cidades. 
Matriz 1 
o 97 21 92 9 58 81 13 2 24 
97 o 56 31 52 100 67 90 45 11 
21 56 o 9 39 58 17 94 25 60 
92 31 9 o 60 72 15 59 9 29 
9 52 39 60 o 73 30 22 80 11 
58 100 58 72 73 () 10 90 90 16 
81 67 17 15 30 10 o 54 66 73 
13 90 94 59 22 90 54 o 64 34 
2 45 25 9 80 90 66 64 o 18 
24 ll 60 29 11 16 73 34 18 o 
Matriz2 
o 20 43 36 87 51 11 10 74 49 
20 o 29 73 84 40 49 25 70 54 
43 29 o 93 93 93 17 55 2 69 
36 73 93 o 79 2 29 17 79 12 
87 84 93 79 o 36 6 26 11 28 
51 40 93 2 36 o 75 45 48 64 
11 49 17 29 6 75 o 49 5 47 
lO 25 55 17 26 45 49 O 94 38 
74 70 2 79 11 48 5 94 o 26 
49 54 69 12 28 64 47 38 26 o 
Matriz 3 
o 40 46 80 96 71 44 67 18 
4005972.1511608278 
46 59 o 30 96 5 39 95 34 
80 72 30 o 83 17 59 60 53 
96 35 96 83 o 88 85 79 26 
71 li 5 17 88 o 26 58 32 
44 60 39 59 85 26 o 8 79 
67 82 95 60 79 58 8 o 71 
18 78 34 53 26 32 79 71 o 
Matriz4 
o 97 43 36 42 1 80 37 24 
97 O 48 85 10 34 22 lO 4 
43 48 o 18 8] 23 59 96 71 
36 85 18 () lO 72 94 29 87 
42 10 81 lO () 8 ll 55 93 
134237280516625 
80 22 59 94 11 51 o 7 59 
37 10 96 29 55 66 7 o 92 
24 4 71 87 93 25 59 92 () 
Matriz3 
o 53 81 52 46 79 93 1 32 53 
53 o 37 27 48 42 91 74 12 97 
81 37 o 21 48 63 73 15 50 66 
52 27 21 o 73 89 75 7 24 75 
46 48 48 73 o 90 24 93 51 39 
79 42 63 89 90 o 11 17 53 63 
93 91 73 75 24 11 o 2 46 li 
l 74 15 7 93 17 2 () 68 55 
32 12 50 24 51 53 46 68 o 67 
53 97 66 75 39 63 11 55 67 o 
Matriz4 
o 7 2! 42 12 56 2 19 86 79 
7 o 46 49 68 42 65 19 49 91 
21 46 o 57 5 15 4 92 26 88 
42 49 57 o 12 36 96 47 2 22 
12 68 5 12 o 80 78 82 67 68 
56 42 15 J6 80 o 78 43 45 50 
2 65 4 96 78 78 o 66 50 69 
19 19 92 47 82 43 66 o 95 84 
86 49 26 2 67 45 50 95 o 45 
79 91 88 22 68 50 69 84 45 o 
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Tabela A.9: Lista das quatro matrizes de distânda relativas à 50-t.idades. 
Matriz I 
O 26 100 44 35 33 35 53~ 64 61) H !4 41 5-'i 59 36 63 55 30 7<:! 65 7 93 44 25 73 63 63 55 70 92 94 R5 JS 71 90 81 43 37 S7 51 83 21 96 45 40 44 17 
" 26 o 53 91 9 97 74 ~1 8 ss 91 11 >5 100 98 32 n 6.1 21 n 44 57 sJ w 59 78 95 n S9 53 61 98 37 60 19 w 90 24 2 911 &J s2 s\> .10 29 61 6& 30 21 J5 
100 53 O 19 6ü 68 'J1 31 69 54 39 91 22 99 82 39 58 24 77 49 55 35 11 40 19 56 R7 53 3 ~5 18 JOO 4 47 34 18 25 82 22 'i7 46 85 li4 96 66 37 85 15 12 
95 
44 91 19 O S5 81 78 B 83 6ó ll 35 34 49 91 9 67 34 72 6!l 46 4 80 _1 52 58 51 26 81 9(1 90 68 28 41 46 9 73 49 69 !7 2 11 94 50 48 39 10 86 g 63 
85 9 60 85 O 29 77 76 14 9 70 13 87 44 70 2 22 39 10 17 73 18 91 67 47 &l 78 &7 94 74 81 R5 21 60 73 14 2 73 '}5 47 42 26 64 65 19 ~9 31 100 84 44 
33~A81~015M2~UM«DUTI~~W%fi~n'}I935W~BHM~D18~B3911B5~M21~D%16ll519D 
u 74 n 78 n 16 o &2 29 40 1 97 34 2 25 s 62 10 79 21 11 46 75 75 n 52 7 n 11 (,z 68 26 73 10 29 30 t 17 16 1147 52 16 62 12 52 ;;s 55 93 51 
D~31D~HDDTIM77&733S%9!~MfiUHIIB~1300UW~71MD~6%131WN3l~%M7716~21\3~ 
88HHNDDllD%W64~MU7J7747WHD~21~ü71D3M53%~D~3&nM2hlM73M71W~6431n~tJ 
Mn~M9~~M%D51W21%W13QllD1!1051HB~DH~nnW~7181MMH%MM«IO~H~Hnn% 
" ~91Dl170W177M5IOQ72~3MM~%M72MU5%24~7272W%&1U21H%84SWW2%«~hlBMJ8~ 
Jt H 91 35 n 44 97 69 M 60 62 o 69 z s s1 54 s n 1~ 1;9 24 !i4 57 6 4.5 n 21 n% 46 9& 65 48 wo 76 26 1 36 9 40 48 11 68 41 12 11 94 M f>J 
M"U'M~~M73~2lllWOV136llMU3~14WSl8112~~~~1\WMT7~1212~%~nnTIUH%%62MB 
" 41JOO%U«U23SW~~1DOD901'}D73%Dli«D9~~Mn3R9124729M4MW7'i!M%WI5~ll30%fiMD 
0HD9lW77~MUWl813UOWD46M~%2h~MD71~3HTIG872D%DTI~A~~W7'il~l612~BM 
59 32 39 9 2 93 :, 91 71 13 M 81 6 9U 20 ü 42 6 M b6 S9 2J 20 46 20 92 41 26 25 38 91 33 4 ~ 29 ó1 72 U 38 28 71 35 97 W !10 % 22 67 41 88 
l6DB~22~QD7762M~J519DGDW~M7'ii~61Q~l7U40H77Hl9H331H~ti39UMMN71512181DM 
n 
~MM3439WlOMfil5m5MTI466%ü~39%243J67U"U61QMM«7MliH617n~32DI3MM%9?~~~ 
!52777721046NUWTIWI3U73MW9?%DM39~fi15D3~554075Z9?~~%77~Wll87%J8BM~89nJOOD 
"' W71ftWTIU2l24ftlll6D~%nM~DMOMU~0ti"U%5TITI~~M%BMM~TI4638ll61D2ti16~ 
794455 46 n 43 n 89 5810 n 8914 zg %39 799'939 84 o 6 23 &6 20 95 396959362199 n 57 28 sa 84 5167 53 647019 64 54 to 92 8811 
65 57 35 4 18 87 46 1S 40 51 14 24 70 19 2 23 6.1 24 ~4 74 6 O 36 78 59 46 53 92 29 7 79 81 70 94 14 62 53 29 35 89 8 93 g 75 7 l3 7 23 S7 98 
7 Kl 2'1 80 97 91 75 78 21 89 22 64 81 44 23 20 6\ 31 55 54 23 36 O 94 SO 95 97 9 8~ 75 81 75 5 29 50 19 11 71 25 51 ll 68 36 49 59 J7 88 27 6 59 
"W~3~gll9?92~5n&1WU%"~15~MnMO~llD3W71153M44MI8M22~1417~MW051~~~53 
449192~n7223ft~%6129MMft6939~WWMH06169TI1471~37H~MD41731QJ26lW~Ii4-~~92~ 
H78%91!30~WTIJ3245NU2892l7~8l5~#~n00#hl~5J6931M~51hl6hl413J~J~213nW~l14Z 
n"V5178~7hlV~4TI~C714!Gl7~~39D~J3$#(1037~U16U0~~~41MU!3«M6lNMMn"G 
~DBM~BTIU3U~VGM~U4061fi"M~93Tihl00TI~BUW10910~~~92~l6M~W21%UMM 
63 s" > ~~ 94 66 u !9 21 s1 n n 40 83 3 15 25 •s 4o 5 59 29 gg 59 14 34 n 37 o 68 94 ss 44 n 17 11 26 73 11 s5 9o 41 n u 7.6 so >õ 21 6~ n 
55 53 85 90 74 30 62 95 53 78 12 36 ll 31 36 3& 77 6S 7 7.5 36 1 75 71 71 51 56 70 6S o 27 100 39 47 47 7 54 63 16 14 56 93 77 35 30 2 49 19 1i4 58 
M61J3%flMU7J%~W%W~7391MUnn2J~OI9?MMDM27013~1631Hll~~~l258nlM904134Q3 
92 98 100 6a 85 27 26 64 76 50 95 98 (,4 24 42 "l3 19 44 97 45 99 &1 75 53 37 31 \6 12 85 100 23 O% 63 3 73 44 16 8 10 70 S2 SI 9 6!l 33 1 50 30 44 
94 n 4 zg 21 1s n 58 23 71 st 65 77 n s 4 :1<> 1 26 25 n 70 5 34 25 24 68 20 « 39 97 96 o n 1s 7 90 95 1.> 100 n 79 59 9 86 3 23 w 40 90 
ss 6n 47 41 w so 10 2S 15 i:l1 so 48 43 9 n &l 3 ~5 75 26 57 w 29 44 so 52 43 10 n 47 16 63 no 67 14 80 24 as '74 94 30 71 49 85 3D 71 74 85 .í! 
YJ9~%7323W6D~21~12~~B3!JS%~DM~UW51~91U~li378~0QUM77TI~~%~H~!4~18 
'" 71Dl89MHM467~M36~124MIJ%66Tinn01918n~"~!67Rn714hlOM"%99332~127ll7219UW 
90 "n 25 n 2 81 1 u s5 98 "o 26 56 24 21 n 2'> 61 92 so s4 53 11 66 4 6 45 100 26 54 H 44 9o 80 68 26 o o 8J 6o so ' Jl 91 2J 66 94 32 gs n 
&J 24 s2 49 n 29 17 1 2% 69 1 96 89 73 11 ss 1 .w 66 5J 29 71 n 11 62 41 \>5 n 63 n 16 95 24 84 sç 11 o 26 1517 n 69 45 98 24 94 n s 63 
43222&\>5516MGWUllnnnuwnn%~35~~3141W~ffi~G8!5U77%n26DY91~~a7t~32~%1 
37Nn17~4012UUM&9066Al8U~87TI59H5114~31UflMJ4W10100~J7%Wl5AOUhl19%~WVMW 
"' ~~1#2Q%031TIM6n~TI%n71Mll5641i41JJ17ll~DnW56J2WnMNnM2791UOU61MHbSIWU~ 
51 &2 &5 11 26 21 5J 83 &4 lO 2 48 53 60 97 35 86 37 18 69 70 93 68 25 61 3 44 16 41 93 5& 82 79 30 87 2 3 28 38 62 22 O 40 55 91 65 l 5 33 6 
UDMM64M!64671~%!JU!SWWN1~~38198%MM~MM2277nSJB71%~31§5Sl96!400%0n«MC 
21W%WMDQ%6{)ftgY~«NW71M~D64llft60~26!93!135199ft~JZ9l~U%M55%0~C2l%~33 
%DM48M%12TI4192~41%3JCW51M~6J57Whl64DMMUWOWH~ll7D%71~ft91~~03J~~&I57 
~&137WHMll~MDQll%W~%2J%ftD4133751WnU2130290U3WHll66U~WHM77U3!0MWM~ 
~U0103!UH~3~7R~2JQ~J2U81n~2l07B8~~WH%35~4!2D71J472MMU87111G21~M061M4! 
443015H~5~1171llMMO~H~J293!00~921327~~92nUUI9MW~~nl9ll32~~W5UU~W6!090 
" l721121M1993G~%18MWMD~M~U16U~76U9211W34AM«W40ti11ARR36~H33Qn81~M90ü~ 
4115~0#V5l*J311~~~B61UnnM511M59B~G~Mll58D«W5JDWTI~1nD6Wllnn41~~0 
Matriz2 
D61~13!93MllS17JHU4!nHUTI~B80"N~IMUThMUn~TI~ti~27~~33W%~D196nJ8U 
6\0ilSJT7l251M~Till91UD7~!H«OWDM9!69GUDU%l28C!I35J6ni3~~%1236PnnM%8 
~2UQW27nUGN~n%Ul31M7!U90MD91~~GQHMT7385]1W"D~41%BgNJI84QlJWll~ 
u 51 so o 76 29 10 93 54 n 47 'll 51) 19 6~ ~2 79 :11 10 30 so 36 6 55 36 100 n 3 11 50 73 21 11 79 M 2J 44 JJ 5 z& 100 ~7 53 1 10 29 •2 ~" so n 
l9TITinOi1Th%40N185WnnH~BWnMOM9148~~nKDM726nnMI5~30!51291%4lBI7~113192 
J~ 12 7529 61 O H 55 38 4-8 94 52 4 363849 S5 12 22 65 32 45 45 6 86 go 925038 7244141113 ~'i 64«91 66 M 562050 20 3147 2025 96 2 
4:1 .w 83 10 78 34 o 18 5o 59 n 22 33 11 :a 70 17 95 42 66 59 11 33 64 63 94 98 :\6 24 12 n 5 3 80s 19 77 % n 79 65 n 15 9 ~ 20 56 28 8 4 
J 2042 93 76 55 1~ O 78 9 34 90 43 S2 &O 16 52 33 37164 49 9133 3445 69 83 918640 g&98 97 82 22M2 7420231130 8922 26 3 47 l7 SI 
l847N~403850n04J~UWU~921649MHI44MMTI%176%1518%~~3W40ni2D77~H~D2~~DM 
3 75 42 22 9& 4a .19 9 41 o 41 59 62 n 2s 3111 H3 11 98 s5 n s 51 n 64 11 14 n ~a 35 21 n n 2o 9 s ss 43 68 9.S s; 24 J3 55 sa 10 4o 79 2J 
71nTh~l8M78Wl64!D15~n51D48~~3329WOUl791WUnU"~92~90131DUW91M55DU~226610 
D9!ft515llllWU59UOM4630W280~723281TI~~~41%572Ml3B~Dl4A88TI~~33J822W8M9"61 
UQUWM433e"@QM0%9J9?M~4257"~3791~37ll230llB5!~35240"D~~~451!293Til239W1D% 
41 J9 2 19 n 36 I& &2 63 n 75 46 76 o .19 36 ~ 34 w 16 0 32 76 52 77 84 too ts 12 47 10 s 79 J 19 n w 49 Js 11 53 93 sn 39 2 20 92 93 46 34 
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~731M~JSnWH~51W91WOn~~37MH2WB2~~D~~512nnMl581UW~~M~J~HHQ~4% 
38~0~MGWli~D~~nMUD&1~5~10M~D28mU3tiMHU10~JSUM~2~MW9DI853D~WM 
24 I 71 79 59 85 17 52 16 11 -48 28 ló \13 48 81 O 37 39 23 21 8 51 63 49 52 50 100 21 36 4-4 4'1 61 44 83 48 57 83 ll 36 75 45 3 82 33 63 74 6S 92 44 
33 91 AA 3J 53 22 95 33 49 83 47 69 8! 34 90 n 37 o 11 76 1 23 90 21 41 84 75 92 4& 9 66 5'1 JO n &9 6 49 92 11 48 41 ss 14 21 n 35 n zs 63 14 
75 48 9 lU 99 22 42 37 80 71 47 93 42 lO 37 5 39 7l O 81 57 1 94 74 4 26 22 3 6 3l 6 l! 13 55 20 5:'i 4 37 8 4 32 Wl 91 38 90 .W 4& 1\ 39 26 
~#MWneM2U%nD5716HWTIU&IOH~1S8~D-%M~H33N7~%U11W56~631flDl3D0~9 
S 20M31J M 32 59 6414 !>52 32 63 99 2510 22 I 57 98 O 25 7 84 476411 18 97 W 15 30188 67 510 93 396{191 26 2318 99 63 80 7194\1 
49 51l. 23 3& 43 45 81 4914 77 9 81 50 321 64 8 23 2 8 25 O 7l 4S 45 16 t2 60 77 lt 43 50 &3 57 48 18 65 36 94 70 ll 41 86 61 75 63 51 Z3 54 78 
~W916M~3391W5M71TI~W~~~M!5771Dn5757~377~1145W435R~S1WI6~U$7!3M~2JW41 
14 91 54 55 91 6 64 _B 65 51 69 67 91 52 5.1 53 68 21 74 8 S4 48 23 O 9 60 100 16 68 ll 67 29M 25 92 77 ~4 92 68 79 98 100 g 41 zg 22 75 ?6 11 J2 
15 69 58 36 ~& 86 63 34 37 72 26 47 47 77 2& 28 49 41 4 67 47 45 57 9 O 67 76 B J 62 7(1 53 22 98 98 19 H 55 39 73 14 11 61 72 6 41 Yl 22 8\1 Hi 
8 42 42 Jl){) 36 80 94 45 56 M J7 54 37 M 75 67 52 IM 16 52 64 !4 57 60 6? O 5 20 99 3~ as 76 11 41 6 38 59 7 511 75 96 47 28 21 77 64 6 37 42 71 
M 83 6.2 JJ J6 n n 6'! t7 11 '!l 41 1s wo 8~ &s so 75 22 49 11 12 45 100 76 s o s1 100 st 4-4 w n 2s 24 4 36 >5 34 10 n 61 n 46 6 s 2 n ;o 16 
15 n zs 3 n 50 56 83 6 14 59 96 2 JB n 3 HJO 92 3 95 18 60 37 16 o 20 81 o 99 3 20 57 Jl n 15 7 m 51 92 66 1 Sl 25 3 21 8:1 67 a 36 90 
78 ~3 14 11 9S 38 24 91 56 32 8.5 5 30 12 79 45 Zl 48 6 29 97 77 7 48 3 99 100 99 O 12 70 57 7 86 58 99 34 .'18 52 99 2 23 93 32 I& 9 62 91) S7 23 
149677 ;on n 12 &6 ts 88 n 713347 s 64 36 9 31 &9 60 n s• n 62 >& st 312 oso25 46 H 34 97 21 n 6 54 44 n !83465 1165 55 N7 n 
~UH?3M44Tl~IIU~MN!Ot2~446662515~11~WH44WMW027D2n"~5816W612fi~Nn~~55~ 
n s 5 n n 14 s 88 46 21 9') n 51 'i n 16 47 w H 33 Jo so 45 19 .\3 ?6 99 57 57 25 21 o n 61 89 40 48 26 21 38 48 43 s3 42 79 19 6 ss 23 vs 
.631716113HWN0H~n~I061W13HlUWW2221Tl317#17710El2.W2#WTl%~MWU~71885~ 
n 1t f>o 79 Ti n w 97 83 n '12 &J 35 3 16 63 « n 55 1 ga 5? 4 25 98 41 2s 28 86 34 2 67 29 o 57 1 9.5 n 4o 33 2-" n n so 4 1n 69 41 37 79 
n1&AU"5~lW~592~1515U8Wllma~92%6M15D34~HIZ~0~3ll78~21"nB21?3~0~G 
85 5!3913 266419 22 60 99014 #111 8186 4S 655 ~51& 88 7719 38 4 7 9')91 50 41)40 3 47 O 27944618 68 96 l4 20 70 6 67 8912 44 
62 6 67 44 85 44 77 84 .W 5 I 68 93 59 89 89 57 49 4 80 10 65 87 84 !1 59 36 63 34 21 40 48 2 95 1 27 O 57 47 38 29 13 59 29 S6 16 6\ 34 72 52 
Dn4131WM%278H31DnOW~R92TI11~368192~7U5138D58U%21DM~OQ~WW1578DU55ZD~ 
42 n 96 5 30 66 n 74 12 43 39 n 19 38 56 2 n n 8 34 39 94 89 6R 39 ss 34 n s2 6 16 21 60 40 n M 47 42 o 78 a 53 11 93 51 19 27 85 79 n 
~Dfi~l594NWWM2SD~8JU~~"4%~Ml6N?3Hl066ft~WB?3Dhl!838U780411DHBM~4?7~% 
3~ 85 n wo 12 56 65 B n 95 59 2s 14 53 84 14 ?5 41 n 43 n n 93 n 14 % n 1 2 44 61 48 95 25 n 68 29 63 s 41 o 4o 34 u 9S >o 68 too s && 
99 46 79 87 ~~ 2(1 21 1t ~3 83 91 33 31 93 5() 80 45 85 98 6 26 41 75 lOO I! 47 61 53 23 32 2 43 47 53 99% 13 30 53 !O 40 O 51 .W 76 14 95 S6 7 66 
95 12 3 53 • 50 15 30 25 24 74 38 12 80 7 9 3 14 91 31 1'3 &6 69 8 61 28 22 25 93 18 47 83 94 97 43 14 59 15 11 25 34 SI O 71 19 38 18 53 51 38 
DMIH741W9D59U5522~39NR82V3852186J741n21#3TI34~G~W39WE78~W!3597JOMV7Dnl1Yi 
sJ ~9 4 10 53 31 9 22 n 55 59 59 73 2 99 ta 35 n 90 53 99 75 n 28 6 77 6 22 18 65 94 79 &3 4 21 70 86 53 51 63 n 76 19 44 o 47 100 61 43 70 
~~GDV~WU2H~S12WMDM35~DM~M2241645859llnt9U30TI6~H19~Wl4H~notOS!21~ 
6 ->7 n 42 42 20 56_, 3.> 10 74 66 39 n u 29 74 za 48 22 so 51 67 75 54 6 2 67 62 65 IM 1 n 6\1 5~ 6? 61 s 21 4 68 95 ts 10 wo 10 a ss 2 w 
n~~UR25Dn~W21934M~®HD21~71DDNUTI~&H~M"U41~U34~85TI10086Dfl6181550N 
'" 33 56 22 80 31 96 8 17 38 19 66 35 lO 46 4 59 92 63 W 93 9 Yl 50 I! 89 42 30 36 87 87 55 23 85 37 54 l2 72 39 79 79 g 7 51 21 43 21 2 14 O 70 
Q8ll719224S1nB1061%34"M44M26DOn4!UM7116%TIJ2~9SY!~~44U56B96&!6638~W52!DUWO 
Matriz3 
DMMW12b86"Gn"0~2118~W814"WU171771W~roMB1132497~91SI~61TI3278213918~9212%71 
360V~MD12"21m56MTI~10l41l4M41MNU"Dan8641~211107136~DM3&"TIU2~~Mlj1190~ 
~870ti14%81V~~55llflQ30%]6~81UW~W~D~l63214Bn0U~M~054%1l%18782738D~30#91 
60M~501l~23B4D6.2Til67]j31MH8!7~H%%WTIM13~l5n814995!71HM59999D170MM15716~ 
llUM!30~19376"%NM«~l~ftl615M14!42IY9198~WQ~7WS~31ft#MQ~974l51~7%MD71 
25 57 93 67 54 o 150 62 3~ 87 75 2l 35 2132 223 33 17 68 817 8447 6143 29 7 49 2g 29g 7B 4015 917 91 16 24 59 714 8-439 79 9187 71 
86 11 B! 23 19 1 O ]3 39 7 lO 52 72 5 80 76 79 89 7 24 ~4 36 36 80 19 72 55 68 69 12 35 76 35 48 35 :15 67 B 23 6f> 92 52 55 2g 8? 76 77 73 64 
WflVDD~~306914779S~~~U61%"72~QThaM3651Q21~«%~661491B61%%B11M~"~~n0 
'!6 
4Z 22 30 4 6 62 39 69 O 58 82 20 66 31 44 I S2 89 5 62 75 57 \!5 l4 '12 17 72 67 87 39 84 93 61 I 68 92 22 9 12 92 39 23 27 9S 6 56 13 63 51 91 
n 82 57 ijJ 93 30714 ss 0 54 992043 u w 55.; so n -"' 97012 67 n &9 29 213 59 2196 45 63 2743 a 6195 33 0 90f>O 728 94 73 w 
%B"hl%n!077~~0%<)7Y1!%6~M~~887%DMnlt51W8121~TIMUUJ6~3178472178~196f>5UO 
~Mll77%75nHWW~0~8419U~"6MBM3550M11tiM31MM%~773n5g951HMUDM'17M~~~l 
67 T) 57 16 63 22 72 91 6<5 20 97 65 O 17 63 94 22 86 &2 5 12 82 99 36 8! 43 SS 45 66 2 96 7 44 12 38 50 4R 54 29 18 28 2 40 80 22 1011 49 20 50 6 
21Y!QlMU5~318HMJ70Hl4MD4Ma~SOU884hl3lhllll7TIDWN"~TI21n4nM%nMIJnN7 
18 10 30 35 a7 21 ~\) 91 44 U 11 19 63 34 O 29 6 68 42 100 36 hl 83 .5.1 B 54 <)7 68 69 I.J 67 92 89 SI 49 4 16 61J 10 9 41 SI 96 79 61 75 78 17 M 9 
Wl4%311TIMM!!O#l2M14monM35»19~M%1J5747n~nn~D~#\617~TID3119Un7Jl592JI7N 
9\111 36M 74 2 79615255 6 57 2124 6 37 o 7517 305816 67 95 91613 44 79 9~ 14 9111205 872910 594120 S& 718718 6012 83 4010 
~• 4 93 69 9S n gv 95 sv 3 54 5s &6 sa 61 &4 75 o n 31 31 s2 94 62 49 21 !9 2:; ss 45 4J ss 98 35 98 n 44 8? M 33 85 64 !4 66 9! w HJO s2 27 
" 4 76 g1 2:1 16 '' 7 t5 5 so 10 6 s2 4 n 35 n no 68 24 6o 7o t9 89 n 69 61 o 81 s7 36 s s7 as s6 H7 n n 5o K2 n u, 3t 16 40 t1 19 6:1 98 
9-' 41 26 17 1.5 17 24 12 b2 93 40 65 5 24 100 71 JO 31 68 O 5 21 39 84 79 59 36 74 39 15 R'i 29 64 20 23 29 99 48 lú S9 9& 1 87 32 10 8~ 11 37 5 5J 
WM30Yi24A34NH55~~~QM65S812450nW71DnW3772013611041~Mf>03127DUG4~57~9~~M 
&2 39 s.s 69 H s? 36 62 57 9 s 84 82 -'6 62 100 u 32 60 21 n o 6 96 -"9 23 94 &6 n n 4B 57 29 21 41 wo &9 JS n 1 n ~1 9& • 42 24 9 24 41) 11 
'17741S%M736U"~~35"~DM0~WDW601448G4U"~G?3M"D%386"61V19~107377J96ln~ 
17~W%11MWG14gBW%$~Th~~l9U71%MO%M~6192M74B97U1821714177~7151927354~~61W 
H 
7153 5410 68 4719 98 72 67 58 R4 812513119 49 89 79 38 59 48%09039 718 9819 202119 lO 25 33 9042 86 55 3() 18 593 62 38 53 4~ &6 
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Apêndice B 
Limites Inferiores e 
Matrizes de Distância: 
Instância Real de 
24-cidades 
Este apêndice contém as informações adicionais referentes à instância real de 24-
cidades, intitulada de "Problema das Principais Cidades Brasileiras". 
São apresentados, também, limites inferiores obtidos para cada uma delas, 
conforme descrito nos capítulos 6 e 7, e os menores comprimentos gerados pelo A-Team. 
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Apêndice B: Umites Inferiores e Matrizes de Distância: Instância Real de 24~cidades 
Limites Inferiores 
Esta seção apresenta os melhores limites inferiores obtidos para as três matrizes 
da instância real de 24wcidades. Os melliores limites inferiores, para todas as matrizes de 
distância, foram obtidos através do algoritmo de HeldwKarp. 
A primeira coluna indica qual a matriz de distância abordada (as linhas indicam o 
tamanho da matriz ou, o número de cidades do problema). A segunda coluna contém o 
limite inferior para cada matriz e, a terceira, o menor comprimento gerado pelo A-Team. 
Tabela B.l: Limites Inferiores para as matri7..es relacionadas com o Problema das Princip<ús Cidades Brasileiras (24-cidudes). 
B.l. Matrizes de Distância 
As matrizes para a instância real de 24-cidades também são completas e 
símétricas. 
São apresentadas as três matrizes de distância para a instância real de 24-cidades. 
A primeira matriz é relativa ao custo da viagem (custo do caminho entre duas cidades). A 
segunda matriz é relativa à qualidade do vôo. A terceira matriz contém as distâncias (em 
Km) entre cada duas cidades. 
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Apêndice B: Limites Inferiores e Matrizes de Distância: Instância Real de 24--cidades 
Tabela 8.2: Matriz de Distãnl."ia 1: Tarifas (em Reais R$) para o Probk'llla. das Principais Cidades Br<.tSilciros. 
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Apêndice B: limites Inferiores e Matrizes de Distância: Instância Real de 24-·ddades 
Tabela 8.3: Matriz de Distância 2: Qualidade de Vôos (n[veis de 10 a 100) para o Problema das Principais L'idades Brasileiros_ 
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Apêndice B: Limites Inferiores e Matrizes de Distância: Instância Real de 24-ddades 
Tabela 8.4: Matriz de Distância 3:Duração de Vôos (em min) para o Problema das Principais Cidades Hrasileíros. 
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