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ABSTRACT OF THESIS
EXPERIMENTAL STUDY OF ACTIVE SEPARATION FLOW CONTROL
IN A LOW PRESSURE TURBINE BLADE CASCADE MODEL
The flow field around a low pressure turbine (LPT) blade cascade model with and without
flow control is examined using ejector nozzle (EN) and vortex generator jet (VGJ) geometries for
separation control. The cascade model consists of 6 Pak-B Pratt & Whitney low pressure turbine
blades with Re = 30,000-50,000 at a free-stream turbulence intensity of 0.6%. The EN geometry
consists of combined suction and blowing slots near the point of separation. The VGJs consist of a
row of holes placed at an angle to the free-stream, and are tested at two locations of 69% and 10.5%
of the suction surface length (SSL). Results are compared between flow control on and flow control
off states, as well as between the EN, VGJs, and a baseline cascade with no flow control geometry
for steady and pulsatile blowing. The EN geometry is shown to control separation with both steady
and pulsatile blowing. The VGJs at 69% SSL are shown to be much more aggressive than the EN
geometry, achieving the same level of separation control with lower energy input. Pulsed VGJs
(PVGJ) have been shown to be just as effective as steady VGJ’s, and results show that a 10% duty
cycle is almost as effective as a 50% duty cycle. The VGJs at 10.5% SSL are shown to be inefficient
at controlling separation. No combination of duty cycle and pulsing frequency tested can eliminate
the separation region, with only higher steady blowing rates achieving separation control. Thus,
the VGJs at 69% SSL are shown to be the most effective in controlling separation.
KEYWORDS: Low Pressure Turbine, Separation, Flow Control, Vortex Generator Jet, Ejector
Nozzle
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Chapter 1
Introduction
1.1 Importance of Work
Gas turbine engines serve as the basis of modern aerospace propulsion used today, both in
military and commercial applications. Continually increasing performance requirements drive novel
development in several components of gas turbine engines. Even small improvements in these
components have been shown to result in significant cost reductions and increased performance.
One such specific area is in the low pressure turbine (LPT) section, where off-design operating
conditions result in performance degradation due to flow separation on the suction surface of the
blade. Designed for high Re operating conditions near sea level, the low-pressure turbine section is
prone to separation and transition effects at high altitude cruise where low air density results in a
reduced Re. There are several parameters that must be studied in order to develop a comprehensive
understanding of the flow behavior around the LPT blade, including Re, free-stream turbulence
intensity (FSTI), blade geometry and the prevailing pressure gradient. Laminar separation in
particular, as seen in Figure 1.1, leads to significant degradation of engine performance due to the
presence of large re-circulation zones. A turbulent boundary layer is much less likely to separate in
the first place, and previous work has shown that turbulent separation bubbles over turbine blades
are smaller and have a less drastic effect on performance.
1.2 Background
The turbine section of a jet engine (gas turbine) extracts energy from the flow to drive the
compressor. Air entering the engine must first be compressed before the combustion cycle in
order to produce sufficient thrust. The compressor section is divided into two different groups:
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high pressure and low pressure. Each group consists of one or more rows of blades that drive
the incoming flow of air. The turbine section mirrors the compressor section with its high and low
pressure sections, each with one or more rows of blades. The high pressure turbine section is located
directly behind the combustor. Its function is to extract energy from the highly pressurized hot
gases and power the high pressure compressor section through a shaft connecting the two. Likewise,
the low pressure turbine section extracts energy from the bypass flow and drives the low pressure
compressor section. Due to the extremely hot exhaust gases from the combustor, intricate cooling
mechanisms are required to keep the turbine blades from melting. Turbine blade geometries house
inner passages so cooling air can circulate through them, dumping heat out through hundreds of
tiny holes in the blade surface. Films of cooler air can also be injected near the leading edge of
the blade that serve to coat the surface and protect it from the hot gases. A cross-section of a gas
turbine engine is shown in Figure 1.2.
The gas turbine (Brayton) cycle inherently produces low efficiencies in the LPT section due
to the large variation in blade velocity with radius moving outward from root to tip [1]. In order
to increase efficiency, designers use a higher degree of curvature for the LPT blades than the
high pressure turbine blades. This higher degree of curvature helps regulate the large change in
blade velocity with radius. Since blade geometries are fixed once manufactured, they are optimally
designed for a single point. This point, as mentioned earlier, is for higher Re conditions near
sea-level. As flight conditions change, as in the required higher-altitude flight of the Air Force’s
unmanned reconnaisance aircraft Global Hawk, this single-point design can become less effective.
In particular, higher altitudes result in a lower density of air, in turn resulting in a lower Re and
lower momentum of the flow within the gas turbine sections. As altitude increases, this lower
momentum flow lends itself to laminar separation on the suction surface of the LPT blade, as seen
again in Figure 1.1. This laminar separation causes reduced pressures on the surface of the blade
throughout the separation bubble. An example of this phenomenon can be seen in Figure 1.3,
where the design curves for the Pak-B turbine blade geometry are compared with experimental
data taken from Hollon [2] at Re values of 1 · 105 and 2 · 105. The Cp design value is given by the
solid red lines, while the experimental data is shown with circles. The separation bubble is clearly
seen by the drop off in pressure at the point of separation onset, and it continues until reattachment
of the flow, illustrated when the experimental pressure recovers to the design curve. Gad-el-Hak
[3] suggests that in general, an airfoil (turbine blade) shape with Re less than 5 · 104, based on
free-stream velocity and chord length, will experience laminar separation with no reattachment. At
low values of Re, the turbine performance is entirely dictated by the laminar flow’s poor resistance
2
to separation. This flow separation in turn causes reduced efficiencies of the LPT section, and
can significantly degrade turbine blade performance resulting in a loss of thrust and increased
consumption of fuel.
1.3 Previous Work
Experiments on LPT blades typically consist of 2-D cascades of 3 or more blades. Difficulties
typically arise in control and measurement of flow parameters such as FSTI and exit angle, both
of which affect the pressure distribution along a blade’s surface. Several studies have guided us
in the design and focus of our own experiments. The following sections summarize several papers
regarding the study of low pressure turbine blades and flow control methods. A summary of the
following studies is presented at the end of this chapter in Table 1.1.
Halstead et al. [4, 5] experimentally and computationally studied boundary layer development
on surfaces within multistage, axial-flow compressors and LP turbines. They found that the flow
in the LPT section separates around 50-60% of the SSL under low FSTI and low Re conditions. At
lower values of FSTI under 1%, they also noticed oscillations in the boundary layer on the pressure
side which developed into Tollmien-Schlichting (T-S) waves. These T-S waves were observed to
cause natural, attached-flow transition on the pressure side. They also noticed that transition
on the pressure side, beginning near the leading edge in the region of adverse pressure gradient,
happens much more rapidly than on the suction surface side.
Qiu and Simon [6] experimentally studied transition and separation on a LPT passage using
hot-wire anemometry and surface static pressure measurements. Their experiments ranged in Re
from 5 · 104 to 3 · 105 and in FSTI from 0.5% to 10%. They found that flow separation, with
transition above the separation bubble, occurs at lower Re. They also found that increasing either
Re or FSTI led to earlier transition as well as a reduced separation bubble size. Baughn et al. [7]
also experimentally studied LPT transition and separation at low Re and high FSTI, and found
that increasing FSTI resulted in the forward movement of the transition point.
Murawski et al. [8, 9] have also conducted experiments on a turbine blade cascade and have
observed similar flow behavior in a Re range of 5 · 104 to 3 · 105 and FSTI levels of 1.1% and 8.1%.
They explored the effect of trailing edge extensions on blades which alter the upstream pressure
gradient.
Dorney et al. [10] used experimental and numerical methods to study losses in an 8-blade Pak-
B LPT cascade. Both methods’ results agreed that as Re is reduced to that of cruise conditions,
unsteady blade row interactions and separation greatly increase cascade losses. Both the experi-
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mental and computational results also found that implementing an upstream trip wire to induce
turbulence significantly reduces losses at lower values of Re.
Lake et al. [11] experimentally studied the effect of three different passive flow control tech-
niques on a Pak-B LPT cascade with Re from 4.3 · 104 to 1.7 · 105 and FSTI at 1% and 4%. All
implemented on the suction surface ahead of the separation location, these three techniques in-
cluded recessed dimples, recessed V-grooves, and a trip wire. They found that the recessed dimples
reduced separation losses the best, while the trip wire performed the worst. Rivir et al. [12] also
studied the effects of passive flow control techniques and found that various geometries on the blade
surface can effectively trip the boundary layer and delay separation.
Volino and Hultgren [13] studied flow over a flat plate in a wind tunnel using a contoured
upper wall with suction to impose a pressure gradient with the typical Pak-B profile. Through
experiments ranging in Re from 5 · 104 to 3 · 105 and FSTI of 0.2% and 7%, they found that
changes in Re and FSTI are insignificant with respect to boundary layer separation unless they are
large enough to induce transition upstream of separation. They also found that under low FSTI,
transition is induced by instability waves in the shear layer of the separation bubble.
Bons et al. [14, 15] studied the effect of pulsed vortex generator jets (PVGJ) in controlling
separation. Their experimental Pak-B LPT cascade study examined two VGJ locations of 45% and
63% axial chord, with a range of pulsing frequencies from 10 to 100 Hz and Re from 2.5 · 104 to
1 · 105. They found that PVGJs were very effective at controlling separation, as well as reducing
the wake losses by up to 60% and improving the blade pressure distributions. They also found that
PVGJs were as effective as steady VGJs while requiring much less mass flow. In addition, they
found that the beginning and the end of the jet pulse was more of a significant factor in controlling
separation than the amount of injected mass flow itself.
Butler et al. [16] investigated the effects of FSTI and length scale on LPT boundary layer
transition and separation at Re from 4 · 104 to 8 · 104. They measured heat transfer distributions
on a Langston turbine blade shape with FSTI equal to 0.8% and 10%, generated by three different
configurations of turbulence grids. These grid configurations also provided changes in turbulence
length scale. They found that separation and transition locations correspond with local minimums
in heat transfer. They also found that transition location does not depend on length scale, but
does depend on Re, FSTI, and pressure distribution. Separation was observed only for the lower
FSTI level.
Volino [17, 18] also studied separated flow characteristics under LPT conditions over Re from
2.5 · 104 to 3 · 105 and FSTI at 0.5% and 9%. He found higher Re and FSTI levels move transition
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upstream, and this transition leads to a faster reattachment of the boundary layer. He also studied
the same conditions using spectral analysis and found that a T-S wave may drive transition.
Haas et al. [19] used CFD models to study the effects of separation flow control as applicable in
aero-engine combustors. They compared three different methods of flow control: a 2-D upstream
cross-flow injection, boundary layer suction and energization, and downstream injection. The
upstream cross-flow injection creates a vortex that achieves the desired boundary layer control.
The suction and energization method either sucks the low energy fluid out of the boundary layer
or blows air downstream into the low energy region. The third method, downstream injection,
employs a second configuration for downstream blowing. Of the three flow control methods, the
upstream cross-flow injection provided the most potential for boundary layer separation control.
Sondergaard et al. [20] experimentally studied the effects of vortex generators to control sep-
aration in a Pak-B LPT cascade with Re from 2.5 · 104 to 8.5 · 104 and FSTI at 1% and 4%.
Particularly, the effects of chord location, jet blowing ratio, Re, and FSTI were investigated. They
found that there is a minimum blowing ratio above which separation is always effectively controlled.
This was true for all chord locations and FSTI levels tested, indicating that VGJs are very effective
at controlling separation.
Stieger et al. [21] have experimentally investigated unsteady surface pressures caused by wake
induced transition in a T106 LPT cascade. The upstream transition was produced by a moving bar
wake generator. They found that the wake generator produced high frequency, short wavelength
fluctuations in the region where the separation bubble exists in steady flow. This wake also gener-
ated flow structures that traveled beneath the convecting wake, and these structures were found to
be responsible for the pressure fluctuations that eliminate separation. These structures were also
found to travel at half of the local free-stream.
Rizetta and Visbal [22] numerically studied transitional flow through a Pak-B LPT cascade
using LES simulations with Re ranging from 2.5 · 104 to 1 · 105. The same goemetry used in
the experiments of Bons [14] is used, and results are compared to Bons’ data. They found that
displacement of the boundary layer decreases as Re increases. They also found poor correlation
between their CFD results and the experimental data, which is attributed to low Mach and Re
details of the experimental configuration that were not accounted for in the simulations.
Matsunuma and Tsutsui [23] experimentally investigated unsteady midspan flows in an an-
nular three-dimensional turbine cascade, with Re equal to 3.6 · 104 at 0.5% FSTI. Using LDV
measurements, they found that flow separation occurs on the suction surface at low Re. They also
found that the position of separation onset fluctuated by as much as 10% of the rotor axial chord
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length due to the unsteadiness of the rotor-stator interactions.
Houtermans et al. [24] experimentally studied a high lift LPT blade designed at the von Karman
Institute for Fluid Dynamics. Through a range of Re from 5 ·104 to 2 ·105 at 0.6% FSTI, they found
that separation occurs at the lower values of Re and FSTI. They also found that as Re increases,
the location of transition onset moves upstream. Additionally, they found that as Re decreases,
transition has a weaker effect on separation.
List et al. [25] experimentally studied the effects of plasma actuation to control separation in
a Langston LPT cascade with Re ranging from 3 · 104 to 2 · 105 at a FSTI of 0.8%. Placed just
upstream of the point of separation, they found that plasma actuation was effective at eliminating
separation, with a 14% reduction in losses.
Huang et al. [26] experimentally studied the effects of plasma actuators to control separation
in a Pak-B LPT linear cascade with Re ranging from 1 · 104 to 1 · 105 and FSTI from 0.08% to
2.85%. Using surface pressure measurements, they found that separation ocurred near 70% of the
axial chord for all flow cases. They noticed at and below Re = 5 · 104, reattachment of the flow
did not occur. Tested at 40% and 67% axial chord, they found that plasma actuation works best
at controlling separation near the point of separation onset. Additionally, they compared passive
vortex generators with their plasma actuators, and they found that plasma actuation can be just
as effective as vortex generators in controlling separation.
Hollon [2, 27] experimentally studied a 6-blade Pak-B LPT cascade with Re of 3 · 104 to
3 · 105 and FSTI from 0.5% to 10%. He found that the locations of separation and transition
were approximately 45% and 77% of the suction surface length, respectively, and appear to be
independent of Re, turning angle, and FSTI.
Since the same LPT cascade used in Hollon’s experiments is used for the current study, and
Hollon showed that there is much more room for separation control improvement at lower Re and
FSTI, the focus of the current study will remain at Re of 3 · 104 and 5 · 104 at a FSTI of 0.6%.
1.4 Selection of Flow Control Geometries
Multiple flow control methods exist that can manipulate the flow-field around a low pressure
turbine blade. There are generally two categories that all methods belong to: passive and active.
Passive techniques can employ various alterations to the surface of the blade such as dimples, V-
grooves, or other geometries that effectively trip the boundary layer and cause the flow to transition
to turbulence. These techniques require no energy input and are always “activated”, affecting the
flow when desired and when not desired. For example, a passive technique that is designed for and
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positively affects the flow under low Re conditions may negatively affect the flow under higher Re
conditions. Herein lies the advantage of active flow control techniques: they can be turned on and
off, only being activated when necessary. Active flow control methods require energy to activate
the control mechanism, as well as energy for any feedback control used to monitor and optimize the
system. A more thorough review of both passive and active flow control techniques can be found
in Gad-el-Hak’s Flow Control [28].
Separation occurs when the flow lacks sufficient momentum to negotiate the blade’s curvature
and remain attached to the surface. More specifically, the adverse pressure gradient causes the
near-wall fluid to come to rest at the point of separation. Since the velocity at the wall is always
zero (no-slip condition), the velocity gradient (first derivative with respect to the direction normal
to the surface) will be positive upstream of separation, zero at separation, and negative downstream
of separation [3]. The profile at separation will then have a positive curvature and a positive second
derivative at the wall. But since the second derivative is negative away from the wall, the velocity
profile at separation must have an inflection point above the wall, as seen in Figure 1.4. Therefore,
since the second derivative of velocity at the wall is greater than zero for separation to occur, it
must be less than zero for the flow to remain attached. This negative second derivative of velocity at
the wall can be achieved by adding more energy to the flow in this region of momentum deficiency.
Both the ejector nozzle (EN) and the vortex generator jet (VGJ) flow control methods achieve
this by injecting air, at different velocities and frequencies, directly into the deficient region. The
EN method sucks the low energy fluid in the near-wall boundary layer down to the surface while
simultaneously injecting air aligned with the free-stream into the flow. This suction is activated
passively through the venturi effect created from the internal flow control geometry. The VGJ
geometries inject air 90◦ to the free-stream, and at 30◦ up from the surface of the blade. This cross-
stream injection mixes with the free-stream, creating a vortex that will travel with and entrain air
from the free-stream, pouring more momentum into the separation region.
For this study, two cases of VGJ flow control are tested. Case 1 has the row of jets placed at
69% SSL, ready to inject momentum directly into the separation region. Case 2 has the jets located
close to the leading edge at 10.5% SSL. If Case 2 can sufficiently control separation by creating
a vortex near the leading edge of the blade, there may be some implications on the feasibility of
combining separation flow control with film cooling, which is typically generated at the leading
edge of the blade.
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1.5 Current Study
The current study was performed in the Fluid Mechanics Laboratory at the University of
Kentucky in Lexington, Kentucky. One goal of this study is to offer comparisons between two
different separation flow control methods: ejector nozzle and vortex generator jets. Another goal
is to analyze the flow physics before, during, and after flow control is turned on, and to better
understand the mechanisms by which each method controls separation. A third goal is to examine
the effect of chord location on separation control with vortex generator jets. Smoke-wire flow
visualization and PIV studies will enhance the understanding of the effectiveness of each method
compared to each other as well as to the previous work mentioned above. Additionally, exploratory
tests have been performed in order to assess the feasibility and efficacy of combining separation
flow control and film cooling techniques.
The thesis is divided into six chapters and an appendix. Descriptions of the experimental
setup, turbine blade models, executions of PIV measurements and smoke-wire flow visualizations,
overall experiment parameters, and boundary layer considerations, are presented in Chapter 2.
Results for the ejector nozzle flow control method, vortex generator flow control method, and the
exploratory separation/film cooling combination experiments are presented in Chapters 3, 4, and
5, respectively. A detailed discussion of results and comparisons between the different methods,
along with suggestions for future work, are included in Chapter 6. Nomenclature, along with all
codes and computational scripts used, are presented in Appendix A and Appendix B, respectively.
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1.6 Tables & Figures
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Table 1.1: Summary of Previous Work.
Researcher Geometry Re FSTI Method Remark
Halstead annular LP varying varying exper., T-S waves
et al. turbine CFD induce transition
Qiu, LPT 5 · 104 to 0.5% to 10% hot-wire, sep. at low Re;
Simon passage 3 · 105 pressure reduced sep.
with FSTI, Re
Murawski LPT 5 · 104 to 1.1%, 8.1% edge altered
et al. cascade 3 · 105 extensions pres. grad.
Dorney Pak-B LPT 4.3 · 104 to 2-4% exper. sep. losses
et al. cascade 1.72 · 105 CFD at low Re
Lake Pak-B LPT 4.3 · 104 to 1%, 4% passive dimples best,
et al. cascade 1.72 · 105 flow control trip wire worst
Volino, flat plate, 5 · 104 to 0.2%, 7% exper. only if trans.
Hultgren Pak-B press. 3 · 105 before sep.
Bons Pak-B LPT 2.5 · 104 to 1%, 4% exper. start/end of
et al. cascade 1 · 105 pVGJs pulse impor.
Butler Langston LPT 4 · 104 to 0.8%, 10% exper., sep. at
et al. cascade 8 · 104 heat meas. low FSTI
Volino LPT 2.5 · 104 to 0.5%, 9% exper. transition
3 · 105 by T-S wave
Haas combustors high — CFD, vortex-based
et al. 3 FC FC best
Sondergaard Pak-B LPT 2.5 · 104 to 1%, 4% exper. min. bl. ratio
et al. cascade 8.5 · 104 for VGJ control
Stieger T106 LPT 1.6 · 105 — exp., induce surf. struct.
et al. cascade — transition eliminate sep.
Rizetta, Pak-B LPT 2.5 · 104 to — LES CFD smaller b.l.
Visbal cascade 1 · 105 — with Re
Matsunuma, designed 3.6 · 104 0.5% exper. sep. point
Tsutsui turbine 3-D annular fluct. up to 10%
cascade of axial chord
Houtermans high lift 5 · 104 to 0.6% exper. trans. moves
et al. LPT cascade 2 · 105 upstr. with Re;
less effect
with lower Re
List Langston 3 · 104 to 0.8% exper., red. losses
et al. LPT cascade 2.03 · 105 plasma FC by 14%
Huang Pak-B LPT 1 · 104 to 0.08%, 2.85% exper., plasma FC
et al. cascade 1 · 105 plasma FC as good as VGJs
Hollon Pak-B LPT 3 · 104 to 0.5% to 10% exper. sep. at low
cascade 3 · 105 FSTI, Re
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Figure 1.1: Laminar separation on turbine blade.
Figure 1.2: Cross section of a gas turbine engine.
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Figure 1.3: Comparison of design and experimental data Cp curves.
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Figure 1.4: Gradients of velocity profiles.
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Chapter 2
Experimental Setup and Arrangement
2.1 Tunnel Cascade
The experiments were conducted in the Low-Speed Wind Tunnel (LSWT) in the Fluid Me-
chanics Lab at the University of Kentucky. The LSWT is a low-turbulence, open-circuit, blow-down
wind tunnel with a 7.5 hp motor driving a radial fan at the inlet. Upstream of the nozzle, a vibra-
tion damper, flow straightener and turbulence damping screens condition the flow. The inlet has a
cross-sectional area of 0.080m2, while the outlet has a cross-sectional area of 0.064m2, producing
an inlet area to outlet area ratio of 1.25. The nozzle has a contraction ratio of 6.7, and the test
section has a cross-section of 0.2 m× 0.4 m. The test section is constructed from 1/4” thick clear
polycarbonate, with movable exit walls that allow for variations in the exit angle from 80◦ to 100◦.
The maximum velocity in the test section is 35 m/s, resulting in a maximum ReSSL of approxi-
mately 3 ·105 based on exit velocity. The nominal FSTI was measured with a hot-wire anemometer
to be ∼ 0.6%. Figure 2.1 shows the test section with the 6 turbine blade models, having a distance
of 58.6 cm from the wind tunnel exit to the leading edge of the first blade. The third blade from
the left is the test blade focused on for the experiments in this study and is painted flat black to
help reduce glare.
2.2 Turbine Blade Models
A set of identical turbine blade models with a chord length of 114 mm, a span of 203 mm and
a suction surface length of 152 mm are used in these experiments. The geometry of the blade is
based upon the Pratt & Whitney Pak-B because it generates a loading profile similar to the rotors
found in modern aircraft engines, and is well documented. 6 blade models were constructed for the
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wind tunnel cascade aligned at a pitch of 35◦, producing a blade spacing of approximately 88 mm
and an axial chord-to-spacing ratio of 1.28. In addition to the 6 standard turbine blades, 3 blades
containing the flow control geometries for each flow control method were constructed with the same
process. The ejector nozzle (EN) geometry is shown in Figure 2.2, the vortex generator jet (VGJ)
geometry at 69% SSL is shown in Figure 2.3, and the exploratory VGJ geometry at 10.5% SSL is
shown in Figure 2.4. These blades are placed in the middle of the cascade, and the center blade is
the model under examination.
The EN geometry houses 7 slot pairs, each with an inlet of 2.54 cm x 0.15 cm and an outlet of
2.54 cm x 0.25 cm, spaced evenly across the span, with the end of the suction slot placed at 46%
SSL and the end of the outlet nozzle placed at 61% SSL. The VGJ geometry at 69% SSL consists
of a row of 18 evenly spaced 0.1016 cm (0.040 in) diameter holes, positioned 90◦ to the freestream
and 30◦ to the surface. The VGJ geometry at 10.5% SSL consists of a row of 18 evenly spaced
0.1270 cm (0.05 0 in) diameter holes, again positioned 90◦ to the freestream and 30◦ to the surface.
For all flow control cases, the geometries were fed through a plenum running through the middle
of the blade that was connected to the building air supply at approximately 100 psi.
2.2.1 Construction of Turbine Blades
All turbine blades in this study have been constructed using an advanced prototyping stereo-
lithography process available through the Center for Manufacturing (CM) at the University of
Kentucky. All blades were designed on the modeling program Pro/Engineer, and those files were
sent to the CM for creation. The stereo-lithography process uses a photopolymer gel which crystal-
lizes when infiltrated with a certain type of laser light. This photopolymer gel resides in a vat, and
an overhead laser traces out the desired build pattern a layer at a time, forming whatever shape
is desired with an incredible accuracy. The lithography process builds the blades up through the
span, with a layer thickness of 1/4000 in. This construction method (up through the span) ensures
the minimum amount of surface roughness in the internal passages of each blade. After the rapid
prototyping process, the outer blade surfaces were sanded with 320 grit sandpaper to avoid the
appearance of surface roughness complications during the tests.
2.2.2 Effect of Flow Control Geometry
Tests were run in order to assess the influence of the flow control goemetry itself on the baseline
flow. Figure 2.5 shows reverse flow probability (see Section 2.5 for definition) for the region where
the ejector nozzle geometry is housed. It is seen that a very minimal disturbance is caused due to
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the presence of the ejector nozzle geometry. This minimal disturbance does not appear to have a
magnitude great enough to induce any significant effect on the separation region, and is therefore
neglected. Similarly, the effects of the vortex generator jet holes are also minimal and neglected.
The EN ejection slot width is 0.98% SSL, the diameter of VGJ Case 1 holes is 0.67% SSL, and Case
2 diameter holes are 0.83% SSL. Results used for comparison as a baseline with no flow control
geometry are presented later in this chapter.
2.3 Flow Control Blowing Methods
For steady blowing, the flow control inlet volumetric flow rate is controlled and measured using
a variable area flow meter connected to 100 psi building air. The maximum flow rate available was
4.0 SCFM. Tests were run for flow rates of 0, 0.5, 1.0, and 4.0 SCFM, at Re = 3 · 104 for the EN
and at Re = 3 · 104 and Re = 5 · 104 for both VGJ cases.
For pulsed blowing, an Isonic 24-V, 120 psi, quick-disconnect miniature air valve was inserted
into the building air feed line to moderate the pulsing frequencies. The valve was controlled by a
KEPCO Bipolar Operational Power Supply/Amplifier and a BK Precision 4011, 5 Mhz function
generator. A manifold was also inserted into the feed line downstream of the valve to distribute the
air to the 3 flow control test blades. A duty cycle of 50% was used in the EN pulsed flow control
cases, while duty cycles of 50% and 10% were used in the VGJ Case 1 and Case 2 flow control
cases. All pulsatile runs are at 0.5 SCFM due to valve air flow constraints.
2.4 Smoke-Wire Flow Visualization
The method described by Batill and Mueller was used to acquire smoke-wire flow visualization
[29]. A thin wire is placed through the test section upstream and at the mid-span of the test blades.
This wire is coated with an oil mixture which beads up due to surface tension, and as a current
passes through the wire the oil beads burn off into nicely formed streak-lines which follow the flow.
Limitations can arise with increased velocities in the test section, as higher Re flows produce fainter
streaks that cannot be detected by the camera. As a general rule, the wire diameter Re must be
kept to less than 90 to prevent the formation of a Karman Vortex Street generated from the wire.
For the ejector nozzle case, 22 V were applied to a 0.02286 cm (0.009 in) diameter stainless steel
wire. For the VGJ cases, 22 V were applied to a 0.01524 cm (0.006 in) diameter stainless steel and
tungsten wire. In both cases, the respective wire was coated with a model train smoke mixture
consisting of mineral oil, oil of anise, and blue dye. The test section was illuminated by a 750 W
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lamp, and a continual load was applied to the wire from one end in order to negate the stretching
effects due to the heating of the wire as the current passed through. As the voltage was applied,
a Sony XC-55BB camera, mounted above, and a Matrox Pulsar frame grabber package collected
the images. These images were converted to digital movies for later viewing, and typical samples
of these movies are included with the files provided with this thesis.
2.5 PIV Measurements
Particle Image Velocimetry (PIV) is an advanced, non-intrusive measurement technique used
to obtain instantaneous velocity vector data of a given flow field. To acquire PIV measurements,
two images of a flow field are captured within a very small time frame. This flow field must be
infiltrated with small tracer particles which are carried by the flow, and these particles are tracked
from one image to the other. The time in between the images is known, and PIV algorithms are
used to compute the particle velocities.
The PIV algorithm used herein utilizes the wall adaptive Lagrangian parcel-tracking algorithm
(WaLPT) developed by Sholl and Savas¸ [30]. Where standard PIV algorithms are limited to tracking
only linear translations of particle groups, the WaLPT algorithm tracks the seeding as fluid parcels
and determines their translations, rotations, deformations, and shear. Fluid parcels registered by
CCD pixels are advected with individually estimated velocities and total accelerations. A standard
PIV algorithm is employed to determine the initial velocity field, and the routines in WaLPT allow
for more accurate measurement of the velocities near the blade surface by essentially mirroring
the flow about the wall using an image parity exchange (IPX) routine [31]. IPX then reverses the
“flow” on the other side, providing a group of particles under the surface. With IPX turned on, the
interrogation windows can be extended across the surface, allowing a calculation of velocity near
the wall. A schematic showing the advantage of IPX can be seen in Figure 2.6. The red vector
represents the single vector that WaLPT would produce without IPX turned on, since the resultant
vectors for each interrogation window originate at the center.
Velocity and vorticity are calculated as part of the PIV algorithm and are scaled accordingly;
vorticity is determined spectrally and does not suffer from typical numerical differentiation problems
[30]. In post-processing, the forward flow probability (FFP) or reversed flow probability (RFP)
is determined by examining the percentage of time a vector is facing forward (downstream) or
backward (upstream), respectively. For FFP > 0, the vector is facing downstream regardless
of the value of the vertical velocity component. For FFP < 0, the vector is facing upstream.
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Mathematically, this can be written for a single point as
FFP =
1
N
N∑
1
u
|u| (2.1)
where N is the total number of realized images. As used herein, FFP is normalized with values
ranging from 0 (100% upstream) to 1 (100% downstream). FFP and RFP values may be used
interchangeably to determine where the flow is most often reattaching at the wall, and also to study
the unsteadiness of the flow. A value of FFP = 0.5 would indicate maximum unsteadiness by this
criterion. Results presented herein use RFP to illustrate the region of separated re-circulation.
2.5.1 Light Sheet Construction and Seeding
To acquire PIV measurements in the wind tunnel cascade the flow is seeded with smoke particles
on the order of 1 micron in diameter, generated with a SAFEX F2010 Fog Generator. A 2-D light
sheet is projected in the plane of the tunnel at the mid-span blade height using a dual-head 50 mJ
Nd:YAG laser from New Wave Research (Solo PIV III). The light sheet is aligned and adjusted
using a series of 3 lenses. First, the beam emitted from the laser is focused using a converging lens.
The second in the series is a diverging lens, placed at the focal length of the first (converging) lens,
and serves to create a more concentrated, thinner beam. The third lens in the series is cylindrical,
and it spreads the beam into a 2-D sheet with a thickness of approximately 2 mm. A schematic
showing the orientation of the lenses is shown in Figure 2.7. The laser is pulsed in sync with a
Kodak Megaplus ES 1.0 CCD camera which has 1018 × 1008 pixels. A timing control unit from
Taitech allows time between a pair of pulses from 1 µs to 1 ms. The camera is placed in multiple
locations above the cascade in order to focus attention on different regions of interest including
ejector nozzle port inlets and outlets, vortex generator jet outlets, and regions of separation. A
schematic illustrating the PIV layout as well as the setup for providing air to the flow control
geometries is shown in Figure 2.8.
2.5.2 Image Capture and Storage Procedure
Epix frame grabbing hardware and software is used to acquire binary image pairs for processing
using the algorithm as discussed previously. For each run, 124 images were captured at a time at a
rate of 10 Hz with the computer software XCAP. Within XCAP, camera timing is correlated with
the laser pulsing, and imaging issues such as image clarity and focus, particle seeding, and laser
intensity can be readily addressed and thereby corrected. Each run required approximately 244
megabytes of hard drive space to store the raw data images. After processing, each run’s results
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were stored in 62 tensors that required approximately 11.3 megabytes of space. Velocity and reverse
flow probability fields obtained in post-processing were averaged over the entire run.
2.5.3 Procedural Adjustments
In order to ensure high quality results from PIV, several intricacies must be understood and
adjusted. Particle density must be correlated with laser intensity, as a higher density of smoke
particles will reflect more laser light. This higher reflection of light will register on a greater
range of surrounding pixels, distorting the actual sizes and movements of particles captured by the
camera. Limitations also exist when dealing with different flow speeds, and the timing between
the laser pulses and the image capture must be adjusted. Figure 2.9 shows the timing diagram
for the dual laser pulses and the camera frame capture rate. The time between the laser pulses
must be adjusted with two considerations in mind. First, each laser pulse must coincide with a
separate exposed frame, so that the second exposed frame in an image pair will not have captured
any residual light from the first image’s laser pulse. Any residual light in the second image captured
from the first laser pulse will distort the true image, in a similar fashion as a higher laser intensity
as described above. Second, the pulse timing must be adjusted according to the particle speed.
In higher speed flows, the particles will travel a greater distance in a given amount of time. This
means that the particles will travel a greater distance between the image pairs. In general, it is
accepted that the particle should only travel 13 of the window size for the best results from the
PIV algorithm. For example, if the interrogation window is 32 × 32 pixels, a particle should only
travel at maximum about 10 pixels during the time from the first image to the second image. A
greater window size of 64 × 64 can be used to smooth the data, but this also lowers the measurement
resolution. Therefore, the pulse timing must also be adjusted according to the particle travel speed.
2.5.4 Flawed Data
During the course of its use here in the lab by persons unnamed, several pixels of the CCD
camera filament were damaged, causing untrue pixel representations in the raw image data which
appear to the PIV algorithm as stationary particles. These untrue representations are contained in
a local area of the camera window, and can be seen in the raw PIV image of Figure 2.10(a). This
damage was done to the camera in between the data sets taken for this thesis, and can be seen in
some of the velocity ve ctor and velocity profile plots in Chapters 2 and 5. Typical examples of the
misrepresentations due to the flawed pixels are shown in Figures 2.10(b), 2.10(c), and 2.10(d).
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2.6 Overall Experimental Parameters
The 6 blade cascade with no flow control geometry provided a baseline for comparison, with
PIV experiments ranging in Re from 3·104 to 3·105, and FSTI from ∼ 0.5% to 10%. All flow control
geometries have been examined with smoke-wire visualization for Re of 3 · 104 and 5 · 104. The EN
and VGJ at 69% SSL have been examined with PIV ranging in Re from 3 · 104 to 1 · 105. The VGJ
at 10.5% SSL geometry has been examined with PIV for Re at 3 · 104 and 5 · 104. Results relevant
and necessary to the understanding of the comparisons drawn within this thesis are presented in
Chapters 3, 4, and 5.
Steady as well as pulsatile blowing have been examined for all flow control cases. A duty cycle
of 50% has been used for the EN method while duty cycles of 10% and 50% have been examined for
the VGJ methods. Only a FSTI of ∼ 0.6% has been examined for the flow control cases presented
herein. The mass and momentum blowing coefficients, Cm˙ and Cµ, respectively, are defined as
follows:
Cm˙ =
m˙
ρSU∞
(2.2)
Cµ =
2m˙Uj
ρSU2∞
(2.3)
where m˙ is the mass flow rate through the flow control geometry per slot or jet, ρ is the density of air,
S is the suction surface area, U∞ is the freestream velocity, and Uj is the jet velocity. Comparisons
between the EN and VGJ Case 1 methods required a reduced frequency dimensionless parameter,
F+, defined as follows:
F+ =
fl
U∞
(2.4)
where again U∞ is the freestream velocity, f is the pulsatile frequency, and l is the distance along the
SSL from the leading edge of the blade to the end of the ejector outlet slot or to the location of the
row of VGJ holes for each respective geometry. Since the distance to the VGJ holes is different for
each of the VGJ cases, comparisons between Case 1 and Case 2 required another reduced frequency
dimensionless parameter, F−, defined as follows:
F− = fc
U∞
(2.5)
where again U∞ is the freestream velocity, f is the pulsatile frequency, and c is the axial chord
length distance of 11.4 cm. Comparison tables to aid the understanding of these relationships are
presented in Chapter 5. These parameters are shown in Tables 3.1, 3.2, 4.1, 4.2, 5.3, and 5.4 for
steady blowing at Re = 3·104 and pulsed blowing at 0.5 SCFM for all methods of flow control. Note
20
these values have not been measured, but have been calculated from average SCFM. It should be
noted that the maximum volumetric flow from the outlets is 236 cm 3/s for both flow control cases.
Also, the difference in Uj/U∞ between the flow control cases is due to the difference in overall flow
control outlet area, with ΣAout,en = 4.445 cm2, and ΣAout,vgj = 0.226 cm2. It should also be noted
that for the EN geometry, only the mass flow given by the building air supply was considered in
the calculation of the parameters in Table 3.1; any mass flow entrained from the passive suction
slot has been neglected.
2.7 Boundary Layer Calculations
Several boundary layer calculations were performed on the experimental data and are presented
in the results chapters. The displacement thickness, δ∗, the momentum thickness, θ, and shape
factor, H, are defined as follows:
δ∗ =
∫ ∞
0
(
1− u
U∞
)
dy (2.6)
θ =
∫ ∞
0
u
U∞
(
1− u
U∞
)
dy (2.7)
H =
δ∗
θ
(2.8)
where u is the streamwise velocity, U∞ is the freestream velocity, and dy is in the direction normal
to the blade surface. The displacement and momentum thicknesses help quantify the amount of
lost volume and lost momentum, respectively, due to the slowing down of the fluid in the boundary
layer. The shape factor, H, is a ratio of lost volume to lost momentum in the boundary layer.
2.8 Wake Measurements
Pressure and velocity measurements in the wake 12 × c downstream of the turbine blades
were conducted using a 7-hole Pitot probe from Aeroprobe mounted on a 2-D traverse. Data was
collected with the AeroAcquire acquisition software. Figure 2.11 shows the test trajectory in red
for the pitot probe, taken from the trailing edge of the 2nd blade to the trailing edge of the 4th
blade. Results presented later in the thesis will zoom in on the region encompassing the 3rd blade.
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2.9 No Flow Control Baseline Data
For a no flow control geometry case, experiments were conducted at Re of 3 · 104 and 5 · 104
at the nominal FSTI of ∼ 0.6% to serve as comparison data. Figure 2.12 illustrates the separation
region with velocity vector and RFP fields for Re = 3·104. The same plots are shown for Re = 5·104
in Figure 2.13. Velocity profile locations are shown in Figure 2.14 and velocity profiles are shown
in Figures 2.15 and 2.16. More detailed data sets of uncontrolled geometries are available in Hollon
[2].
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2.10 Tables & Figures
Figure 2.1: Test section with 6 turbine blades.
23
Figure 2.2: PAK-B blade with ejector nozzles; cross-section.
Figure 2.3: PAK-B blade with vortex generator jets at 69% SSL.
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Figure 2.4: PAK-B blade with vortex generator jets at 10.5% SSL.
Figure 2.5: Influence of ejector nozzle geometry on base flow; the red is the area of separated flow.
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Figure 2.6: Near-wall accuracy with IPX; figure taken from [32].
Figure 2.7: Orientation of lenses to construct laser sheet; figure taken from [33].
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Figure 2.8: PIV Layout.
Figure 2.9: Laser and camera timing diagram.
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(a) Affected raw PIV image.
(b) Affected velocity vector plot. (c) Affected profile location.
(d) Affected velocity profile plot.
Figure 2.10: Typical affected data, Re = 3 · 104, VGJ Case 2, 65% - 92% SSL.
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Figure 2.11: Wake test trajectory for 7-hole probe.
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(a) Velocity Vector Field (b) RFP
Figure 2.12: Clean run, Re = 3 · 104, 60.4%-94.5% SSL.
(a) Velocity Vector Field (b) RFP
Figure 2.13: Clean run, Re = 5 · 104, 60.4%-94.5% SSL.
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Figure 2.14: Clean run velocity profile locations, 60.4%-94.5% SSL.
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Figure 2.15: Clean Run Velocity Profiles, Re = 3 · 104.
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Figure 2.16: Clean Run Velocity Profiles, Re = 5 · 104.
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Chapter 3
Results: Ejector Nozzle
Separation occurs on the suction surface when the slower fluid in the boundary layer does not
contain sufficient momentum to overcome the pressure gradient imposed by the geometry of the
turbine blades. The ejector nozzle (EN) flow control geometry attempts to control separation by
first sucking out the low-speed, low-energy fluid in the near-wall region. Then, slightly downstream
of where the suction occurs, the EN geometry houses a slot which ejects energized fluid (air) into the
momentum deficient zone where separation would normally occur. The suction is activated passively
through a venturi effect created by the internal passages in the blade as the ejection begins. This
method of boundary layer suction and energization is shown to be effective at controlling separation
with both steady and pulsatile blowing. Results are presented for the EN flow control with 50%
duty cycle. Two values of Re at 3 · 104 and 5 · 104 are examined in order to compare with previous
studies. Multiple locations along the suction surface length were examined to provide a more
complete understanding of the flow physics involved around the different areas of interest. These
areas of interest included examining the whole blade with both ports included as well as both the
inlet suction port and the outlet blowing port.
Figure 3.1 shows a series of typical PIV images illustrating the movement of vortical structures
down the blade which eliminate separation. These structures on the surface of the blade are the
same type of vortical structures Stieger [21] observed to control separation with his experimental
studies on a LPT cascade. Notice in Figure 3.1(a) how the EN geometry creates several vortices
on the surface per pulse, instead of one continuous vortex. For each pulse there are starting and
ending vortices, which have been suspected of being more important in controlling separation than
the actual amount of mass flow ejected into the system [15]. Figure 3.1(b) shows the beginning of
the separation bubble recovery, located downstream of where the original point of separation onset
existed. Figure 3.1(c) shows an advanced stage in the separation bubble recovery after the pulse
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has ended. Notice the point of separation onset has moved further upstream, and recirculation can
be observed in the newly formed separation bubble.
Figure 3.2 shows typical vortical flow structures captured in instantaneous PIV images. Through-
out the range of F+ and Re, these structures are seen traveling down the blade, eliminating the
region of separation as they propagate down the suction surface length. For Re = 3 · 104 in Figures
3.2(a), 3.2(b), 3.2(c), and 3.2(d), we see that the generated flow structures travel well into the free-
stream, interacting with the boundary layer and the mean flow. As Re is increased, the structures
created by the EN are more locally concentrated closer to the blade surface, as seen with Re at
5 ·104 and 1 ·105 in Figures 3.2(e) and 3.2(f), respectively. Again we notice that the pulsing creates
several vortices instead of one continuous vortex, also seen in Figures 3.2(e) and 3.2(f).
3.1 Smoke-wire Flow Visualization
A sequence of smoke-wire flow visualization images showing the elimination and return of the
separation region for F+ = 0.100 at Re = 3 · 104 is seen in Figure 3.3. This sequence is typical of
all pulsed cases tested. Note in Figure 3.3(a) the region of separation before the pulsing begins. In
Figure 3.3(b), the pulse has started and the flow field in the near-wall region has become energized.
Figure 3.3(c) shows the smoke-wire streamlines close to the blade during the middle of the pulse,
illustrating the effectiveness of the EN flow control method in causing the flow to reattach to the
blade, thereby eliminating the region of separation. By Figure 3.3(d), the pulse has ended and
the flow is fully attached to the blade. Figure 3.3(e) depicts the beginning of the recovery of the
separation region soon after the pulse has ended. We also see in Figure 3.3(e) the presence of a
Tollmien-Schlichting wave on the pressure side of the adjacent turbine blade, which has been linked
to influencing transition [5, 18]. Tollmien-Shlichting waves, or T-S waves, signify a first stage in
the breakdown of laminar flow [35]. These T-S waves start as two-dimensional velocity variations,
and soon become three-dimensional, interacting with and producing 3-D variations in the mean
flow. The 2-D velocity variations can be caused by an adverse pressure gradient, as occurring with
the flow around low pressure turbine blades. The 3-D variations grow until they mature into local
regions of very high shear, creating small localized regions of turbulence in a quasi-laminar flow.
These localized regions of turbulence develop into hairpin-shaped vortices, which continue to grow
in their influence until transition of the mean flow begins. Figure 3.3(f) shows the full recovery
of the separation region in between pulses. Two movies, titled 30noFC.avi and 30en.evi, show
the region of separation with no flow control and an example of the EN flow control method for
F+ = 0.010 and Re = 3 · 104, respectively, are included in the files presented with this thesis. The
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presence of T-S waves on the pressure side of the turbine blade can also be seen in the movies.
3.2 PIV Experiments
3.2.1 Steady Blowing
The mass and momentum blowing coefficients, Cm˙ and Cµ, respectively, and jet velocity ratio,
Uj/U∞, are presented in Table 3.1. Velocity vector fields with streamlines are shown for all steady
blowing cases for Re = 3 · 104 in Figures 3.4 and 3.5. RFP plots are shown for all steady blowing
cases for Re = 3 · 104 in Figures 3.6 and 3.7.
3.2.2 Pulsed Blowing
The mass and momentum blowing coefficients, Cm˙ and Cµ, respectively, reduced frequency
parameter, F+, and corresponding pulsatile frequency, f , are presented in Table 3.2. Velocity
vector field plots for the EN geometry are shown for Re = 3 · 104 at F+ values of 0.011, 0.050,
0.100, 0.814, and 1.627 in Figure 3.8. RFP plots for the EN geometry are shown for Re = 3 · 104
at F+ values of 0.011, 0.050, 0.100, 0.814, and 1.627 in Figure 3.9.
3.3 Discussion
For the ejector nozzle flow control method, we see promising results. Although separation is
never observed to be completely eliminated through steady blowing for Re = 3 ·104, it significantly
diminishes the size of the separation region, as seen by the RFP plots in Figures 3.6 and 3.7. As
the blowing rate is increased, more energy is added to the flow, providing more momentum to
navigate the curvature of the blade to eliminate the recirculation region. The velocity vector fields
in Figures 3.4 and 3.5 show the increased velocities near the surface of the blade as blowing is
turned on. Of the three different steady blowing rates tested, the rate of 1.0 SCFM works best
at controlling separation. At a rate of 4.0 SCFM, the steady blowing dominates the entire flow
field, both the separation region and the free-stream. As flow control is turned on, the point of
separation onset fluctuates, as seen in Table 3.3. In general, as the pulsing frequency is increased,
the point of separation onset moves downstream. This is due to the fact that as F+ is increased,
separation has less time in between pulses to recover.
For pulsatile blowing, RFP plots in Figure 3.9 show that for even the smaller values of F+, the
value of RFP in the separation region is near 50%, which indicates that only half of the time the
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flow is reversed. Considering the 50% duty cycle, this reveals that when the flow control is pulsing
on, the separation region is eliminated, and when the flow control is off, the separation region
recovers. Further inspection of Figures 3.9(c) through 3.9(e) reveal that there must be an optimal
value of F+ between 0.100 and 1.627 where the pulsing frequency does not allow the separation
bubble enough time to recover. This is evident because the region of separation indicated by RFP
shrinks from F+ = 0.100 to F+ = 0.814, but seems to increase between 0.814 and 1.627. It is not
clear, however, whether the optimal value of F+ lies between 0.100 and 0.814 or between 0.814 and
1.627.
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3.4 Tables & Figures
Table 3.1: EN: Steady Blowing, Re = 3 · 104.
SCFM Cm˙ Cµ Uj/U∞
0.5 1.63 · 10−5 1.29 · 10−4 0.06
1.0 2.95 · 10−5 2.46 · 10−4 0.12
4.0 9.81 · 10−3 1.02 · 10−2 0.48
Table 3.2: EN: Pulsed Blowing, SCFM = 0.5.
Re Cm˙ Cµ Uj/U∞ F+ f
3 · 104 1.63 · 10−5 1.29 · 10−4 0.063 0.011, 0.050, 0.100, 0.814, 1.627 0.3, 1.5, 3.0, 25, 50
5 · 104 5.87 · 10−6 7.72 · 10−5 0.038 0.050, 0.100 2.6, 5.1
Table 3.3: EN point of separation onset, Re = 3 · 104.
FC value % SSL
0.5 SCFM 64.0
1.0 SCFM 66.0
4.0 SCFM none
0.011 60.0
0.050 61.4
0.100 62.3
0.814 72.6
1.627 70.7
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(a) End of pulse.
(b) Immediately after end of pulse; separation is seen further downstream.
(c) Separation bubble moves upstream.
Figure 3.1: Separation recovery, EN Flow Control; Re = 3 · 104, F+ = 0.100, 35%-90% SSL.
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(a) Re = 3 · 104, F+ = 0.050 (b) Re = 3 · 104, F+ = 0.050
(c) Re = 3 · 104, F+ = 0.100 (d) Re = 3 · 104, F+ = 0.100
(e) Re = 5 · 104, F+ = 0.050 (f) Re = 1 · 105, F+ = 0.100
Figure 3.2: Typical flow structures seen with EN flow control, various locations.
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(a) Before pulse. (b) Start of pulse.
(c) Mid-pulse. (d) End of pulse.
(e) Re-birth of separation region. (f) Return of separation bubble.
Figure 3.3: Typical series of EN flow-vis showing elimination and return of separation region,
Re = 3 · 104, F+ = 0.100.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 3.4: Velocity Vector Fields, Re = 3 · 104, steady blowing, 40% - 66% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 3.5: Velocity Vector Fields, Re = 3 · 104, steady blowing, 53% - 81% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 3.6: RFP, Re = 3 · 104, steady blowing, 40% - 66% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 3.7: RFP, Re = 3 · 104, steady blowing, 53% - 81% SSL.
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(a) F+=0.011 (b) F+=0.050
(c) F+=0.100 (d) F+=0.814
(e) F+=1.627
Figure 3.8: Velocity Vector Fields, Re = 3 · 104, pulsed blowing, 53% - 81% SSL.
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(a) F+=0.011 (b) F+=0.050
(c) F+=0.100 (d) F+=0.814
(e) F+=1.627
Figure 3.9: RFP, Re = 3 · 104, pulsed blowing, 53% - 81% SSL.
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Chapter 4
Results: Vortex Generator Jets at
69% SSL
The second flow control method employed to control separation were vortex generator jets
(VGJs). VGJs have been shown in several works to be very effective in controlling separation
with minimal energy input [15, 19, 20], and have therefore been chosen as a comparison to the
ejector nozzle flow control method. The VGJ geometry used herein is based upon Sondergaard’s
VGJ geometry [20], including the chord location, diameter, orientation, and spacing of VGJ holes.
Results are presented for the VGJ flow control Case 1 at 69% SSL for steady and pulsatile blowing
with 50% and 10% duty cycles. Two values of Re at 3 · 104 and 5 · 104 is examined in order to
compare with previous studies. Only a duty cycle of 50% was used for the Re = 5 · 104 tests.
Figure 4.1(a) shows a typical velocity vector plot of separation near the wall, taken in the
cross-stream at the row of VGJ holes. Figures 4.1(b) through 4.1(d) show typical vortical flow
structures produced by the VGJs. These particular structures can be observed traveling with the
free-stream, causing the flow to remain attached. We also see the formation of counter-rotating
vortical pairs, as a vortex created by the VGJs influences surrounding particles causing counter-
rotation and formation of a counter-rotating vortex pair. A typical cross-stream plot of vorticity
taken 1 cm downstream of the VGJs at Re = 3 · 104 and F− = 0.043 is shown in Figure 4.2.
Again, F− is used in place of F+ for the comparisons between Case 1 and Case 2 VGJ’s, and
charts detailing these relationships are provided in Chapter 5. Notice in Figure 4.2 the shear layer
indicated by the blue region close to the blade surface, with the vortical pairs generated by the
VGJs located directly above.
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4.1 Smoke-wire Flow Visualization
A typical sequential series of smoke-wire flow visualization images illustrating the effectiveness
of the pulsed VGJ flow control are shown in Figure 4.3 for Re = 3 · 104 and F+ = 0.050. Note
in Figure 4.3(a) the region of separation before the pulsing begins. In Figure 4.3(b), the flow field
above the blade has become more turbulent due to the start of the pulse. Figure 4.3(c) shows the
smoke-wire streamlines close to the blade up to the now turbulent region, which has eliminated
the separation bubble. By Figure 4.3(d), the pulse has ended and the flow is fully attached to the
blade, although the turbulent region has disrupted the smooth streamlines near the trailing edge of
the blade. We also see in Figure 4.3(d) the presence of a Tollmien-Schlichting wave on the pressure
side of the adjacent turbine blade, which has been linked to influencing transition [5, 18]. A more
in-depth discussion about the mechanism of T-S waves and how they interact with the flow can be
found in Chapter 3. Figure 4.3(e) depicts the beginning of the recovery of the separation region
soon after the pulse has ended. Figure 4.3(f) shows the full recovery of the separation region in
between pulses. A movie, titled 30vgj1.avi, showing an example of the VGJ Case 1 flow control
method for F+ = 0.100 and Re = 3 · 104 is included in the files presented with this thesis. The
presence of T-S waves on the pressure side of the turbine blade can also be seen in the movie.
4.2 Velocity Profile Locations
All velocity profiles presented in this chapter are taken at the same locations. These profile
locations are shown in Figure 4.4. All profiles include the streamwise velocity, u, streamwise rms
fluctuating velocity, u′, wall normal velocity, v, wall normal rms fluctuating velocity, v′, and the
Reynolds stresses, u′v′.
4.3 PIV Experiments
4.3.1 Steady Blowing
The mass and momentum blowing coefficients, Cm˙ and Cµ, respectively, and jet velocity ratio,
Uj/U∞, are presented in Table 4.1. Note that these numbers were calculated from average SCFM
and have not been verified with hot-wire anemometry. Velocity vector fields with streamlines are
shown for all steady blowing cases for Re = 3 · 104 in Figure 4.5. Velocity vector fields with
streamlines are shown for all steady blowing cases for Re = 5 · 104 in Figure 4.6. RFP plots are
shown for all steady blowing cases for Re = 3 ·104 in Figure 4.7. RFP plots are shown for all steady
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blowing cases for Re = 5 ·104 in Figure 4.8. Velocity profiles are shown for all steady blowing cases
for Re = 3 ·104 in Figures 4.9 through 4.12. Velocity profiles are shown for all steady blowing cases
for Re = 5 · 104 in Figures 4.13 through 4.16.
4.3.2 Pulsed Blowing
The mass and momentum blowing coefficients, Cm˙ and Cµ, respectively, jet velocity ratio,
Uj/U∞, reduced frequency parameter, F+, and pulse frequency, f , are presented in Table 4.2.
Velocity vector field plots are shown for Re = 3 · 104 and 50% duty cycle at F+ values of 0.01,
0.05, 0.10, 0.814, and 1.627 in Figure 4.17. Velocity vector field plots are shown for Re = 3 · 104
and 10% duty cycle at F+ values of 0.011, 0.050, 0.100, 0.814, and 1.627 in Figure 4.18. Velocity
vector field plots are shown for Re = 5 · 104 at the same F+ values in Figure 4.19. Figure 4.20
shows RFP plots for the 50% duty cycle VGJ method for Re = 3 ·104 at F+ values of 0.011, 0.050,
0.100, 0.814, and 1.627. Figure 4.21 shows the same plots for the VGJ method at a 10% duty cycle.
RFP plots for Re = 5 · 104 and a 50% duty cycle at the same F+ values are shown in Figure 4.22.
Velocity profiles are shown for Re = 3 · 104 and a 50% duty cycle at F+ values of 0.011, 0.050,
0.100, 0.814, and 1.627 in Figures 4.23 through 4.27. Velocity profiles are shown for Re = 3 · 104
and a 10% duty cycle at the same F+ values in Figures 4.28 through 4.32. Velocity profiles are
shown for Re = 5 · 104 at F+ values of 0.011, 0.050, 0.100, and 0.814 in Figures 4.33 through 4.36.
4.4 Boundary Layer Development
Boundary layer profiles including the displacement thickness, momentum thickness, and shape
factor are presented for all flow control cases for both Re = 3 · 104 and Re = 5 · 104 in Figures 4.37
through 4.43. The steady blowing case of 4.0 SCFM is included in Figure 4.37 for completeness,
but is excluded from all other boundary layer plots due to its non-similar profile. Figures 4.37
through 4.40 include both duty cycles of 50% and 10% for the Re = 3 · 104 cases, while Figures
4.41 through 4.43 represent only the 50% duty cycle for the Re = 5 · 104 cases.
4.5 Wake Analysis
Wake analysis results showing the velocity deficit for Re of 5 · 104 and 1 · 105 at a 50% duty
cycle are presented in Figures 4.44 and 4.45. Total pressure results are shown in Figures 4.46 and
4.47. Measurements for Re = 3 · 104 were taken, but excessive noise in the data made the results
unresolved and unreliable.
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4.6 Discussion
The VGJ Case 1 flow control method shows very promising results. Again we see the presence
of T-S waves on the pressure side of the turbine blades in the smoke-wire images and movies
included with this thesis. The influence and mechanism of T-S waves are covered in more detail
in the discussion of Chapter 3. Steady blowing eliminates the separation region 100% of the time
for both Re = 3 · 104 and Re = 5 · 104, as seen in the RFP plots of Figures 4.7 and 4.8. Again we
notice the higher steady blowing case of 4.0 SCFM completely dominating the flow field, as seen
with RFP in Figures 4.7(d) and 4.8(d). The same effect can be seen in the velocity vector plots of
Figures 4.5 and 4.6, as well as the somewhat erratic velocity profile plots of Figures 4.12 and 4.16.
This, coupled with the certain end wall rebound effects from such a high blowing rate, actually
creates the regions of RFP seen in those figures. We also see two average centers of rotation created
by the steady jets in the velocity vector plot in Figure 4.5(d), centered around 64% and 73% SSL,
compared to 92% SSL for the no flow control case, as seen in Figure 4.5(a). Remembering that the
jets are located at 69% SSL, we see that activating steady flow control influences the formation of
a center of rotation near the blade surface upstream of the jet location. From the other two steady
runs wee see that as mass flow is increased, these centers of rotation tend to move upstream toward
the leading edge. These trends continue for both values of Re tested. We can also see the shear
layer as evident in the yellow and green color strip above the separation region. As expected, at
Re = 5 · 104 the higher steady blowing rate has a less profound effect due to the faster free-stream.
We also notice from the RFP plots in Figure 4.7 small pockets of RFP along the blade surface.
These pockets will continue to appear in all VGJ flow control results, both steady and pulsatile.
When flow control is turned on, we can see the streamlines tending toward the blade surface in
the velocity field plots of Figures 4.5 and 4.6. These streamlines illustrate the 2-D component
of the free-stream traveling 3-D vortex that brings the air toward the blade. The additional 3-D
component of the vortex creates the above-mentioned pockets of reverse flow on the blade surface.
These pockets can also be seen by the inflection point in the u velocity profiles of Figures 4.9
through 4.16.
In Figure 4.9, we see the location of separation as evident in the inflection point in the velocity
profile. We also see higher values of u′ farther away from the surface, indicating the unsteadiness
present in the recirculation region. The higher values in u′ as flow control is activated illustrates
the location of the shear layer above the separation bubble. In these profiles, we notice several
trends as the blowing rate is increased. First, the component of u velocity increases near the blade
surface, illustrating the effectiveness of flow control. Also illustrating this concept are the locations
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of inflection points in the profiles. An inflection point signals the location where recirculation
occurs, and as blowing is increased these points move closer to the blade surface. Second, we notice
the variations in u′ appear closer to the blade, due to the constant addition of stream-wise injection
into the near-wall region.
For the pulsatile blowing methods, only one center of rotation exists near the surface of the
blade, as evident in the velocity vector plots of Figures 4.17, 4.18, and 4.19. For Re = 3 · 104,
this center of rotation first migrates downstream with increasing F+, but then moves upstream
after F+ = 0.814. This is true for both duty cycles at Re = 3 · 104. For Re = 5 · 104 in Figure
4.19, the opposite trend is noticed, as the centers of rotation are farther upstream. These centers
tend to travel downstream as F+ is increased. As expected, from these plots we also see a smaller
shear layer with increasing F+, as again seen in the yellow and green colored strip above the blade
surface. Inspection of the RFP plots for the pulsatile method at 50% duty cycle in Figure 4.20
show more promising results. Even at the lowest value of F+ tested, 0.011, the region of separation
coincides with a RFP value near 50%, which again indicates that the separation region is eliminated
when the VGJ flow control is activated. Furthermore, all values of F+ tested beyond 0.100 result
in the complete elimination of separation. We also see that there may be even a lower value of F+,
and therefore less energy input required, that will be effective in eliminating separation when the
flow control is activated. As in the steady blowing cases, we see small pockets of reverse flow in the
near-wall region, generated as the upward-facing side of the stream-wise traveling vortex created
from the pulsing VGJs spreads the air in both the upstream and downstream directions.
Inspection of the RFP plots for the VGJ method at 10% duty cycle in Figure 4.21 allows
another comparison to gain insight into optimal flow control conditions. As expected, there is a
greater tendency for reverse flow with this smaller duty cycle due to less energy being injected
into the system. Again we notice that the region of separation is eliminated for all values of F+
beyond 0.100. We see that there exists an optimal frequency that will eliminate separation 100%
of the time with this smaller, and therefore more desirable, amount of energy injected into the
system. As expected, comparison of the RFP plots between duty cycles of 50% and 10% for the
VGJ method in Figures 4.20 and 4.21 reveal that as you decrease the duty cycle (and therefore
decrease energy input) you need to increase F+ to achieve the same effect of eliminating separation.
This is due to the fact that as less momentum is injected into the free-stream per injection cycle, a
more rapid injection frequency is needed to prevent separation from having enough time to return
to its uncontrolled state. This indicates that there is an optimal mix of duty cycle and injection
frequency that will achieve the elimination of the separation region 100% of the time. Quite possibly,
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as Bons [15] suggests, the pulsing frequency may be more of a determining factor in controlling
separation than the amount of mass flow injected. A starting and ending vortex is generated with
each individual cycle of pulsing. The extent of influence these starting and ending vortices have on
the flow is still somewhat of a mystery, but the above evidence that a 10% duty cycle can be just
as effective as a 50% duty cycle in controlling separation certainly agrees with that assertion. As
pulsing frequencies increase, more starting and ending vortices are produced. With only a small
amount of mass flow injected, as in the 10% duty cycle cases, these starting and ending vortices
are the only mechanism by which separation can be controlled, as opposed to a greater amount
or a longer duration of mass flow injection. And as seen in the results of this thesis, the region of
separation is still controlled during and well after the pulsing has stopped, leaving only the starting
and ending vortices as the culprit in controlling separation.
As flow control is activated and F+ increases, the size of the separation region decreases for
both duty cycles and values of Re, as evident in the profile plots of Figures 4.23 through 4.36.
We also see the earlier birth of increased u′ due to the VGJs as flow control is turned on. As
you reach F+ = 0.814 at 50% duty cycle in Figure 4.26, we see significantly less prominence of
u′ compared to the lower values of F+. This correlates well with previous RFP plots, illustrating
the better effectiveness of controlling separation at the higher pulsing frequencies. This is also true
for the 10% duty cycle, as seen in Figure 4.31. Also as flow control is turned on, we again notice
some movement of the location of separation onset, as seen in Tables 4.3 and 4.4 for Re equal to
3 · 104 and 5 · 104, respectively. In general, as flow control is turned on and increased, the point
of separation onset occurs farther downstream, as separation is allowed less time to recover to its
uncontrolled state before the next pulse.
The range of experimental values for δ∗ at Re = 3 · 104 in Figure 4.38 matches well with
values taken from Young [34]. We also see several interesting trends. As expected, the no flow
control δ∗ rises above all others when flow control is turned on. The smallest and largest of the
flow control displacement thicknesses belong to the 10% duty cycle group. For both duty cycles,
there is a noticeable jump over the gap between F+ = 0.100 and F+ = 0.814, with the higher
F+ values maintaining a lower δ∗. Also as this gap is passed, the 10% duty cycle tests produce a
δ∗ comparable to or lower than its 50% duty cycle counterparts. The steady runs of 0.5 and 1.0
SCFM produce a δ∗ that fits into the 0.100 - 0.814 gap. For Re = 5 · 104 in Figure 4.41, we notice
that the steady blowing tests produce the smallest δ∗. As F+ is increased for the pulsatile runs,
we see a decrease in overall displacement thickness.
Inspection of the momentum thickness plot for Re = 3 ·104 in Figure 4.39 reveals several other
53
interesting trends. As expected, the no flow control θ retains the lowest values, illustrating the
region of momentum deficit. We also see an unsteady bumpy pattern in most of the data, produced
by either the recirculation due to separation or the circulation due to the vortex. These circulations
tend to provide sweet spots of momentum at certain locations in their cycle, which is represented
by the bumps in the plotted data. As expected, we also notice that the steady runs provide more
total momentum than the pulsatile runs due to the constant addition of energy into the system.
As flow control is turned on and F+ is increased, we generally notice an increase in momentum.
However, for the 10% duty cycle tests, the F+ value of 0.814 produces a higher θ than the F+ value
of 1.627. Recalling the RFP plots of Figure 4.21, we notice that separation is always controlled at
F+ = 0.814. This provides a greater glimpse into optimal flow control conditions. Since this lower
pulsing frequency provides more total momentum at 10% duty cycle, and this lower F+ effectively
controls separation, there is no need to increase the pulsing frequency beyond F+ = 0.814 for the
10% duty cycle. This agrees very well with Sondergaard’s [20] assertion that there exists a minimum
blowing configuration for VGJs above which separation is always controlled. For Re = 5 · 104 in
Figure 4.42, we notice less “bumpiness” in the curves when compared to the Re = 3 · 104 plot
of Figure 4.39. As Re in increased, this faster free-stream has more influence on the injected air,
settling the injected energy more quickly than the slower Re = 3 · 104 free-stream. This results
in smoother distributions of the momentum energy. As expected, more total momentum energy is
generated with steady blowing. Increasing F+ also increases the total value of θ.
Inspection of the velocity deficit wake results in Figures 4.44 and 4.45 show more interesting
phenomena. For Re = 5 · 104, all flow control attempts show improvement, with the center or
trough of velocity deficit shifting towards the pressure side of the blade as flow control is activated.
As expected, steady blowing at 1.0 SCFM best reduced the losses, while the pulsatile method
at F+ = 0.010 came in a close 2nd, even better than blowing steadily at 0.5 SCFM. This same
effect can be seen in the total pressure plot of Figure 4.46, where the total pressure achieved by
blowing at F+ = 0.010 is greater than F+ equal to 0.050 and 0.100. This is counter-intuitive, since
separation is controlled better at the higher pulsing frequencies. Since we know that F+ = 0.010
does not produce as many starting or ending vortices as higher pulsing frequencies, and separation is
controlled better at higher frequencies, the F+ = 0.010 configuration seems to tap into some of the
natural energy inherent in the system, thereby achieving a greater loss reduction. For Re = 1 · 105,
again we see improvement in the loss reduction for all flow control cases, with steady blowing
achieving the best result. Again the trough of velocity deficit is shifted toward the pressure side of
the blade as flow control is turned on, while all pulsatile cases tested show comparable results.
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4.7 Tables & Figures
Table 4.1: VGJ Case 1: Steady Blowing, Re = 3 · 104.
SCFM Cm˙ Cµ Uj/U∞
0.5 4.78 · 10−5 2.22 · 10−5 4.64
1.0 9.56 · 10−5 8.87 · 10−5 9.33
4.0 3.82 · 10−4 1.42 · 10−2 37.12
Table 4.2: VGJ Case 1: Pulsed Blowing, SCFM = 0.5.
Re Cm˙ Cµ Uj/U∞ F+ f
3 · 104 4.78 · 10−5 2.22 · 10−5 4.64 0.011, 0.050, 0.100, 0.814, 1.627 0.3, 1.4, 2.8, 23, 46
5 · 104 2.87 · 10−5 7.97 · 10−5 2.78 0.011, 0.050, 0.100, 0.814 0.5, 2.3, 4.7, 38
Table 4.3: VGJ Case 1: Point of separation onset, Re = 3 · 104.
FC value % SSL, 50% DC % SSL, 10% DC
0.5 SCFM none –
1.0 SCFM none –
4.0 SCFM none –
0.011 68.8 68.8
0.050 70.0 70.0
0.100 70.0 70.5
0.814 none none
1.627 none none
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Table 4.4: VGJ Case 1: Point of separation onset, Re = 5 · 104.
FC value % SSL, 50% DC
0.5 SCFM none
1.0 SCFM none
4.0 SCFM none
0.011 68.5
0.050 71.4
0.100 69.5
0.814 none
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(a) Flow control off (b) F+ = 0.040
(c) F+ = 0.040 (d) F+ = 0.040
Figure 4.1: Typical cross-stream flow fields of pulsed VGJ flow control, Re = 3 · 104, 50% duty
cycle.
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Figure 4.2: Typical cross-stream Vorticity, Re = 3 · 104, F− = 0.043.
58
(a) Before pulse. (b) Start of pulse.
(c) Mid-pulse. (d) End of pulse.
(e) Re-birth of separation region. (f) Return of separation bubble.
Figure 4.3: Typical series of VGJ Case 1 flow-vis showing elimination and return of separation
region, Re = 3 · 104, F+ = 0.050.
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Figure 4.4: VGJ Case 1 Velocity Profile Locations, 60% - 95% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 4.5: Velocity Vector Fields, Re = 3 · 104, steady blowing, 60% - 95% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 4.6: Velocity Vector Fields, Re = 5 · 104, steady blowing, 60% - 95% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 4.7: RFP, Re = 3 · 104, steady blowing, 60% - 95% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 4.8: RFP, Re = 5 · 104, steady blowing, 60% - 95% SSL.
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Figure 4.9: Velocity Profiles, Re = 3 · 104, no flow control
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Figure 4.10: Velocity Profiles, Re = 3 · 104, SCFM = 0.5
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Figure 4.11: Velocity Profiles, Re = 3 · 104, SCFM = 1.0
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Figure 4.12: Velocity Profiles, Re = 3 · 104, SCFM = 4.0
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Figure 4.13: Velocity Profiles, Re = 5 · 104, no flow control
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Figure 4.14: Velocity Profiles, Re = 5 · 104, SCFM = 0.5
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Figure 4.15: Velocity Profiles, Re = 5 · 104, SCFM = 1.0
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Figure 4.16: Velocity Profiles, Re = 5 · 104, SCFM = 4.0
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(a) F+ = 0.011 (b) F+ = 0.050
(c) F+ = 0.100 (d) F+ = 0.814
(e) F+ = 1.627
Figure 4.17: Velocity Vector Fields, Re = 3 · 104, 50% DC, 60% - 95% SSL.
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(a) F+ = 0.011 (b) F+ = 0.050
(c) F+ = 0.100 (d) F+ = 0.814
(e) F+ = 1.627
Figure 4.18: Velocity Vector Fields, Re = 3 · 104, 10% DC, 60% - 95% SSL.
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(a) F+ = 0.011 (b) F+ = 0.050
(c) F+ = 0.100 (d) F+ = 0.814
Figure 4.19: Velocity Vector Fields, Re = 5 · 104, 50% DC, 60% - 95% SSL.
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(a) F+ = 0.011 (b) F+ = 0.050
(c) F+ = 0.100 (d) F+ = 0.814
(e) F+ = 1.627
Figure 4.20: RFP, Re = 3 · 104, 50% DC, 60% - 95% SSL.
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(a) F+ = 0.011 (b) F+ = 0.050
(c) F+ = 0.100 (d) F+ = 0.814
(e) F+ = 1.627
Figure 4.21: RFP, Re = 3 · 104, 10% DC, 60% - 95% SSL.
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(a) F+ = 0.011 (b) F+ = 0.050
(c) F+ = 0.100 (d) F+ = 0.814
Figure 4.22: RFP, Re = 5 · 104, 50% DC, 60% - 95% SSL.
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Figure 4.23: Velocity Profiles, Re = 3 · 104, F+ = 0.011, 50% DC.
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Figure 4.24: Velocity Profiles, Re = 3 · 104, F+ = 0.050, 50% DC.
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Figure 4.25: Velocity Profiles, Re = 3 · 104, F+ = 0.100, 50% DC.
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Figure 4.26: Velocity Profiles, Re = 3 · 104, F+ = 0.814, 50% DC.
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Figure 4.27: Velocity Profiles, Re = 3 · 104, F+ = 1.627, 50% DC.
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Figure 4.28: Velocity Profiles, Re = 3 · 104, F+ = 0.011, 10% DC.
84
Figure 4.29: Velocity Profiles, Re = 3 · 104, F+ = 0.050, 10% DC.
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Figure 4.30: Velocity Profiles, Re = 3 · 104, F+ = 0.100, 10% DC.
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Figure 4.31: Velocity Profiles, Re = 3 · 104, F+ = 0.814, 10% DC.
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Figure 4.32: Velocity Profiles, Re = 3 · 104, F+ = 1.627, 10% DC.
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Figure 4.33: Velocity Profiles, Re = 5 · 104, F+ = 0.011.
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Figure 4.34: Velocity Profiles, Re = 5 · 104, F+ = 0.050.
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Figure 4.35: Velocity Profiles, Re = 5 · 104, F+ = 0.100.
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Figure 4.36: Velocity Profiles, Re = 5 · 104, F+ = 0.814.
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Figure 4.37: Displacement Thickness w/ SCFM=4.0, Re = 3 · 104.
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Figure 4.38: Displacement Thickness, Re = 3 · 104.
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Figure 4.39: Momentum Thickness, Re = 3 · 104.
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Figure 4.40: Shape Factor, Re = 3 · 104.
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Figure 4.41: Displacement Thickness, Re = 5 · 104.
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Figure 4.42: Momentum Thickness, Re = 5 · 104.
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Figure 4.43: Shape Factor, Re = 5 · 104.
99
Figure 4.44: Velocity Deficit, Re = 5 · 104.
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Figure 4.45: Velocity Deficit, Re = 1 · 105.
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Figure 4.46: Total Pressure, Re = 5 · 104.
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Figure 4.47: Total Pressure, Re = 1 · 105.
103
Chapter 5
Results: Vortex Generator Jets at
10.5% SSL
Turbine blades in a gas turbine engine are repeatedly subjected to intense heat from the
extremely hot gases exiting the combustion chamber. This amount of heat is so great that intricate
cooling mechanisms are needed in order to prevent the turbine blades from melting. One cooling
method employs passing cooler air internally through the blade and ejecting it out of hundreds
of tiny holes in the blade surface, thus maintaining a cooler temperature throughout the blade.
Another cooling method, termed film cooling, employs a series of holes near the leading edge of the
turbine blade which spew cooler air into the region where the combustion gases are the hottest.
This method is configured so that the air spewed from these leading edge holes creates a small film
of cooler air which travels throughout the boundary layer and “coats” the surface of the blade with
a film of protective cool air. This second set of turbine blades with the VGJ geometry near the
leading edge at 10.5% SSL will help determine if separation can be controlled from VGJs near the
leading edge. If so, there may be some implications about the possibility of combining separation
control with film cooling, thus proverbially “killing two birds with one stone”.
Results are presented for the VGJ flow control Case 2 at 10.5% SSL for steady blowing and
pulsatile blowing with 50% and 10% duty cycles. A range of Re from 3 ·104 to 5 ·104 is examined in
order to compare with previous studies. Tables 5.1 and 5.2 illustrate the relationships between f ,
F+, and F− for both VGJ cases. Additional tests to ensure matchup of previous Case 1 F+ values
were run for the Case 2 VGJs. A typical cross-stream plot of vorticity taken 1 cm downstream of
the Case 1 VGJs at Re = 3 · 104 and F− = 0.043 is shown in Figure 5.1. Notice the shear layer
indicated by the blue region close to the blade surface, with the vortical pairs generated by the
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VGJs located directly above.
5.1 Smoke-wire Flow Visualization
A typical sequential series of smoke-wire flow visualization images illustrating the effectiveness
of the pulsed VGJ flow control Case 2 are shown in Figure 5.2 for Re = 3 · 104 and F− = 0.356.
Note in Figure 5.2(a) the region of separation before the pulsing begins. In Figure 5.2(b), the flow
field above the blade has become more turbulent due to the start of the pulse. In Figure 5.2(c) the
streamlines close to the blade have become non-distinct, illustrating the turbulence now crea ted
farther upstream due to the jets’ location at 10% SSL. In Figure 5.2(d) the pulse has ended, and
we still see evidence of a smaller recirculating region close to the trailing edge of the blade. We
also see in Figure 5.2(d) the presence of a Tollmien-Schlichting wave on the pressure side of the
adjacent turbine blade, which has been linked to influencing transition [18]. Figure 5.2(e) depicts
the beginning of the recovery of the separation region soon after the pulse has ended. Figure 5.2(f)
shows the full recovery of the separation region in between pulses. A movie, titled 30vgj2.avi,
showing an example of the VGJ Case 2 flow control method for F− = 0.108 and Re = 3 · 104 is
included in the files presented with this thesis. The presence of T-S waves on the pressure side of
the turbine blade can also be seen in the movie.
5.2 Velocity Profile Locations
All velocity profiles presented in this chapter are taken at the same locations. These profile
locations are shown in Figure 5.3. All profiles include the streamwise velocity, u, streamwise rms
fluctuating velocity, u′, wall normal velocity, v, wall normal rms fluctuating velocity, v′, and the
Reynolds stresses, u′v′.
5.3 PIV Experiments
5.3.1 Steady Blowing
The mass and momentum blowing coefficients, Cm˙ and Cµ, respectively, and jet velocity ratio,
Uj/U∞, are presented in Table 5.3. Velocity vector fields with streamlines are shown for all steady
blowing cases for Re = 3 · 104 in Figure 5.4. Velocity vector fields with streamlines are shown for
all steady blowing cases for Re = 5 · 104 in Figure 5.5. RFP plots are shown for all steady blowing
cases for Re = 3 ·104 in Figure 5.6. RFP plots are shown for all steady blowing cases for Re = 5 ·104
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in Figure 5.7. Velocity profiles are shown for all steady blowing cases for Re = 3 · 104 in Figures
5.8 through 5.11. Velocity profiles are shown for all steady blowing cases for Re = 5 ·104 in Figures
5.12 through 5.15.
5.3.2 Pulsed Blowing
The mass and momentum blowing coefficients, Cm˙ and Cµ, respectively, and jet velocity ratio,
Uj/U∞, are presented in Table 5.4. Velocity vector field plots are shown for Re = 3 · 104 and 50%
duty cycle at F− values of 0.012, 0.054, 0.077, and 0.108 in Figure 5.16. Velocity vector field plots
are shown for Re = 3 · 104 and 50% duty cycle at F− values of 0.356, 0.712, 0.889, and 1.778 in
Figure 5.17. Velocity vector field plots are shown for Re = 3 ·104 and 10% duty cycle at F− values
of 0.012, 0.054, 0.077, and 0.108 in Figure 5.18. Velocity vector field plots are shown for Re = 3 ·104
and 10% duty cycle at F− values of 0.356, 0.712, 0.889, and 1.778 in Figure 5.19. Velocity vector
field plots are shown for Re = 5 · 104 and 50% duty cycle at F− values of 0.012, 0.053, 0.072, and
0.109 in Figure 5.20. Velocity vector field plots are shown for Re = 5 · 104 and 10% duty cycle at
F− values of 0.357, 0.718, and 0.884 in Figure 5.21. RFP plots are shown for Re = 3 · 104 and
50% duty cycle at F− values of 0.012, 0.054, 0.077, and 0.108 in Figure 5.22. RFP plots are shown
for Re = 3 · 104 and 50% duty cycle at F− values of 0.356, 0.712, 0.889, and 1.778 in Figure 5.23.
RFP plots are shown for Re = 3 · 104 and 10% duty cycle at F− values of 0.012, 0.054, 0.077, and
0.108 in Figure 5.24. RFP plots are shown for Re = 3 · 104 and 10% duty cycle at F− values of
0.356, 0.712, 0.889, and 1.778 in Figure 5.25. RFP plots are shown for Re = 5 · 104 at F− values of
0.012, 0.053, 0.072, and 0.109 in Figure 5.26. RFP plots are shown for Re = 5 · 104 at F− values
of 0.357, 0.718, 0.884 in Figure 5.27. Velocity profiles are shown for Re = 3 · 104 and a 50% duty
cycle for all F− values in Figures 5.28 through 5.35. Velocity profiles are shown for Re = 3 · 104
and a 10% duty cycle for all F− values in Figures 5.36 through 5.43. Velocity profiles are shown
for Re = 5 · 104 for all F− values in Figures 5.44 through 5.50.
5.4 Discussion
Again we see the presence of T-S waves on the pressure side of the turbine blades in the smoke-
wire images and movies included with this thesis. The mechanism of T-S waves are covered in more
detail in the discussion of Chapter 3. The VGJ Case 2 flow control method does not effectively
control separation all of the time. Steady blowing is shown to control separation at higher blowing
rates, as seen with RFP plots of Figures 5.6 and 5.7. We notice that for Re = 3 ·104, blowing at 0.5
SCFM cannot sufficiently control separation. As the blowing rate is increased beyond 0.5 SCFM
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to 1.0 and 4.0 SCFM, separation is eliminated. We also notice from the velocity vector plots in
Figure 5.4 differences in the number of average centers of rotation. At 0.5 SCFM, there are four
centers present, located at 68%, 74%, 82%, and 90% SSL. For both of the other steady flow rates
tested there is only one center of rotation noticed near the separation region at 68% SSL. As Re is
increased to 5 · 104 in Figure 5.5, these centers of rotation disappear except for the higher steady
blowing case of 4.0 SCFM, which again dominates the flow field.
For the pulsatile Case 2 VGJ runs at Re = 3 · 104, we continue to see multiple centers of
rotation along the blade surface, as evident in the velocity vector plots of Figures 5.16 through
5.19. These multiple centers are consistent throughout both duty cycles tested. At Re = 5 · 104,
there is less tendency for multiple centers of rotation along the blade surface, shown in the vector
plots of Figures 5.20 and 5.21. For the lower F− values of 0.012, 0.053, and 0.072 we can only
notice one center in the separation region around 83% SSL. At F− = 0.109 and beyond, we see a
larger center of rotation upstream of a smaller developing center, located near 91% SSL. Neither
Case 2 pulsatile blowing method of 50% or 10% duty cycle can eliminate the separation region.
Throughout the range of F− at both values of Re, recirculation is still prominent, as seen with
streamlines in the velocity field vector plots of Figures 5.16 through 5.21. These regions are also
evident in the RFP plots of Figures 5.22 through 5.27. Inflection points in the u velocity profiles
for all pulsatile test cases in Figures 5.28 through 5.50 also reveal that recirculation zones are still
present in the separation region. There are smaller recirculation regions in the Re = 5 · 104 tests,
but this is due to the increased free-stream velocity instead of the flow control attempts. As flow
control is turned on, we again notice some movement of the location of separation onset, as seen
in Tables 5.5 and 5.6 for Re equal to 3 · 104 and 5 · 104, respectively. In general, as flow control
is turned on and increased, the point of separation onset occurs farther downstream, although
again we see that separation is never completely eliminated. From the cross-stream vorticity plot
of Figure 5.1, we can gain an understanding of why the VGJs at 10.5% SSL do not sufficiently
eliminate separation. After the vortices created near the leading edge of the blade navigate the
curvature and approach the separation region, its vortex cores are located well into the free-stream,
too far away from the blade surface to have enough impact on the separation region. Instead of
pouring momentum into the deficient zone, the vortices are entrained into the free-stream above
the shear layer, missing their intended target. No combination of duty cycle and F− has been
found to eliminate separation 100% of the time.
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5.5 Tables & Figures
Table 5.1: VGJ Reduced Frequency Comparison Table, Re = 3 · 104.
f Case 1 F+ Case 1 F− Case 2 F− Case 2 F+
0.3 0.011 0.012 0.012 0.002
1.4 0.050 0.054 0.054 0.008
2.8 0.100 0.108 0.108 0.015
23 0.814 0.889 0.889 0.125
46 1.627 1.778 1.778 0.249
2.0 - - 0.077 0.011
9.2 - - 0.356 0.050
18.4 - - 0.712 0.100
Table 5.2: VGJ Reduced Frequency Comparison Table, Re = 5 · 104.
f Case 1 F+ Case 1 F− Case 2 F− Case 2 F+
0.5 0.011 0.012 0.012 0.002
2.3 0.050 0.053 0.053 0.007
4.7 0.100 0.109 0.109 0.015
38.1 0.814 0.884 0.884 0.124
3.1 - - 0.072 0.011
15.4 - - 0.357 0.050
31 - - 0.718 0.100
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Table 5.3: VGJ Case 2: Steady Blowing, Re = 3 · 104.
SCFM Cm˙ Cµ Uj/U∞
0.5 4.71 · 10−5 2.16 · 10−5 4.59
1.0 9.48 · 10−5 8.75 · 10−5 9.23
4.0 3.68 · 10−4 1.26 · 10−2 34.24
Table 5.4: VGJ Case 2: Pulsed Blowing, SCFM = 0.5.
Re Cm˙ Cµ Uj/U∞ F− f
3 · 104 4.71 · 10−5 2.16 · 10−5 4.59 0.012, 0.054, 0.077, 0.108, 0.3, 1.4, 2.0, 2.8,
0.356, 0.712, 0.889, 1.778 9.2, 18.4, 23, 46
5 · 104 2.83 · 10−5 7.78 · 10−5 2.75 0.012, 0.053, 0.072, 0.109, 0.5, 2.3, 3.1, 4.7
0.357, 0.718, 0.889 15.4, 31, 38
Table 5.5: VGJ Case 2: Point of separation onset, Re = 3 · 104.
FC value % SSL, 50% DC % SSL, 10% DC
0.5 SCFM 73.8 –
1.0 SCFM none –
4.0 SCFM none –
0.012 62.0 63.0
0.054 64.0 63.5
0.077 64.5 64.0
0.108 64.0 64.5
0.356 68.6 66.5
0.712 69.4 68.6
0.889 69.4 69.0
1.778 64.5 63.0
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Table 5.6: VGJ Case 2: Point of separation onset, Re = 5 · 104.
FC value % SSL, 50% DC
0.5 SCFM none
1.0 SCFM none
4.0 SCFM none
0.012 62.0
0.053 62.5
0.072 62.8
0.109 62.1
0.357 63.5
0.718 63.9
0.884 62.8
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Figure 5.1: Typical cross-stream Vorticity, Re = 3 · 104, F− = 0.043.
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(a) Before pulse. (b) Start of pulse.
(c) Mid-pulse. (d) End of pulse.
(e) Re-birth of separation region. (f) Return of separation bubble.
Figure 5.2: Typical series of VGJ Case 2 flow-vis showing elimination and return of separation
region, Re = 3 · 104, F− = 0.009.
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Figure 5.3: VGJ Case 2 Velocity Profile Locations, 65% - 92% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 5.4: Velocity Vector Fields, Re = 3 · 104, steady blowing, 65% - 92% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 5.5: Velocity Vector Fields, Re = 5 · 104, steady blowing, 65% - 92% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 5.6: RFP, Re = 3 · 104, steady blowing, 65% - 92% SSL.
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(a) Flow control off (b) SCFM = 0.5
(c) SCFM = 1.0 (d) SCFM = 4.0
Figure 5.7: RFP, Re = 5 · 104, steady blowing, 65% - 92% SSL..
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Figure 5.8: Velocity Profiles, Re = 3 · 104, no flow control.
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Figure 5.9: Velocity Profiles, Re = 3 · 104, SCFM = 0.5.
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Figure 5.10: Velocity Profiles, Re = 3 · 104, SCFM = 1.0.
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Figure 5.11: Velocity Profiles, Re = 3 · 104, SCFM = 4.0.
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Figure 5.12: Velocity Profiles, Re = 5 · 104, no flow control.
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Figure 5.13: Velocity Profiles, Re = 5 · 104, SCFM = 0.5.
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Figure 5.14: Velocity Profiles, Re = 5 · 104, SCFM = 1.0.
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Figure 5.15: Velocity Profiles, Re = 5 · 104, SCFM = 4.0.
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(a) F− = 0.012 (b) F− = 0.054
(c) F− = 0.077 (d) F− = 0.108
Figure 5.16: Velocity Vector Fields, Re = 3 · 104, 50% DC, 65% - 92% SSL.
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(a) F− = 0.356 (b) F− = 0.712
(c) F− = 0.889 (d) F− = 1.778
Figure 5.17: Velocity Vector Fields, Re = 3 · 104, 50% DC, 65% - 92% SSL.
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(a) F− = 0.012 (b) F− = 0.054
(c) F− = 0.077 (d) F− = 0.108
Figure 5.18: Velocity Vector Fields, Re = 3 · 104, 10% DC, 65% - 92% SSL.
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(a) F− = 0.356 (b) F− = 0.712
(c) F− = 0.889 (d) F− = 1.778
Figure 5.19: Velocity Vector Fields, Re = 3 · 104, 10% DC, 65% - 92% SSL.
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(a) F− = 0.012 (b) F− = 0.053
(c) F− = 0.072 (d) F− = 0.109
Figure 5.20: Velocity Vector Fields, Re = 5 · 104, 65% - 92% SSL.
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(a) F− = 0.357 (b) F− = 0.718
(c) F− = 0.884
Figure 5.21: Velocity Vector Fields, Re = 5 · 104, 65% - 92% SSL.
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(a) F− = 0.012 (b) F− = 0.054
(c) F− = 0.077 (d) F− = 0.108
Figure 5.22: RFP, Re = 3 · 104, 50% DC, 65% - 92% SSL.
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(a) F− = 0.356 (b) F− = 0.712
(c) F− = 0.889 (d) F− = 1.778
Figure 5.23: RFP, Re = 3 · 104, 50% DC, 65% - 92% SSL.
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(a) F− = 0.012 (b) F− = 0.054
(c) F− = 0.077 (d) F− = 0.108
Figure 5.24: RFP, Re = 3 · 104, 10% DC, 65% - 92% SSL.
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(a) F− = 0.356 (b) F− = 0.712
(c) F− = 0.889 (d) F− = 1.778
Figure 5.25: RFP, Re = 3 · 104, 10% DC, 65% - 92% SSL.
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(a) F− = 0.012 (b) F− = 0.053
(c) F− = 0.072 (d) F− = 0.109
Figure 5.26: RFP, Re = 5 · 104, 65% - 92% SSL.
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(a) F− = 0.357 (b) F− = 0.718
(c) F− = 0.884
Figure 5.27: RFP, Re = 5 · 104, 65% - 92% SSL.
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Figure 5.28: Velocity Profiles, Re = 3 · 104, 50% DC, F− = 0.012.
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Figure 5.29: Velocity Profiles, Re = 3 · 104, 50% DC, F− = 0.054.
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Figure 5.30: Velocity Profiles, Re = 3 · 104, 50% DC, F− = 0.077.
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Figure 5.31: Velocity Profiles, Re = 3 · 104, 50% DC, F− = 0.108.
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Figure 5.32: Velocity Profiles, Re = 3 · 104, 50% DC, F− = 0.356.
142
Figure 5.33: Velocity Profiles, Re = 3 · 104, 50% DC, F− = 0.712.
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Figure 5.34: Velocity Profiles, Re = 3 · 104, 50% DC, F− = 0.889.
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Figure 5.35: Velocity Profiles, Re = 3 · 104, 50% DC, F− = 1.778.
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Figure 5.36: Velocity Profiles, Re = 3 · 104, 10% DC, F− = 0.012.
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Figure 5.37: Velocity Profiles, Re = 3 · 104, 10% DC, F− = 0.054.
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Figure 5.38: Velocity Profiles, Re = 3 · 104, 10% DC, F− = 0.077.
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Figure 5.39: Velocity Profiles, Re = 3 · 104, 10% DC, F− = 0.108.
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Figure 5.40: Velocity Profiles, Re = 3 · 104, 10% DC, F− = 0.356.
150
Figure 5.41: Velocity Profiles, Re = 3 · 104, 10% DC, F− = 0.712.
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Figure 5.42: Velocity Profiles, Re = 3 · 104, 10% DC, F− = 0.889.
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Figure 5.43: Velocity Profiles, Re = 3 · 104, 10% DC, F− = 1.778.
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Figure 5.44: Velocity Profiles, Re = 5 · 104, F− = 0.012.
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Figure 5.45: Velocity Profiles, Re = 5 · 104, F− = 0.053.
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Figure 5.46: Velocity Profiles, Re = 5 · 104, F− = 0.072.
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Figure 5.47: Velocity Profiles, Re = 5 · 104, F− = 0.109.
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Figure 5.48: Velocity Profiles, Re = 5 · 104, F− = 0.357.
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Figure 5.49: Velocity Profiles, Re = 5 · 104, F− = 0.718.
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Figure 5.50: Velocity Profiles, Re = 5 · 104, F− = 0.884.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
Ludwig Prandtl (1875-1953), considered by many to be the father of modern fluid dynamics,
investigated and developed theory involving boundary layer growth on a surface in contact with
a fluid in motion. He was one of the first in history to understand and explain the physics of the
thin region of the flow near the surface called the boundary layer, where viscous effects dominate
the flow field. His intuition led to the development of modern aerodynamic theory, including
knowledge of the mechanisms that drive boundary layer flow separation. His research in identifying
the mechanism of flow separation on airfoils allowed countless other engineers and scientists to
understand and develop new methods of controlling the flow around a surface. These methods,
commonly known today as flow control, have pushed the envelope of aircraft performance during
the 20th century, and will continue to do so well into the future.
Modern gas turbine engines are such sophisticated machines that even small improvements in
any section of the engine may result in very significant increases in performance. One such specific
area of promise is in the control of flow separation in the low pressure turbine section. The first
goal of this thesis was to assess and compare the efficacy of two methods of separation flow control:
ejector nozzle and vortex generator jets (VGJ Case 1). In most cases both flow control geometries
sufficiently eliminate the separation region. For both flow control methods, steady blowing resulted
in elimination of the separation region 100% of the time. For the most optimal system, there must
be an optimal blowing frequency in each flow control case that would eliminate the separation region
with minimal energy input. For the EN method, the RFP plots in Figure 3.9 show that for even
the smaller values of F+, the value of RFP in the separation region is near 50%, which indicates
that only half of the time the flow is reversed. Considering the 50% duty cycle, this reveals that
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when the flow control is pulsing on, the separation region is eliminated, and when the flow control
is off, the separation region recovers. Further inspection of Figures 3.9(c) through 3.9(e) reveal
that there must be an optimal value of F+ between 0.100 and 1.627 where the pulsing frequency
does not allow the separation bubble enough time to recover. This is evident because the region
of separation indicated by RFP shrinks from F+ = 0.100 to F+ = 0.814, but seems to increase
between 0.814 and 1.627. It is not clear, however, whether the optimal value of F+, where there
would be no RFP, lies between 0.100 and 0.814 or between 0.814 and 1.627.
Inspection of the RFP plots for the VGJ Case 1 method at Re = 3 · 104 and 50% duty cycle in
Figure 4.20 show more promising results. Even at the lowest value of F+ tested, 0.011, the region
of separation coincides with a RFP value near 50%, which again indicates that the separation
region is eliminated when the VGJ flow control is turned on. Furthermore, all values of F+ tested
beyond 0.100 result in the complete elimination of separation. This indicates that the VGJ flow
control method is much more aggressive and effective at eliminating separation than the EN method
when comparing the same values of F+. Also, there may be even a lower value of F+ that will
be effective in eliminating separation when the flow control is activated. There also exist small
pockets of reversed flow in the near wall region. These are generated as the upward-facing side of
the stream-wise traveling vortex created from the pulsing VGJs spreads the air in both the upstream
and downstream directions. Inspection of the RFP plots for the VGJ method at 10% duty cycle in
Figure 4.21 allows another comparison to gain insight into optimal flow control conditions. Again
we notice that the region of separation is eliminated for all values of F+ beyond 0.100. This tells
us that the VGJ Case 1 method is also very effective in eliminating separation even at lower duty
cycles. As expected, comparison of the RFP plots between duty cycles of 50% and 10% for the VGJ
Case 1 method in Figures 4.20 and 4.21 reveal that as you decrease the duty cycle (and therefore
decrease energy input) you need to increase F+ to achieve the same effect of eliminating separation.
This is due to the fact that as less momentum is injected into the free-stream per injection cycle, a
more rapid injection frequency is needed to prevent separation from having enough time to return
to its uncontrolled state. For both duty cycles, the size of the separation region decreases as flow
control is turned on, as evident in the profile plots of Figures 4.23 through 4.32. Also as expected,
we see the earlier birth of u′ due to the VGJs as flow control is activated.
Inspection of the velocity deficit and total pressure wake results in Figures 4.44 and 4.45 show
more interesting phenomena. As expected, steady blowing at 1.0 SCFM best reduced the losses,
while the pulsatile method at F+ = 0.010 came in a close 2nd, even better than blowing steadily
at 0.5 SCFM. This same effect can be seen in the total pressure plot of Figure 4.46, where the
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total pressure achieved by blowing at F+ = 0.010 is greater than blowing at F+ equal to 0.050
and 0.100. This is counter-intuitive, since we see that separation is controlled better at the higher
pulsing frequencies. We also know that F+ = 0.010 does not produce as many starting or ending
vortices as higher pulsing frequencies, and since we know that separation is controlled better at
higher frequencies, the F+ = 0.010 configuration seems to tap into some of the natural energy
inherent in the system, thereby achieving a greater loss reduction. For Re = 1 · 105, again we see
improvement in the loss reduction for all flow control cases, with steady blowing achieving the best
result. Again the trough of velocity deficit is shifted toward the pressure side of the blade as flow
control is turned on, while all pulsatile cases tested show comparable results.
Upon recognition of the better control of separation by vortex generator jets, experiments
were conducted in order to explore the effect of chord location for the VGJ flow control method.
Another set of turbine blades (VGJ Case 2) containing the VGJs at 10.5% SSL were tested under
the same conditions as Case 1. The location of 10.5% SSL was selected in order to explore whether
or not separation can be controlled from VGJs near the leading edge. If so, there could be some
implications about the feasibility of combining separation control with film cooling techniques,
which are typically located near the leading edge of the blade. However, VGJs at 10.5% SSL
have not been found to effectively eliminate separation. Only the higher steady blowing tests have
achieved the desired result, while no pulsatile blowing method at either duty cycle was successful.
Closer inspection of the two cross-stream vorticity plots taken for each geometry in Figures 4.2 and
5.1 allows a better understanding of why the Case 1 VGJs at 69% SSL work much better than the
Case 2 VGJs at 10.5% SSL at controlling separation. Even though we can notice distinct centers
of rotation on the blade surface indicating more action in the boundary layer due to the Case 2
VGJs, there is much more vortical action in Case 1 directly above the shear layer than in Case 2.
Also, the average diameter of each vortex in Case 1 is 0.51 cm, much larger than Case 2’s average
diameter of 0.39 cm. This indicates that Case 1 VGJs produce vortices that have more influence in
the separation region than Case 2. We also notice that vortices from Case 2 tend to migrate away
from the surface, as seen with the vortex pairs that have travelled into the free-stream. As the
Case 2 vortices navigate the curvature of the blades from near the leading edge up to the separation
region, they are pulled further into the free-stream than the Case 1 VGJs, allowing the shear layer
more room to expand out into the free-stream, allowing more room for separation. Therefore, VGJs
at 69% SSL were much more effective at controlling separation than the VGJs at 10.5% SSL.
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6.2 Future Work
To improve the current study, more tests involving a greater range of duty cycle and F+
should be investigated. This greater range would allow a more precise understanding of optimal
flow control conditions, as the current study was limited to only a handful of specific test points.
More test blades with varying chord locations should be constructed and tested under the same
conditions in order to give a more complete view of the effect of chord location. Phase-locked
PIV should also be employed in order to gain a greater understanding of the pulsing effects of the
VGJs. This phase-locked technique would enable detailed inspection of each instant in the pulsing
cycle, such as the initial formation of the vortex or the ceasation of the pulse. Quite possibly, more
detailed inspection of a greater range of F+ and duty cycle results could help answer the question
of whether or not the pulsing frequency is a more important factor in controlling separation than
the amount of mass flow injected. An increased range of FSTI should also be investigated in order
to understand how the effects of FSTI interact with flow control. End wall effects should also be
inspected to determine if the current aspect ratio is sufficient in producing accurate flow physics
throughout the near-wall flowfield. Inspection of the unsteady flow structures via single image pair
processing from current data will reveal more detail to help understand the instantaneous physics
of the flow field. Also, calculations can be made to determine skin friction, which will aid in the
understanding of heat transfer properties.
164
Appendix A
Nomenclature
c Chord length, 114 mm
Cm˙ Mass blowing coefficient, m˙/ρSU∞
Cp Pressure coefficient
Cµ Momentum blowing coefficient, 2m˙Uj/ρSU2∞
EN Ejector nozzle
f Pulsatile frequency
F+ Reduced frequency parameter, fl/U∞
F− Reduced frequency parameter, fc/U∞
FFP Forward flow probability
FSTI Free-stream turbulence intensity
l SSL distance from leading edge to outlet
m˙ Flow control geometry mass flow
Re Reynolds number, UelSSL/ν
based on SSL and Ue
Rec Reynolds number, 0.6·Re
based on axial chord and Ui
RFP Reverse flow probability
S Suction surface area
SSL Suction surface length, 152.4 mm
u Streamwise velocity
u′ Streamwise rms fluctuating velocity
u′v′ Reynolds stress
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U∞ Free-stream velocity
Ue Exit velocity
Ui Inlet velocity
Uj Jet velocity
v Wall normal velocity
v′ Wall normal rms fluctuating velocity
V GJ Vortex generator jet
∞ Free-stream condition
ρ Air density
ν Kinematic viscosity of air
166
Appendix B
Input Files and Post-Processing
Codes
Contained herein are samples of all of the input files and post-processing codes used throughout
this thesis.
B.1 Sample Input File
In order to process the raw image data, the WaLPT processing code required an input set-up
file. This setup file contains details about whether or not to turn the IPX function for near-wall
accuracy on, the file names to be processed, as well as the locations of wall files. A sample input
file for WaLPT is shown below.
lptmode, 0=singlepass, 1=small to large, 2=large to small, 3= LPT
2 1 0 1
input file names ( one line per file )
run30_1.lst
run30_1
image size nxc, nyc, pixr
1008 1018 10 1.00
flow size, nxf, nyf
1008 1018
flow offset, xf, yf
0 0
window size, nxw, nyw, 2**n
32 32
amod, min, max windows dimensions 2**n, correlaltion level corlvl
1 8 32 0.50
step size, nxs, nys
12 12
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window type, wtype 1-7, see source listing
1
peak type, ptype 0=grid,1=parabolic,2=gaussian
2
laundary type, ltype 0=no laundering,1=rejection
0
extension parameter, 0= none, zero padding, 1= smooth (nth order)
0
filter widths (1/) fltrwx,fltrwy; 0= no filtering, 1,2,.. higher ; nfil
10 10 3
wall parameters: nwalls, parex, motion, intflag, outmask
1 1 0 0 1
wall geometry file
E:\mark\piv\30may03\mask1_8bit.bin
motion parameters: dxcg, dycg ,rot
0.00 0.00 0.00
0.00 0.00 0.00
0.00 0.00 0.00
B.2 Matlab m-file: Mask Modification
The CCD camera used produced images in a 10-bit format. The WaLPT processing code
requires that the mask file illustrating where the wall geometry is positioned must be in an 8-bit
format. The following Matlab m-file converts the initial 10-bit mask image to the final 8-bit mask
image.
%FIRST MASK
%function maskmodi(run)
function maskmodi; run=3;
run=int2str(run);
%path2=’c:\piv\issi\’;
%path=’E:\mark\18feb04\’;
path=’E:\mark\05mar04\’;
%path=’E:\mark\21nov03\’;
%with run
%maskfile=strcat(path1,’mask’,run,’_10bit.bin’)
%maskfile2=strcat(path1,’mask’,run,’_8bit.bin’)
%without run
maskfile=strcat(path,’mask99’,’_10bit.bin’)
maskfile2=strcat(path,’mask99’,’_8bit.bin’)
nxc=1008;
nyc=1018;
colormap(gray);
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% load 10 bit xcap image as 16 bit image
fid=fopen(maskfile,’r’);
maskimage=fread(fid,[nxc,nyc],’int16’);
st=fclose(fid);
figure(1);
imagesc(maskimage.’),axis equal,axis off,title(’original 10 bit mask’);
junk=maskimage;
% set values in array to floor and ceiling of the raw xcap image
for i=1:nxc;
for j=1:nyc;
if maskimage(i,j)>200;
maskimage(i,j)=255;
else
maskimage(i,j)=0;
end
end
end
%save the mask file(s)
fid=fopen(maskfile2,’w’);
fwrite(fid,maskimage,’int8’);
st=fclose(fid);
% display mask
figure(2);
colormap(gray);
imagesc(maskimage.’),axis off,axis equal,title(’final 8 bit mask’);
end
B.3 Matlab m-file: Post-Processing
The following Matlab m-file was used in order to read, modify, and plot results from the tensor
data produced from the WaLPT processing code. This m-file was executed independently for each
individual test run.
function simp_piv
% program to average turbine data sets
base=’run’;
%base=’runpvgj’
re=30
run=1;
% is the geometry en, vgj, or sf
%geo=’en’; % ejector nozzle
%geo=’vgj’;basepath=’D:\30may03\processed\’;wallpath=’D:\30may03\processed\walls1\’;
geo=’sf’;basepath=’E:\mark\18feb04\processed\’;wallpath=basepath; % case 2 vgj
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%geo=’c’; % clean runs (no FC geometry)
%conversion info - spatial and temporal scales to give units in cm/s
scale=201.95; %pixels/cm
pulse=60; %in micro-seconds
RE=re;
ntot=62; %number of tensor files
%ntot=1;
%%%%%%%%%%% set file paths %%%%%%%%%%
%basepath=’C:\check\’;wallpath=basepath;
%basepath=’E:\mark\18feb04\processed\’;wallpath=basepath;
%basepath=’E:\mark\05mar04\processed\’;wallpath=basepath;
%basepath=’D:\6jun03\processed\’;wallpath=basepath;
%basepath=’D:\30may03\processed\’;wallpath=’D:\30may03\processed\walls1\’;
%basepath=’D:\12.19.02 processed\’;
%conversion factors to cm/s
convel=(scale*pulse/1000000);
convor=(pulse/1000000);
%check array size
k=1; [ny,nx]=tensfunc2(base,re,run,k,basepath)
%set size of arrays
%nx=83;ny=82;
%create empty arrays
uav=zeros(ntot,nx,ny);
vav=zeros(ntot,nx,ny);
vortav=zeros(ntot,nx,ny);
contav=zeros(ntot,nx,ny);
un=zeros(nx,ny);
vn=zeros(nx,ny);
vorn=zeros(nx,ny);
conn=zeros(nx,ny);
corn=zeros(nx,ny);
rfp=zeros(nx,ny);
sep=zeros(nx,ny);
urms=zeros(nx,ny);
dudxn=zeros(nx,ny);
dvdxn=zeros(nx,ny);
dudyn=zeros(nx,ny);
dvdyn=zeros(nx,ny);
%characteristic velocity based on 5400 fpm (~30 m/s)
uf=30;
%chord length
chord=4*2.54;
%read in data files
for i=1:ntot,
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% i=38;
[u,v,vort,cont,corr,dudx,dvdx,dudy,dvdy]=tensfunc(base,re,run,i,basepath);
un=u+un;
vn=v+vn;
vorn=vort+vorn;
conn=cont+conn;
corn=corr+corn;
uav(i,:,:)=u;
vav(i,:,:)=v;
vortav(i,:,:)=vort;
contav(i,:,:)=cont;
dvdxn=dvdxn+dvdx;
dudyn=dudyn+dudy;
dudxn=dudxn+dudx;
dvdyn=dvdyn+dvdy;
neg_pixels=0;
for j=1:nx
for k=1:ny
if v(j,k) > 0,
neg_pixels=neg_pixels+1;
rfp(j,k)=rfp(j,k)+1;
end
end
end
end
%%%%%%%%%%%%%%% PROCESSING %%%%%%%%%%%%%%%%%%%%%
%set edge regions to zero if need be
un(:,1)=0; vn(:,1)=0; vorn(:,1)=0; rfp(:,1)=0;
un(:,2)=0; vn(:,2)=0; vorn(:,2)=0;
un(1,:)=0; vn(1,:)=0; vorn(1,:)=0;
un(:,ny-1)=0; vn(:,ny-1)=0; vorn(:,ny-1)=0;
un(:,ny)=0; vn(:,ny)=0; vorn(:,ny)=0;
%set edges for individual arrays
uav(:,:,1)=0; uav(:,:,2)=0;
uav(:,:,3)=0; uav(:,:,4)=0;uav(:,1,:)=0;
uav(:,:,ny)=0; uav(:,:,ny-1)=0;
vav(:,:,1)=0; vav(:,:,2)=0;
vav(:,:,3)=0; vav(:,:,4)=0;vav(:,1,:)=0;
vav(:,:,ny)=0; vav(:,:,ny-1)=0;
vortav(:,:,1)=0; vortav(:,:,2)=0;
vortav(:,:,3)=0; vortav(:,:,4)=0;vortav(:,1,:)=0;
vortav(:,:,ny)=0; vortav(:,:,ny-1)=0;
%calculate averages
un=un/ntot; vn=vn/ntot; vorn=vorn/ntot; conn=conn/ntot; corn=corn/ntot;
dudyn=dudyn/ntot; dvdxn=dvdxn/ntot; dudxn=dudxn/ntot; dvdyn=dvdyn/ntot; rfp=rfp/ntot;
%scale data
un=un/convel;
vn=vn/convel;
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vorn=vorn/convor;
vortav=vortav/convor;
%calculate Re based on average velocity
%REDO FOR TURBINE BLADE, BASE ON VELOCITY MAG and SSL TO COMPARE WITH RE ABOVE
umean=mean(mean(un(:,:)));
re=umean*chord/0.151;
fprintf(’\n Approximated average u velocity is %6.2f cm/s\n Re based on this
->is %5.0f\n’,umean,re);
fprintf(’\nThinking....’)
%calculate rms turbulence
for j=1:nx
fprintf(’.’)
for k=1:ny
dum1=0; dum2=0; dum3=0;
for i=1:ntot
dum1=sqrt(un(j,k)^2+vn(j,k)^2);
dum2=sqrt(uav(i,j,k)^2+vav(i,j,k)^2);
dum3=(dum1-dum2)^2+dum3;
end
urms(j,k)=sqrt(dum3)/ntot;
end
end
mag=sqrt(un.^2+vn.^2);
urms=std(uav,0,1);
urms=squeeze(urms);
vrms=std(vav,0,1);
vrms=squeeze(vrms);
%% PLOTTING
fprintf(’\nPlotting\n’)
offset=-10;
xllim=offset;
yllim=offset;
xulim=nx-offset;
yulim=ny-(offset);
%yllim=20;
%yulim=50;
%vertices for patch command for slab (if needed)
xc=9; yc=27;
x=[1 81 81 xc xc 1];
y=[45 45 40 40 yc yc];
mean(mean(vortav));
%non-averaged plots (for movies)
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%for i=1:ntot,
%figure(i)
%colormap jet;
%plot
%contourf(squeeze(vortav(i,:,:)),50),axis off, axis equal,axis([xllim xulim
yllim yulim]),title(’Vorticity’),axis ij,shading flat;
%quivernodot(squeeze(uav(i,:,:)),squeeze(vav(i,:,:)),5,’b’),axis equal,
axis([xllim xulim yllim yulim]),axis ij,axis off;
%dump
%dumpfile=strcat(’g:\output\Tecplot\run’,int2str(run),’r’,int2str(ren),
’a’,int2str(alf),’-’,int2str(i),’.dat’)
%fid=fopen(dumpfile,’w’)
%fprintf(fid,’variables = "x", "y", "phi"\n’);
%fprintf(fid,’zone i=%i j=%i f=point\n’,nx,ny);
%for k=ny:-1:1
% for j=1:nx
% fprintf(fid,’%f %f %f\n’,(k-1)*0.4/82+0.3,(j-1)*0.2/81,
vortav(i,j,k)/mean(mean(vortav(i,:,:))));
% end
% end
%fclose(fid);
%end
%rotate the data
un=rot90(un,-1);vn=rot90(vn,-1);mag=rot90(mag,-1);
vorn=rot90(vorn,-1);conn=rot90(conn,-1);rfp=rot90(rfp,-1);
urms=rot90(urms,-1); corn=rot90(corn,-1);
dvdxn=rot90(dvdxn,-1); dudyn=rot90(dudyn,-1);
dudxn=rot90(dudxn,-1); dvdyn=rot90(dvdyn,-1);
urms=rot90(urms,-1);vrms=rot90(vrms,-1);
%read in wall info for wall.*** files
avefile=strcat(wallpath,’wall.ave’)
[avex,avey]=textread(avefile,’%n %n’);
avex=flipud(avex);
% linfile=strcat(wallpath,’wall.lin’);
% [linx,liny]=textread(linfile,’%n %n’);
% linx=flipud(linx);
% extfile=strcat(wallpath,’wall.ext’);
% [extx,exty]=textread(extfile,’%n %n’);
% extx=flipud(extx);
% Convert lin,ave data from pixel size (nyc=1018) to vector size (ny=83 or 80)
p2v=1018/ny;
avex=avex/p2v;
avey=avey/p2v;
%linx=linx/p2v;
%liny=liny/p2v;
%extx=extx/p2v;
%exty=exty/p2v;
173
%spline fit new boundary file
boundx=1:nx;
boundy=spline(avey,avex,boundx);
bdydx=diff(boundy)./diff(boundx);
m=-1./bdydx;
%%%%%%%%%%%%%%%%%%%%% Boundary Layer Calculations %%%%%%%%%%%%%%%%%%%
% find free-stream velocity, V (average of vn at y=25)
vel_tot=0;
for p=1:nx
vel(p)=vn(25,p)
vel_tot=vel_tot + vel(p);
end
vel_ave=vel_tot/nx;
V=abs(vel_ave);
% find all interpolated values for vloc, uloc normal
% to blade surface along boundx
spacing=100;
start=3; %trial and error for finding area of interest for boundary layer
finish=65;
%for sf, start=3, finish=??
%for vgj, start=3, finish=65
%for en, start= ,finish=65
for i=start:finish
xo(i)=boundx(i);
yo(i)=boundy(i)+3;
end
% find all interpolated velocities, vloc and uloc
for i=start:finish
b(i)=yo(i)-xo(i).*(-1./bdydx(i));
yfo=10; %y end points, user selectable
yf(i)=yfo*ones(1,size(boundx));
xf(i)=(yf(i)-b(i))./(-1./bdydx(i));
alpha(i)=atan(bdydx(i));
slpcos(i)=cos(alpha(i));
slpsin(i)=sin(alpha(i));
xint(i,:)=linspace(xo(i), xf(i), spacing);
yint(i,:)=linspace(yo(i), yf(i), spacing);
uint(i,:)=interp2(un,xint(i,:),yint(i,:));
vint(i,:)=interp2(vn,xint(i,:),yint(i,:));
urmsint(i,:)=interp2(urms,xint(i,:),yint(i,:));
vrmsint(i,:)=interp2(vrms,xint(i,:),yint(i,:));
if (alpha(i)==0)
uloc(i,:)=uint(i,:);
vloc(i,:)=vint(i,:);
else
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uloc(i,:)=uint(i,:).*slpcos(i) + vint(i,:).*slpsin(i);
vloc(i,:)=vint(i,:).*slpcos(i) + uint(i,:).*slpsin(i);
urmsint(i,:)=urmsint(i,:).*slpcos(i) + vrmsint(i,:).*slpsin(i);
vrmsint(i,:)=vrmsint(i,:).*slpcos(i) + urmsint(i,:).*slpsin(i);
end
% calculation for actual distance along SSL
if i==start
ds(i)=0;
else ds(i)=ds(i-1)+sqrt((xo(i)-xo(i-1))^2+(yo(i)-yo(i-1))^2);
end
vloc2(i,:)=-vloc(i,:); % fix for orientation
%V
%pause
delstar(i)=0;
theta(i)=0;
% boundary layer calculations
for j=1:spacing
delstar(i)=delstar(i)+(1-vloc2(i,j)/V);
theta(i)=theta(i)+abs(vloc2(i,j)/V)*((1-(vloc2(i,j))/V));
end
end
delstar
theta
pause
% Fix for first few zeros or NaNs due to image processing
truncate=10;
% sf -> truncate=??
% vgj -> truncate=10
% en -> truncate=13
for r=1:(finish-truncate)
delstar2(r)=delstar(r+truncate);
theta2(r)=theta(r+truncate);
ds2(r)=ds(r+truncate);
% shape factor H
H(r)=delstar2(r)/theta2(r);
end
% convert from pixels to vectors size
delstar2=delstar2/p2v;
theta2=theta2/p2v;
ds2=ds2/p2v;
%delcf=delcf/p2v;
% non-dimensionalize ds by SSL = 15.24 cm
ds2=ds2/15.24;
% accounts for where image starts on SSL
% if geo==’en’
% s=0.5301;
% else if geo==’vgj’
% s=0.604;
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% else if geo==’sf’
% s=0.601
% else s=0.604;
% end
% end
% end
s=0.604;
% figure(30)
% contourf(urms,5);title(’urms’);
% figure(31)
% contourf(vrms,5);title(’vrms’);
% % skin friction coef.
% mu=0.00001845;
% shear=mu*delcf;
% cf=shear/(0.5*1.23*(V/100)^2);
% figure(30)
% plot(s+ds2,cf);
% title(’C_f vs s / SSL’),xlabel(’s / SSL’),ylabel(’C_f / 1/2\rhoU^2’);
% Output boundary layer variables to plot together
blpath=’C:\mark\bl\’;
blid = fopen(strcat(blpath,’bl_’,num2str(geo),’_’,num2str(RE),’_’,
num2str(run),’.dat’),’w’);
for i=1:(finish-truncate)
fprintf(blid,’%6.4f %6.4f %6.4f %6.4f\n’,delstar2(i),theta2(i),
H(i),ds2(i));
%fprintf(blid,’%6.4f\n’,delstar2(i));
end
fclose(blid);
figure(3) % boundary layers
plot(s+ds2,delstar2,’r-’);
title(’\delta^*, \theta, H vs s / SSL’),xlabel(’s / SSL’),
ylabel(’\delta^*, \theta, H’);
gtext(’\delta^*’);
hold on
plot(s+ds2,theta2,’b-’);
gtext(’\theta’);
%plot(s+ds2,H,’k-’);
%gtext(’H’);
hold off;
%%%%%%%%%%%%%% Normal Lines for Velocity Profiles %%%%%%%%%%%%%%%%
%find the normal lines
q=[15 22 30 40 50 60 70]; %x-locations of normal lines, user selectable
%q=[15 20 25 30 35 40 45 50 55 60];
xo=boundx(q);
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yo=boundy(q)+3;
b=yo-xo.*(-1./bdydx(q));
yfo=10; %y end points, user selectable
yf=yfo*ones(1,size(q,2));
xf=(yf-b)./(-1./bdydx(q));
%sin/cos transformations
angle=atan(bdydx(q));
slpcos=cos(angle);
slpsin=sin(angle);
%create lines for each of the normals from [xo,yo] to [xf,yf]
%and find the interpolated variables along these lines
for i=1:size(q,2)
xint(i,:)=linspace(xo(i), xf(i), spacing);
yint(i,:)=linspace(yo(i), yf(i), spacing);
uint(i,:)=interp2(un,xint(i,:),yint(i,:));
vint(i,:)=interp2(vn,xint(i,:),yint(i,:));
urmsint(i,:)=interp2(urms,xint(i,:),yint(i,:));
vrmsint(i,:)=interp2(vrms,xint(i,:),yint(i,:));
if (angle(i)==0)
uloc(i,:)=uint(i,:);
vloc(i,:)=vint(i,:);
else
uloc(i,:)=uint(i,:).*slpcos(i) + vint(i,:).*slpsin(i);
vloc(i,:)=vint(i,:).*slpcos(i) + uint(i,:).*slpsin(i);
urmsint(i,:)=urmsint(i,:).*slpcos(i) + vrmsint(i,:).*slpsin(i);
vrmsint(i,:)=vrmsint(i,:).*slpcos(i) + urmsint(i,:).*slpsin(i);
end
end
% g=5
% uloc(g,:)
% vloc(g,:)
% urmsint(g,:)
% vrmsint(g,:)
% pause
%%%%%%%%%%%%% Output for Tecplot Velocity Plots %%%%%%%%%%%%%
% Output variables to plot velocity fields in Tecplot
Imax=82;Jmax=83;
tecpath=’C:\mark\tecplot\’;
tecid = fopen(strcat(tecpath,’tecvel_’,num2str(geo),’_’,num2str(RE),’_’,
num2str(run),’.dat’),’w’);
fprintf(tecid,’variables = "x", "y", "u", "v", "vorn","dudx","dudy",
"dvdx","dvdy"\n’);
fprintf(tecid,’zone i=%i j=%i f=point \n’,Imax,Jmax);
for j=1:Jmax
for i=1:Imax
fprintf(tecid,’%f %f %f %f %f\n’,j,i,un(i,j),-vn(i,j),vorn(i,j),
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dudxn(i,j),dudyn(i,j),dvdxn(i,j),dvdyn(i,j));
end
end
fclose(tecid);
%%%%%%%%%%%%%%%%%%%% PLOTS %%%%%%%%%%%%%%%%%%%%
figure(1); % RFP
colormap hot;
hot2=flipud(hot);
hot2=fliplr(hot2);
colormap(hot2);
contourf(rfp,50),axis off,axis equal,axis([xllim xulim yllim yulim]),
title(’Reverse Flow Probability (Flow Direction \rightarrow)’),
axis ij;,shading flat;
colorbar;
hold on;
plot(boundx,boundy+3,’k-’),axis equal;
% put boundary on RFP plot
plot([1 1],[1 82],’k-’),axis equal;
plot([83 83],[1 82],’k-’),axis equal;
plot([1 83],[1 1],’k-’),axis equal;
plot([1 83],[82 82],’k-’),axis equal;
hold off;
%patch(x,y,’k’);
print(1,’-dpng’,(strcat(’C:\MATLAB6p5\work\thesisfigs\’,num2str(geo),
num2str(RE),’_’,num2str(run),’_rfp.png’)))
% figure(2); % Velocity Profiles
% set(2,’Position’,[50 0 600 900])
% sp=max(max(abs(vloc)));
% sp2=max(max(abs(vrmsint)));
% sp3=max(max(abs(vrmsint.*urmsint)));
% yplim=.305;
% clf;
% walldist=linspace(1,ny);
% walldist=(p2v./scale).*walldist/15.24;
% for i=1:7
% %pause
% subplot(5,1,1),plot(-vloc(i,:)+(i-1)*sp,walldist,’b-’),
axis([-sp/2 sp*7 0 yplim])
% hold on;title(’Velocity Profiles’);
% xlabel(’u/U’);ylabel(’y/SSL’);
% subplot(5,1,1),plot([(i-1)*sp (i-1)*sp],[0 100],’k:’);
% set(gca,’XTickLabel’,{})
%
% subplot(5,1,2),plot(-uloc(i,:)+(i-1)*sp,walldist,’b-’),
axis([-sp/2 sp*7 0 yplim])
% hold on;xlabel(’v/U’);ylabel(’y/SSL’);
% subplot(5,1,2),plot([(i-1)*sp (i-1)*sp],[0 100],’k:’);
% set(gca,’XTickLabel’,{})
%
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% subplot(5,1,3),plot(vrmsint(i,:)+(i-1)*sp2,walldist,’b-’),
axis([-sp2/2 sp2*7 0 yplim])
% hold on;xlabel(’u\prime/u\prime_{max}’); ylabel(’y/SSL’);
% subplot(5,1,3),plot([(i-1)*sp2 (i-1)*sp2],[0 100],’k:’);
% set(gca,’XTickLabel’,{})
%
% subplot(5,1,4),plot(urmsint(i,:)+(i-1)*sp2,walldist,’b-’),
axis([-sp2/2 sp2*7 0 yplim])
% hold on;xlabel(’v\prime/u\prime_{max}’); ylabel(’y/SSL’);
% subplot(5,1,4),plot([(i-1)*sp2 (i-1)*sp2],[0 100],’k:’);
% set(gca,’XTickLabel’,{})
%
% subplot(5,1,5),plot(vrmsint(i,:).*urmsint(i,:)+(i-1)*sp3,walldist,’b-’),
axis([-sp3/2 sp3*7 0 yplim])
% hold on;xlabel(’u\primev\prime/(u\primev\prime)_{max}’); ylabel(’y/SSL’);
% subplot(5,1,5),plot([(i-1)*sp3 (i-1)*sp3],[0 100],’k:’); hold on;
% set(gca,’XTickLabel’,{})
% end
% hold off;
%
% set(2,’PaperPosition’,[0.25 2.5 8 8])
% print(2,’-dpng’,(strcat(’C:\MATLAB6p5\work\thesisfigs\’,num2str(geo),
num2str(RE),’_’,num2str(run),’_prof.png’)))
% figure(3) % boundary layers
% plot(s+ds2,delstar2,’r-’);
% title(’\delta^*, \theta, H vs s / SSL’),xlabel(’s / SSL’),
ylabel(’\delta^*, \theta, H’);
% gtext(’\delta^*’);
% hold on
% plot(s+ds2,theta2,’b-’);
% gtext(’\theta’);
% plot(s+ds2,H,’k-’);
% gtext(’H’);
% hold off;
% figure(4); % Profile Locations
% [xn,yn]=meshgrid(1:3:nx,1:3:ny);
% colormap jet;
% quiver(xn,yn,-vn(1:3:ny,1:3:nx),un(1:3:ny,1:3:nx),2),axis equal,
axis([15 80 10 80]),title(’Velocity Profile Locations’),axis ij
% hold on;
% plot(boundx,boundy+3,’k-’),axis equal,axis ij;
% for i=1:size(q,2)
% plot([xo(i) xf(i)],[yo(i) yf(i)],’k-’);
% %quiver(-vloc,uloc,5),axis equal,axis([xllim xulim yllim yulim]),
title(’Tangential Velocity’),axis ij;
% end
% hold off;
figure(5);
colormap jet;
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quiver(-vn,un,5),axis equal,axis([xllim xulim yllim yulim]),
title(’Velocity’),axis ij
hold on;
plot(boundx,boundy+3,’k-’),axis equal,axis ij;
hold off;
% figure(6);
% plot(boundx,boundy+3,’bo-’),axis equal,axis ij;
% hold on;
% for i=1:size(q,2)
% plot([xo(i) xf(i)],[yo(i) yf(i)],’r’);
% quiver(-vloc,uloc,5),axis equal,axis([xllim xulim yllim yulim]),
title(’Tangential Velocity’),axis ij;
% end
% hold off;
% figure(4)
% wall=linspace(1,nx,spacing);
% for i=1:size(q,2)
% plot(-vint(i,:),wall,’bo--’),axis ij
% plot(uint(i,:),wall,’rd--’)
% hold on
% end
% hold off
% figure(50);
% vorn2=rot90(vorn);
% colormap jet;
% contourf(vorn2,50),axis off, axis equal,axis([xllim xulim yllim yulim]),
title(’Vorticity’),axis ij,shading flat;
% %colorbar; %gtext(’s^{-1}’);
% hold on;
% boundx2=fliplr(boundx);
% plot(boundy+1,boundx2,’k-’),axis equal,axis ij;
% % put boundary on plot
% plot([1 1],[1 83],’k-’),axis equal;
% plot([82 82],[1 83],’k-’),axis equal;
% plot([1 82],[1 1],’k-’),axis equal;
% plot([1 82],[83 83],’k-’),axis equal;
% hold off;
% %?????????????????????????velocity profiles?????????????????
% uso=50;
%
% walldist=linspace(1,-.2,ny);
% figure(8);
% plot(-vn(:,20),walldist,’ko-’);axis([-25 450 0.05 0.6]);%,axis ij;
% hold on;
% plot(-vn(:,20)+uso,walldist,’bo-’)
% plot(-vn(:,30)+2*uso,walldist,’ko-’);
% plot(-vn(:,40)+3*uso,walldist,’bo-’);
% plot(-vn(:,50)+4*uso,walldist,’ko-’);
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% plot(-vn(:,60)+5*uso,walldist,’bo-’);
% %plot(un(:,70)+6*uso,walldist,’ko-’);
% grid on;
% hold off;
fprintf(’\nDone\n\n’);
return
%end of main routine
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%
function [e1,e2,vorticity,continuity,corr,dudx,dvdx,dudy,dvdy]=
tensfunc(base,re,run,batch,basepath)
% MATLAB Script to read WALPT data and image files.
% Jamey Jacob, Jan. 18 2000
% Version 1.1, last modified Feb. 15, 2000
% Miner version May 30, 2001 - only data read
%
% For use with MATLAB release 11 (5.3)
% Ticker will not work with older versions (see "movie")
% jdjacob@uky.edu
re=int2str(re);
run=int2str(run);
bat=int2str(batch);
% file and path names
%set extension
if batch < 10
bat=strcat(’.00’,bat);
else
if batch < 100
bat=strcat(’.0’,bat);
else
bat=strcat(’.’,bat);
end
end
%set tensor file name
lptfile=strcat(base,re,’_’,run,bat);
%lptfile=strcat(base,run,bat);
%SET PATHS AND FILE NAMES
path=strcat(basepath);
rdfile=strcat(path,lptfile);
% read data file into header and tensor arrays
fprintf(’ Reading single tensor file %s in %s\n’,lptfile,path)
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fid=fopen(rdfile,’r’);
%fid=fopen(rdfile,’r’,’ieee-le’);
%[FILENAME,PERMISSION,MACHINEFORMAT] = fopen(fid)
header=fread(fid,64,’int16’);
version=header(1); % walpt version number (starting with 300)
nxc =header( 2) ; nyc =header( 3); % camera size
nxuv=header( 4) ; nyuv=header( 5); % velocity array size
nxw =header( 6) ; nyw =header( 7); % window sizes in pixels
nxs =header( 8) ; nys =header( 9); % step sizes in pixels
nxf =header(10) ; nyf =header(11); % flow region size in pixels
xf =header(12) ; yf =header(13); % flow region offset in pixels
nbits=header(14); % pixel depth of original flow images
% utensor=[nxuv,nyuv,7]
% read tensor components from file in succession
e1=fread(fid,[nxuv,nyuv],’float’); % u
e2=fread(fid,[nxuv,nyuv],’float’); % v
e3=fread(fid,[nxuv,nyuv],’float’); % du/dx
e4=fread(fid,[nxuv,nyuv],’float’); % dv/dx
e5=fread(fid,[nxuv,nyuv],’float’); % du/dy
e6=fread(fid,[nxuv,nyuv],’float’); % dv/dy
e7=fread(fid,[nxuv,nyuv],’float’); % correlation
st=fclose(fid);
%rotate fields
e1=e1.’;
e2=e2.’;
e3=e3.’;
e4=e4.’;
e5=e5.’;
e6=e6.’;
e7=e7.’;
% Check and replace the "missing" 1000 in velocity
% fields with zeros (option XXXX in walpt).
% (This option is for use with IDL or similar programs.)
for i=1:nyuv
for j=1:nxuv
if e1(i,j) > 999
e1(i,j) = 0;
end
if e2(i,j) > 999
e2(i,j) = 0;
end
end
end
%Items to return
corr=e7;
% Calculate vorticity,continuity
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vorticity=e5-e4; %du/dy-dv/dx
continuity=e3+e6; %du/dx+dv/dy
dudx=e3;
dvdx=e4;
dudy=e5;
dvdy=e6;
return
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [nx,ny]=tensfunc2(base,re,run,batch,basepath)
%reads tensor file and returns array size
re=int2str(re);
run=int2str(run);
bat=int2str(batch);
% file and path names
%set extension
if batch < 10
bat=strcat(’.00’,bat);
else
if batch < 100
bat=strcat(’.0’,bat);
else
bat=strcat(’.’,bat);
end
end
%set tensor file name
lptfile=strcat(base,re,’_’,run,bat);
%lptfile=strcat(base,run,bat);
%SET PATHS AND FILE NAMES
path=strcat(basepath);
rdfile=strcat(path,lptfile);
lptima1=strcat(’image1.lpt’);lptima2=strcat(’image2.lpt’);
%imfile1=strcat(path,’image’,’1-’,reg,’-’,cdnstr,’.lpt’)
%imfile2=strcat(path,’image’,’2-’,reg,’-’,cdnstr,’.lpt’);
%imfile2=strcat(path,lptima2);
% read data file into header and tensor arrays
fprintf(’ Reading tensor file %s in %s to determine array size\n’,lptfile,path)
fid=fopen(rdfile,’r’);
%fid=fopen(rdfile,’r’,’ieee-le’);
%[FILENAME,PERMISSION,MACHINEFORMAT] = fopen(fid)
header=fread(fid,64,’int16’);
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version=header(1); % walpt version number (starting with 300)
nxc =header( 2) ; nyc =header( 3); % camera size
nxuv=header( 4) ; nyuv=header( 5); % velocity array size
nxw =header( 6) ; nyw =header( 7); % window sizes in pixels
nxs =header( 8) ; nys =header( 9); % step sizes in pixels
nxf =header(10) ; nyf =header(11); % flow region size in pixels
xf =header(12) ; yf =header(13); % flow region offset in pixels
nbits=header(14); % pixel depth of original flow images
% utensor=[nxuv,nyuv,7]
% read tensor components from file in succession
e1=fread(fid,[nxuv,nyuv],’float’); % u
e2=fread(fid,[nxuv,nyuv],’float’); % v
e3=fread(fid,[nxuv,nyuv],’float’); % du/dx
e4=fread(fid,[nxuv,nyuv],’float’); % dv/dx
e5=fread(fid,[nxuv,nyuv],’float’); % du/dy
e6=fread(fid,[nxuv,nyuv],’float’); % dv/dy
e7=fread(fid,[nxuv,nyuv],’float’); % correlation
st=fclose(fid);
nx=nxuv;
ny=nyuv;
return
B.4 Matlab m-file: Boundary Layer Plotting
During each run of the main code above, all boundary layer information was dumped into a
separate directory. After all runs were completed, the following Matlab m-file read in boundary
layer data for all runs together and produced the boundary layer plots for the thesis.
% program to plot boudary layers
% set run type
RE=50
%first=1; last=14; % first and last # of runs to include, in sequence
% set distance
s=0.604;
%geo=’en’
geo=’vgj’
%geo=’sf’
blpath=’C:\mark\bl\’;
for i=1:5
run=i;
blid=strcat(blpath,’bl_’,num2str(geo),’_’,num2str(RE),’_’,num2str(run),’.dat’);
[delstar2,theta2,H,ds2]=textread(blid,’%n%n%n%n’);
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for j=1:size(delstar2)
delstar3(i,j)=delstar2(j);
theta3(i,j)=theta2(j);
H3(i,j)=H(j);
ds3(i,j)=ds2(j);
end
end
for i=7:8
run=i;
blid=strcat(blpath,’bl_’,num2str(geo),’_’,num2str(RE),’_’,num2str(run),’.dat’);
[delstar2,theta2,H,ds2]=textread(blid,’%n%n%n%n’);
for j=1:size(delstar2)
delstar3(i,j)=delstar2(j);
theta3(i,j)=theta2(j);
H3(i,j)=H(j);
ds3(i,j)=ds2(j);
end
end
% delstar3 = b.l. displacement thickness
figure(1)
set(1,’Position’,[50 50 800 600])
plot(s+ds3(1,:),delstar3(1,:),’k-’);
title(’\delta^* vs s/SSL, Re=50,000’);xlabel(’s/SSL’);ylabel(’\delta^*’);
hold on;
plot(s+ds3(2,:),delstar3(2,:),’b-’);
plot(s+ds3(3,:),delstar3(3,:),’g-’);
plot(s+ds3(4,:),delstar3(4,:),’r-’);
plot(s+ds3(5,:),delstar3(5,:),’c-’);
%plot(s+ds3(6,:),delstar3(6,:),’m-’);
plot(s+ds3(7,:),delstar3(7,:),’bo-’);
plot(s+ds3(8,:),delstar3(8,:),’go-’);
%plot(s+ds3(9,:),delstar3(9,:),’ro-’);
%plot(s+ds3(10,:),delstar3(10,:),’b*-’);
%plot(s+ds3(11,:),delstar3(11,:),’g*-’);
%plot(s+ds3(12,:),delstar3(12,:),’r*-’);
%plot(s+ds3(13,:),delstar3(13,:),’c*-’);
%plot(s+ds3(14,:),delstar3(14,:),’m*-’);
hold off;
%legend(’no flow control’,’F+=0.01, 50%’,’F+=0.05, 50%’,’F+=0.10, 50%’,
’F+=0.814, 50%’,’F+=1.627, 50%’,’SCFM=0.5’,’SCFM=1.0’,’F+=0.01, 10%’,
’F+=0.05, 10%’,’F+=0.10, 10%’,’F+=0.814, 10%’,’F+=1.627, 10%’,0)
legend(’no flow control’,’F+=0.01’,’F+=0.05’,’F+=0.10’,’F+=0.814’,
’SCFM=0.5’,’SCFM=1.0’,0)
% theta3 = b.l. momentum thickness
figure(2)
set(2,’Position’,[50 50 800 600])
plot(s+ds3(1,:),theta3(1,:),’k-’);
title(’\theta vs s/SSL, Re=50,000’);xlabel(’s/SSL’);ylabel(’\theta’);
hold on;
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plot(s+ds3(2,:),theta3(2,:),’b-’);
plot(s+ds3(3,:),theta3(3,:),’g-’);
plot(s+ds3(4,:),theta3(4,:),’r-’);
plot(s+ds3(5,:),theta3(5,:),’c-’);
%plot(s+ds3(6,:),theta3(6,:),’m-’);
plot(s+ds3(7,:),theta3(7,:),’bo-’);
plot(s+ds3(8,:),theta3(8,:),’go-’);
%plot(s+ds3(9,:),theta3(9,:),’ro-’);
%plot(s+ds3(10,:),theta3(10,:),’b*-’);
%plot(s+ds3(11,:),theta3(11,:),’g*-’);
%plot(s+ds3(12,:),theta3(12,:),’r*-’);
%plot(s+ds3(13,:),theta3(13,:),’c*-’);
%plot(s+ds3(14,:),theta3(14,:),’m*-’);
hold off;
%legend(’no flow control’,’F+=0.01, 50%’,’F+=0.05, 50%’,’F+=0.10, 50%’,
’F+=0.814, 50%’,’F+=1.627, 50%’,’SCFM=0.5’,’SCFM=1.0’,’F+=0.01, 10%’,
’F+=0.05, 10%’,’F+=0.10, 10%’,’F+=0.814, 10%’,’F+=1.627, 10%’,0)
legend(’no flow control’,’F+=0.01’,’F+=0.05’,’F+=0.10’,’F+=0.814’,
’SCFM=0.5’,’SCFM=1.0’,0)
% H3 = b.l. shape factor
figure(3)
set(3,’Position’,[50 50 800 600])
plot(s+ds3(1,:),H3(1,:),’k-’);
title(’H vs s/SSL, Re=50,000’);xlabel(’s/SSL’);ylabel(’H’);
hold on;
plot(s+ds3(2,:),H3(2,:),’b-’);
plot(s+ds3(3,:),H3(3,:),’g-’);
plot(s+ds3(4,:),H3(4,:),’r-’);
plot(s+ds3(5,:),H3(5,:),’c-’);
%plot(s+ds3(6,:),H3(6,:),’m-’);
plot(s+ds3(7,:),H3(7,:),’bo-’);
plot(s+ds3(8,:),H3(8,:),’go-’);
% plot(s+ds3(9,:),H3(9,:),’ro-’);
% plot(s+ds3(10,:),H3(10,:),’b*-’);
% plot(s+ds3(11,:),H3(11,:),’g*-’);
% plot(s+ds3(12,:),H3(12,:),’r*-’);
% plot(s+ds3(13,:),H3(13,:),’c*-’);
% plot(s+ds3(14,:),H3(14,:),’m*-’);
hold off;
%legend(’no flow control’,’F+=0.01, 50%’,’F+=0.05, 50%’,’F+=0.10, 50%’,
’F+=0.814, 50%’,’F+=1.627, 50%’,’SCFM=0.5’,’SCFM=1.0’,’F+=0.01, 10%’,
’F+=0.05, 10%’,’F+=0.10, 10%’,’F+=0.814, 10%’,’F+=1.627, 10%’,0)
legend(’no flow control’,’F+=0.01’,’F+=0.05’,’F+=0.10’,’F+=0.814’,
’SCFM=0.5’,’SCFM=1.0’,0)
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