Abstract. The Rank Minimization Problem asks to find a matrix of lowest rank inside a linear variety of the space of n × m matrices. The Low Rank Matrix Completion problem asks to complete a partially filled matrix such that the resulting matrix has smallest possible rank. The Tensor Rank Problem asks to determine the rank of a tensor. We show that these three problems are equivalent: each one of the problems can be reduced to the other two.
Introduction
Suppose that F is a field. We will consider the following computational problems:
Rank Minimization (RM). Given matrices A, B 1 , . . . , B s ∈ Mat n,m (F), find x 1 , . . . , x s ∈ F for which rank(A + x 1 B 1 + · · · + x s B s ) is minimal.
Special Rank Minimization (1-RM).
This problem is the same as the Rank Minimization Problem, but we assume that the matrices B 1 , . . . , B s have rank 1.
Low Rank Matrix Completion (LRMC).
Given an n × m matrix A which is partially filled with entries of F, fill in the remaining entries such that the resulting matrix has minimal rank.
Tensor Rank (TR). Given a tensor
j for j = 1, 2, . . . , r such that T = v 1 + · · · + v r and r is minimal. (This minimal r is called the tensor rank of T , see [15] . )
Order 3 Tensor Rank . This is the Tensor Rank problem where the order d is equal to 3.
The LRMC problem has many applications. One such application is collaborative filtering. A typical example is the Netflix problem. Suppose that the rows of a matrix correspond to users, and the columns correspond to movies. Each user has only rated some of the movies. This leads to a partially filled matrix. To predict whether users would like a certain movie that they have not seen yet, one would like to complete the matrix. Because preferences only depend on a few parameters, it is reasonable to assume that the rank of the completed matrix should be small. The LRMC problem is known to be NP complete (see [24, Theorem 3.1] ). For the field F = R, some algorithms have been proposed for the LRMC problem using convex relaxation, for example [8, 4, 2, 4] .
If the matrices B 1 , . . . , B s in the Rank Minimization problems are matrices that have only one nonzero entry, then the RM problem becomes an LRMC problem. So the RM problem is
The author was partially supported by NSF grant DMS 1302032. more general. Over finite fields, RM has applications to coding theory ( [1, 26] ). For the real numbers, applications are in control ( [9, 10, 11] ), systems identification ( [22] ) and Euclidean embedding problems ( [21, 16] ). Some algorithms have appeared in [9, 25, 22, 2, 23] .
The TR problem is NP-complete if the field F is finite ( [13, 14] ) and NP-hard if the field is Q ( [13, 14] ), or if it contains Q ( [17] ). Approximation of a tensor by another tensors of low rank is known as the PARAFAC ( [12] ) or CANDECOMP ( [3] ) model. There are various algorithms for finding low-rank approximations. See [20, 27] for a discussion. The problems of finding the rank of a tensor, and to approximate tensors with tensors of low rank has many applications, such as the complexity of matrix multiplication, fluorescence spectroscopy, statistics, psychometrics, geophysics and magnetic resonance imaging. In general, the rank of higher tensors more ill-behaved than the rank of a matrix (see [7] ).
We will show that these 5 problems are equivalent to each other by giving explicit reductions. Some reductions are obvious: 1-RM is a special case of RM, 3-TR is a special case of TR and LRMC is a special case of 1-RM. The reduction from LRMC to 3-TR was done in [6] . Other reductions are explicitly described in this paper and these reductions are denoted by double arrows. By composition of reduction steps, we can reduce each of the 5 problems to any other problem.
We first reduce the Rank Minimization Problem with s = 1 to the Special Rank Minimization Problem. Suppose that A, B ∈ Mat n,m (F) and we would like to minimize rank(A + xB) for x ∈ F. Let r = rank B. We can write
where v 1 , . . . , v r ∈ F n and w 1 , . . . , w r ∈ F m . We introduce new variables:
If i > j, then we define z i,j = z j,i . We will not have such a convention for the y's, so y i,j and y j,i are distinct variables. Define
For 1 ≤ i < j ≤ r define the n × 2 matrices
Let J be the matrix
The size of J is (n + 1 2 r(r − 1)) × (m + r(r − 1)). We will use the convention C i,j := C j,i and
In particular, min
Proof. Let Z := {i | y i,j = z i,j or x i = y i,j for some j}. Choose a j ∈ {1, . . . , r} such that either j ∈ Z or Z = {1, . . . , r}. Define x := x j . Suppose that x i = x. If Z = {1, . . . , r} then we have i ∈ Z. Otherwise, j ∈ Z and x i = x j = y j,i = z j,i = z i,j . So x i = y i,j or y i,j = z i,j and it follows that i ∈ Z. We conclude that
If y i,j = x i , then C i,j contains column that is nonzero multiple v i . If y i,j = z i,j then we wipe C i,j with D i,j using elementary row operations to obtain a matrix C ′ i,j which has a column that is a nonzero multiple of v i . So after some elementary row operations, we obtain a matrix
such that for every i ∈ Z, C ′ has a column that is a nonzero multiple of the column vector v i .
Using elementary column operations, we can replace the submatrix
So after elementary row and column operations, A + xB becomes a submatrix of J(x, y, z). This proves that rank J(x, y, z) ≥ rank(A + xB). If we set x i = y i,j = z i,j = x for all i, j, then we get
This proves that min
x,y,z rank J(x, y, z) = min x rank(A + xB).
We can write J in the form
The crucial point here is that F i , G i,j , H i,j all have rank 1. In fact, G i,j has only one nonzero column, and H i,j has only one nonzero row. We have
Example 2. Suppose that
We will formulate the general rank minimization problem with upper indices, so that we can reserve lower indices for other uses. Suppose A, B
(1) , . . . , B (s) ∈ Mat m,n (F) and we want to minimize
over all x (1) , . . . , x (s) ∈ F. Inductively we construct a matrices by
and
for i = 1, 2, . . . , s. Inductively, we can find
for all i. Combining all the inequalities together gives
If we set all the entries of
for all i, then we have equality.
Example 4. Suppose that
We write
We get
1,2 y
2,1 − z
Reduction from 1-RM to LRMC
We first deal with the Special Rank Minimization Problem with s = 1. Suppose that A, B are n × m matrices, and that B has rank 1. We can write B = vw t with v ∈ F n and w ∈ F m . From
follows that
where
Note that B ′ has at most 1 nonzero column. If B has at most 1 nonzero row, then v will have only one nonzero entry and B ′ will only have one nonzero entry. In that case we have reduced to the case where B has only one nonzero entry. So we have reduced a special rank minimization problem to a matrix completion problem in this case.
Example 5. Suppose that
We have The minimal rank of A + xB is 1, namely for x = − 1 3
. The smallest rank for the matrix completion problem is 2. This is the case when the missing entry is − 1 3 . Suppose again that A, B ∈ Mat n,m (F) and B = vw t has rank 1. By symmetry, we also have rank(A + xB) + 1 = rank(A + xvw t ) + 1 = rank A + xvw
Note that B ′ has at most 1 nonzero row. If B has at most 1 nonzero column, then w t will have only one nonzero entry and B ′′ will only have one nonzero entry. In that case we have reduced the special matrix minimization problem to a matrix completion problem.
In the general case, where B = vw t has more than 1 nonzero row and more than 1 nonzero column, we can use the first construction to obtain matrices A ′ , B ′ such that
and B ′ has at most one nonzero column. Then we can use the second contruction to obtain matrices A ′′ , B ′′ such that
such that B ′′ has only one nonzero entry. Note that rank(A + xB) + 2 = rank(A ′′ + xB ′′ ).
So we have reduced the problem of minimizing the rank of A + xB to the matrix completion problem. 
Over the field R, the smallest possible rank of this matrix is 2 + 5 = 7, for example when all the missing entries are 0. But over C, the minimal rank of this matrix is 1 + 5 = 6. This is the case when all the missing entries are equal to the imaginary number i.
Reduction from 1-RM to 3-TR
Suppose that A = (a i,j ) ∈ Mat n,m (F) and that B 1 , . . . , B s ∈ Mat n,m (F) have rank 1 and are linearly independent. We can write B i = v i w t i where v i ∈ F n and w i ∈ F m for all i. We will identify Mat n,m (F) with F n ⊗ F m . Then B i will be identified with
Let l = rank T . We can write
Lemma 8. The vectors c 1 , . . . , c l , e s+1 span F s+1 .
Proof. For every i, choose a linear function h i :
This shows that e i lies in the span of c 1 , . . . , c l , e s+1 for all i. So c 1 , . . . , c l , e s+1 span the vector space F s+1 .
After rearranging c 1 , . . . , c l , we may assume that c 1 , c 2 , . . . , c s , e s+1 is a basis of F s+1 . There exists a linear function f : F s+1 → F such that f (c 1 ) = · · · = f (c s ) = 0 and f (e s+1 ) = 1. We apply id ⊗ id ⊗f :
The resulting matrix clearly has rank at most l − s.
Theorem 9. The smallest possible rank of
This minimum is attained when x i = f (e i ) for i = 1, 2, . . . , s.
Proof. Suppose that x 1 , . . . , x s ∈ F and rank(A + x 1 B 1 + · · · + x s B s ) = r. We have to show that r ≥ l − s. We can write
where C 1 , . . . , C r are matrices of rank 1. We have
We have written T as a sum of r + s pure tensors. So l = rank T ≤ r + s.
Remark 10. The reduction in this section also easily generalizes to the higher order analog of matrix completion: tensor completion. Let V = F n 1 ⊗ · · · ⊗ F n d and suppose that A ∈ V , and B 1 , . . . , B s are pure tensors that are linearly dependent. Define
Suppose that T has rank l. Then we can write
where D 1 , . . . , D l ∈ V are pure tensors. The vectors c 1 , . . . , c l , e s+1 span F s+1 . After rearranging, we may assume that c 1 , . . . , c s , e s+1 is a basis. Define a linear map f : F s+1 → F by f (c 1 ) = · · · = f (c s ) = 0 and f (e s+1 ) = 1. Now the smallest possible rank of the tensor
over all x 1 , . . . , x s ∈ F is l−s. Equality is attained when we take x i = f (e i ) for i = 1, 2, . . . , s, and we have a decomposition
Example 11. Consider the matrix completion problem over C for the matrix 1 ε ? 1 where ε ∈ C is some constant. If ε = 0, then the matrix can be completed to a rank 1 matrix:
But if ε = 0, then the rank of any completion will be 2. We can view this as a rank minimization problem where
and we want to minimize the rank of A + xB. Let T = e 1 ⊗ (e 1 + εe 2 ) ⊗ e 2 + e 2 ⊗ e 2 ⊗ e 2 + e 2 ⊗ e 1 ⊗ e 1 .
For ε = 0, this tensor has rank 2:
But for ε = 0 the tensor has rank 3. This is the border rank phenomenon: a rank 3 tensor can be the limit of rank 2 tensors. Of course, for matrices (order 2 tensors), this is not possible.
Reduction from 3-TR to RM
Suppose that T ∈ F p ⊗ F q ⊗ F r . We would like to find pure tensors v 1 , . . . , v k such that T = v 1 + · · · + v k and k is minimal. In this section we reduce this problem to rank minimization. First we need some theoretical results.
Lemma 12.
We can write T = r i=1 S i ⊗ e i where S 1 , . . . , S r ∈ F p ⊗ F q ∼ = Mat p,q (F). If rank T = l then there exist rank 1 matrices U 1 , . . . , U l ∈ Mat p,q (F) such that S 1 , . . . , S r lie in the span of U 1 , . . . , U l .
Proof. We can write
r → F be the projection on the i-th coordinate, and consider the projection
Then we have
Proof. We perform elementary row operations on the matrix C:
From now on, assume that k ≥ rank T . Let A ∈ Mat p,k (F) and B ∈ Mat q,k (F) be matrices with indeterminate entries. For every i with 1 ≤ i ≤ r define
. . .
where λ i,1 , . . . , λ i,k are indeterminates. Let a be a list of the entries of A, b a list of the entries of B and λ a list of all λ i,j . Define
where a 1 , . . . , a k are the columns of A and b 1 , . . . , b k are the columns of B. We have
We can write
Then we have rank D j (a, b) ≥ rank(a j b t j ) with equality if a i and b j are both zero or both nonzero. Define a, b, λ) . . .
We have to show now that we can have equality for some choice of a, b, λ. Suppose that rank T = l. Then we can write T = l j=1 a j ⊗ b j ⊗ c j with l ≤ k. Define a j = 0 and b j = 0 for j = l + 1, . . . , k. If we apply the map
to T , we get
Suppose that rank E(a, b, λ) is minimal over all choices for a, b, λ. We can write
we have written T as a sum of l = rank T pure tensors.
The matrix E(a, b, λ) has (p + 2k)r + (p + q)k rows, and (q + 2k)r + k columns. There are (p + q + k)r variables. We can write
Here F i,j and G i,j have rank ≤ r + 1 because the variables a i,j and b i,j appear r + 1 times. The matrices H i,j have rank 1 because they only have 1 nonzero entry. The largest possible rank of a tensor T in F 2 ⊗ F 2 ⊗ F 2 is 3. So let us take k = 3. Define
For i = 1, 2, define 1,1 t 1,2,1 a 1,1 a 1,2 a 1 
We have min a,b,λ E(a, b, λ) = 12 + rank T.
Reduction from TR to RM
For a matrix A ∈ Mat m,n (F), we define its padding as the partially filled matrix pad(A) = A ? ? 1
Lemma 16. We have mrank pad(A) = max{1, rank A}.
Proof. It is clear that rank pad(A) ≥ max{1, rank A}, and we have equality if A = 0. Suppose that A is nonzero and let v be a nonzero column v of A. Choose a vector w so that (w t 1) is a multiple of a row of the matrix (A v). We have
Inductively, we will define partially filled matrices A(T ) and B(T ). If d = 2 then T can be viewed as a n 1 × n 2 matrix and we define A(T ) = pad(T ) and B(T ) = T .
We choose a linear isomorphism
where φ(S) will be viewed as a column vector. Define
Lemma 17. We have the inequality
If T has rank 0 or 1 then we have equality.
Proof. We prove the inequality by induction on d. If d = 2 then A(T ) = pad(T ) and K(n 1 , n 2 ) = 0. So we have mrank A(T ) = mrank pad(T ) = max{rank T, 1} = max{rank T, 1} + K(n 1 , n 2 ).
Suppose that d ≥ 3. We prove the inequality by induction on n d . If n d = 1 then we have T = S 1 ⊗ e 1 , rank pad(N(T )) = 1, and
It follows that mrank A(T ) = mrank pad(N(T )) + mrank A(S 1 ) ≥ ≥ 1 + max{1, rank S 1 } + K(n 1 , . . . , n d−1 ) = max{1, rank T } + K(n 1 , . . . , n d ).
If T has rank ≤ 1, then rank S 1 ≤ 1 and we have equality.
Suppose that n d > 1. Let We can choose U 1 , . . . , U k−1 such that T − U 1 , U 1 − U 2 , . . . , U k−1 − U k are pure tensors. In that case we have equality.
