In this paper we evaluate the suitability of multiple instance learning (MIL) for the classification of T2 weighted magnetic resonance images (MRI) of the breast. Specifically, we compare the performance of citation-kNN against traditional kNN and a random forest (RF) classifier. We utilise both (generic) tile-based features and (domain specific) region-of-interest (ROI) based features. We perform experiments on two datasets consisting of A) mass-like lesions and B) both mass-like and non-mass-like lesions. The performance of citation-kNN as both a diagnostic and screening tool is evaluated using the area under the receiver operating characteristics curve (AUC), estimated over 10-fold cross-validation. Results demonstrate that citation-kNN has equivalent performance to traditional kNN and RF. However, the tile-based approach used by citation-kNN does not require the domain specific ROI-based features typically used in breast MRI. This not only makes citation-kNN robust to inaccuracies in the delineation of suspicious lesions, but also makes it suitable for use as a screening tool, where the aim is to discriminate lesions from normal tissue.
I. INTRODUCTION
In this paper we investigate the potential of multiple instance learning (MIL) [5] in classifying breast cancer magnetic resonance imaging (MRI). In particular, we compare the performance of MIL against traditional single instance learning (SIL) using both generic tile-based and domain specific region-of-interest (ROI) based features. Breast MRI scans typically involve the acquisition of anatomical T1, T2 weighted MRI and dynamic contrast enhanced MRI (DCE-MRI). In T1 weighted MRI, fat is the most discernible feature and the discrimination between nonfatty breast tissues, such as carcinomas and normal breast tissues is difficult. However, T2 weighted MRI provides improved contrast among non-fatty breast tissue [26] . Therefore, the use of T2 weighted MRI is standard in the clinical interpretation of breast cancer MRI. In DCE-MRI, a gadolinium based contrast agent is injected into the blood stream which then accumulates in the tissues with high blood flow [25] . T1 weighted images are obtained both before (pre-contrast) and at several time points after (post-contrast) the injection of the contrast agent. Subtraction images of pre and post-contrast images are then examined to locate suspicious (enhancing) regions in the image. Although the sensitivity of MRI has been improved with the use of contrast agent, the injection of contrast agent is an expensive and invasive procedure. Therefore, in this paper we initially evaluate the performance of MIL for the classification of anatomical T2 weighted MRI, as the clinician's diagnosis is primarily based on T2 MRI in addition to the DCE-MRI. The benefits of DCE-MRI in routine clinical practice are limited because of lack of standardized interpretation guidelines and both time intensive and subjective interpretation methods [24] . Therefore, computer-aided diagnosis (CAD) systems have been developed to assist radiologists by providing objective indices of malignancy [7, 23, 24] . There are two types of CAD systems used in clinical practice: CADx systems are for the diagnosis of breast cancer and CADe systems are used as screening tools which highlight suspicious regions which may be indicative of disease [1] . In the current CAD systems discrimination between benign and malignant breast lesions is often done using ROI-based methods. Here, the dataset consists of bespoke (i.e., domain specific) features, extracted from each detected and then delineated lesion. In this way, each lesion becomes a labelled instance in the dataset. The features extracted from each lesion are then individually labelled as either benign (negative) or malignant (positive). The features used in traditional (SIL) approaches are based on the intensity, texture and morphology of the segmented lesion [7] . However, lesion margins and shape are strongly dependent on the accurate segmentation of the lesion, which is a challenging task due to poor signal-tonoise-ratio and faint edges due to partial volume effects. Therefore, lesion delineation is affected by either interobserver variation or uncertainties in the semi-automated segmentation process. Clearly, these variations have the potential to lead to variations in the diagnostic prediction. Multiple instance learning is a relatively new paradigm in supervised learning, which appears to be suitable for many CAD related problems particularly when there is uncertainty regarding the class label given to individual instances (in this case pixels, tiles or regions). Multiple instance learning is a semi-supervised approach where each labelled sample is represented as a set (or 'bag') of instances. The objective of MIL is then to classify the bags of instances rather than the individual instances. In the context of MIL in image analysis a bag is a sub-image consisting of multiple instances, where those instances are either individual pixels, square tiles (tilebased MIL) or arbitrary regions of interest (ROI-based MIL) [6] . According to the standard (asymmetric) MIL assumption, a bag is labelled positive if at least one instance in the bag is positive, otherwise the bag is negative [5] . In the tile-based approach, a sub-image can be considered as a bag of feature vectors extracted from the individual tiles.
However, here the features are generic in nature (e.g., mean, variance, edge strength) rather than specific to breast cancer. Since these features are extracted from small tiles, not segmented ROIs, classification performance is not affected by the accuracy of the segmented regions (e.g. the location of the boundaries of a lesion). This makes tile-based MIL suitable for both diagnostic (CADx) applications, which classify already detected lesions, and screening (CADe) applications, which detect suspicious lesions. In this paper we utilise 60×60 sub-images (blocks) that contain either manually segmented ROIs of benign/malignant lesions or (unsegmented) normal tissue. An instance is then the feature vector extracted from the (non-overlapping) tiles within these sub-images. We select the size of square tiles on an experimental basis. We have chosen the tile-based approach because using a tile of pixels allows us to extract higher-order spatial information from the image that is not possible with the pixel-based approach (which only provides first-order intensity information). Based on the CADx and CADe applications we perform two studies to investigate the classification performance of MIL on breast cancer MRI. The aim of first study is to investigate the efficacy of tile-based MIL as a CADx diagnostic tool for T2 weighted breast cancer MRI and its comparison with traditional SIL approaches that require segmented lesions for their ROI-based features. The aim of second study is to analyse the performance of MIL as a CADe breast cancer screening tool. Here, the algorithms aim to classify malignant lesions as positive and (either) benign lesions and normal tissue as negative.
II. EXPERMENTAL METHODOLOGY
A. Datasets MRI data used in the experiments are derived from breast MRI database, which consists of 165 clinical bilateral breast MRI investigations of 150 subjects. MRI investigations were performed by Queensland X-ray using an 8-channel breast coil on 1.5 T GE Signa HDxt scanner with the patient lying in prone position. Registered non-fat suppressed (using 2D tailored radio frequency sequence) T1 weighted anatomical MRI and registered fat suppressed (using 2D short time inversion recovery sequence) T2 weighted anatomical MRI are used. Both T1 weighted and T2 weighted MR images were acquired axially with the image size of 512×512 pixels per slice having slice thickness of 1 mm and pixel spacing of 0.5859 mm to 0.6250 mm. To analyse the relative classification performance of learners in MIL and SIL domain on different nature of datasets, we divide the data into only mass-like (dataset A) and both maslike and non-mass-like lesions (dataset B). Table 1 highlights the details of datasets used in the experiments. Dataset A contains 77 mass-like lesions out of 165 lesions and dataset B consists of 129 (both mass-like and non-mass-like) lesions from 129 subjects containing single lesion. In total, there are 53 malignant and 24 benign lesions in dataset A and 77 malignant and 52 benign lesions in dataset B. Each lesion in the subtraction images of DCE-MRI was manually delineated by radiologist using CAD tools such as region growing tool in OsiriX [8] . These delineated lesions are used to estimate the ground truth for labelling the tiles in MIL dataset. For tile-based experiments, we use segmented blocks of size 60×60 pixels from T2 weighted and bias field corrected T1 weighted MRI (T1 weighted MRI is used only for the selection of tile size). This block size covers most of the lesions in the database and the same size of blocks for all the subjects allows consistency in the experimental evaluation.
There are two sets of segmented blocks. The block set overlapping roughly with the manually segmented ROI, contains either malignant or benign lesions, while the other set consists of non-lesion (normal) tissue. Due to inhomogeneous intensities in MRI, we normalize T1 and T2 weighted MR images before processing by dividing T1 and T2 pixel wise by the sum of T1, T2 and ɛ.
Ti=Ti/ (T1+T2+ ɛ); where i=1 and 2
We ground truth the datasets using histopathology reports. For MIL, we consider a block of 60×60 pixels of T2 weighted MRI overlapping with ROI as a bag and feature vector from a tile of n×n pixels as an instance. Malignant cases constitute the positive bags while image blocks containing benign lesions make up the negative bags. Moreover, in experiments where normal tissues are used, they are also considered as negative. We ground truth the tiles (instances) in the bags containing malignant lesions using the difference between the pre and post-contrast images. Specifically, a tile is considered as positive if at least one pixel in the tile overlaps with a malignant ROI, otherwise it is negative. In addition, we consider all tiles in the bags containing benign lesions or normal tissue as negative.
To evaluate the performance of MIL as a diagnostic tool in CADx study, we use both datasets A and B. For performance estimation of MIL as a screening tool in CADe study, we only use dataset B with both normal and suspicious lesions. We have selected dataset B for CADe study to train the classifiers on a variety of breast tissue types necessary for screening purpose.
B. The Learners
In order to investigate the classification performance of MIL on breast MRI data, we compare the classification performance of a MIL based k-nearest neighbours (kNN)
called citation-kNN [11] with traditional (single instance) kNN and random forest (RF). We have chosen citation-kNN because it involves optimization of only two parameters (citer's rank 'c' and reference neighbours 'k'). Moreover, citation-kNN has been used for solving various MIL problems with high accuracy [6, 11] . To compare the performance of citation-kNN in same paradigm in SIL, we select kNN. kNN is a simple, effective and non-parametric technique which has been extensively used in supervised learning [17] . In addition, we use random forest both for feature selection and to benchmark the performance of variants of kNN. RF is a commonly used robust classifier which can handle large amount of features without being affected by the curse of dimensionality due to inherent internal randomised distribution of data among decision trees [21] . Moreover, it provides an estimate of the importance of individual features [18, 19] . We use Multiple Instance Learning Toolbox 1 [10] , an add-on to PRTools toolbox written in Matlab ®, and PRTools toolbox 4.2.0 2 for single instance classification using kNN. Moreover, for random forest classification, we use R Version 3.0.148 3 [3] and the randomForest package [4] . Each random forest classifier is constructed using 2000 trees and the parameter 'mtry,' which controls the number of variables randomly sampled as candidates at each split, is set to 3. We optimise parameters of two versions of kNN on the synthetic datasets I-Ʌ and I-4I [20] . We make certain modifications in the creation of I-Ʌ and I-4I to achieve breast cancer MRI data characteristics in terms of difficulty, number of features and number of bags. For more details on creation of synthetic dataset, modification in associated characteristics and optimisation of parameters on synthetic datasets, please refer to [22] . The selected parameter values are tabulated in Table 2 . We appreciate that performance of learners in classification of breast cancer MRI may be pessimistically biased due to optimisation of parameters on synthetic datasets rather than on breast MRI dataset. However, we are interested in relative performance of learners and have limited breast MRI data. To estimate the performance of citation-kNN in CADx and CADe studies, we use modified intensity and edge intensity features which have either been used in image database or in the medical image analysis. Modification of the features is made to acquire information relevant to the lesion by extracting directional features. Table 4 presents the generic tile-based features extracted from T2 weighted images. For ROI-based traditional classification, we use T2 specific features from manually segmented lesions (ROIs). ROI-based T2 features from literature are listed in Table 5 . In CADx study, we perform feature selection for ROI-based T2 features using RF. The importance coefficient for each feature is taken to be its mean decrease in Gini coefficient. After performing feature selection we obtain: (1) for dataset A, a set of first 10 features (2) for dataset B, a set of middle ten features from 2 to 11 listed in Table 5 . 2. Standard deviation in VOI relative to fat [15] 3. 20th percentile in VOI [16] 4. 90th percentile in VOI [16] 5. Presence of oedema (92 nd percentile in 2mm shell) [16] 6. Presence of oedema in non fatty tissue [16] 7. Homogeneity [7] 8. Maximum correlation coefficient [7] 9. Sum average [7] 10. Radial gradient index [7] 11. Presence of oedema (98 th percentile in 20mm shell) [16] 12. Mean of eroded VOI [16] In CADe study, we compare the performance of citation-kNN with single instance kNN based on tile-based features alone. We do not compare the performance of citation-kNN with ROI-based classification because in non-contrast MRI (e.g. T2 weighted MRI), segmentation of ROIs itself requires detection of lesions.
The dataset are split into training and validation subsets using bag level stratified 10 fold cross validation (CV) [12] to preserve the class proportions. Mean area under receiver operating characteristics (ROC) curve (AUC) [9] over 10 fold CV is used as the performance measure. For both CADx and CADe studies, we perform a t-test to evaluate the significance of the difference between the AUC obtained with citation-kNN and single instance kNN and RF.
D. Selection of Tile Size
Tile size is clearly an important parameter in tile-based image classification because tile represents the feature vector. We select tile size by evaluating the performance of citation-kNN against different sizes of tiles using dataset B with both suspicious and normal tissue types to get a size of tile robust to the nature of dataset. Features, listed in Table 3 , are extracted from non-overlapping tiles of size ranging from 2×2 pixels per tile to 30×30 pixels per tile. We use nonoverlapping tiles to have minimum redundant information from tiles. Citation-kNN with Hausdorff distance is used to classify the dataset into malignant and normal tissue/benign lesion. Performance of citation-kNN for different tile sizes is shown in Fig. 1 . From Fig. 1 it can be seen that, citation-kNN performs best with a tile size of 20×20 pixels. This corresponds to nine nonoverlapping instances in a bag of size 60×60 pixels. Therefore, we use this tile size of 20×20 pixels in both the CADx and CADe studies. 
III. RESULTS

A. CADx Study: MIL as a Diagnostic Tool
For dataset A, Table 6 and Fig. 2 summarise the comparison of classification performance of citation-kNN with single instance kNN and RF. From Table 6 and Fig. 2 , we can see that, citation-kNN acquires a mean AUC value of 0.727. While, tile-based single instance kNN and RF achieve mean AUC values of 0.549 and 0.696 respectively. The ROI-based single instance kNN and RF achieve mean AUC of 0.683 and 0.771 respectively. Fig. 2 suggests the marked difference between mean AUC yielded by citation-kNN and tile-based single instance kNN. A t-test with a p value <0.05 confirms statistically significant difference between citation-kNN and tile-based kNN. While, the difference between performance of citation-kNN and tilebased single instance RF is not statistically significant. However, there is statistically significant difference between the performance of tile-based SIL and ROI-based SIL. The performance of citation-kNN is statistically similar to ROIbased kNN and RF. Apparently, the best mean AUC is achieved with ROI-based single instance RF. But, the p value (0.6843) suggests that the difference between performance of citation-kNN and ROI-based RF is not statistically significant. For dataset B, classification performance of citation-kNN in comparison to tile-based and ROI-based single instance kNN and RF is presented in Table 7 and Fig. 3 . Table 7 and Fig. 3 show that we achieve mean AUC values of 0.592 with citation-kNN and 0.532, 0.617 with tile-based single instance kNN and RF respectively. The mean AUC values obtained with ROI-based single instance kNN and RF are 0.486, 0.651 respectively. For dataset B, we observe almost identical trends to those of dataset A but with decreased mean AUC values. This demonstrates that on this dataset the classification performance of single instance kNN is equivalent to a random labelling of the instances, i.e. it cannot reliably discriminate the two classes.
B. CADe Study: MIL as a Screening Tool
The comparison of performance of citation-kNN as a screening tool for discrimination of malignant from benign lesions/normal tissue types with tile-based single instance kNN is illustrated in Table 8 . The comparison of citation-kNN with tile-based single instance kNN indicates that citation-kNN yields a mean AUC value of 0.621 while, tile-based single instance kNN achieves a mean AUC value of 0.593. A t-test shows that there is not a statistically significant difference between the performance of citation-kNN and tile-based single instance kNN on this dataset.
IV. DISCUSSION
We observe from Fig.1 that performance of citation-kNN is improved as the tile size is increased (or the number of instances per bag is decreased). The decreasing mean AUC with decreasing tile size can be explained by two factors: 1) noise is being added to the feature vector when the size of tile is decreased, and 2) citation-kNN performs better with smaller bag size [11] . As the tile size is further increased beyond 20×20, the performance of citation-kNN is reduced. This is because features extracted from tiles larger than 20×20 pixels provide more generalised and spatially irrelevant information that compromises classification performance. We observe three main trends from Fig. 2 and 3 . The first is related to the comparison of the performance of citation-kNN and tile-based single instance kNN and RF. The performance of citation-kNN is better than tile-based single instance kNN but equivalent to RF. Moreover, classification performance of tile-based single instance RF is better than tile-based single instance kNN. The reason for this is likely the robustness of RF and its inherent internal feature selection process. The second trend is based on the relative classification performance of tile-based and ROI-based SIL. From Fig.2 , we observe that, ROI-based SIL gives better classification performance as compared to tile-based SIL. We also observe similar trends in Fig. 3 , but with reduced mean AUC values. Also, ROI-based classification using kNN gives an apparent random labelling of samples. The reason for relatively poor performance of tile-based SIL as compared to ROI-based SIL can only be the difference of the features in both cases. For ROI-based SIL, we have used state-of-the-art T2 features, which are application dependant; while tile-based SIL is based on simple, generic features. The third trend is associated with the comparison of performance of citation-kNN with ROI-based kNN and RF. On dataset A, citation-kNN has equivalent performance to ROI-based kNN. While on dataset B, performance of citationkNN is significantly better than ROI-based kNN. On the other hand, ROI-based RF gives slightly better performance as compared to citation-kNN. The better performance of ROIbased single instance RF as compared to citation-kNN can be explained by two possible reasons: difference of features used in performance estimation of citation-kNN and ROI-based single instance RF and the difference of classifier. RF is a robust classifier as compared to kNN [2] with an internal feature selection capability. Statistically, there is not a significant difference between the performance of citation-kNN and ROI-based single instance RF. Thus MIL, as a 'pure' machine learning technique, has equal potential for diagnostic classification for breast cancer MRI even when using generic tile-based features. Tile-based generic features have four main advantages over ROI-based features. First, they are computationally easy to calculate.
Second, they do not depend on accurate segmentation of the lesion. Third, extraction of generic features does not require extensive knowledge of breast cancer MRI. And fourth, extraction of generic features allows the screening for suspicious lesions without delineating the lesions. On the other hand, ROI based features depend on accurate delineation of lesions, thus, cannot be used for screening purpose. Furthermore, the improved classification performance of all learners on dataset A as compared dataset B indicates that dataset containing mass-like lesions (dataset A) is easier to classify into malignant and benign lesions as compared to the dataset containing both mass-like and non-mass-like lesions (dataset B). For tile-based classification, we have not considered the curse of dimensionality. The nearest neighbour learners are particularly sensitive to the curse of dimensionality [11] especially with small k values. While, high dimensionality is not a problem with RF due to distribution of randomised subsets of features and samples among decision trees [21] . Therefore, it is reasonable to ask that if we do feature selection before classification, is it likely that we will get better results?
To analyse this question, we utilize the features selected by RF on the tile-based features based on the importance coefficients returned by RF. For simplicity, we use these SIL features for MIL classification. We acknowledge that the results may be pessimistically biased as we select the subset of features in the SIL domain for performance estimation of MIL domain (citation kNN). However, for the variants of kNN, the results are not classifier biased, as important features are selected using RF and tested using kNN. The selected features for datasets A and B are presented in Table 9 . From Table 9 , we observe that, the tile-based feature set after feature selection for dataset B contains features mainly in the axial direction. One possible reason is that many malignant lesions are directed parallel to the duct system in the axial direction. If lesions have bigger diameter in axial direction as compared to transverse direction, the lesion is more likely to be malignant [13, 14] . This indicates that MIL with generic features can find physiological relevant information as well. After features selection, we re-evaluate the classification performance of citation-kNN and tile-based SIL using kNN and random forest in CADx study. Fig. 4 and Fig.5 present the comparison of classification performance of citation-kNN and tile-based single instance kNN and RF before and after feature selection for datasets A and B respectively. From Fig. 4 and Fig. 5 , we observe that there is little improvement in the performance of tile-based single instance kNN after feature selection. The performance of tile-based single instance RF before and after feature selection is almost the same (as expected). From Fig.4 , a comparison of performance of citation-kNN for mass-like lesions before and after feature selection indicates that performance of citation-kNN is degraded slightly after feature selection. But, this decrease in performance is not significant. To explain the possible reason for decrease in performance of citation-kNN after feature selection, we believe that, generic features in both axial and transverse direction are equally important for the classification of mass-like breast lesions. However, Fig. 5 shows a significant improvement in the performance of citation-kNN after feature selection, which goes from mean AUC value of 0.592 to 0.701. The improved performance of citation-kNN is evidence for its efficacy in discriminating benign and malignant lesions even for a more challenging dataset containing both mass-like and non-masslike lesions. Encouraged by the improved performance of citation-kNN after feature selection in CADx study, we repeat CADe study with the new set of features. The comparison of results before and after feature selection, as illustrated in Fig.6 , confirms improved performance of citation-kNN after feature selection. The results after feature selection indicate that, if feature selection step is added before classification, MIL can also be a suitable choice to assist radiologists in breast cancer screening. Thus, MIL has potential to highlight the suspicious regions without delineating the ROI if it is trained over malignant, benign and normal tissue types. The improved performance of citation-kNN after feature selection shows that feature selection is an important step in MIL to avoid the curse of dimensionality. Since in MIL, not much work has been done on the development of feature selection techniques; therefore, we will focus our future research to develop MIL based feature selection methods.
V. CONCLUSIONS
In this paper, we have evaluated the classification performance of citation-kNN on breast cancer MRI in both CADx and CADe applications. The empirical results of the CADx study indicate that citation-kNN performs significantly better than tile-based kNN. Moreover, ROI-based SIL based on state-ofthe-art T2 weighted features is better than tile-based SIL. Also, performance of citation-kNN is statistically equivalent to ROI-based SIL. However, tile-based classification using citation-kNN does not require domain specific features and is robust to the inaccuracies in the segmentation of suspicious lesions. Therefore, citation-kNN is a suitable choice for classification of T2 weighted breast cancer MR images.
Results of the CADe study indicate that citation-kNN also has the potential to be used as a screening tool in breast MRI by eliminating the need for the delineation of suspicious lesions. The improved performance of citation-kNN after feature selection emphasizes the continued importance of feature selection in multiple instance learning. VI.
