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In the Israel–Stewart’s theory of dissipative hydrodynamics, we have analysed the STAR data on φ meson
production in Au+Au collisions at √s = 200 GeV. From a simultaneous ﬁt to φ mesons multiplicity, mean
pT and integrated v2, we obtain a phenomenological estimate of QGP viscosity, η/s = 0.07± 0.03± 0.14,
the ﬁrst error is due to the experimental uncertainty in STAR measurements, the second reﬂects the
uncertainties in initial and ﬁnal conditions of the ﬂuid.
© 2009 Elsevier B.V. Open access under CC BY license. In recent years, there has been considerable interest in viscos-
ity of strongly interacting Quark–Gluon Plasma. String theory based
models (ADS/CFT) give a lower bound on viscosity of any matter
η/s  1/4π [1]. In a perturbative QCD, Arnold et al. [2] estimated
η/s ∼ 1. In a SU(3) gauge theory, Meyer [3] gave the upper bound
η/s < 1.0, and his best estimate is η/s = 0.134(33) at T = 1.165Tc .
At RHIC region, Nakamura and Sakai [4] estimated the viscosity
of a hot gluon gas as η/s = 0.1–0.4. Attempts have been made
to estimate QGP viscosity directly from experimental data. Gavin
and Abdel-Aziz [5] proposed to measure viscosity from transverse
momentum ﬂuctuations. From the existing data on Au + Au colli-
sions, they estimated that QGP viscosity as η/s = 0.08–0.30. Ex-
perimental data on elliptic ﬂow has also been used to estimate
QGP viscosity. Elliptic ﬂow scales with eccentricity. Departure form
the scaling can be understood as due to off-equilibrium effect and
utilised to estimate viscosity [6] as, η/s = 0.11–0.19. Experimental
observation that elliptic ﬂow scales with transverse kinetic en-
ergy is also used to estimate QGP viscosity, η/s ∼ 0.09± 0.015 [7],
a value close to the ADS/CFT bound. From heavy quark energy loss,
PHENIX Collaboration [8] estimated QGP viscosity η/s ≈ 0.1–0.16.
Recently, from analysis of RHIC data, in a viscous hydrodynamics,
upper bound to viscosity is given η/s < 0.5 [9,10].
In the present Letter, from a hydrodynamic analysis of the re-
cently measured STAR data [11] on φ production, we have ob-
tained an accurate estimate of QGP viscosity, η/s = 0.07 ± 0.03 ±
0.14, the ﬁrst error corresponding the uncertainty in STAR mea-
surements, the 2nd error arising from the uncertain initial condi-
tions of the ﬂuid, e.g. initial time, initial ﬂuid velocity, freeze-out
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Open access under CC BY license. temperature, etc. As noted in [12], several unique features of φ
mesons (e.g. hidden strange particle, both hadronic and leptonic
decays, not affected by resonance decays, mass and width are
not modiﬁed in a medium [13], etc.) make it an ideal probe to
investigate medium properties in heavy ion collisions. For long,
strangeness enhancement is considered as a signature of QGP for-
mation [14]. Compared to a hadron gas, in QGP, strangeness is
enhanced due to abundant gg → ss¯ reactions. Early produced ss¯, if
survives hadronisation can lead to increased production of strange
particles compared to pp or pA collisions. Experimental data do
show strangeness enhancement [15]. In STAR measurements [11]
also, compared to a pp collision, in an Au + Au collision, φ meson
production is enhanced. STAR data [11] also appear to be con-
sistent with a model based on recombination of thermal strange
quarks [16]. As it will be shown below, STAR data on φ mesons are
also consistent with hydrodynamic model and are sensitive enough
to give an accurate estimate of QGP viscosity.
Space–time evolution of the QGP ﬂuid is obtained by solving,
Israel–Stewart’s theory of 2nd order dissipative hydrodynamics.
∂μT
μν = 0, (1)
Dπμν = − 1
τπ
(
πμν − 2η∇〈μuν〉) − [uμπνλ + uνπνλ]Duλ. (2)
Eq. (1) is the conservation equation for the energy–momentum
tensor, Tμν = (ε + p)uμuν − pgμν + πμν , ε, p and u being the
energy density, pressure and ﬂuid velocity, respectively. πμν is
the shear stress tensor (we have neglected bulk viscosity and heat
conduction). Eq. (2) is the relaxation equation for the shear stress
tensor πμν . In Eq. (2), D = uμ∂μ is the convective time derivative,
∇〈μuν〉 = 1 (∇μuν + ∇νuμ) − 1 (∂ . u)(gμν − uμuν) is a symmetric2 3
A.K. Chaudhuri / Physics Letters B 681 (2009) 418–422 419Fig. 1. Black circles are lattice simulation [19] for entropy density. The black line is
the model EOS, obtained by parametric representation to the lattice simulations and
a hadronic resonance gas at low temperature.
traceless tensor. η is the shear viscosity and τπ is the relaxation
time. It may be mentioned that in a conformally symmetric ﬂuid
relaxation equation can contain additional terms [17].
Eqs. (1), (2) are closed with an equation of state p = p(ε). Lat-
tice simulations [18,19] indicate that the conﬁnement–deconﬁne-
ment transition is a cross over, rather than a 1st or 2nd order
phase transition. In Fig. 1, a recent lattice simulation [19] for the
entropy density is shown. We complement the lattice simulated
EOS [19] by a hadronic resonance gas (HRG) EOS comprising all
the resonances below mass 2.5 GeV. In Fig. 2, the solid line is the
entropy density of the “lattice + HRG” EOS. The entropy density is
obtained as
s = 0.5[1− tanh(x)]sHRG + 0.5
[
1− tanh(x)]slattice (3)
with x = T−Tc

T , Tc = 196 MeV, 
T = 0.1Tc = 19.6 MeV. Compared
to lattice simulation, entropy density drops slowly at low temper-
ature.
Assuming boost-invariance, Eqs. (1) and (2) are solved in (τ =√
t2 − z2, x, y, ηs = 12 ln t+zt−z ) coordinates, with a code “AZHYDRO–
KOLKATA”, developed at the Cyclotron Centre, Kolkata. Details of
the code can be found in [21]. To show that AZHYDRO–KOLKATA
computes the evolution correctly, in Fig. 1, we have compared the
temporal evolution of momentum anisotropy εp = 〈T xx−T yy〉〈T xx+T yy〉 of a
QGP ﬂuid with a calculation of Song and Heinz [17]. Initial condi-
tions are approximately same in both simulations. Within 10% or
less, AZHYDRO–KOLKATA simulation reproduces Song and Heinz’s
[17] result for temporal evolution of momentum anisotropy εp .
Solution of partial differential equations (Eqs. (1), (2)) requires
initial conditions, e.g. transverse proﬁle of the energy density
(ε(x, y)), ﬂuid velocity (vx(x, y), v y(x, y)) and shear stress tensor
(πμν(x, y)) at the initial time τi . One also needs to specify the vis-
cosity (η) and the relaxation time (τπ ). A freeze-out prescription is
also needed to convert the information about ﬂuid energy density
and velocity to particle spectra and compare with experiment.
We assumed that the ﬂuid is thermalised at τi = 0.6 fm [20]
and the initial ﬂuid velocity is zero, vx(x, y) = v y(x, y) = 0. Initial
energy density is assumed to be distributed as [20]
ε(b, x, y) = εi
[
0.75Npart(b, x, y) + 0.25Ncoll(b, x, y)
]
, (4)
where b is the impact parameter of the collision. Npart and Ncoll are
the transverse proﬁle of the average number of participants andFig. 2. Viscous ﬂuid (η/s = 0.08) simulation for temporal evolution of momentum
anisotropy in b = 7 fm Au+Au collision at RHIC. The solid line is the simula-
tion result from VISH2 + 1 [17] and the dashed line is the simulation result from
AZHYDRO–KOLKATA.
Fig. 3. (Color online.) Variation of dN
φ
dy and 〈pφT 〉 with central energy density in
b = 2.3 fm Au + Au collisions in AZHYDRO–KOLKATA. The blue and red symbols
are the predicted dN
φ
dy and 〈pφT 〉 respectively for η/s = 0.0, 0.08, 0.16, 0.2 and 0.25.
The blue and red shaded regions indicate the STAR measurements (statistical and
systematic error included) of dN
φ
dy and 〈pφT 〉 in 0–5% centrality Au + Au collisions.
average number collisions, respectively. εi is a parameter which
does not depend on the impact parameter of the collision. As will
be discussed below, we ﬁx it to reproduce experimental data on
φ mesons. Finally, the freeze-out was ﬁxed at T F = 150 MeV.1
The shear stress tensor was initialised with boost-invariant value,
π xx = π yy = 2η/3τi , π xy = 0. For the relaxation time, we used the
Boltzmann estimate τπ = 3η/2p.
In Fig. 3, for ﬂuid viscosity, η/s = 0, 0.08, 0.12 and 0.16, hydro-
dynamic predictions for φ meson multiplicity ( dN
φ
dy ) and mean pT
(〈pφT 〉), in b = 2.3 fm Au + Au collisions are shown as a function
of central energy density. In a hydrodynamic model, as expected,
both dN
φ
dy and 〈pφT 〉 increase with increasing energy density, but
1 We have checked that with the lattice+HRG EOS, in ideal ﬂuid dynamics, STAR
measurements of dN
φ
dy and 〈pφT 〉 in 0–5% Au + Au collisions are best explained with
T F = 150 MeV.
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The ﬁtted values of the initial central energy density (εi ) and temperature (Ti ) of
the ﬂuid in b = 0 Au+Au collisions, for different values of viscosity to entropy ratio
(η/s). In the last four rows, χ2/N for STAR data on dN
φ
dy , 〈pφT 〉, v2 and the combined
data sets ( dN
φ
dy + 〈pφT 〉 + v2) are shown.
η/s 0 0.08 0.12 0.16
εi (GeV/fm3) 35.5 29.1 25.6 20.8
±5.0 ±3.6 ±4.0 ±2.7
Ti (MeV) 377.0 359.1 348.0 330.5
±13.7 ±11.5 ±14.3 ±11.3
χ2/N (dN/dy) 4.3 4.5 3.9 2.21
χ2/N (〈pT 〉) 0.55 0.26 1.80 6.22
χ2/N (v2) 4.92 2.99 2.79 3.03
χ2/N (dN/dy + 〈pT 〉 + v2) 9.77 7.76 8.49 11.46
increase in dN
φ
dy is steeper than in 〈pφT 〉. b = 2.3 fm Au + Au colli-
sions correspond to 0–5% centrality collisions. In Fig. 3, the blue
and red shaded regions represent the STAR measurements (sta-
tistical and systematic error included) on φ mesons multiplicity
and mean pT in 0–5% Au + Au collisions. One notes that irrespec-
tive of ﬂuid viscosity, φ meson multiplicity can be ﬁtted in the
hydrodynamic model by changing the initial energy density, more
viscous ﬂuid requiring less energy density. It is understood. In vis-
cous ﬂuid evolution, entropy is generated and ﬂuid requires less
initial entropy density or energy density. However, with increasing
η/s, mean pT also increases, even if φ meson multiplicity is kept
ﬁxed by reducing initial energy density. The reason is understood.
Initial transverse pressure increases with increasing η/s leading to
increased 〈pT 〉. One notes that simultaneous ﬁt to STAR data on
φ multiplicity and mean pT in 0–5% centrality Au + Au collisions
is obtained only when η/s  0.12. For higher viscosity, while it is
possible to ﬁt φ meson multiplicity, mean pT is overpredicted.
In Fig. 4, in three panels, STAR data [11] on the centrality de-
pendence of φ meson (a) multiplicity ( dN
φ
dy ), (b) integrated v2 and
(c) mean pT (〈pφT 〉) are shown. Ideal or viscous ﬂuid, initialised to
ﬁt φ meson multiplicity in 0–5% collisions, reproduces φ meson
multiplicity in all the centrality ranges of collisions. STAR Collabo-
ration measured integrated v2 only in 0–5%, 10–40% and 40–80%
centrality collisions. In mid-central collisions, v2 is reduced by
∼ 10%. In very central collisions, elliptic ﬂow is very small and
ideal and viscous evolutions produce similar ﬂow. In peripheral
collisions, both ideal and viscous evolutions overestimate the ﬂow.
We also observe that the STAR data on 〈pφT 〉 are not explained un-
less η/s 0.12, as indicated in Fig. 4.
In Table 1, we have tabulated the initial central energy density
(εi) and temperature (Ti) required to ﬁt the STAR data on φ mul-
tiplicity. The error in εi is due to the statistical + systematic error
in STAR measurement. The initial energy density of the ﬂuid can
be obtained only within ∼ 10–15% accuracy. In Table 1, we have
listed the χ2/N for the data sets analysed. Variation of χ2/N of
the combined data sets with η/s, is shown in Fig. 5. In Fig. 5, the
solid line is a parabolic ﬁt to the combined χ2/N , from which we
estimate that the best ﬁt to the STAR data on the centrality de-
pendence of φ mesons multiplicity, integrated v2 and mean pT
are obtained for viscosity over entropy ratio as η/s = 0.07 ± 0.03.
We have not shown here, but hydrodynamics with η/s ≈ 0.07 con-
sistently explain transverse momentum spectra of φ mesons, along
with other particles, e.g. pions, kaons. Interestingly, proton data is
underestimated in the model by a factor of 2. Elliptic ﬂow data
are also reasonably well explained. In a later publication detailed
results will be presented.
The estimate η/s = 0.07 ± 0.03 is obtained with ﬁxed values
of initial time τi = 0.6 fm, freeze-out temperature T F = 150 MeV,
and initial transverse velocity vr = 0. The hard scattering contri-Fig. 4. STAR data on the centrality dependence of φ meson (a) multiplicity, (b) inte-
grated v2 and (c) mean pT are compared with hydrodynamical simulation of ideal
and viscous ﬂuid.
bution to initial energy density was also ﬁxed at 25%. The esti-
mate depends on the assumed initial and ﬁnal conditions of the
ﬂuid. In Fig. 6, we have studied the dependence of dN
φ
dy and 〈pφT 〉
on: (a) initial time, (b) freeze-out temperature, (c) hard scatter-
ing contribution to initial energy density and (d) initial trans-
verse velocity. The ﬂuid was initialised with central energy den-
sity εi = 29.1 GeV/fm3, corresponding to viscosity to entropy ratio
η/s = 0.08. Other conditions remaining the same, hydrodynamic
predictions for dN
φ
dy and 〈pφT 〉 increase respectively by ∼ 50% and
∼ 10% as τi increases from 0.6 fm to 1.0 fm. If τi is reduced from
0.6 to 0.2 fm, dN
φ
dy decreases by ∼ 50%, 〈pφT 〉 remains essentially
unchanged. For τi = 1 fm, STAR data on φ multiplicity can be re-
produced if initial energy density of the ﬂuid is reduced by ∼ 40%
(we are assuming that dN
φ
dy dependence of initial energy density is
similar at τi = 0.6 and 1 fm). However, ∼ 40% reduction in energy
density will also reduce 〈pφT 〉 by ∼ 7% (〈pφT 〉 dependence on initial
energy density is weaker than that of dN
φ
dy ) and STAR data on 〈pφT 〉
will be overpredicted by ∼ 3%, requiring ∼ 55% less viscosity. Ar-
guing similarly, for τi = 0.2 fm, to ﬁt φ multiplicity, initial energy
density is to be increased by ∼ 40%, which will also increase 〈pφT 〉
by ∼ 7%, requiring ∼ 90% reduction in η/s. We estimate systematic
uncertainty in η/s due to uncertain initial time (τi = 0.6± 0.4 fm)
as ∼ 90%.
One of the major sources of uncertainty in hydrodynamic sim-
ulations is the freeze-out temperature (T F ). If T F is increased from
150 to 160 MeV, hydrodynamic prediction overestimates the STAR
data for dN
φ
dy by 15%, 〈pφT 〉 remains essentially unchanged (see
Fig. 4b). Initial energy density of the ﬂuid can be reduced by ∼ 10%
to ﬁt φ multiplicity, which will simultaneously reduce 〈pφT 〉 by
∼ 2%. ∼ 2% reduction in 〈pφT 〉 can be compensated by increasing
η/s by ∼ 7%. If T F decreases from 150 to 140 MeV, hydrodynamic
prediction for dN
φ
underestimates the STAR data by ∼ 15% anddy
A.K. Chaudhuri / Physics Letters B 681 (2009) 418–422 421Fig. 5. Variation of χ2/N of the combined data sets with η/s. The solid line is a
parabolic ﬁt to χ2/N .
Fig. 6. (Color online.) The ratio of hydrodynamic predictions for dN
φ
dy (the black cir-
cles) and 〈pφT 〉 (the red squares), to STAR measurements in 0–5% Au + Au collisions
as a function of (a) initial time (τi ), (b) freeze-out temperature (T F ), (c) hard scat-
tering contribution to initial energy density, and (d) initial transverse velocity (vr =
tanh(αr)), are shown. The central energy density of the ﬂuid is εi = 29.1 GeV/fm3
and viscosity to entropy ratio is η/s = 0.08.
overestimates 〈pφT 〉 by ∼ 10%. Initial energy density can be in-
creased by ∼ 10% to ﬁt dNφdy , which will increase 〈pφT 〉 by ∼ 2%.
∼ 12% increase in 〈pφT 〉 cannot be compensated by decreasing η/s
and T F = 140 MeV will be inconsistent with STAR measurements.
Indeed, even in ideal hydrodynamics, T F = 140 MeV overpredicts
STAR data on 〈pφT 〉. We estimate the uncertainty in η/s due to un-
certain freeze-out temperature (T F = 150± 10 MeV) as ∼ 100%.
In Fig. 6c, dependence of dN
φ
dy and 〈pφT 〉 on the hard scattering
contribution to initial energy density is studied. If hard scattering
contribution is increased from 25% to 95%, hydrodynamic predic-
tions for dN
φ
dy decrease by ∼ 20%, but 〈pφT 〉 remains essentially
unchanged. As argued previously, to ﬁt the STAR data on φ mul-tiplicity, initial energy density is to be increased by ∼ 15%, which
will lead to increase of 〈pφT 〉 by ∼ 3%. ∼ 3% increase in pT can be
compensated by reducing η/s by ∼ 55%. If hard scattering contri-
bution decreases from 25% to 5%, predicted dN
φ
dy and 〈pφT 〉 change
marginally and estimate of η/s will not be affected. We estimate
the uncertainty in η/s due to uncertain hard scattering contribu-
tion (0–100%) as ∼ 55%.
Hydrodynamic predictions for dN
φ
dy and 〈pφT 〉 as a function of the
initial transverse velocity vr = tanh(αr), for α = 0, and 0.06 are
shown in Fig. 6d. Initial transverse velocity mainly increases high
pT yield and as α increases from 0 to 0.06, dN
φ
dy remains approx-
imately constant, but 〈pφT 〉 increases and the STAR measurement
for 〈pT 〉 is overpredicted by ∼ 20%. Indeed, non-zero initial trans-
verse velocity will increase 〈pφT 〉 requiring lowering of η/s. We
then estimate uncertainty in η/s due to uncertain initial velocity as
∼ 100%. Finite accuracy in the computer code AZHYDRO–KOLKATA
also adds to the uncertainty in η/s. In AZHYDRO–KOLKATA, hy-
drodynamic evolution is computed within ∼ 5% accuracy, leading
to the ∼ 7% uncertainty in η/s. Adding all the uncertainties is
quadrature, systematic uncertainty in η/s is ∼ 175%. From the
STAR data on φ meson we then estimate QGP viscosity as η/s =
0.07±0.03±0.14, the ﬁrst uncertainty is due to statistical and sys-
tematic uncertainty in STAR measurements, the second one is due
to uncertain initial time (τi = 0.2–1.0 fm), freeze-out temperature
(T F = 140–160 MeV), percentage of hard scattering contribution
( f = 0–95%) and initial transverse velocity (α = 0–0.6).
It may be noted that the sources of uncertainties considered
here is not exhaustive. For example, the uncertainty in the initial
energy density may not be represented in entirety by the Glauber
model, by varying only the hard scattering fraction. Color Glass
Condensate initial conditions, with larger initial eccentricity, may
increase the range of η/s. The uncertainty in freeze-out procedure
is also not entirely represented by varying freeze-out temperature
only. Proper treatment of chemical freeze-out before the kinetic
freeze-out, inclusion of resonances may also alter the range of
uncertainty in η/s. Also, as mentioned earlier, the relaxation equa-
tion (2), may contain additional terms. While their contribution is
expected to be smaller than the terms included, estimate of vis-
cosity may change if a more complete relaxation equation is used.
Uncertainty in the initial shear stress tensor is also not consid-
ered here. We have used boost-invariant value as the initial shear
stress tensor. While over the time scale τπ , Israel–Stewart stress
relaxes to the ﬁrst order value, i.e. to the boost invariant value, it
may as well be different at the initial time. Range of uncertainty
in η/s will also increase if uncertainty in initial shear stress tensor
is taken into consideration.
The estimate is obtained from experimental data, which include
the effect of bulk viscosity, if there is any. We have neglected bulk
viscosity. Neglect of bulk viscosity will artiﬁcially increase the ef-
fect of (shear) viscosity. In general, bulk viscosity is an order of
magnitude smaller than shear viscosity. But in QGP, it is possi-
ble that near the cross-over temperature, bulk viscosity is large
[22,23]. Effect of bulk viscosity on particle spectra and elliptic ﬂow
is studied in [24]. It appears that even if small, bulk viscosity can
have visible effect on particle spectra and elliptic ﬂow. The present
estimate then must be considered as an upper bound on QGP vis-
cosity.
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