Abstract-The design of a cellular underwater network is addressed from the viewpoint of determining the cell size and the frequency reuse pattern needed to support a desired number of users operating over a given area within a given system bandwidth. By taking into account the basic laws of underwater acoustic propagation, it is shown that unlike in the terrestrial radio systems, both the cell radius R and the frequency reuse number N must satisfy a set of constraints in order to constitute an admissible solution (which sometimes may not exist). The region of admissible (R,N) defines the possible network topologies. It is determined by the user density and the system bandwidth (p, B), and by the required signal-to-interference ratio and per-user bandwidth (SIRo, Wo). The range of admissible solutions also depends on the choice of operating frequency region. Moving to a higher frequency region than that dictated by SNR maximization, improves the SIR and yields a greater system capacity.
I. INTRODUCTION
Cellular networks have revolutionized terrestrial mobile communications by introducing the concept of spatial frequency reuse [1] . The simple idea of using the same frequency band in two cells that are sufficiently far apart so that they do not cause interference to each other enables spatial reuse of bandwidth, which in turn ensures coverage of a large area within the practical constraints of finite bandwidth. Since bandwidth is at premium in an acoustic channel, the concept of frequency reuse is an appealing one, and, given the immense success and practicality of terrestrial cellular systems, the question naturally arises as to how does the cellular concept apply to an underwater acoustic environment.
Motivated by this question, we address the top-level system design and the implications that acoustic propagation bears on the frequency reuse concept. As an example application, one may think of a fleet of autonomous vehicles, deployed on a collaborative mission to map a wide area of the ocean floor. The base stations in such a system may be mounted on the surface buoys (radio-based infrastructure) or on the bottom (cable-based infrastructure). One could also use both surface and bottom stations to provide full volume coverage in an underwater network. For simplicity, we restrict our attention to a two-dimensional problem.
The first task in the design of a cellular network is the selection of network topology, i.e. determination of the cell size (radius) and the reuse pattern. In other words, the practical questions that one wants to answer are the following: For a given distribution of users and the desired information throughput, what should the coverage area of one base station be? How far does another base station operating in the same frequency band has to be? According to what pattern should the frequency bands be reused? In a terrestrial radio environment, this problem has a very simple solution that leads to the well-known reuse pattern of 7, and selection of the smallest practical cell radius [1] . In an underwater acoustic environment, however, the solution is complicated by the fact that the path loss does not consist only of the spreading loss (which grows with distance as dk, where k is usually a number between 1 and 2), but the absorption loss as well (which grows with distance as ad, and depends on the frequency through the factor a). We show that due to this fundamental difference, simple principles of cellular radio system design do not apply to an underwater acoustic environment. Instead, complex relationships between the system parameters are involved, which lead to a set of constrained solutions, and, sometimes, to a situation in which it is not possible to use the cellular concept at all. the problem of underwater cellular system design is formulated in Sec.II. This section also outlines the admissible solutions, and discusses the results through a series of numerical examples. Conclusions are summarized in Sec.III.
II. SYSTEM DESIGN
We consider a system layout that follows the basic cellular concept of spatial frequency reuse that comes with timedivision or frequency-division multiple-access [1] . Specifi (1) Here, R is the distance traveled by the desired signal, and D is the distance traveled by the interfering signal. In a twodimensional system geometry, the two distances are related by D = QR, where Q = , and the reuse number is given in the form N =i2 + i +j2, with i,j integers [1] .
The acoustic path loss, experienced by a signal of frequency f traveling over a distance R is given by A(R, f) = AoRkaR(f) (2) where Ao is a normalizing constant, k is the spreading factor, and a(f) is the absorption coefficient. Without the loss of generality, we will assume in the later numerical examples a practical spreading factor k=1.5, and absorption according to Thorp, which is reproduced in Fig.l frequency [kHz] in an FDMA system different channels experience different attenuation due to the frequency-dependence of the acoustic path loss. In particular, higher-frequency channels experience greater attenuation. However, this is true both for the desired signal and for the interfering signals, with the overall effect that the SIR improves with an increase in frequency. Hence, to ensure that the worst-case conditions are met, the system design should be carried out for the lowest frequency channel, which is the one at fm.i )
Using the acoustic path loss to determine the received powers, the SIR condition can be expressed in terms of the cell radius R and the reuse factor Q as
At this point, we may note the difference between an acoustic and a radio system: in a radio system, the path loss does not contain the frequency-dependent absorption term, and, consequently, the SIR reduces to Qk /6. The SIR condition is thus rendered independent of the cell radius R, and the reuse number N is easily determined from it. (Its typical value in cellular radio systems is N = 7, which ensures SIR greater than 17 dB for the two-ray ground reflection model with path loss exponent k=4.) In the acoustic channel, this is not the case. The SIR depends both on the reuse number and the cell radius through the terms I(R) and I(QR).
In order to obtain an explicit expression for the SIR as a function of R and N, one may be tempted to make an approximation a(f) The signal power at a distance R from the transmitter is now evaluated as fmin +Bo A 1(R,f)df where S is the power spectral density of the transmitted signal (assumed to be constant and as such not relevant for the SIR), and the integration is carried over the frequency band occupied by the 
However, such an approximation is acceptable only for Bo << fmin, which is rarely the case in an acoustic system. Fig.2 shows the function I(x) and its "approximation" (6) for an arbitrary selection of the system parameters: fmiri=10 kHz and Bo=7 kHz (the latter would correspond to a total bandwidth B of about 50 kHz and N=7 in a TDMA system). In addition to being dependent on the cell radius and the reuse number, the SIR also depends on the band-edge frequency fmin and, to a lesser extent, on the bandwidth Bo. Fig.3 illustrates the SIR as a function of fmin. The SIR increases with frequency since a(f) > 1 Vf. Using a higher frequency band thus ensures a greater SIR; however, it results in higher attenuation, making the signal more vulnerable to noise. The signal to noise ratio (SNR) is also illustrated in the figure, along with the resulting signal to noise plus interference ratio (SINR). A practical system is normally designed such that the noise is negligible with respect to interference, i.e. SNR >> SIR, or, equivalently, SINR -SIR (hence SIR is used as a figure of merit for the system performance). wideband acoustic system. The approximation (6) is a poor one for a B. Cell radius and the reuse number Fig.4 shows the SIR as a function of the cell radius for different values of the reuse number. The SIR increases with both R and N. Thus, in order for the SIR to be greater than the design value SIRO, the cell radius has to be greater than some minimum, which we express as R > Ro(N)
The minimal cell radius depends on the reuse pattern N, and also on the required SIR and the system bandwidth. There is no closed form expression for Ro(N), unless the approximation (6) is used, which would yield Ro(N) 10 log SIRo + 4-k k 0 log Q (Q 1 )10O log ao
Again, this approximation should be used only for illustrative purposes, to gain insight into the rate of decay of the minimal radius with N. The exact function RO(N) is shown in Fig.5 , which we will discuss shortly.
Selection of the optimal fmin is obviously influenced by many factors, including the physical constraints of the transducers, and the power budget. For the moment, we lay these large-scale system design issues aside, and focus on the selection of the cell radius and the reuse pattern, assuming that fmin is set a-priori. In the numerical examples that follow, we will use fmiri=1O kHz. 
Combining the requirements (8), (11) and (14), we find that the cell radius must satisfy 1
This expression defines the admissible region of (R, N). Only those values of (R, N) that belong to this region constitute a valid design. We observe that Ro(N) decays faster than R1 (N). The smallest value of N for which Ro(N) falls below R1 (N) defines the lowest reuse pattern that can be used. The point at which R1(N) falls below 1/ ap determines the maximal reuse number. For each admissible value of N, there is a range of cell radii that can be chosen to design the system. In practice, it is desirable to use a small value of N because it facilitates the frequency allocation process and minimizes the loss incurred by insertion of the necessary guard bands. In this example, N can be chosen as low as 3. However, we may want to choose N somewhat greater than the minimum, in order to ensure a margin for the selection of the cell radius.
C. Number of users and bandwidth per user
Once the reuse number is fixed, the cell radius R can The corresponding number of users per Hz of occupied bandwidth is Cmin(N) = 1I/Wmax(N).
Hence, depending upon the chosen N, the actual available bandwidth per user W, the SIR, the number of users per Hz of occupied bandwidth C, and the associated number of users per cell U = paR2, depend on the cell radius, and have a value that lies between some minimum and maximum. Fig.6 illustrates the bounds on these quantities. D. Sensitivity to system parameters and performance require- Wo   C  5  1 0  15  20  25  30  35  40  45  reuse Note that while Ro(N) is governed by SIRO, and R1 (N) by W0 and p, both radii depend on the bandwidth B. We must also keep in mind that RO(N) depends on fmin. Fig.8 illustrates this dependence. We observe that RO(N) is heavily influenced by the band-edge frequency fmin. Moving to higher frequencies improves the SIR (recall Fig.3 this is an increase by a factor ol and there is no solution with fmin: operational frequency range is mo range of solutions opens up, as illust can now be designed with N=7. this solution is in the increased tran power is needed to make up for the i at higher frequencies. III. CONCLUSION =1U KHz. However, il tme Cellular frequency reuse was addressed for underwater ved to fmiri=20 kHz, the acoustic networks where wide area coverage is required, trated in Fig.9 . The system but limited bandwidth is available. The analysis presented The price to be paid for takes into account the physical laws of acoustic propagation, smission power -a higher revealing interesting conclusions that emphasize the fact that Lncreasedsignal absorption existing solutions from the terrestrial radio systems do not always apply to the underwater acoustic environment. The basic acoustic propagation loss was shown to lead to a set of constraints that the cell radius and the reuse B-10 kHz, SIRo=15 dB pattern (R, N) must satisfy in order to constitute an admissible ---B= 5kHz, SIRo=15 dB B=50 kHz, SIRo=20 dB solution for the cellular system topology. In particular, for the given user density and the system bandwidth (p, B), and the Rl (N) to exist. These results are deferred to a later publication. The constraints that acoustic propagation imposes on the km2 system design, and, consequently, on its capacity, serve as a motivation for further research into the spatial reuse methods that will enable effective interference mitigation while remain-1B ing efficient in terms of both bandwidth and power usage. One such method, which capitalizes on the long propagation delay of the acoustic channel, is investigated in [4] . 
