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Abstract 
We know, the global circulation models (GCMs) enable to simulate the global climate, with the field variables being 
represented on a grid points 300 km apart. But, the most recent generation of general circulation models (GCMs) still 
has serious problems. GCMs Models are benefit for detecting Climate change and zone on a special parameter. Even if 
global climate models in the future are run at high resolution there will remain the need to ‘downscale’ the results from 
such models to individual sites or localities for impact studies. But it is necessary to know if this category of Data has 
enough ability to simulate predictor Variables in the selected Region. In this study we selected reliable synoptic stations 
throughout the Iran that had less 41 year Data for case study and Using HadCM3 for Global Circulation Model Data, 
NCEP/NCAR for Reanalysis and SDSM Model for downscaling GCMs. Period of 1961-2001 was selected for Evaluated 
periods. The Result was shown that there was good ability to simulate predictant such as minimum and maximum 
temperature and precipitation and there is no significant deference with 0.5 critical errors. With using Data constructed 
for the future in SPI (Standard Precipitation Index) we could detect climate change in this region for future and it will 
improve climate risk management. 
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1. Introduction 
In this century, natural hazards and disasters is one of the most common forms of disasters around the 
world that cause in significant loss of life and serious economic, environmental and social impacts that 
greatly retard the development process. Careful hazard assessment and planning, and a range of social, 
economic and political measures, can significantly contain these threats [6]. So, for having this part of 
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management, we should have a high-level prediction system that contains both long term and small scale of 
prediction. In this paper we use a case study of prediction on drought disaster and using downscaling 
technique to predict this disaster [9]. 
Among all natural disasters, droughts occurred the most frequently, have the longest duration, and cover 
the largest area. In different types of natural disaster, Drought is one of the most frequent and damaging 
types of natural disasters. Drought is a normal, recurring feature of climate; it occurs in virtually all-climatic 
regimes. Drought is the consequence of a natural reduction in the amount of precipitation received over an 
extended period of time, usually a season or more in length. Most parts of the I. R. of Iran have a high 
degree of aridity and pronounced rainfall variability in large parts of their territories and are therefore highly 
vulnerable to drought. Therefore, drought is one of greatest natural disasters in Iran. In this case, khorasan 
province is one of the important points in Drought Risk Management. Because of the importance of 
agriculture in this area and having different types of climate, so always has Threat with drought disaster. 
Since, the drought is a normal part of climate, it is difficult to determine its onset, development, and end. So, 
Drought prediction (monthly, seasonal, or yearly trends) is particularly useful for the drought planning and 
mitigation. The important factor in drought prediction is amount of precipitation. We know, SPI (Standard 
Precipitation Index) index usually use for monitoring the potential of drought in the pasts and we couldn’t 
use this index for a factor in prediction. In this paper we try to use climate data that produce in Climate Data 
Centers in the world (precipitation parameter) and correlate between observed data and models outputs to 
find best one and then select suitable of them that has best correlation by climate of selected region 
(Khorasan Province) and Downscale that parameters with statistical and numerical methods and compare 
these methods with together, produce correct data. 
Even if global climate models in the future are run at high resolution there will remain the need to 
‘downscale’ the results from such models to individual sites or localities for impact studies [1]. General 
Circulation Models (GCMs) indicate that rising concentrations of greenhouse gases will have significant 
implications for climate at global and regional scales. Less certain is the extent to which meteorological 
processes at individual sites will be affected. So–called “downscaling” techniques are used to bridge the 
spatial and temporal resolution gaps between what climate modelers are currently able to provide and what 
impact assessors require[2]. Unfortunately, GCMs are restricted in their usefulness for local impact studies 
by their coarse spatial resolution (typically of the order 50,000 km2) and inability to resolve important sub–
grid scale features such as clouds and topography. As a consequence, two sets of techniques have emerged 
as a means of deriving local–scale surface weather from regional–scale atmospheric predictor variables (Fig. 
1). Firstly, statistical downscaling is analogous to the “model output statistics” (MOS) and “perfect prog” 
approaches used for short–range numerical weather prediction. Secondly, Regional Climate Models (RCMs) 
simulate sub–GCM grid scale climate features dynamically using time–varying atmospheric conditions 
supplied by a GCM bounding a specified domain[5]. Both approaches will continue to play a significant role 
in the assessment of potential climate change impacts arising from future increases in greenhouse–gas 
concentrations and also for predict weather and climate factors like temperature and precipitation and 
pressure and etc.  
Fig. 1: A schematic illustrating the general approach to downscaling. 
Statistical downscaling methodologies have several 
practical advantages over dynamical downscaling approaches. 
In situations where low–cost, rapid assessments of localized 
climate change impacts are required, statistical downscaling 
(currently) represents the more promising option[4]. In this 
paper we describe an accompanying statistical downscaling 
methodology, that enable the construction of climate change 
scenarios for individual sites at daily time–scales, using grid 
resolution GCM output. We also use a software is named 
SDSM (Statistical Downscaling Model) and is coded in Visual 
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Basic 6.0 for downscale GCMs data in a numeric model. 
1.1. Downscaling techniques 
The general theory, limitations and practice of downscaling have been discussed in different references. 
Reviews typically group downscaling methodologies into four main types: a) dynamical climate modeling, 
b) synoptic weather typing, c) stochastic weather generation, or d) regression–based approaches. Each 
family of techniques is briefly described below[10]. 
1.1.1. Dynamical 
Dynamical downscaling involves the nesting of a higher resolution Regional Climate Model (RCM) 
within a coarser resolution GCM. The RCM uses the GCM to define time–varying atmospheric boundary 
conditions around a finite domain, within which the physical dynamics of the atmosphere are modeled using 
horizontal grid spacing of 20–50 km. The main limitation of RCMs is that they are as computationally 
demanding as GCMs (placing constraints on the feasible domain size, number of experiments and duration 
of simulations). The scenarios produced by RCMs are also sensitive to the choice of boundary conditions 
(such as soil moisture) used to initiate experiments. The main advantage of RCMs is that they can resolve 
smaller–scale atmospheric features such as orographic precipitation or low–level jets better than the host 
GCM. Furthermore, RCMs can be used to explore the relative significance of different external forcing such 
as terrestrial–ecosystem or atmospheric chemistry changes. 
1.1.2. Weather typing 
Weather typing approaches involve grouping local, meteorological data in relation to prevailing patterns 
of atmospheric circulation. Future regional climate scenarios are constructed, either by re–sampling from the 
observed data distributions (conditional on the circulation patterns produced by a GCM), or by first 
generating synthetic sequences of weather patterns using Monte Carlo techniques and re–sampling from 
observed data. The main appeal of circulation–based downscaling is that it is founded on sensible linkages 
between climate on the large scale and weather at the local scale[11]. The technique is also valid for a wide 
variety of environmental variables as well as multi–site applications. However, weather typing schemes are 
often parochial, a poor basis for downscaling rare events, and entirely dependent on stationary circulation– 
to–surface climate relationships. Potentially, the most serious limitation is that precipitation changes 
produced by changes in the frequency of weather patterns are seldom consistent with the changes produced 
by the host GCM (unless additional predictors such as atmospheric humidity are employed). 
1.1.3. Stochastic weather generators 
Stochastic downscaling approaches typically involve modifying the parameters of conventional weather 
generators such as WGEN or LARS–WG. The WGEN model simulates precipitation occurrence using two–
state, first order Markov chains: precipitation amounts on wet days using a gamma distribution; temperature 
and radiation components using first–order trivariate auto regression that is conditional on precipitation 
occurrence. Climate change scenarios are generated stochastically using revised parameter sets scaled in 
direct proportion to the corresponding parameter changes in a GCM. The main advantage of the technique is 
that it can exactly reproduce many observed climate statistics and has been widely used, particularly for 
agricultural impact assessment. Furthermore, stochastic weather generators enable the efficient production of 
large ensembles of scenarios for risk analysis. The key disadvantages relate to the arbitrary manner in which 
precipitation parameters are adjusted for future climate conditions, and to the unanticipated effects that these 
changes may have on secondary variables such as temperature.  
1.1.4. Regression 
Regression–based downscaling methods rely on empirical relationships between local scale predicting 
and regional scale predictor(s). Individual downscaling schemes differ according to the choice of 
mathematical transfer function, predictor variables or statistical fitting procedure. To date, linear and non–
linear regression, artificial neural networks, canonical correlation and principal components analyses have 
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all been used to derive predictor–predicted relationships. The main strength of regression downscaling is the 
relative ease of application, coupled with their use of observable trans–scale relationships. The main 
weakness of regression–based methods is that the models often explain only a fraction of the observed 
climate variability (especially in precipitation series). In common with weather typing methods, regression 
methods also assume validity of the model parameters under future climate conditions, and regression–based 
downscaling is highly sensitive to the choice of predictor variables and statistical transfer function (see 
below). Furthermore, downscaling future extreme events using regression methods is problematic since 
these phenomena, by definition, tend to lie at the limits or beyond the range of the calibration data set. 
2. Importance of Title 
Precipitation, Temperature and their forecasting are the important factors for Climate management 
decision making. The precipitation variability often brings drought and famine during some years and 
devastating flood like situation during the other years. Thus prediction of precipitation and Temperature in 
long-term forecast is an essential input parameter for decision support modeling as well for drought impact 
assessment studies. Accurate prediction of drought at regional or local scale can improve planning to 
mitigate the adverse impacts and to take advantage of early warning systems not only for water resources 
operations but also for agriculture, where more than 70% of the total work force is still employed.  
Modeling the dynamics of atmospheric circulation is sensitive to small changes in local rainfall. It is 
evident that large-scale weather indices can also be downscaled for forecasting of hydro-meteorological 
variables at catchment’s scale. The growing demand for climate scenarios for future hydrological as well 
Climate forecasting impact studies has created a need for downscaling methods. The statistical downscaling 
methods are relatively simple to apply and do not require large amounts of observed data and are 
transferable between regions. In the review of statistical downscaling techniques is of the view that statistical 
downscaling offer a straightforward method of testing GCM’s ability in simulating regional and local 
details[3]. 
3. Study Area 
Khorasan Province with a population of about 7,000,000 (2002) and 313,335 km2. is the largest province, 
and takes up more than one fifth of Iran. Khorasan located in the Northeast part of Iran, between 30 55 to 38 
20 oN in latitude and 55 50 to 61 15 0E in longitude. It is bounded on the North by Turkmenistan, on the 
east by Afghanistan, on the west by Semnan and Yazd provinces and on the South by Sistan and 
Balochestan and Kerman provinces. Figure 1 shows the location of Khorasan Province. Climate of the 
province varies from semi-dry and locally humid in the north to dry in the southern parts. 
Annual rainfall in the north of Khorasan Province is about 250 mm and in the south 110 mm. Annual 
mean temperatures in the north of province is about 13qC and in the southern part is 18qC. Area of study 
consists from 5 selected ground-based synoptic stations of Khorasan province. Name, Longitude, latitude 
and height of the studied stations are shown in Table1.  
Historical daily data was contained of precipitation, minimum and maximum temperature. Period of 
1961-2004 was selected as reference period.  
Table 1: Location and period of the stations utilized in the study 
Station Latitude (N) Longitude (E) Elevation (m) 
Mashhad 36   16' 59   38' 999
T-Heydarieh 35   16' 59   13' 1451
Birjand 32   52' 59   12' 1491
Sabzevar 36   13' 57   40' 947
Bojnurd 37   28' 57   19' 1091
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Fig. 2: Location of Khorasan Province in North-East of Iran 
4. Material and Database 
As explained above the atmospheric circulation pattern type approach described in this research work 
requires daily time series of data records in located stations and GCMs Data in several climate data Centers 
that are outputs of different climate models. Some synoptic stations of khorasan province have longest 
records. Rest of the stations has daily rainfall records between 1961 -2001, which are available for present 
analysis. Observed data, GCM output in the same period with observed data, GCM output for future period 
and a WG scenario are necessary to generating synthetic data and evaluating the model as well. A WG 
scenario can be produced using GCM outputs in the climatology (observed) and synthetic period. A 
scenario, which is needed in WG, consists from relative changes of mean temperature and standard deviation 
of data. Changes in precipitation and mean temperature must be derived from daily data. By using these data 
files we could calibrate our model in past. Then SDSM Model will improve to develop future forecast. 
These factors (Forecast data) are necessary factors for Climate Management and Evaluate Risks that will 
occur in Climate Changes. 
Fig. 3: Comparison of Observe and Model Data for T Min 
Mashhad Station (left)  
Fig. 4: Comparison of Observe and Model Data for TM ax 
Mashhad Station (right) 
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5. Results and Discussion  
Among of different climate data centers, seven famous centers have been chosen and all of precipitation 
and Temperature (MAX, MIN) Data of them in A2 scenario was downloaded. The period of their data was 
between 1960-2100. These climate centers are[8]: 
x Australia's Commonwealth Scientific and Industrial Research Organization (CSIRO) used a model 
called CSIRO-Mk2  
x Deutsches Klimarechenzentrum DKRZ, Germany used a model called ECHAM4/OPYC3 and a model 
called ECHAM3/LSG.  
x Hadley Center for Climate Prediction and Research HCCPR, UK used a model called HADCM2 and a 
model called HADCM3.  
x Canadian Center for Climate Modeling and Analysis (CCCma) used a model called CGCM1.  
x Geophysical Fluid Dynamics Laboratory GFDL, USA used a model called GFDL-R15-a.  
x National Center for Atmospheric Research (NCAR), USA used a model called NCAR1. And a model 
called NCAR DOE-PCM.  
x Center for Climate Research Studies (CCSR), Japan and National Institute for Environmental Studies 
(NIES), Japan, used a model called CCSR/NIES. 
The format of these data was in GRB format. So, with a scrip program we could change their format to 
CTL and DAT files that could be opened in Grads and used in SDSM 4.2[7]. In this format and with this 
software, we selected outputs data for the same period in observed data for each of selected stations.  
Then after give trend for all outputs and by comparing these outputs with observed data, we selected the 
best climate centers for use its outputs. In this research we use HadCM3 Data for GCMs Output and 
Reanalysis Data for Calibrate our Model. We do this reanalysis process for all selected stations. Fig 3 and 4 
shows sample comparisons for Observe and GCM data that produce in SDSM for Mashhad Station.
Fig. 5: Mapping of Deference in Mean Temperature between 
Observed Periods (1961-2004) And Modeled Period (2010-
2039)
Fig. 6: Mapping of Deference in Precipitation between Observed 
Periods (1961-2004) And Modeled Period (2010-2039)
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Fig. 7: Mapping of Deference in No of Freezing Days between 
Observed Periods (1961-2004) and Modeled Period (2010-2039) 
Fig. 8: Mapping of Deference in No of Hot Days between 
Observed Periods (1961-2004) and Modeled Period (2010-2039) 
Fig. 9. SPI index in March 2004 With forecast data In sixth stations 
of Khorasan 
Fig. 10. SPI index in March 2004 With Observation data In 
sixth stations of Khorasan 
Fig. 11: SPI index in April 2006 with forecast data In sixth stations 
of Khorasan 
Fig. 12: SPI index in April 2006 With Observation data In sixth 
stations of Khorasan 
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Fig13: SPI index in May 2006 with forecast data In sixth stations 
of Khorasan 
Fig14: SPI index in May 2006 With Observation data In sixth 
stations of Khorasan 
Fig. 15: SPI index in June 2006 With forecast data In sixth stations 
of Khorasan 
Fig. 16: SPI index in June 2006 With Observation data In sixth 
stations of Khorasan 
Fig17: mapping of SPI index on March 2006 Fig18:  mapping of SPI index in April 2006 
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Now with codification of Scenarios for each of selected stations and with using climate behavior of them 
in past period, we could model the climate of period 2010-2039 of each station. By using Averaging 
Methods, we plot deference between Precipitation and Temperature (Min, Max) in past Climate period and 
Future (20th decade) period. This compare will help us to detect climate change that will occur in future and 
getting suitable management to decrease its effects. In below you could see the results of these compare. 
We could use this corrected data’s in SPI Index for monitoring Changes in the Future[9]. Figures in 
below show an exam of SPI Index that use corrected GCMs Data in khorasan Province in north east of Iran 
in three month (March-June) 2004. That we see, there are no more differences between observations and 
forecasts in SPI Indexes. It is extensile for future Data and could use SPI index for future research.   
6. Future Works 
Such scenarios are in good agreement with those obtained by other researchers using different 
downscaling techniques with other scenarios data for using them in management systems. 
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