Abstract. We compute K-theory invariants of algebras of pseudodifferential operators on manifolds with corners and prove an equivariant index theorem for operators invariant with respect to an action of R k . We discuss the relation between our results and the η-invariant.
Introduction
In this paper we determine the K-groups of the norm closure of the algebra, Ψ 0 b (M ), of b-pseudodifferential (or totally charactertistic) operators acting on the compact manifold with corners M. In the case of a compact manifold with boundary this class of operators was introduced in [14] , see also [15] and [12] . For the general case of a compact manifold with corners it was described in [20] . There are closely related algebras which have the same completion, see [17] .
The algebra Ψ 0 b (M ) can be identified with a * -closed subalgebra of the bounded operators on L 2 (M ) and the Fredholm elements can then be characterized by the invertibility of a joint symbol, consisting of the principal symbol, in the ordinary sense, and an 'indicial operator' (as for Fuchsian differential operators) at each boundary face, arising by freezing the coefficients at the boundary face in question. In view of the invariance of the index with respect to small perturbations [9] we consider (as in the case ∂M = ∅ for the Atiyah-Singer index theorem, [3, 25] ) the norm closure, which we denote A M , of Ψ 0 b (M ). The closure leads to an algebra, whose K-theory is easier to compute. Just as in the case of a manifold without boundary, the principal symbol map has a continous extension to A M , with values in C( The algebra A M contains the compact operators K. Denote by Q M = A M /K the quotient. If ∂M = ∅, then Q M is isomorphic to the algebra C(S * M ) 'of symbols', in the general case we call Q M the algebra of joint symbols since it involves both the principal symbol and the indicial operators. In the case of a compact manifold with boundary we show that the principal symbol map still induces an isomorphism of the K 0 -groups, whereas for K 1 the boundary, ∂M , through the indicial operator, contributes an extra copy of Z; this can be attributed to "spectral flow" invariants Date: February 7, 2008 . 1 Partially supported by NSF grant DMS-9306389. 2 Partially supported by NSF Young Investigator Award DMS-9457859 and a Sloan research fellowship. Preprints are available by ftp from ftp-math-papers.mit.edu and from http://www-math.mit.edu/∼rbm/rbm-home.html or http://www.math.psu.edu/nistor/. The index morphism Ind : K 1 (Q M ) → Z provides a splitting of this exact sequence.
We also compare the algebraic and topological K-theory of the uncompleted algebra Ψ
• b (M ) and we interpret a result in [16] on the η-invariant in this setting. We conclude the paper with some results on the index of operators on manifolds equiped with a proper action of R k . In order not to have to worry about composition and boundedness of order zero operators, we will consider only operators whose Schwartz kernel is compactly supported. In case our operators act on a G-space X and are invariant with respect to the action of G (typicaly G = R k ) then we assume that the distribution kernels have compact support in the quotient (X × X)/G.
We would like to thank Is Singer for a helpful discussion.
Manifolds with corners
Below we work on a smooth manifold with corners M. By definition, this means that every point p ∈ M has coordinate neighborhoods, which are diffeomorphic to [0, ∞) k × R n−k where n is the dimension of M, k = k(p) is the codimension of the face containing p, and p corresponds to 0 under this isomorphism. The transitions between such coordinate neighborhoods must be smooth up to the boundary. An open face will be a path component of the set ∂ k M of all points p with the same fixed k = k(p). The closure, in M, of an open face will be called a boundary face, or simply a face; if it is of codimension one it may be called specifically a boundary hypersurface. In general such a boundary face does not have a covering by coordinate neighborhoods of the type described above because boundary points may be identified. To avoid this problem we demand, as part of the definition of a manifold with corners, that the boundary hypersurfaces be embedded. More precisely this means that we assume that for each boundary hypersurface F of M there is a smooth function ρ F ≥ 0 on M, such that
If p ∈ F 0 , a face of codimension k, then exactly k of the functions ρ F vanish at p. Denoting them ρ 1 , . . . , ρ k , then dρ 1 , . . . , dρ k must be linearly independent at p; it follows that the addition of some k functions (with independent differentials at p on F 0 ) gives a coordinate system near p.
We denote by F (M ) the set of boundary faces of M ; in view of the assumed existence of boundary defining functions, (1), they are all manifolds with corners. We can assume, without loss of generality, that M is connected, and hence that there is a unique face of codimension 0, namely M. For each manifold with corners we denote by HF(M ) the set of boundary hypersurfaces F ∈ F(M ) (i.e. faces of codimension 1.) In particular if F ∈ F(M ) then HF(F ) is the subset of F (M ) consisting of the F ′ ∈ F(M ) which are contained in F and with codimension equal to the codimension of F plus one.
We now introduce some constructions and notation to be used in the sequel.
We make a choice of functions ρ F as in (1) and fix a metric h that locally at any point p has the form h = (dx 1 )
. . , x k , y 1 , . . . , y n−k are local coordinates at p, and x 1 = ρ F1 , . . . , x k = ρ F k are defining functions as in our assumption. The existence of such a metric is shown in [11] , for example.
The choice of the functions x H = ρ H for all H ∈ HF(M ) establishes a trivialization N F ≃ F × R k of the normal bundle to each boundary face. We denote by N + F ⊂ N F the closed set of normal vectors that point into the manifold M. They are exactly those vectors which have non-negative x-components. Now the group (0, ∞)
This action is independent of the choice of defining functions.
The exponential map associated to the Levi-Civita connection gives a diffeomorphism from a neighborhood V F of the zero section in
Due to the particular choice of the metric h, Φ F is a diffeomorphism of manifolds with corners which maps the zero section of N F onto F. Let ϕ F be a smooth function on M, 0 ≤ ϕ F ≤ 1, supported inside Φ F (V F ), and such that ϕ F = 1 in a neighborhood of F. We define As in the boundaryless case, the principal invariant of a pseudodifferential operator is its principal symbol, it is a function on the b-cotangent space. This bundle, denoted b T * M, is naturally defined over any manifold with corners. Over the interior it is canonically identified with T * M but at a boundary point, p, its fibre is the space of equivalence class of differentials
modulo the space of smooth differentials which, after being pulled back to F = 
Proposition 1.
There is a natural short exact sequence 
Consider the projective compactification of the closed half-line as in (34)
The multiplicative action of (0, ∞) on [0, ∞) lifts to be smooth on [−1, 1] so the kfold application of this compactification embeds the inward pointing normal bundle
k × F to any boundary face of a manifold with corners, into
k × F, with the C ∞ structure on the compactification independent of the choice of boundary defining functions used to produce the trivialization; the action of R * k + lifts to be smooth on N + F. 
As discussed in the Appendix, T is locally of the form (35). If x 1 , . . . , x k are defining functions for the face to which p belongs and y 1 , . . . , y n−k are additional local coordinates then the defining formula (35) reduces to
where now T (s, x, y, y ′ ) is conormal at x ′ i = 1, y = y ′ or smooth as the localizing functions are in the same or different coordinate patches; it is still rapidly decreasing as x ′ i → 0 or ∞ and now has compact support in y, y ′ .
Since the computation is local we can assume that T = L * F T L F and then
(after a dilation in the x ′ -variables). This shows immedately that the limit from the statement exists as ǫ → 0and that the the localized indicial operator is given by
Conversely, if T is as in (35) and does not depend on x, the above formula defines an invariant operator in A 0 F . This shows that In F,M is onto.
We make the observation that the form of the operators T ∈ Ψ 0 b (M ) ensures that T u| F depends only on u| F , so T restricts to an operator T | F on F. The indicial operator In F,M (T ) captures not only this restriction but all restrictions (x iλ T x −iλ )| F for λ ∈ C. This is the original definition of the indicial operators [15] . The equivalent definition for order zero operators contained in the previous theorem has the advantage that it readily extends to the completion in norm. 
for any boundary face F ′ ⊂ F. These morphisms decrease the norm, are uniquely determined and satisfy
Proof. It follows from the definition of the indicial morphisms In F,M given in Theorem 1 that they satisfy
and hence In F,M (T ) ≤ T . This show that In F,M extends by continuity to the norm closure.
We now define the morphisms In
The compatibility relation In F ′′ ,F ′ • In F ′ ,F = In F ′′ ,F follows from uniqueness in the definition (12) . This proves the proposition.
For a locally compact space X we shall denote by C 0 (X) the algebra of those continuous functions on X which vanish at infinity. It is the norm closure of the algebra C c (X) of compactly supported functions on X. If X is a smooth manifold the set of compactly supported smoot functions will be denoted by C ∞ c (X) and is also dense in C 0 (X).
We now construct a cross-section for In F ′ F .
Proposition 3. There exist linear maps
Proof. We observe that
, where φ F0 is as in equation (3).
For an arbitrary pair (F, F ′ ) as in the statement there exists a unique maximal face (i.e. boundary hypersurface) F 0 such that F ′ = F ∩F 0 . Using local coordinates as above we see that by construction the indicial operator In F,M •λ M,F0 (T ) depends only on In F ′ ,F0 (T ). Using this fact we see that we can define the linear section λ F,F ′ by the formula
Consider now three faces F, F ′ and F ′′ , F ′ , F ′′ ⊂ F, as in the statementof the proposition. Let F 0 be the unique maximal face of M such that
where we have used the definition (13), the properties of the indicial morphisms proved in the previous proposition and the fact that
This is enough to conclude the proof in the case
Observation. It is possible to by putting some extra conditions on the functions
). We will prove by induction on l that In Fj ,F (T l ) = T Fj for all indices j ≤ l. Indeed for l = 1 this is the basic property of the sections λ. We now prove the statement for l + 1 and
Using the induction hypothesis for l and the compatibility relation from the assumptions of the Corollary we have
Using this computation we obtain in both cases In Fj ,
Finally, for j = l + 1, In Fj ,F •λ F,F l+1 = id and we obtain:
From construction we see that our corollary is satisfied if we take C = 3 m−1 .
Lemma 1. Let X be a smooth manifold. If f is a smooth compactly supported function on S * X then we can find T ∈ Ψ 0 (X) with compactly supported Schwartz kernel such that σ 0 (T ) = f and T = f . If T n is a sequence of operators T n ∈ Ψ 0 (X) whose Schwartz kernels are compactly supported and satisfy T n − T → 0 and σ 0 (T n ) → 0 then we can choose T Proof. Assume first that X is compact. The first statement is then a classical fact. It follows from example from a theorem of Epstein and Melrose [10] identifying pseudodifferential operators with Toeplitz operators associated to the Dolbeaux operator on T * X on a small tubular neighborhood of X. In case X is not compact but f has compact support we can still use the Epstein-Melrose theorem for the double of X 0 where X 0 is a compact manifold with boundary containing (the projection of) the support of f in its interior.
The second statement is an immediate consequence of the first statement. Indeed, choose using the first part of the lemma an operator R n satisfying σ 0 (R n ) = σ 0 (T n ) and
Definition 2. The principal symbol morphisms
are defined using the identification of R * k
value at the zero section: C(
In the above definition all the b-cotangent bundles are (non-canonicaly) isomorphic to the ordinary cotangent bundles
The normed closed algebras that we consider,
and A F are all closures of algebras acting on a Hilbert space. Moreover since the algebras we start with, Ψ
* is the Hilbert space adjoint of T , [9] ), the algebras we obtain are also closed in norm. Norm closed algebras acting on a Hilbert space and closed under involution are called C * -algebras. This is actually a theorem due to Gelfand and Naimark. The actual definition of a C * -algebra is that of a Banach algebra equiped with an involution * such that T * T = T 2 for any T in the algebra. Bellow we will use the fact that any algebraic morphism of C * -algebra is continuous and has closed range [8] . Recall that all our opertors have compactly supported kernels modulo the action of R k .
Lemma 2. The symbol map (14) extends by continuity to a surjective map
Proof. The principal symbol morphism σ 0,F is a * -morphism, i.e. it satisfies
and consequently its range is closed [8] . Moreover its range contains
which is dense so σ 0,F is onto. It follows from the oscillatory testing property of the principal symbol map, Proposition 1,
Fix a face F of M , possibly M itself. We are going to use the previous results, especially the last corollary to study the indicial algebras Ψ 
Corollary 1 identifies the range of this morphism as the set of operators satisfying the 'obvious' compatibility conditions:
Denote by K F ⊂ A F the kernel of the joint symbol morphism σ
One of the basic properties of the b-calculus is that the map
defines a grading preserving automorphism of the algebras Ψ 0 b,I (N + F ) [15] , for any defining function ρ F ′ . Also we have exact sequences
Let (ψ m ) m≥1 , such that 0 ≤ ψ m ≤ 1, be an increasing sequence of compactly supported smooth functions in the interior of F , lim ψ m = 1 everywhere. Using any trivialization of N F we obtain, by projection, a similar exhausting sequence of functions supported inside N F, denoted also ψ m . This sequence is chosen such that the projection N F → F maps the support of ψ m to a compact subset of F . Proof. Let T ∈ K F . We need to show that we can choose the sequence T n ∈ ∪ m ψ m Ψ −1
The continuity of the indicial maps and of the pricipal symbol morphism (Proposition 2 and Lemma 2) show that In
We infer from the corollary 1 applied to
It follows that R n → 0. Replacing T n by T n − R n we see that we can assume that In F ′ ,F (T n ) = 0. Denote by f = ρ F ′ the product of all defining functions for all boundary hypersurfaces F ′ of F. Using the exact sequence 18 we obtain that we can factor
Using the invariance of the b-calculus with respect to the inner automorphisms m λ defined above, we see that 
2 ) = 0. This shows that we can choose a sequence m n and replace T n by f Denote by K F the algebra of compact operators on L 2 (F ), and by C 0 (R k , K F ) the algebra of K F -valued functions on R k , vanishing at infinity.
Proposition 4. The Fourier transform in the fiber direction establishes an iso
If F has dimension zero, i.e. if F reduces to a point, then K F = C.
The action of T and its adjoint T * are trivial at all boundaries of N + F except F itself, so we can assume
Here A is a distribution as on [0, 1) 
is a smooth function which has an assymptotic expansion in homogeneous functions of (ξ ′ , ζ). If the operator T is invariant then we drop the condition that it has compact support and replace it by the condition that supp(A)
Then the invariance condition is that A does not depend on x 1 , . . . , x k , so the above formula can be writen in this case as
Consider the unitary transformation
The operator W −1 T W will be an invariant pseudodifferential operator of the same order as T, whose Schwartz kernel K W −1 T W has is given by
and hence has support
where L ⊂ R n−k is the compact set considered above. The distribution K W −1 T W is a function ouside the diagonal satisfying the estimates
for |x ′ − x| ≥ 1. Consider the normalized Fourier transformation F in the first k-variables
The action of T 1 = F −1 W −1 T W F is given explicitely by: 
Suppose ord(T ) < −n − 1. SinceT (ξ, y, y ′ ) = 0 for y or y ′ outside a fixed compact set andT is of C 1 -class, we obtain that T (ξ) ≤ C ′ (1 + |ξ|) −1 , for some uniform constant C ′ > 0. This shows that the map
(N + F )ψ m to functions vanishing in norm at infinity. We extend now the vanishing at infinity property to all of ψ m Ψ −1
which, according to the previous arguments, is a smooth function with values compact operators and vanishing at infinity. We then obtain
If 2l > n + 1 this shows in view of the preceeding discussion that q(T )(ξ) = T (ξ) → 0 for |ξ| → ∞. We thus obtained q(ψ m Ψ −1 
Then we have q(T ) = f. Since the functions f as above form a dense subset of C 0 (R k , K) the result follows.
Proof. The proof of the above proposition shows that q(
Since q is an isometric embedding the result follows from the above result.
Proposition 5. The symbol map (14) gives a short exact sequence
where
Proof. We know that the principal symbol is surjective, Lemma 2, so we only need to prove exactness in the middle. Observe that A (−1) F ⊂ ker σ 0,F by the continuity of σ 0,F . In order to prove the opposite inclusion we need to show that if T = lim T n , T n ∈ Ψ 0 b,I (N + F ) and lim σ 0,F (T n ) = 0 then we can find a sequence T ′ n with with the same limit as T n and σ 0,F (T ′ n ) = 0. We will prove this by induction on how singular the face F is. If F is a smooth manifold without corners then the statement follows from lemma 1 (it is a classical result). If F has 'corners' we can assume by induction and using Corollary 1 that σ 0,F (T ) = σ 0,F (T n ) = 0 on any boundary hypersurface of F. By the same argument as in Lemma 3 (using the function f that vanishes exactly on the union of all boundary hypersurfaces of F and the exhaustion sequence ψ m ) we can further assume that all T n vanish in a neighborhood of the boundary. This again reduces the proof to the case of a smooth manifold to which the lemma 1 applies.
We summarize our results in the following theorem. Denote by K(H) the algebra of compact operators on a Hilbert space H, K F = K(L 2 (F )) and by F l (M ) the set of faces of dimension l of the manifold with corners M. 
Theorem 2. The norm closure A M of the algebra of order zero b-pseudodifferential operators on the compact connected manifold with corners M has a composition series consisting of closed ideals,
A M ⊃ I 0 ⊃ I 1 ⊃ . . . ⊃ I n , n = dim(M ),I l /I l+1 ≃ F ∈F l (M) C 0 (R n−l , K F ) , 0 ≤ l ≤ n.
The composition series and the isomorphisms are natural with respect to maps of manifolds with corners which are local diffeomorphisms.
The last isomorphism reads I n = K M for l = n and
Proof. The fact that the principal symbol induces an isomorphism σ 0 :
, by the definition of K F . This gives us an inclusion
Corollary 1 tells us that this inclusion is actually an equality. From proposition 4 we obtain the isomorphism
. The naturality of the composition series follows from the naturality of the principal symbol and of the indicial maps.
The indicial algebras A F have similar composition series which are compatible with the indicial morphisms. 
Theorem 3. The algebra A F has a composition series
Proof. The proof consists of a repetition of the arguments in the proof of the preceeding theorem, replacing M by F .
preserves the natural composition series of both algebras. By induction it is enough to show that the subquotients of the first algebra are dense in the second algebra. The subquotients of the second algebra are (direct sums of) K F 's, whereas the coresponding subquotients of the first algebra contain the spaces ∪ m ψ m Ψ −∞ b,I (N + F )ψ m of corollary 2. The result then follows from the same corollary.
We have the following generalization of Proposition 4.
Corollary 4. The Fourier transform in the fiber direction establishes an isomorphism
Proof. The map q of Proposition 4 extends to a map
This map is compatible with the composition series of A F and A F0 of the above Theorem and induces an isomorphism on the partial quotients (after completing in norm). The density property in the above corollary completes the proof.
Corollary 5. If M 1 and M 2 are two manifolds with corners then
F2,M2 . The tensor product ⊗ min is the minimal tensor product of two C * -algebras and is defined as the completion in norm of A (−1)
, it is the completion of the algebraic tensor product
in the natural Hilber space norm.)
Proof. We will assume that F i = M i , the general case being proved similarly. We have Ψ
. From corollary 3 we conclude the existence of a morphism χ : A
M1×M2 which preserves the composition series. Moreover by direct inspection the morphisms induced by χ on the subquotients are isomorphisms. If follows that χ is an isomorphism as well.
For a compact manifold with boundary the results can be made even more explicit. Using the above notation we have
Theorem 4. If M is a compact manifold with boundary then
I 0 = I n−1 , I n−1 /I n ≃ C 0 (R, K ∂M ) and A M /I 0 = C 0 ( b S * M ). The algebra Q M = A M /I n has the following fibered product structure Q M ≃ Q 0 ⊂ C 0 ( b S * M ) ⊕ A ∂M , Q 0 = {(f, T ), f | ∂M = σ 0,∂M (T )}.
The indicial algebra of the boundary, A ∂M , fits into an exact sequence
Let us take a closer look at the regularizing operators on M 0 = [0, ∞) × R n−1 . These operators have the form 35 have the form
with A a smooth compactly supported function in (y,
, vanishing to all orders at x ′ = 0. Using this description of operators we obtain
where H 0 = [0, 1∞) and R = Ψ −∞ c (R n−1 ) is the algebra of smoothing operators with compactly supported Schwartz kernels. The operators acting on H = [0, 1) can be described in a similar way using kernels, or can be obtained as operators of the form φT φ where φ is a smooth, compactly supported function on [0, 1) and T is an operator on [0, ∞). Recall that we require all operators to have compactly supported distribution kernels. The explicit form of the kernels in equation (25) for n − 1 = 0 shows that Ψ −∞ b (H) can be identified with a dense subalgebra of the algebra of Wiener-Hopf operators on [0, ∞). The algebra W of Wiener-Hopf operators on [0, ∞) is defined to be the norm closed algebra generated by the operators
, with a dense subalgebra of W containing the operators T φ defined above. The indicial parts of these operators is given by In ∂H,H (T φ ) = φ ∈ K ∂H = C 0 (R).
Computation of the K-groups
Our starting point for the computation of the K-groups of the algebras discussed in the previous section is the short exact sequence, of C * -algebras,
). This exact sequence gives rise to the fundamental six-term exact sequence in K-theory (see [5] )
where we are particularly interested in the K-groups of Q M . Here K 0 (K) ≃ Z, and K 1 (K) ≃ 0, so the right vertical map is zero. The left vertical arrow represents "the index map". If P is an m × m matrix with values b-pseudodifferential operators on M which is fully elliptic, in the sense that its image u P in M m (Q M ) is invertible, and hence defines an element
see [5, 6, 13] . It will be useful for us to study the exact sequences
corresponding to the composition series described in Theorem 2. We know that
We shall fix these isomorphisms uniquely as follows. For j = 0, K 0 (K) ∼ −→ Z will be the dimension function; it is induced by the trace. For j > 0 we define the isomorphisms in (29) by induction to be compatible with the isomorphisms
where the boundary map corresponds to the exact sequence of C * -algebras
There exists a commutative diagram
in which all vertical arrows are isomorphisms, the bottom exact sequence is obtained
and the boundary map
is (the inverse of ) the canonical isomorphism.
It follows from the corollary 5 that the algebra A
H ). The first commutative diagram then is just an expression of the composition series of A (−1) H , Theorem 2. The lemma 4 reduces the computation of the connecting morphism ∂ to that of the connecting morphism of the Wiener-Hopf exact sequence (i.e. the Wiener-Hopf extension). This is a well known and easy computation. It amounts to the fact that the multiplication by z has index −1 on the Hardy space H 2 (S 1 ) of the unit circle S 1 . See [5] for more details.
From Theorem 2 we then know that
where n = dim M. Fix from now on an orientation of each face of M, including M itself. No compatibilities are required. This will uniquely determine the above isomorphisms. Define the incidence number [F : F ′ ] for any codimension 1 face F ′ of F as usual. It depends on the choice of orientations of F and F ′ . Given an orientation e 1 , . . . , e k ∈ T p F, consisting of linearly independent vectors, we can assume that p ∈ F ′ , e 1 points inward and e 2 , . . . , e k ∈ T p F ′ . Then we obtain a new orientation of F ′ using e 2 , . . . , e k . The incidence number [F : F ′ ] will be +1 if this new orientation of F ′ coincides with the old one, −1 otherwise. Define [F :
Theorem 5. Suppose n − l + i is even. Then the matrix of the boundary map
is given by the incidence matrix. If n − l + i is odd, then ∂ = 0.
Proof. Denote by e F ′ ∈ K i−1 (I l−1 /I l ), e F ∈ K i (I l /I l+1 ) the canonical generators of these groups. We need to show that
The idea of the proof is to reduce the computation to the case M = M 0 , F = F 0 and
and F ′ = F n−1 ⊂ · · · ⊂ A M0 is the composition series associated to A M0 . This composition series has the following properties
and the induced map on K-theory
to e F ′ . We will first compute the boundary map
with the generators of the second group being indexed by the faces F n−l in the order given by the additional coordinate (thus F (0) 0 = F 0 ). It is enough to compute ∂ 0 for an arbitrary choice of orientations, so we can choose the canonical one (given by the order of components). We then need to prove that the coefficients c j defined by
By symmetry it is enough to assume j = 0.
The indicial map In F0,M0 restricts to an onto morphism
l+1 ) → Z is the projection onto the first component (i.e. it gives the coefficient of e F0 ). Using again the naturality of the exact sequence in K-theory we further reduce the proof to the computation of the boundary map in the exact sequence
This computation is the content of previous lemma. This completes the proof.
The above theorem identifies the E 1 term and the d 1 -differential of the spectral sequence associated to the above composition series by C. Schochet [24] .
The results we obtained on the structure of the norm closure of the algebras of b-pseudodifferential operators on a manifold with corners extend immediately to fibrations an families of pseudodifferential operators acting on the fibers. We state these results for families of manifolds with boundary.
Let π : Z → X be a fiber bundle such that X is a Hausdorf locally compact space and the fibers are C ∞ -manifolds with boundary with the smooth structure varying continuously in x ∈ X.
We consider the algebra Ψ 
Theorem 6. For a fibration Z −→ X with fibers manifolds with boundary and with
Proof. Just repeat all the arguments above using an extra parameter x ∈ X.
The above theorem allows us to determine very explicitly the K-theory groups of the norm-closed algebras associated to families of manifolds with boundary. Theorem 7. Let Z → X be as above and set Q Z = A Z /I n . Then the principal symbol σ 0 induces isomorphisms
and the boundary map ∂ :
Proof. The groups K i (C(X, L 0 )) can be computed using the Künneth formula [5, 23] . Since K * (L 0 ) = 0 it follows that K * (I n−1 ) = 0, which, in view of Theorem 6, proves the first part of the theorem.
In order to prove (31) observe that, using (30), the composite map (31) is also surjective. This shows that ∂ = 0.
One important problem is explicitely compute the family index map [4] 
corresponding to the exact sequence 0 −→ C 0 (X, K) −→ A Z −→ Q Z −→ 0 along the lines of [18] . A consequence of our computations is the following corollary.
Corollary 6. The composition
is the canonical isomorphism.
Proof. Indeed, Ind •j Z is by naturality the boundary map in the six term K-Theory exact sequence associated to the exact sequence
Since K i (mathf rakI n ) = 0 it follows that the connecting (i.e. boundary) morphism in the above six term exact sequence is an isomorphism. The descriptions of the ideals I n−1 and I n in the previous theorem then completes the proof.
5. An R q -equivariant index theorem
Consider a smooth manifold X endowed with a proper, free action of R q . We can assume that X = R q × F with R q acting by translations. If D is an elliptic differential operator on R q × F which is invariant under the action of R q it is natural to look for index type invariants of D. We construct and compute such invariants using results from the previous sections. More generally we consider elliptic matrices.
Denote by n the dimension F. We have already defined the algebra, Ψ 0 b,I (N + F ), of R q -invariant, pseudodifferential operators order 0 on R q × F when we studied the indicial algebra at a boundary face, F, of codimension q of the noncompact manifold M.
Appealing to the same philosophy as before, we shall to consider the closure in norm of this algebra, denoted A F as before. We then know from Proposition 5 that there is an exact sequence
The connecting morphism (boundary map)
can be interpreted as an R q -equivariant index, and its computation will then be an R q -equivariant index theorem. Above we have used the standard isomorphism
q and orient it as the boundary of (the dual of) R q × T M if T M is oriented as an almost complex manifold (as in the AtiyahSinger index theorem). Also denote by T (F ) ∈ H even (F ) the Todd class of the complexified cotangent bundle of F and by Ch the Chern character. Since ∂ 3 is the canonical isomorphism we obtain after identifications ∂ = −∂ 4 ∂ 2 . We have dim F 0 = dim F + 1 = n + 1, hence the codimension q decreases by 1. By induction, the theorem is true for F 0 : where the last eqality is Stokes' theorem. The theorem is proved. Proof. The result follows from the K-theory six term exact sequence applied to the short exact sequence in 5 and the determination of the connecting morphism of that exact sequence obtained in the above lemma.
One should compare the above theorem with other equivariant index theorems for noncompact groups [1, 25] for discrete groups and [7] for connected Lie groups.
Final comments
Consider the case q = 1 in the preceeding theorem, and let as above F be a smooth manifold (without corners). The indicial algebra A F fits into an exact sequence
The above results imply that the morphism
vanishes. However at the level of the algebraic K 1 and uncompleted algebras the morphism i :
is not zero. This follows from results of Melrose [16] who proves the existence of a onto morphism η : K In subsequent papers [18, 19] we will use the above observation to exted the result of [16] to familes and to study the relation between the η-invariant and cyclic cohomology [6] . 2k , although this should not be thought of as the product of M with itself. Rather the smooth map
