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Abst rac t - -S ingu lar ly  perturbed two-point boundary value problems (BVPs) for fourth-order or- 
dinary differential equations (ODEs) with a small positive parameter multiplying the highest deriva- 
tive are considered. A numerical method is suggested in this paper to solve such problems. In this 
method, the given BVP is transformed into a system of two ODEs subject o suitable boundary con- 
ditions. Then, the domain of definition of the differential equation (a closed interval) is divided into 
two nonoverlapping subintervals, which we call "inner region" (boundary layer) and "outer region". 
Then, the DE is solved in these intervals eparately. The solutions obtained in these regions are 
combined to give a solution in the entire interval. To obtain terminal boundary conditions (boundary 
values inside this interval) we use mostly zero-order asymptotic expansion of the solution of the BVP. 
First, linear equations are considered and then nonlinear equations. To solve nonlinear equations, 
Newton's method of quasitinearization is applied. The present method is demonstrated by providing 
examples. The method is easy to implement. @ 2004 Elsevier Ltd. All rights reserved. 
Keywords - -Four th -order  o dinary differential equation, Singularly perturbed problems, Nonself- 
adjoint boundary value problem, Asymptotic expansion, Boundary layer, Finite difference scheme, 
Exponentially fitted difference scheme. 
1. INTRODUCTION 
Singular ly per turbed differential equat ions (SPDE)  appear in several branches of appl ied math-  
ematics.  Analyt ica l  and numerical  t reatment  of these equat ions have drawn much at tent ion of 
many researchers. In general, classical numerical  methods  fail to produce good approximat ions 
for these equations. Hence, one has to go for nonclassical methods.  A good number  of arti- 
cles have been appear ing in the past two decades on nonclassical methods,  which cover most ly  
second-order equations.  But  only few authors have developed numerical  methods  for singularly 
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perturbed higher-order differential equations. Singularly perturbed higher-order problems are 
classified on the basis that how the order of the original differential equation is affected if one 
sets E = 0 [1]. Here ~ is a small positive parameter multiplying the highest derivative of the differ- 
ential equation. We say that the singular perturbation problem (SPP) is of convection-diffusion 
type if the order of the DE is reduced by one, whereas it is called reaction-diffusion type if the 
order is reduced by two [1]. 
The analytical treatment of singularly perturbed boundary value problems (SPBVPs) for the 
higher-order nonlinear ordinary differential equations, which have important applications in fluid 
dynamics, can be found in [1-17]. Niederdrenk and Yserentant [18] considered convection- 
diffusion type problems and derived conditions for the uniform stability of discrete and continuous 
problems. Gartland [19] showed that uniform stability of the discrete boundary value problem 
follows from uniform stability of the discrete initial value problem and uniform consistency of 
the scheme. Some results connected with the exponentially fitted higher-order differences with 
identity expansion (HODIE) method [19] and defect corrections are available in the literature. 
Feckan [4] has considered higher-order problems and his approach is based on the nonlinear 
analysis involving fixed-point theory, Leray-Schauder theory, etc. In [1], an iterative method is 
described. Further, if the order of the equation is even, then a finite element method (FEM) 
based on standard C "~-~ splines on a Shishkin mesh is reported [15]. In [1,17], a FEM for 
convection-reaction type problems is described. Also, Semper [14], Roos [1], and O'Malley [10] 
have considered fourth-order equations and applied a standard FEM. 
The primary objective of the present paper is to describe the boundary value technique (BVT) 
method to solve SPBVPs for fourth-order equations of the type 
-~y '~(x)  - ~(x)y ' " (~)  + b(~)y"(x)  - c (x )y (x )  = - f (~) ,  x e D,  
y(0) = ; ,  y(1) = q, y"(0) = - r ,  y"(1) = -s ,  
(1.1) 
(1.2) 
where ¢ > 0 is a small positive parameter, a(x), b(x), c(x), and f(x) are sufficiently smooth 
functions atisfying the following conditions: 
a(x) k a > 0; (1.3) 
b(x) k /3 >_ O; (1.4) 
o _>_ c(x)  > --~, e > o; (1.5) 
a - ~,(1 + A) k • > 0, for some r/and A > 0; (1.6) 
and 
D=(0 ,1) ,  D=[0,1],  and ycC4(D)  NC 2(D).  
The fundamental idea used in this method is that of the boundary value technique (BVT) 
discussed by many authors for singularly perturbed boundary value problems for second-order, 
third-order, and fourth-order ODEs [7,10-12,20-29]. This method gives an excellent portrait 
of the solution, especially within the boundary layer. This method is easy to implement, and 
further, we could give a full-fledged theory (convergence, stability, and error estimates) for the 
same. Also the material presented in Section 6 of this paper is an entirely new piece of work. 
These are the main advantages of the present technique when compared with the other methods 
available in the literature. Examples are given to illustrate this method in the last section. 
In the following, the constant C is independent ofmesh points, mesh size, and the small positive 
parameter s.
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2. SOME ANALYT ICAL  RESULTS 
The SPBVP (1.1),(1.2) can be transformed into an equivalent problem of the form 
PlY := -y~(x)  - y2(x) = 0, (2.1) 
P2Y := -¢y~'(x) - a(x)y~ + b(x)y2(x) + c(x)t l(x) = f (x) ,  x e D, 
Ay = F <=~ 
Rly  := yl(0) = p, /~2y := y1(1) = q, (2.2) 
R2y := y2(0) = r, R4y := y2(1) = s, 
where y = (Yl,Y2) T 
Hereafter, only problem (2.1),(2.2) will be considered. 
REMARKS. The boundary conditions of the form (1.2) help us to reduce the fourth-order ODEs 
into a system of second-order ODEs. Condition (1.3) means that the SPP is a nonturning 
point problem. Condition (1.5) is imposed to ensure that the above system (2.1),(2.2), which is 
equivalent to (1.1),(1.2), is "quasi-monotone" [30,31]. Conditions (1.3)-(1.6) are sufficient enough 
to establish the maximum principle for (2.1),(2.2). The last condition (1.6) and the maximum 
principle are used to derive a stability result. 
2.1. Max imum Pr inc ip le and Stabi l i ty Resul t  
Here we state some theorems without proofs for the BVP (2.1),(2.2). These theorems can be 
probed by using the procedures adopted in [1,25,29-32]. 
THEOREM 2.1. MAXIMUM PRINCIPLE. Consider the BVP (2.1),(2.2). Assume that Plu >_ 0, 
P2u _> 0 in D, ul(0) >_ 0, u1(1) _> 0, u2(0) >__ O, and u2(1) >_ 0. Then, u(z) >_ 0, in [0, 1]. Here, 
u(x)  : (u l (x) ,~(x))  fox ali x e D. I 
LEMMA 2.1. STABILITY RESULT. Consider the BVP (2.i),(2.2). If  y is a smooth function, then 
]ly(x)l[ < Cmax {lyj_(0)[, IY2(0)[, ]yl(1)l, [y2(1)[, m a~: IPlyl, max~:eD IP2Yl } '  
for ali x e D, where 
Ity(x) [[ : max{lyl (x)[, ]y2(x) l}. ! 
2.2. An Asymptotic Expansion Solution 
Consider the BVP (2.1),(2.2). Using a standard perturbation method [6], we can construct an 
asymptotic expansion for the solution of (2.1),(2.2) as follows. In fact, we have 
y(x,E) = (u0 +Vo) + ¢(ul + vl) + O (e2), 
where u0 is the solution of the reduced problem of (2.1),(2.2), 
I /  -Uo 1 - u02 = 0, u01(0) = p, u01(1) = q, 
-a(x)u~02 + b(x)u02 + c(x)u01 = f(x), x e D, u02(1) = s, 
and the boundary layer function Vo = (VOl, v02) is given by 
V01 ---- 0, 
V02 = [r-- u02(O)] [e-a(O)x/e] . 
THEOREM 2.2. An asymptotic expansion of order zero Yas -- (u0 + v0) 
of (2.1), (2.2) satisfies 
[[Y - y~ll -- 66. 
of the solution y 
| 
2.3. Est imates for Derivatives 
LEMMA 2.2. Ira(x), b(x), c(x), and f(x)  E C(i)(D), then the solution y = (Yl, Y2) of (2.1),(2.2) 
satisfies the condition 
[1 + l 
That is, I[y(k)(x)l[ < C[1 + E -k exp(-ax/e)], x • D. 
PROOF. The proof is by induction on k. For k = 0 the proof follows from Lemma 2.1. Assume 
that 
y(m) [1 + ( - -~) ]  , and 1 (x)[ < C ~(~-m) exp 
y(2m)(x) _< C I1 ÷ ~-'~exp ( - -~) ]  , for all m _< k. 
Consider the differential equation 
--zy~2'(x) - a(x)y~(x) + b(x)y2(x) ÷ c(x)yx(x ) ~-  f(x),  
and differentiating this h times, we obtain 
where 
k--1 k k 
g(x) = fk(x) + E a(k-S)(x) - E b(k-~-l)(x) - E c(k-s-3)(x)Y~+l)(x) 
s=O s+l s+3 
- b (k ) (x )y2(x )  - c (k ) (x )y l (x )  - c (k - l )  (x )y~(~)  _ c (k -2 ) (x )y~(x) .  
Then, following the proof given in [5] and using Lemma 2.1, we obtain 
y~k+l)(x) <c[e÷E- (k+l )  exp( - - - ? ) ] ,  for a l lm~k.  
But yg(x) = -y2(x). Therefore, 
y[k+l)(x) _< C [1 + ¢(1-k) exp ( - - - ? ) ]  , for all m _< k. 
Hence, the proof of the theorem is complete. | 
To prove the ¢ uniform convergence of the numerical solution, we need the following stronger 
result on the estimates of the derivatives of the components of the solutions. 
Ira(x), b(x), c(x), and f(x)  • C(J)(D), then the solution y = z + v of (2.1),(2.2) LEMMA 2.3. 
satisfies 
v(k)(x) <_CE-kexp---~- , fo ra l l k< j ,  xED,  
where z is the smooth component given by z = z0 + Ezl and v is the singular component given 
by v = v0 + ~vl. 
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PROOF. Following the method of proof used in [5] and using Lemma 2.1, we can derive the 
desired estimates. | 
3. SOME RESULTS ON 
CFDS AND EFFDS 
In this section, we present a classical finite-difference scheme (CFDS) and an exponentially 
fitted finite-difference scheme (EFFDS) to obtain numerical solutions for the BVP (2.1),(2.2). As 
done in the case of continuous problem, the maximum principle and a uniform stability result 
are presented for the corresponding discrete problem. Error estimates for the difference schemes 
are also presented. 
In Section 4, the main method of the present paper is presented. This makes use of two 
numerical schemes namely CFDS and EFFDS, which are described below. 
Consider the SPBVP (2.1),(2.2), and its corresponding discrete problem defined in the following 
in more general form: 
phy i  := -D+D-y l , i  - Y2,i = O, 
phyi  := _Ea(p)D+ D-y2# _ a(x~)D+y2# + b(xi)y2,i + c(x i )y l , i  = f (x i ) ,  
i = l (1)n-  1, 
(3.1) 
i = l (1)n-  I, 
yl,0 = p, Yl,~ = q, Y2,0 = r, y2,~ = s, (3.2) 
where 
D+ D_y l ,  i = (Yl,i+i - 2yl#h 2 + Yl,i-1) , D+y2, i _ (Y2,i+ih- y2,i) , with i = l(1)n, 
O=xo<xi . . .<x ,~=l ,  x~=xo+ih ,  y i=(y i#,y2 , i ) ,  i=0(1)n ,  
pc(O) h 
a(P) = (exp(pa(0) - 1))' x,  = xo + ih, P = 7" 
In the following, we define some special cases of the more general form (3.1),(3.2). 
(i) Classical finite-difference scheme (CFDS). Here a(p) = 1. 
(ii) Exponentially fitted finite-difference scheme (EFFDS) [32]. Here, a(p) = pa(O)/ 
(exp(pa(0) - 1)). 
Analogous to the continuous problem (2.1),(2.2) we can give definitions and results for the 
discrete Schemes (i) and (ii) above. 
THEOREM 3.1. DISCRETE MAXIMUM PRINCIPLE. Consider Scheme (i) or (ii). Let  ui be any 
mesh function. Assume that phu~ >_ O, phu~ >_ O, for i = l (1)n -- 1, ui,0 >_ 0, Ulm > 0, u2,0 >_ 0, 
and u2,n >_ O. Then ui > O, for 0 < i < n, where us = (ui,i, u2,i) for 0 < i < n. 
PROOF. Using the procedure given in [5,30-32] one can prove this theorem. | 
LEMMA 3.1. STABILITY RESULT. Consider Scheme (i) or (i/). IfYi is any mesh function, then 
{ h} Ityill < Cmax lyl,0t,[y2,01, lylm], ly2,nl, max ]phyil, max IP~ yi I 
- -  l<_i_<n-i l <_i<_n-i ' 
where 
IJydl = max{tYl#l, b2,il}, for O < i < n. 
PROOF. Using the procedure given in [5,30-32], one can prove this theorem. | 
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THEOREM 3.2. The error in using the CFDS to solve problem (2.1),(2.2) at the inner grid points 
(x~, i = 1, 2,.. . ,  n - 1} satisfies 
Jly(x~) Yll 
PROOF. The consistency errors due to ph and ph are obtained by using Taylor's formula as 
[Plhy(xd- Phy~ I _< y~3)(t) dt 
Xi- -1 
and 
Following the method of proof given in [1] and using Lemma 3.1, we can prove the present 
theorem. | 
REMARKS.  The above theorem ensures the uniform convergence of the numerical solution in 
the outer region not in the whole region, whereas the EFFDS converges uniformly in the entire 
interval [0, 1]. This is proved in the following theorem. 
THEOREM 3.3. The error in using the EFFDS to solve problem (2.1),(2.2) at the inner grid 
points {x~, i = 1, 2,.. . ,  n - 1} satisfies 
lly(x~) - y~l] < ch  2/3. 
PROOF. As done earlier, splitting (Lemma 2.3) 
y(x) = z(x) + v(x), 
where z(x) is the smooth component and v(x) is the singular component. 
The local truncation error due to ph and P~ is given by 
Ip~z(x~)-  P~, ]  < Ch ~ 
and 
2 h ]Phz(x,) -- Phzi] _< --sa(p) +S--  (h )  a(O) ]Zo2(Xi)l+-~la(xi)-a(O), ]z202(xi)[+O (~ + ~3 ) " 
Therefore, by Lemma 3.1, we have 
I lz(xiD-zi l l_<c h+~+)-~ . (3.3) 
Now we recall that 
v(x) = v01 (x) + v0~ (x), x e D, 
where 
V01(X) =0 , VO,(X) =tl e-xa(O)/e, tl : {[r--U02(O)] [e--xa(O)/e]}. 
Again following the method of proof given in [32] we get 
Ilv(xd - v~ll < Ch. (3.4) 
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From (3.3) and (3.4), we get 
( Hy(xd-y~ll  <C h+~5- 
On the other hand, we can check that 
ha)  
+~ , for all i = O(1)n. 
IIz(x3 + v(xd - y~ll ~ C(h + ~), (3.5) 
but from Theorem 3.2, we get 
Hy(xd - (z(xd ÷ v(xd)II < Cs. (3.6) 
From (3.5) and (3.6), we conclude that 
Ily(xi) - Yi/I <-- C(h  +E),  
which is a nonclassical estimate of the error. We make use of the classical estimate when h 2/3 <__ 
and the nonclassical estimate when h 2/3 >_ e to have the estimate that is claimed. | 
4. DESCRIPT ION OF  
"BOUNDARY VALUE TECHNIQUE"  
In general, CFDS fail to yield good approximations inside the boundary layers, in which case 
one can observe that EFFDS yield good approximations. According to Farrell [33], the EFFDS 
are more effective inside the layers. Hence, we are motivated to use the BVT, which applies an 
EFFDS inside the layers and a CFDS, which is sufficient in the region away from the layers. 
In [20-29], authors applied the same BVT to solve SPBVPs for second-order and higher-order 
ODEs. The same technique is used to solve the BVP (2.1),(2.2). The technique is described here. 
Consider the boundary value problem (2.1),(2.2). Let k > 0 be such that ks << 1. Divide the 
interval [0, 1] into two subintervals: [0, ks], [ks, 1]. From this problem, we now derive two BVPs 
namely outer region problem, inner region problem on the intervals [ks, 1] and [0, ks], respectively. 
To obtain boundary conditions for these problems on the terminal points x -- ks, we use the 
zero-order asymptotic expansion. 
Let Pl = ql = u01(ke) -~ v01(ke), rl = Sl : u02(ks )  + v02(ke). 
The above said problems are defined as follows. 
(1) Inner region problem: 
-y~' (x )  - ~2(x)  = 0, 
(4.1) 
-eye ' (x )  - a(x)y~2(x) + b(x)y2(x) + c (x )y l (x )  = f (x ) ,  x e (0, ks),  
y l (o )  = p, y t (ks )  = ql ,  y2(o)  = r, y~(ks )  = s~. (4.2) 
The EFFDS (Section 3) is used to solve (4.1),(4.2) on the interval [0, ks] by taking 
h = hi = (kE) /n,  p = p, q = ql, r = r, and s = sl. 
(2) Outer region problem: 
-y f (x )  - ~2(~)  = 0, 
(4.3) 
-eye ' (x )  - a(x)y~(x)  + b(x)y2(x)  + c (x )y l (x )  = f (x ) ,  x • (ks, 1), 
Yl(]gs) : Pl, yl(1) = q, y2(ke) = rl, y2(1) = s. (4.4) 
The CFDS (Section 3) is used to solve (4.3),(4.4) on the interval [ks, 1] by taking h = 
h2=(1-ke) /n ,p=pl ,  q=q, r=r l ,  ands - -s .  
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The above linear systems are solved by the self-correcting LU-decomposition procedure [34]. 
This procedure is distinguished by the fact that it works even if the coefficient matrix is nearly 
singular, in which case the usual LU-decomposition algorithm fails. After solving the inner region 
problem and the outer region problem we combine their solutions to obtain an approximate 
solution to problem (2.1),(2.2) on the whole interval [0, 1]. We repeat his process by increasing 
the value of k (thus widening the inner regions) until the solution profiles do not differ much from 
iteration to iteration. For computational purposes, we use an absolute rror criterion, 
[[y(x)m+l--y(x)m[[ ~ A, 
where I].1[ is the maximum norm, y(x) '~ is the mth iterative value of y, and )~ is a prescribed 
error tolerance. 
5. ERROR EST IMATES 
Following the method adopted in [20,25,29], error estimates for the numerical solutions are 
derived. The discussion is carried out in the arbitrary interval [A, B]. 
Consider the system 
yf! X - 1 ( ) -y~(x)  =o ,  
-~y~'(~) - a(~)y~(x) + b(~)y:(~) + c(~)y~(~) = f (x) ,  x e (A, B). 
(5.1) 
Assume that conditions (1.3)-(1.6) hold good for system (5.1). Let y(x) be the solution of (5.1) 
subject o the boundary conditions 
yl(A) = a0, yl(B) =/30, y2(A) = 70, y2(B) = 50. (5.2) 
Further, let y*(x) be the solution of (5.1) subject o the boundary conditions 
yl(A) = a0, yl(B) = j3o + O(e), y2(A) = 7o, y2(B) = 50 + O(e). (5.3) 
Define 
Then, w(x) satisfies 
w(x) = y(x) - y* (x). 
-~ i ' (x )  - ~2(x) = 0, 
-~ ' (x )  - a (x )~(x)  + b(x)~2(x) + c(x)~l(~)  = 0, x e (A, B), (5.4) 
wl(A) = O, wl(B) = O(z), w2(A) = O, 
Applying Lemma 2.1 to the BVP (5.4), we get 
~(B)  = O(~). 
Nw(x)ll < Ce, for x e [A,B]. 
That is, 
Ily(z) - y*(x)[] _< Ce, for x e [A, B]. (5.5) 
Let y(xi) be the solution of (5.1),(5.2). Apply the EFFDS (Section 3) to the BVP (5.1),(5.3) 
and let the solution be yi. Then, using Theorem 3.3 and inequality (5.5), we conclude 
Hy(xi)-yi l]<_C(h2/3+z), forxiE[A,B], i = O(1)n. 
In particular, we have the following. 
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THEOREM 5.1. Let y(x~) be the solution of (2.1),(2.2). Apply the EFFDS (Section 3) to the 
BVP  (4.1),(4.2) and let the solution be Yi. Then, 
I [y(x i ) -  yitl <- C (h~/3 + E) , xi C [0, hE], 
Consider the BVP 
-y~'(x) - y~(~) = o, 
--EyI2I(X ) --U(x)yI2(X)~-b(x)yo(x ) -~ c(x)yl(x ) = f(x),  
i = o(1)n. ! 
x E (A, B), 
(5.6) 
yl(A) = O~o + O(e), y l(B) = ¢3o, yz(A) = 7o + O(e), y2(B) = 50. (5.7) 
Let y(x) and yZ(x) be the solutions of (5.1),(5.2) and (5.6),(5.7), respectively. Then, by the 
earlier arguments, we get an inequality similar to (5.5), 
ily(x ) _ y2(~)[[ _< c~, ~ c (A, B). (5.s) 
Let y(x~) be the solutions of (5.1),(5.2). Apply the CFDS to the BVP (5.6),(5.7) and let y* be 
the solution. Then, 
Hy(xi)-y*H < { C[ (h+e)÷hE- lexp( -~) ] ,  if h<_e, 
for i = l(1)n - 1, ,~ e (A, B). 
For, 
[[y(xi) -- Y~H -< [lY(xi) -- y2(xi)H + [[Y2(Xi) -- Y* H' 
In particular, we have the following. 
THEOREM 5.2. Let y(x~) be the solutions of (2.1),(2.2). AppIy the CFDS Section 3 to the 
BVP (4.3),(4.4) and let the solution be Yi. Then, 
{ C[ (h~+++h~-~e~P( -~) ] '  i~h~_~, 
[[y(zd - Y~[[ -< 
C [(h2 + ¢) ÷ exp ( -~) ]  , ifh2>_¢, x~ E [/ce, 1]. | 
6. AUXIL IARY  SYSTEM 
Consider the BVP (2.1),(2.2) and suppose that condition (1.5) is not met. Then, we adjoint 
the following system to (2.1),(2.2). 
- y~'(x) - ~(x )  = 0, 
- ~9~'(z) - a (x )9~(~)  + b(x)92(x)  - ~+(x)~3(~)  + ~- (x )9~(x)  = - f (~) ,  • c D,  (6.1) 
- 9~'(~) - ~4(z)  = 0, 
A# = F v* - Eg~4'(x) - a(x)9~(x) + b(x)94(x) - c+(x)91(x) + c-(x)~)3(x) = f(x),  x e D, 
91(0) = --p, y l (1)  = --q, 92(0) = --F, 92(1) : --8, (6.2) 
93(0) = p, 93(1) = q, 94(0) = r, ~4(1) = ~, 
where c + (x) := c(x) if c(x) >_ 0 and zero otherwise, c-(x) := c(x ) -  c + (x) and y = (Yl, Y2, Y3, V4). 
The results derived in the earlier sections can be extended to the above system. Because of 
the fact that if y = (Yl, Y2) is a solution of (2.1),(2.2), then y = (-Yl,-Y2, Y~, Y2) is a solution of 
the above problem (6.1),(6.2), the results derived earlier for the BVP (2.1),(2.2) still hold good 
even if condition (1.5) is not met. 
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7. NONL INEAR PROBLEMS 
Let us consider the BVP 
y(0) = p, 
where F(x, y, y", y'") is a smooth function such that 
F~,,,(~,y,y", y'") > ~ > 0, 
Fy , , (x ,y ,y" ,y ' )  > fl >_ O, x c D, 
0 >FAx,  y ,y" ,y ' " )  > -~,  ~ > 0, 
for some r / and A > 0. 
Assume that the reduced problem 
EyiV(x) = F (x ,y ,y" ,y" ' ) ,  x e D,  (7.1) 
y(1) = q, ~"(0) = -~,  y"(1)  = -~,  (7.2) 
y C ~ (set of reals), 
- 7(1 + A)  > n > 0, 
(7.3) 
where 
am(x) _-- ~,,, (~, yt~l y"Eml,y'"~ml), 
bin(X) _-- F~,, (X, yell, ¢'I~1, ¢"t~1), 
cm(x) = Fy (x,y[m],y"[m],y'"[m]) , and 
We make the following observations. 
(1) If the initial guess y[O] is sufficiently close to the solution y(x) of (7.1),(7.2), then one can 
prove, following the method of proof given in [32], that the sequence {y[m] }3 converges 
to y(x). From (7.3), it follows that, for each fixed m, 
o~ (x) : 5,,, (~, ~Eml ~,,E~1, y ,,E~J) > ~ > o, 
b~(x/= 5,, (z, yI~l ¢,I~1, ¢,,I~1) >_ z >_ o, (7.7) 
0 > cm(~) : 5 (~, ~t~l, ¢,I~1, ¢,,I~1) > _~, ~ > o. 
(2) Problem (7.5),(7.6), for each fixed m, is a linear BVP, and hence it can be solved by the 
method described in Section 4. 
(3) The following convergence riterion is used to terminate the iteration: 
F(x, y, y", y" )  = 0, y(0) = p, y(1) = q, y"(1) = - s  (7.4) 
has a solution Yo E C(4)(D). Then, (7.1),(7.2) has a unique solution and has boundary layers 
of width O(c) near x = 0 [3]. Analytical results such as existence, uniqueness, and asymptotic 
behavior of the solution of (7.1),(7.2) can be found in [3,4,17]. In order to obtain a numerical 
solution for the BVP (7.1),(7.2), the Newton's method of quasilinearisation [32] is applied to 
generate a sequence {y[m] }~, of successive approximations with a proper choice of initial guess y[0]. 
In fact, we define y[m+l], for each fixed nonnegative integer m, to be the solution of the following 
linear problem: 
~yivtm+ll(x) _ a~(x)y,, ,E~+11(~) + bm(x)y , ,Em+~l(x )  _ Cm(X)yCm+~l(~) = _ f~(~) ,  (7.5) 
y[m+l] (0) ---- p, y[m+l] (1) = q, y,:[m+l] (0) = - r ,  y,,[m+l] (1) -- - s ,  (7.6) 
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8. NUMERICAL  RESULTS 
In this section, four examples are given to illustrate the computational method discussed in 
this paper. The exact solution is the same for all the following examples and is given by 
{ (a) y(x)= 1+64,1_e_4 /~)  + 
' (4 (1 -e  -4/E) + 1)- + x 2 -  
(8 (1 -  e-4/¢)) 
{ (4(1_e-4/¢' +1)(~-4x/e 4} 
+ (4 (1 _ e-4/s)) + 4 (1 ie--4/E ) ' 
~ (4(1- S*~) + 1)] 
64 (8 (1, e_4/~))jx 
E2e-4x/~ x 3 } 
64 (1 -  e-4/Q 24 
EXAMPLE 1. Consider the BVP 
-¢y~V(x) -4y" (x )= l ,  x e (0,1), 
y(0)--1,  y (1 )= l ,  y" (0 )=- l ,  y " (1 )=- l .  
Its equivalent system (refer to (2.1),(2.2)) is a decoupled system. 
EXAMPLE 2. Consider the BVP 
-~y'v(x) -@'"(x) +@"(x) +y(x) = -f(x), x e (0,1), 
y(0)= 1, y(1)= 1, y"(0) -- -1, y"(1) = -1, 
where 
f(x)= 1+64(1_e -4/~) + 
+ [ (~-S4/O + 1)] ~ 
[ (8 (i -~-'/0) J 
(4(1-~-4/0+I) 
+ i t  (4 (1 _ e_4/~)) + 
~2 (4 (1_~4/0_+ l)l 
64 (8 (1- e_4/¢))jx 
£2e--4x/~ X3 } 
64 (1 - e -4 /E )  
e. -4x/¢ x } 
4(1_e_4/~) ~ + 1.
Its equivalent system is a weakly coupled system. 
EXAMPLE 3. Consider the BVP 
-Ey~*'(x) - 4y'"(x) + 4y"(x) - y(x) = - f (x ) ,  x e (0, 1), 
y(O) ---- 1, y(1) = 1, y'(O) = -1, y'(1) = -1, 
where 
E2 
f (x)  = - 1 + 64 (1 - e -4/~) + 
[(4(1:~-4-) +1) 
+ L (8(1-e-4/~)) 
+{1+ 
E2~2--4x/e 
X 2 __ 
64 (1 - e-4/Q 
(4 (1- ~-~') + 1) ~-4~/~ 
+ (4(1- ~-~-)) 4(1-~-4/0 
(1) (4(1 
24 x} 
4 +1. 
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Nodes K = i 
0.000000 .1000000E+01 
0.000001! 0.9999417E+00 
0.0000021 0.9998834E+00 
0.0000031 0.9998254E+00 
0.0000041 0.9997668E+00 
0.0000051 0.9997085E+00 
0.000006 0.9996502E+00 
0.000007 0.9995920E+00 
0.000008 0.9995337EH-00 
0.000009 0.9994755E+00 
0.000010 0.9994173E+00 
0.000020 
0.000030 
0.000040 
0.000050 
0.000060 
0.000070 
0.000080 
0,000090 
0.000100 
0.000150 
0.000200 
O.OOO25O 
0.000300 
0.000300 0.9994173E+00 
0.100270 0.9474666E+00 
0.200240 0.9077339E+00 
0.300210 0.8799752E+00 
0.400180 0.8639413E+00 
0.500150 0.8593830E+00 
0.600120 0.8660508E+00 
0.700090 0.8836957E+00 
0.8000601 0.9120684E+00 
0.900030 0.9509196E+00 
1.000000 0.1000000E+00 
Table 1. (Example 1. s = 0.001. 
K = 10 / (  = 20 K = 30 Exact Error 
.1000000E+01 
.9999417E+00 
.9998834E+00 
.9998252E+00 
.9997669E+00 
.9997087E+00 
.9996505E+00 ! 
0.9995922E+00 
.9995340E+00 
0.9994758E+00 
0.9994177E-F00 
0.9988364Eq-00 
0.9982563E+00 
0.9976773E+00 
0.9970995Eq-00 
0,9965230E+00 
0.9959477E+00 
0,9953736E+00 
0.9948007e+00 
0.9942291E-F00 
0.1000000E-F01 
0.9999417E+00 
0.9998835E+00 
0.9998252E÷00 
0.9997670E÷00 
0,9997087E+00 
0.9996505E÷00 
0.9995923E÷00 
0.9995341E+00 
0.9994759E+00 
.9994177E-F00 
.9988365E+00 
0.9982565E+00 
0.9976776E+00 
.9970999E+00 
0.9965234E+00 
0.9959482E--1-00 
0.9953742E+00 
0.9948014E+00 
.9942299E+00 
0.9913909E+00 
0.9885830Eq-00 
0.9885830E+00 
0.9398007Eq-00 
0.9027401E+00 I 
0.8771659E+00 
0.8628427E+00 
0.8595354E+00 
0.8670085E+00 
0.8850268E+00 
0.9133551E-F00 
0.9517579E+00 
O, IO00000E+O0 
0.9942291E+00 
0.9437885E+00 
0.9053318E+00 
0.8786168E+00 
0.8634008E+00 
0.8594412E+00 
0.8664955E+00 
0.8843211E+00 
0.9126755E÷00 
0.9513159E-F0  
O.1000000E+001 
0.1000000E+01 
0.9999994E+00 
.9999988E+00 
0.9999983E+00 
0.9999977E+00 
0.9999971E+00 
0,9999965E+00 
0.9999959E+00 
0.9999954E+00 
0.9999948E+00 
.9999942E+00 
0.9999883E+00 
0.9999825E+00 
0.9999767E+00 
0.9999709E+00 
0.9999650E+00 
0.9999592E+00 ! 
0.9999533E+00 
0.9999475E+00 
0.9999416E+00 
0.9999125E+00 
.9998834E+00 
0.9998542E+00 
0.9998251E-F00 
0.9998251E+00 
.9477510E+00 
0.9079188E+00 
0.8800789E+00 
0.8639814E+00 
0.8593765E-I-00 
0.8660146E+00 
0.8836457E+00 
.9120202E+00 
0.9508882E+00 
0.1000000E+00 
0.1000000E+01 
.9999994E+00 
.9999988E+00 
.9999983E+00 
.9999977EH-00 
0.9999971E-t-00 
0.9999965E+00 
0,9999959E+00 
0.9999953E+00 
0.9999948E+00 
0.9999942E+00 
0.9999883E÷00 
0.9999825E+00 
0.9999767E+00 
0.9999708E+00 
0.9999650E+00 
0,9999592EH-00 
0.9999533E-F00 
0.9999475E+00 
.9999417Eq-00 
0.9999125E-.-F00 
.9998834E+00 
0.9998542Eq-00 
.9998251E+00 
0.9998251E+00 
0.9477510E+00 
0.9079188E+00 
0.8800789E+00 
0.8639814E+00 
0.8593766E+00 
.8660146E+00 
0.8836457Eq-00 
0.9120202Eq-00 
0.9508882E-F00 
0.IO00000E+O0 
0.0000000E+00 
.1271932E-07 
0,2543964E-07 
0.2144366E-07 
.8721283E-08 
0.4002130E-08 
0.1672658E-07 
0.2945209E-07 
0.1742598E-07 
0.4698341E-08 
0.8030371E-08 
0.1616877E-07 
0.2442077E-07 
0.2681449E-07 
0.1832523E-07 
0.9714394E-08 
0.9808568E-09 
.7876139E-08 
0.1685710E-07 
.2596237E-07 
! .1375444E-07 
0.4669280E-08 
.1291279E-08 
0,4127016E-08 
0.4127016E-08 
0.2847911E-00 
0.2370865E-07 
0.1621495E-08 
0.7137186E-08 
0.2543137E-07 
0.8116636E-08 
.2852202E-07 
.4563018E-09 
.3535062E-08 
O.O000000E+O0 
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Table 2. (Example 1.) eps = epsilon -- 0.01. 
Nodes 
0.0*eps 
0.O05*eps 
0.01*eps 
0.5*eps 
1.0*eps 
1.5*eps 
2.0*eps 
2.5*eps 
3.0*eps 
0.4400000E+00 
0.5800000E+00 
0.7200000E+00 
0.8600000E+00 
0.1000000E+01 
Error 
Solution Derivative 
0.0000000E+00 O.0000000E+00 
0.2496434E-07 0.3952393E--07 
0.2721312E--07 0.3619284E--08 
0.2499752E-06 0.4152273E-08 
0.4899801E-06 0.2842740E-07 
0.7545805E-06 0.1006319E-06 
0.9979476E-06 0.1059865E-06 
0.1232833E-05 0.5182937E-07 
0.1487984E-05 0.5182285E-08 
0.1211061E-05 0.5722046E-08 
0.9223904E-06 0.55313tlE-07 
0.5756815E-06 0.2861023E-08 
0.3035016E-06 0.6103516E-07 
0.0000000E+00 0.0000000E+00 
Table 3. (Example 2.) eps = epsilon = 0.01. 
Error 
Nodes 
0.0*eps 
0.005*eps 
0.01*eps 
0.5*eps 
1.0*eps 
1.5*eps 
2.0*eps 
2.5*eps 
3.0*eps 
0.4400000E+00 
0.5800000E+00 
0.7200000E+00 
0.8600000E+00 
O.IO00000E+OI 
Solution Derivative 
0.0000000E+O0 0.0000000E+00 
0.2496436E-07 0.3889643E-07 
0.2721317E-07 0.2477471E-08 
0.2499754E-06 0.1173869E-08 
0.4899803E-06 0.3170330E-07 
0.7545807E-06 0.1036137E-06 
0.9979478E-06 0.1083043E-06 
0.1232833E-05 0.5316516E-07 
0.1487984E-05 0.5819257E-07 
0.8917595E-06 0.6840365E-07 
0.6543671E-06 0.1396748E-07 
0.4196514E-06 0.8320945E-07 
0.1980715E-06 0.3802668E-07 
0.0000000E+00 0.0000000E+00 
Since this problem does not satisfy the condit ion 
0 > c(x) > -% ~ > O, 
the procedure given in Sect ion 6 is used to solve the problem. 
EXAMPLE 4. Consider the nonl inear BVP  
-Eyi'(x) -4y ' " (x )+4y"(x)+y2(x)=- f (x ) ,  x E (0,1), 
~(0) =l ,  ~(1) =1, y"(0)=-l,  y"(1) =-1, 
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Table 4. (Example 3.) eps = epsilon = 0.01. 
Nodes 
0.0*eps 
0.005*eps 
0.01*eps 
0.5*eps 
1.0*eps 
1.5*eps 
2.0*eps 
2.5*eps 
3.0*eps 
0.4400000E+00 
0.5800000E+00 
0.7200000E+00 
0.8600000E+00 
0.1000000E+01 
Error 
Solution Derivative 
0.0000000E+00 0.0000000E+00 
0.2496715E-07 0.9766681E-07 
0.2721872E-07 0.2435320E-06 
0.2500000E-06 0.5786527E-06 
0.4900174E-06 0.5693226E-06 
0.7546185E-06 0.5149005E-06 
0:9979772E-06 0.3826459E-06 
0.1292454E-05 0.1898928E-06 
0.1487894E-05 0.2375893E-06 
0.1032824E-04 0.2878403E-03 
0.1624250E-04 0.3259736E-03 
0.1587093E-04 0.2984940E-03 
0.9760761E-05 0.1930643E-03 
0.0000000E+00 0.0000000E+00 
Table 5. (Example 4.) eps = epsilon = 0.01. 
Error 
Nodes 
0.0*eps 
0.005*eps 
0.01*eps 
0.5*eps 
1.0*eps 
1.5*eps 
2.0*eps 
2.5*eps 
3.0*eps 
0.4400000E+00 
0.5800000E+00 
0.7200000E+00 
0.8600000E+00 
0.1000000E+01 
Error Error 
0.0000000E+00 0.0000000E+00 
0.2493936E-07 0.4119932E-05 
0.2716415E-07 0.6701715E-05 
0.2498078E-06 0.6646811E-05 
0.4898028E-06 0.1618464E-05 
0.7544424E-06 0.1144541E-06 
0.9978562E-06 0.1470495E-06 
0.1232788E-05 0.9606807E-07 
0.1487984E-05 0.8943654E-06 
0.2943638E-04 0.8932675E-03 
0.4034569E-04 0.7642926E-03 
0.3637490E-04 0.5758081E-03 
0.2124335E-04 0.3194542E-03 
0.0000000E+00 0.0000000E+00 
{ f(x) = 1 + 64 (1 - e-4/~) + 64 (8 (1 - e-4/~)) 
[ (4 (1 -e -a /~)  +1)  x2 
+ [ ~(T - - -e -~ -) -64(1 -e -4 /~)  24 
{ (4(1-e-4-)+1) x} 
+ 1+ (4(1 -e -4 /e ) )  +4(1-e -4 /e )  4 +1.  
This problem is solved by the Newton's method of quasil inearization. 
Tables 2-5 present numerical results in terms of errors for the solution and its derivative of 
the problems considered in Examples 1-4, respectively. Table 1 i l lustrates how the iteration is 
carried to get a numerical solution of a problem. 
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9. SUMMARY AND CONCLUSION 
In this paper, a numerical method widely known as 'boundary value technique' is used to 
solve for the fourth-order quation. Many authors applied this to solve second-order SPBVPs for 
ODEs. The boundary conditions help us to reduce the given fourth-order differential equation 
into a system of two second-order quations subject o Dirichlet type boundary conditions. As 
mentioned in the introduction, the second-order singularly perturbed ifferential equations have 
been extensively studied, but only few results on higher-order equations are reported in the 
literature. The idea of adjoint system presented in Section 6 is an entirely new approach to 
weakly coupled system of differential equations. The technique presented in this paper is easy 
to apply to one type of boundary value problems for f urth-order singularly perturbed ordinary 
differential equations, and a complete theory for the present method is available. It may be 
noted that the EFFDS is used only in boundary layers as it is more effective inside the boundary 
layer [33]. The numerical results can be further improved by applying various EFFDS [32]. 
The above analysis can be extended to the following BVP: 
--y~(x) -a l (x )y~(x)+b l (x )y t (x )+c l (x )y2(x )=f l (x ) ,  
I I / x  \ 
- Y2t )-a2(x)y~(x)+b2(x)y2(x)+c2(x)yl(x) f2 , x e D:=(0,1), 
yl(0) =p,  y l (1 )=q,  y2(0) y (1) 
where 
at(x) > > 0, hi(x) > > 0, 0 > ci(x) >_ > 0, 
c~-T i ( l+A)>_~]>0,  for somezlandA>0,  i=1,2 .  
Our further plan is to consider various types of BCs, turning-point problems, and two-parame- 
ter problems, etc. 
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