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“The Science of today is the technology of tomorrow.”
– Edward Teller, The Legacy of Hiroshima (1962), 146.

Abstract
The present doctoral thesis discusses the design of fault-tolerant distributed systems, placing
emphasis in addressing the case where the actions of the nodes or their interactions are stochastic.
The main objective is to detect and identify faults to improve the resilience of distributed systems
to crash-type faults, as well as detecting the presence of malicious nodes in pursuit of exploiting
the network. The proposed analysis considers malicious agents and computational solutions to
detect faults.
Crash-type faults, where the affected component ceases to perform its task, are tackled in
this thesis by introducing stochastic decisions in deterministic distributed algorithms. Prime
importance is placed on providing guarantees and rates of convergence for the steady-state
solution. The scenarios of a social network (state-dependent example) and consensus (time-
dependent example) are addressed, proving convergence. The proposed algorithms are capable
of dealing with packet drops, delays, medium access competition, and, in particular, nodes
failing and/or losing network connectivity.
The concept of Set-Valued Observers (SVOs) is used as a tool to detect faults in a worst-case
scenario, i.e., when a malicious agent can select the most unfavorable sequence of communi-
cations and inject a signal of arbitrary magnitude. For other types of faults, it is introduced
the concept of Stochastic Set-Valued Observers (SSVOs) which produce a confidence set where
the state is known to belong with at least a pre-specified probability. It is shown how, for an
algorithm of consensus, it is possible to exploit the structure of the problem to reduce the
computational complexity of the solution. The main result allows discarding interactions in the
model that do not contribute to the produced estimates.
The main drawback of using classical SVOs for fault detection is their computational burden.
By resorting to a left-coprime factorization for Linear Parameter-Varying (LPV) systems, it is
shown how to reduce the computational complexity. By appropriately selecting the factorization,
it is possible to consider detectable systems (i.e., unobservable systems where the unobservable
component is stable). Such a result plays a key role in the domain of Cyber-Physical Systems
(CPSs). These techniques are complemented with Event- and Self-triggered sampling strategies
that enable fewer sensor updates. Moreover, the same triggering mechanisms can be used to
make decisions of when to run the SVO routine or resort to over-approximations that temporarily
compromise accuracy to gain in performance but maintaining the convergence characteristics
of the set-valued estimates. A less stringent requirement for network resources that is vital to
guarantee the applicability of SVO-based fault detection in the domain of Networked Control
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Systems (NCSs).
Keywords: Fault-tolerant; Distributed Algorithms; Networked Control Systems; Set-valued
Observers; Event- and Self-triggered Systems.
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Resumo
A presente tese de doutoramento desenvolve te´cnicas de projecto de sistemas distribuı´dos
tolerantes a falhas, focando em particular algoritmos nos quais as acc¸o˜es de cada no´ e as
interacc¸o˜es entre no´s teˆm cara´cter estoca´stico. O objectivo principal e´ detectar e identificar
falhas por forma a melhorar a toleraˆncia a falhas do tipo crash em sistemas distribuı´dos, bem
como detectar a presenc¸a de agentes maliciosos a` procura de explorar e tomar o controlo do
sistema. A ana´lise proposta considera agentes maliciosos e soluc¸o˜es computacionais utiliza´veis
no contexto da detecc¸a˜o de falhas.
No presente estudo, abordam-se falhas do tipo crash, onde o componente afectado pela
falha deixa de funcionar completamente, que sa˜o tratadas atrave´s da introduc¸a˜o de deciso˜es
estoca´sticas em sistemas determinı´sticos distribuı´dos. O objectivo da ana´lise e´ garantir a
convergeˆncia bem como determinar a velocidade a que o sistema atinge a soluc¸a˜o estaciona´ria.
O caso de uma rede social (exemplo de dinaˆmica dependente do estado) e de um algoritmo
de consenso (dinaˆmica dependente do tempo) sa˜o estudados, sendo provada convergeˆncia,
tornando-os robustos a` perda de pacotes na rede, atrasos, competic¸a˜o por acesso ao meio
partilhado e, em particular, a agentes que deixam de funcionar e/ou perdem conectividade.
Para um modelo de falhas mais gene´rico que o tipo crash, este trabalho recorre a Set-Valued
Observers (SVOs) como ferramenta para detectar falhas no pior cena´rio, i.e., quando um agente
malicioso pode seleccionar a sequeˆncia de comunicac¸o˜es mais desfavora´vel e injectar um sinal
de magnitude arbitra´ria. Para outros tipos de falhas, em que os no´s na˜o se comportam de
acordo com as distribuic¸o˜es de probabilidade do modelo, e´ introduzido o conceito de Stochastic
Set-Valued Observers (SSVOs) que produzem um intervalo de confianc¸a que conte´m o estado do
sistema com uma probabilidade pre´-definida. Para um algoritmo de consenso e´ demonstrado
como e´ possı´vel explorar a estrutura do problema de forma a diminuir a complexidade com-
putacional da soluc¸a˜o. O resultado principal e´ a remoc¸a˜o no modelo das interacc¸o˜es que na˜o
teˆm impacto nos conjuntos estimados.
A principal desvantagem dos SVOs cla´ssicos no contexto de detecc¸a˜o de falhas e´ o seu peso
computacional. Recorrendo a uma factorizac¸a˜o coprima a` esquerda, para sistemas lineares com
paraˆmetros variantes no tempo, mostra-se como reduzir a sua complexidade computacional.
Selecionando apropriadamente a factorizac¸a˜o e´ possı´vel ainda considerar sistemas detecta´veis
(i.e., sistemas na˜o observa´veis mas cuja componente na˜o observa´vel e´ esta´vel). Este resultado
e´ de particular importaˆncia no domı´nio dos Cyber-Physical Systems (CPSs). Estas te´cnicas
sa˜o complementadas com estrate´gias do tipo event- e self-triggered que permitem reduzir a
frequeˆncia de envio das medidas dos sensores. As mesmas podem ser utilizadas para tomar
deciso˜es de quando executar a rotina dos SVOs ou utilizar aproximac¸o˜es, comprometendo a
precisa˜o, para ganhar em tempo computacional, mantendo a convergeˆncia das estimativas
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destes observadores. O desenvolvimento desta estrate´gias e´ fundamental uma vez que a reduc¸a˜o
de utilizac¸a˜o dos recursos da rede e´ essencial para garantir a aplicabilidade da detecc¸a˜o de
falhas com base em SVOs no domı´nio dos Networked Control Systems (NCSs).
Palavras-chave: Toleraˆncia a Falhas; Algoritmos Distribuı´dos; Sistemas de Controlo em Rede;
Observadores com Conjuntos; Sistemas auto-despoletados ou por eventos.
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1
Introduction
1.1 Motivation
Current technical and theoretical developments in systems, electrical and network engineering
are making possible the implementation of distributed networked systems. As a consequence,
future networked control systems are going to have both a human interaction as well as a
physical system component and be the support basis to a wide range of applications with high
scientific and commercial added value. We have entered in an era where common-use devices
are ubiquitous and have resources and a number of embedded processors rapidly outrunning
those in traditional computers. People are adapting and getting familiarized with cities, rooms,
robots and other otherwise ordinary objects being enhanced with computational capabilities
to better perform their purposes. Human understanding of its surrounding environment and
how efficiently the available resources are used in a sustainable way, safeguarding critical
structures and operations, and, addressing the challenges posed to mankind have everything to
benefit from the availability of miniaturized sensors and actuators, embedded processors and
wide-coverage communications networks. The research and industrial communities play a key
role in this process by supplying the required methods for information processing, machine
learning, systems optimization, computer vision, decision-making and control.
Networked systems present challenging tasks such as distributed decision making and con-
trol of complex and heterogeneous structures, distributed energy management, optimal sensor
placement for monitoring potential hazardous areas (such as erupting volcanoes) and analysis of
high frequency trading. Huge amounts of generated data make imperative the adoption of new
processing tools based on advanced distributed inference methods, information retrieval in large
databases and data classification. Systems must be capable to negotiate strategies, devise tech-
niques to exchange data, assess the well-functioning of the remaining components, and achieve
goals cooperatively while satisfying strict energy and resource allocation and communication
constraints.
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The research problems in Networked Control Systems (NCSs) and distributed systems
have stringent constraints in the type of adopted solutions, in particular, requiring preferably
non-existing centralized tasks as to avoid unnecessary overhead in the communications and
reduce the performance of the network. Tackling the problems of incorporating the stochastic
behavior of nodes; removing structure of the algorithm in order to make it more robust; and
considering all possible communication patterns when detecting faults can render decision
systems computationally intractable if the algorithms do not scale properly with the size of the
state space and the number of possible interactions among nodes.
The aim of this thesis is to address the above mentioned issues in the design of observers and
decision systems for NCSs, incorporating the stochastic behavior in the fault detection procedure
and by developing the necessary tools suited to reduce the computational and network cost. The
target will be to design low-complexity distributed observers while maintaining the accuracy
by exploiting the network structure in their algorithms. In doing so, it is possible to discard
irrelevant information and dynamics that would otherwise increase the computational load
without significant gains in the accuracy of the estimation/decision. A reduction is also made
possible by rewriting the equations defining the current state or the occurrence of a fault.
Triggering techniques also play a key role in adapting the proposed algorithms to be applied to
NCSs. In the context of NCS, estimating the state or detecting faults with observers running
in the NCS loop over the network is a complex task due to the necessity of having distributed
solutions involving a large number of states, varying network topology, and possible interactions
among nodes. In this thesis, research focus is given to three application scenarios:
Consensus networks nodes spread ubiquitously over an area, measure or acquire quantities
of interest and transmit them to their neighbors to reach an agreement over the initial values.
These networks are characterized by having a structure created in an ad-hoc fashion, which
can vary over time due to nodes switching off and to the stochastic characteristics of the
communication. Network topology is assumed to evolve independently from the state of
the nodes. Such an assumption is hard to remove as most tools to prove stability assume
independent communications. The convergence and correctness of the algorithm highly
depend on the absence of faults since they are synchronous;
Social networks modeling how people interact and reach conclusions can benefit other
practical cases, such as those where nodes use a wireless medium and have to make decisions
regarding their position. The main objective is to consider a state-dependent evolution of the
network that presents convergence properties of interest. The analysis of state-dependent
networks require a distinct approach from those used in consensus with the assumption
that, even though the topology changes over time, those changes are independent from the
state of the system;
Smart grids with research efforts and companies investing in modernizing the electrical
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power grids towards creating smart grids (i.e. energy networks that can automatically
monitor energy flows and adjust to changes in energy supply and demand accordingly),
an import aspect in ensuring its continuous operation is the detection of malfunctioning
components, outages in power sources, load buses that fail, communications errors between
appliances, etc. that can perturb the overall power grid performance. According to the
GE company website, “Power Interruptions cost European Union businesses e 150 billion
each year. Outages cost the U.S. economy an average of $1.5 billion each week - $80 billion,
with a ‘B’ each year.”. One important problem in designing observers and decision making
mechanisms for these kind of networks is related to the fact that the observability of the
whole system can be compromised by the presence of similar components, i.e., components
with the same dynamics. In the case that only relative measurements are available (i.e., the
difference between each pair of states), observability is lost. It motivates to consider how
to design distributed tools for fault detection and isolation that can deal with the above
problem without compromising the required accuracy. The solution should be distributed
for fault detection and isolation with multiple detectors, thus potentially reducing the time
to detect faults and the rate of missed detection.
1.2 Previous Work and Brief Literature Review
State-of-the-art techniques to estimate the state in the context of NCSs applications use filters to
obtain estimates of the state as well as bounds on the error for those estimates. On the other
hand, considering the worst-case scenario entails the use of techniques like set-valued estimators.
One trend is to rely on the concept of zonotopes, described in [BR71] and further developed in
[Com05] and [ABC05]. Other alternatives use polytopes, such as Set-Valued Observers (SVOs)
introduced in [Wit68] and [Sch68] and further information can be found in [Sch73] and [MV91]
and the references therein. If the algorithm performs stochastic decisions or in the context
of randomized distributed systems, then it is not fully addressed how to perform set-valued
state estimation and fault detection taking into account the stochastic characteristics of the
information available in the proposed target applications.
Algorithms designed for NCSs and for distributed networks often resort to dynamics that are
state-dependent either due to the interaction with people or because of the conditional rules in
their definition. In this context, even proving convergence of simple distributed linear iterative
processes such as consensus (see, e.g., [OSM04], [BCM09], [HSJ14], [CHT14] and [DGH13])
relies mostly in tools assuming no state-dependence. Convergence results for general stochastic
systems with independent selection of dynamics were given in [TN14]. Many other topics
have attracted research interest such as: the study of stochastic packet drops and link failures
in [PBEA10], the existence of delays in [HC14] and [FZ09], quantized data transmissions in
[CBZ10], state-dependent noise in [LWZ14] and time-varying communication connectivity
[OSM04] [CI14]. Nevertheless, the mentioned analysis tools are not suitable to deal with
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dynamical systems with state-dependent rules.
In the context of distributed systems and networked control systems, the performance
bottleneck is often in the communication network either because a large number of nodes
compete for access to the shared medium or the network available bandwidth is less than that
required by the control loops. For example, if there are several processes to be controlled, the
controller and the sensors might be in different spatial locations and compete for network access.
The problem is highlighted if either the state space or the number of NCSs using the same
communication infrastructure is of large dimension.
In the control community, two main strategies have emerged to reduce the communication
rate in discrete time closed-loop systems, namely: event-triggered, where the sensor decides
based on the current measurements if it should transmit to the controller/observer; and self-
triggered where the controller/observer decides, based on the available information, i.e. the
current estimate of the state, when the sensor should perform the next update. An event-
triggered solution results in a more informed choice since the sensor has access to the actual
measurement; however, it prevents the sensor to be shut down between updates. For a recent
discussion of event- and self-triggered control and estimation please refer to [HJT12].
The strategy for an observer to self-trigger a sensor update based on its estimates can resort
to an optimization over the update patterns such as in [AH14], where the disturbances and
noise are assumed to be Gaussian distributed. In [ASP14], an estimator of the type of Kalman
filter is proposed for state estimation, which lacks the computation of an error bound. For
event-triggered systems, the condition can be on the norm of the estimation error being below a
given threshold factor of the norm of the state [MT11]; requiring the derivative of a Lyapunov
function of the state being semi-negative definite [MT08] [HJT12]; or, having the norm of
the state below a certain threshold [HSB08]. However, more general event- and self-triggered
strategies need to be developed for networked control systems with the objective of having an
online strategy, meaning that, at each time instant, the observer or the sensor must be capable of
deciding when the next measurement update is going to take place. Those techniques must be
distributed, able to handle large dimension state spaces and number of sensors as well as being
suitable to produce set-valued state estimates.
A trade-off between accuracy and computational cost is common when designing set-valued
state estimators. In order to increase the accuracy of the observers, one needs to consider more
past instant observations as to reduce the initial uncertainty of the state, thus increasing the
computational complexity and rendering the solution not suitable for time sensitive applications
or cases where nodes have limited computational resources. The problem of reducing the
complexity of the SVOs simultaneously improving the respective convergence for Linear Time-
Invariant (LTI) systems resorts to using a left-coprime factorization [RSA14].
4
1.3 Contributions of the Thesis
1.3 Contributions of the Thesis
The main contributions of this PhD thesis are as follows:
• The design of randomized gossip and broadcast algorithms to solve the average consensus
problem that is able to cope with crash-type faults in the network such as packet loss and
nodes entering and leaving the network. Convergence rates are provided both for the
continuous and discrete time case given by the relationship between the two. Convergence
is shown for three important stochastic definitions and then provided how the problem of
optimizing the algorithm parameters can be carried in a distributed fashion;
• A model for social interactions based on proximity of objective opinions describing how
people interact and reach conclusions is proposed, resulting in a linear state-dependent
algorithm with finite-time convergence properties. The issue of determining which nodes
contribute the most to the final opinion is addressed and the randomized version of
the social network is introduced with a two-fold objective: model more accurately the
asynchronous behavior of social interactions, and allowing to implement the same algo-
rithm for problems with wireless communication where the network is dependent on the
position of the nodes;
• The concept of Stochastic Set-Valued Observers (SSVOs) is described as a mathematical
tool to find set-valued estimates of the state representing α-confidence sets for distributed
systems. Detection of faults representing a different model for the probability distributions
is made possible using SSVOs as well as results regarding the maximum input of third
party in the distributed system before being detected;
• A finite-time detection algorithm with nodes sharing measurements is constructed using
SVOs or SSVOs and an analysis is made as to provide results regarding the maximum
horizon value needed and the links of the topology graph that are irrelevant for the case
of distributed algorithms;
• An extension to existing results bounding the horizon value by the size of the state space for
LTI systems is given for the more general class of Linear Parameter-Varying (LPV) systems
by resorting to a left-coprime factorization and the definition of deadbeat observers;
• In the context of power networks, it is shown that by performing a coprime factorization,
the SVOs can be applied to detectable plants, where the convergence of estimates is
governed by the slowest stable unobservable mode;
• and, event- and self-triggering strategies are presented using SVOs for NCSs. Additionally,
using this concept, it is described the procedure to reduce the computational cost at the
expenses of temporarily increasing the conservatism of the estimates which is fundamental
when considering time-sensitive plants or real-time applications.
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Each of the following chapters contains a list of its specific contributions.
1.4 Organization of the Thesis
1.4.1 Randomized Time-Dependent Algorithms
Even assuming that all conditions for convergence of synchronous or asynchronous algorithms
are met, in the general case, faults can drive the system to final states that do not correspond to
the desired operating point, and in worst cases, convergence can even be prevented. Moreover,
if we assume the fault is being caused by an external agent that is trying to compromise the
system, without any type of fault detection mechanism or fault-tolerant algorithms, simple
malicious actions can drive the state of the system to wherever him/she desires depending only
if the nodes that can be corrupted form a controllable system for the attacker.
Therefore, Chapter 2 addresses the design of randomized gossip and broadcast algorithms
that are robust to crash-type faults in the network, such as unresponsive nodes, packet drops,
packets discarded by failed checksum values, etc. The average consensus problem is studied due
to its many interesting applications and connections to other problems in the control community.
The adopted model assumes that the behavior of the network is independent which precludes
the use of many available tools in the literature to prove convergence and give expressions for
the rates of convergence of the algorithms.
Special interest is focused on the convergence rate for the proposed algorithms. To this
extent, the continuous case convergence rate is expressed at the expenses of the discrete case.
Finding the fastest convergence algorithm relates to solving an optimization problem that,
through an explicit relationship between the probability distribution of communications and
the convergence rate, it is possible to write as a convex optimization problem and employ
standard strategies in the literature and obtain a distributed optimization of the convergence
rate.
1.4.2 Randomized State-Dependent Algorithms
A crucial assumption in Chapter 2 is the independent evolution of the network. The nodes state
plays no role in the definition of neighbors or actions to be followed. Performance is limited by
this fact and, in many cases of interest where nodes are connected through a wireless medium,
the network topology might depend, for example, on the positions of the nodes.
Chapter 3 tackles the problem of understanding how people reach conclusions from their
initial objective opinions regarding a subject. The main motivation behind looking at this
problem is that by removing the aforementioned assumption, performance can be improved or,
conversely, the demand for network resources can be relaxed.
The stochastic version of the social network results in an asynchronous distributed algorithm
that better maps how people interact but also has interesting robustness properties to crash-type
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faults if applied to control problems. Study of convergence requires different techniques as the
assumption for independent network formation no longer applies.
1.4.3 Set-Valued Estimators
In Chapter 2 and Chapter 3, the class of faults being tolerated by the algorithms was limited to
crash-type faults. However, many other faults can affect a plant with faulty sensors or actuators
having the same impact on the performance as crash faults have in synchronous algorithms.
Chapter 4 considers a broader class of faults and more realistic models by allowing parameter
uncertainties, disturbances and noise in the sensors.
Progress in the construction of fault-tolerant systems is made by firstly defining the problem,
which motivated the use of set-valued estimators due to their guarantees for the worst-case
scenario. In a sense, if the faults are caused by an agent with malicious intentions, then even if
the probability of a certain event is very small but with a big impact, then it must be considered.
The framework for SVOs is introduced allowing the computation of a polytopic set where the
state is guaranteed to belong. As a consequence, a bound on the attacker signal can be computed
such that, if it is exceeded, the fault is guaranteed to be detected.
In a different direction, a fault in a stochastic system can also be the consequence of certain
events happening with a probability distribution different from the assigned by the algorithm.
To deal with those faults, the concept of Stochastic Set-Valued Observers (SSVO) is proposed to
computed α-confidence sets where the state is guaranteed to belong with probability 1−α.
The discussion converges to the proposal of a randomized algorithm for the consensus
problem where nodes share estimates and that achieves finite-time detection in case of a fault.
Even if the sequence of transmissions is not rich enough, at least the algorithm converges
asymptotically to the solution. In practice, this algorithm can be enforced to satisfy the finite-
time property by employing a token-passing scheme. Depending on the type of set-valued
estimators to be used, different classes of faults can be detected and isolated by the algorithm.
1.4.4 SVOs for LPV systems with Coprime Factorization
The main disadvantage concerning the use of SVOs is its associated high computational cost that
grows exponentially with the number of uncertainties and the horizon. In Chapter 4, results
specific for distributed systems having in mind the application of consensus were presented
both to reduce the number of links considered in the model (i.e., also reducing the number
of required uncertainties) and the number of past observations (i.e., the horizon). However,
the structure of the algorithm and some properties regarding its dynamics were used which
invalidates the same analysis for the general case.
Chapter 5 is dedicated to the problem of bounding the required horizon to guarantee that
the size of the sets representing the estimates does not grow without bounds. By performing
a left-coprime factorization, the original system is divided into two stable subsystems with
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dynamics that can be made as fast convergent as desired if there exists a deadbeat observer for
the system. Thus, by constructing an SVO for each of the subsystems it is possible to eliminate
the error associated with past estimates and the uncertainty in the initial state with a horizon
equal to the size of the state space. It also makes possible fault detection for unstable plants,
which was not guaranteed for the original plant as the SVOs can introduce conservatism if
approximated methods are used to save in complexity.
1.4.5 Fault Detection and Isolation in Detectable Systems
For some applications in networks and distributed detection, observability might be lost for
instance when only relative measurements are available. In such cases, even though the system
is normally stable, the fact that it has unobservable modes means that the set-valued estimates
are going to diverge. In order to apply the techniques described in this thesis to such cases, the
issue of detectable systems must me addressed.
For detectable systems, Chapter 6 revisits the topic of using a coprime factorization and
where the modes of the dynamics of the observer can be placed arbitrarily except for the
unobservable modes. In doing so, the convergence rate for the estimates is going to depend
on the slowest unobservable mode. The discussion regarding the convergence led to consider
the definition for fault detectability and fault identifiability in the literature as to define new
equations that do not require a projection using the Fourier-Motzkin elimination method and,
therefore, are of low complexity when compared to the standard SVOs. The new type of SVOs
are not iterative by nature which means that conservatism is added to the initial estimate but is
removed by the fast dynamics of the observer using the factorization.
1.4.6 Event- and Self-Triggered NCS and Set-Valued Observers
Chapter 5 initiated a discussion regarding the speed of the computations of the set-valued
estimates. Real-time applications or plants to be discretized using a small sampling period
demand fast observers. The proposal in Chapter 7 is to overbound the sets produced by the
SVOs using ellipsoids and propagate them by resorting to the techniques used for set-valued
estimators with ellipsoids. In doing so, we have a low-complexity approximation at the expenses
of adding conservatism. Event- and Self-triggering strategies are introduced to cope with the
problem that the added conservatism can deteriorate the accuracy above a certain threshold or
above a certain level where the estimates are not converging.
In studying the aforementioned strategies to reduce the number of times the full iteration
of the SVOs is computed made natural the application of similar conditions for event- and
self-triggering NCS. In this setup, the main objective is to reduce the number of times the
sensor communicates its measurement to avoid consuming the resources of the network. The
triggering frequency is studied both in the cases where no information is known regarding the
parameters of the dynamics and when the stochastic distribution has a known expected value
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for the maximum singular value of the dynamics.
1.5 Notations and Definitions
This section introduces some of the mathematical notation used throughout the thesis. Further
details will be presented later as necessary. Specific definitions to each chapter are introduced
in that same chapter for clarity.
Rn set of ordered n-tuples of real numbers,
Rn×m set of n by m matrices with elements in R,
xᵀ transpose of a vector x
Aᵀ transpose of a matrix A
rσ (A) spectral radius of matrix A,
λi(A) i-th eigenvalue of A,
σi(A) i-th singular value of A,
σmax(A) maximum singular value of A,
1n n-dimension vector of ones,
0n n-dimension vector of zeros,
ei vector of zeros except the ith entry which is equal to 1,
[x]i ith component of vector x,
In identity matrix of dimension n,
diag([A1 . . .An]) block diagonal matrix with blocks Ai ,
⊗ Kronecker product,
O(n) Orthogonal group of dimension n.
For a vector v ∈Rn, we define the vector norm of v as
‖v‖p :=
 n∑
i=1
|vi |p

1
p
,
for 1 ≤ p ≤∞. The subscript p is dropped whenever clear from context that we are referring to
p = 2. For a matrix A ∈Rn×n, we define the matrix norm induced by the above vector norm as
‖A‖ := σmax(A).
For a matrix A ∈Rm×n,
A =

a11 · · · a1n
...
. . .
...
am1 · · · amn
 ,
the operation vec(A) returns a mn× 1 column vector corresponding to stacking all columns of
matrix A, i.e.,
vec(A) := [a11, · · · , am1, a12, · · ·am2, · · · , a1n, · · ·amn]ᵀ.
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Randomized Time-Dependent
Algorithms
2.1 Introduction
Distributed iterative algorithms performance and correctness can be prevented when in the
presence of packet drops, transmission errors, reordering of the messages in the communication
channel, among many other issues that might arise from considering a network connecting
the different parts in the loop between controller and plant or between agents in a multi-
agent systems scenario. In order to make protocols robust to these issues, a possibility is to
address a classical point-of-view and define thresholds for considering a packet lost, maintaining
counters to ensure ordering of the messages, etc. However, modern medium access technologies
such those used for wireless communication exploit randomness to remove the necessity for
highly-structured algorithms and better usage of the medium.
This chapter follows the concept of introducing random transmissions and decisions to
deal with those issues, while still providing results that can give performance guarantees in a
stochastic sense. The case of time-dependent interaction with no relationship with the agent
states is addressed and events can be considered to be independent, with traditional tools
for analyzing Markov Chains and convergence of stochastic variables being employed. The
particular case of consensus is quite common in the literature but usually prone to having its
correctness and performance compromised in the presence of faults.
2.2 Main Contributions and Organization
This chapter is organized as follows. The case of consensus is presented in a setting tolerant to
any type of fault regarding the network by focusing on designing an asynchronous algorithm
with directed communication in such a way that only a node receives information and therefore
no additional communication is required to ensure that the transmission is successful. In
essence, the node is going to change its state according to the algorithm iteration if and only if it
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received a packet, without requiring any type of ordering or guarantees. For this case, results
about the convergence rate and how to optimize its performance are provided in a distributed
manner.
The main contributions of this part are two-folded and were presented in the papers [ASS11]
and [SRHSew]:
• we introduce a new algorithm based on state augmentation to deal with the case that
communication is unidirectional in each time slot. We consider two scenarios, namely the
gossip — where each node communicates with one neighbor; and broadcast — where each
node transmits to the whole network but does not receive information at that time slot.
We show convergence for three different stochastic convergence definitions and present
necessary and sufficient conditions for convergence. Results regarding convergence rates
in discrete time are presented for both scenarios;
• we address the problem of finding the fastest convergent directed algorithm showing how
it can be written as a Semi-definite optimization problem and how nodes can solve it in a
distributed fashion.
2.3 Consensus
Consensus refers to the problem where a group of agents needs to agree on a function of their
initial state by means of a distributed algorithm, in which the communication between agents
is constrained by a network topology. Such problem is of prime importance and examples of
application range from distributed optimization [TBA86], [JKJJ08]; motion coordination tasks
like flocking, leader following [JLM03]; rendezvous problems [CMB06]; and resource allocation
in computer networks [CLCD07].
The average consensus problem has been solved using linear distributed algorithms with
each agent computing a weighted average of its state and the values received from its neighbors
(see, e.g, [OSM04], [BCM09]). Several instances of this problem have been proposed such
as considering stochastic packet drops and link failures [PBEA10], [FZ09], quantized data
transmissions [CBZ10], and time-varying communication connectivity [OSM04].
The above variations of the consensus problem are prone to faults affecting its performance
and correctness. Since nodes states evolve deterministically and synchronously, it means that
average is not kept if one communication fails, which entitles for the need to have every node
determining if the whole interaction was successful before committing to the updated value.
An important class of solutions capable of dealing with a varying network topology caused by
nodes joining and leaving the network was introduced in [BGPS06] as a randomized gossip
algorithm. The main feature of this algorithm is that each agent communicates with a randomly
selected neighbor at each transmission time. In [BGPS06], pairs of nodes exchange their state
information, which assumes bidirectionality in the communication.
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In this chapter, it is presented a generalization to the unidirectional case and considered
the case where a node can broadcast to the entire network, which appears naturally in wireless
networks. In doing so, the need to consider faults for each link is removed as only the node
receiving information changes its state. Communication is unidirectional at each time slot, i.e.,
at each transmission time a single agent transmits data to one or several agents, but does not
receive data. This is of interest to construct algorithms tolerant to packets being discarded or
lost. Note that at a different time slot receiver and sender agents may invert their roles, i.e., the
word unidirectional refers only to communication at a given transmission time.
We consider the two following scenarios: (i) randomized gossip algorithms in wireless
networks, where each agent becomes active at randomly chosen times, transmitting its data
to a single neighbor; (ii) broadcast wireless networks, where each agent transmits to all the
other agents, access to the network occurs with the same probability for every agent, and the
intervals between transmissions are independent and identically distributed. As we shall see,
the unidirectionality communication constraint precludes in general the existence of a linear
distributed algorithm where associated to each agent there is a single scalar state. The state
of a node is updated based on the values of the other agents, as in related problems where the
communication topology of the network is also time-varying, but satisfies different assumptions
(see [OSM04], [BCM09]). We assume a symmetric communication topology, meaning that if an
agent a can communicate with an agent b then the agent b can communicate with the agent
a, although this does not take place at the same transmission time, i.e., at each transmission
time the graphs modeling communications are in general asymmetric. Note that this is typically
the case in wireless networks, and therefore this assumption is reasonable to assume in both
scenarios (i) and (ii).
Directly related to our study of the fastest distributed algorithm is [BGPS06] and [CI12].
As supra cited, [BGPS06] considers bidirectional communications but provides upper and
lower bounds on the convergence to the average consensus. More recently, [CI12] proposes
a linear algorithm that almost surely converges to consensus and also provides convergence
rates. Nonetheless, the algorithm assumes that at each transmission time a node communicates
with all its neighbors, instead of a single one. In [LM12], a technique using a scaling variable is
employed and the network model consists of all nodes communicating to its neighbors with the
correspondent communication graph being strongly connected. In [CI11], a gossip algorithm
is presented using asynchronous communication between the pairs of nodes. The average
consensus is achieved using a state augmentation technique and a nonlinear operation based
on the received state and the node’s own state. The method does not assume a symmetric
communication topology, but it is only proved to converge almost surely and not in mean square
sense. Our algorithm is the directed linear parallel of the standard gossip algorithm presented
in [BGPS06] and relates to the linear distributed algorithms [BCM09].
The study of convergence using ergodic infinite sequences of stochastic matrices has also
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been applied to study the consensus problem. In [TSJ08], the underlying network is generated
by a random graph process and convergence is shown to be equivalent to the spectral radius of
the expected value matrix having the second largest eigenvalue inside the unit circle. The chain
product of stochastic matrices is studied in [TN14] for balanced and strongly aperiodic chains.
In [BBT+10], the concept of ergodicity is explored to prove that a weighted gossip algorithm,
which uses a variable to estimate the sum of all initial states and a weight variable to count the
number of nodes, converges to the average consensus. These proposals using the ergodicity
concept require each matrix in the chain to have strict positive diagonal which differs from the
class of algorithms studied in this chapter. The same concept of a variable to track the sum and
another for the number of nodes is used in [KDG03], even though, the main focus is on bounds
for the time of convergence. In [DGHec], multiple dynamic weight assignment techniques are
proposed and the algorithm is showed to converge if the underlying graph is strongly connected.
In essence, all these proposals that require strongly connected graphs as the support graph for
each update matrix differ from our work in the sense that in each iteration more than a pair of
nodes needs to communicate.
These results can be found in a preliminary version in [ASS11] and extended by providing a
proof for converge in mean square sense and almost surely and also by showing how to use the
structure of the expected value matrix to simplify the nonconvex optimization of the average of
the non-symmetric transmission matrices.
2.3.1 Problem Description
We consider a set of n agents with scalar state xi(k), 1 ≤ i ≤ n, and our goal is to construct a
distributed iterative algorithm that guarantees convergence of the state to its initial average
value, i.e.,
lim
k→∞
xi(k) = xav :=
1
n
n∑
i=1
xi(0). (2.1)
We refer to this problem as the average consensus problem.
In gossip algorithms, each node has a clock which at random times chooses one of its
neighbors to communicate its own state. The time a communication is attempted is called a
transmission time k and assumed that each node has the same probability of being the node
that initiated the communication. Such node, denoted by i, chooses a random out-neighbor
j according to the probability distributions wi1,wi2, . . . ,win,
∑n
j=1wij = 1, ∀i. The set of all
out-neighbors of i is denoted byNout(i), with the number of elements in the set being given by
nout, and, equivalently, the set of all in-neighbors of i is denoted byNin(i).
The communication topology is modeled by a directed graph G = (V ,E), where V represents
the set of n agents, also called nodes, and E ⊆ V ×V is the set of communication links, also called
edges. The node i can send a message to the node j, if (i, j) ∈ E. If there exists at least one i ∈ V
such that (i, i) ∈ E, we say that the graph has self-loops which can model, for example, packet
drops since node i only has access to its own value at that transmission time. We associate to the
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graph G a weighted adjacency matrix W with entries:
Wij :=
wij , if (i, j) ∈ E0, otherwise ;wij ∈ [0,1]
Our goal is to solve this problem using a linear randomized gossip algorithm defined by the
iteration:
x(k + 1) =Ukx(k), (2.2)
where Uk is selected randomly from a set {Qij ,1 ≤ i ≤ n,1 ≤ j ≤ n}. The matrices Qij implement
the update on state variables xi and xj caused by a transmission from node i to node j and
represent a set of column stochastic matrices (i.e. 1ᵀQij = 1ᵀ) to keep the average between
iterations.
Since matrices Uk in (2.2) are randomly chosen, the state in (2.2) is a stochastic process and
we need to specify how to interpret the convergence in (2.1).
Definition 2.1 (Stochastic Convergence). We say that the state of (2.2):
(i) converges almost surely to average consensus if
lim
k→∞
xi(k) = xav :=
1
n
n∑
i=1
xi(0) , ∀i∈{1,...,n}
almost surely;
(ii) converges in expectation to average consensus if
lim
k→∞
E[xi(k)] = xav , ∀i∈{1,...,n}.
(iii) converges in mean square sense to average consensus if
lim
k→∞
E[(xi(k)− xav)2]→ 0 , ∀i∈{1,...,n}.
2.3.2 Proposed Solution
Our original proposed solution [ASS11] to the randomized gossip case is presented next where
the key difference is stressed. We start by augmenting the original state x(k) with an auxiliary
vector y(k) ∈Rn, and define
z = (x,y). (2.3)
We consider a linear distributed algorithm taking the form
z(k + 1) =Ukz(k), (2.4)
where z(0) = (x(0), y(0)), y(0) = 0. Intuitively, the purpose of y it to assure that at each
iteration the total state average is kept constant, i.e., that
n∑
i=1
xi(k + 1) +
n∑
i=1
yi(k + 1)
2n
=
n∑
i=1
xi(k) +
n∑
i=1
yi(k)
2n
. (2.5)
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If we initialize y to zero and guarantee that y(k) goes to zero then average consensus is achieved.
More specifically, the proposed algorithm can be described as follows.
At time k, a given node i sends a message containing xi(k) and yi(k) to one out-neighbor. The
node i does not change its state, i.e.,
xi(k + 1) = xi(k) (2.6)
and resets the auxiliary state to zero
yi(k + 1) = 0. (2.7)
A node j receiving this message, updates its state xj(k) according to
xj(k + 1) = (1−α)xj(k) +αxi(k) + βyj(k) +γyi(k) (2.8)
and updates its variable yj(k) according to
yj(k + 1) =
yi(k)
nout(i,k)
+ yj(k) + xj(k)− xj(k + 1) (2.9)
so that the total state average is kept constant, i.e., (2.5) holds. In the following sections, we
present the details for each of the considered scenarios.
Gossip algorithm G
The matrices Uk are taken from the set {Qij ,1 ≤ i, j ≤ n}, where each Qij corresponds to a
transmission from node i to an out-neighbor node j, and these matrices are described as follows.
Let Λi := diag(ei) and Ωij := I − (Λi +Λj ). Then
Qij =
[
Aij Bij
Cij Dij
]
(2.10)
where
Aij := I −αΛj +αejeᵀi
Bij := βΛj +γeje
ᵀ
i
Cij :=Λj(I −Aij )
Dij :=Ωij +Λj(I + eje
ᵀ
i −Bij ).
(2.11)
The matrices defined in (2.10) also model the case where a node i picks itself when there
is a clock tick (with probability wii). The matrices Uk are by construction independent and
identically distributed, and satisfy
Prob[Uk =Qij ] =
1
n
wij ,
( 1n is the probability that node i is the one whose clock ticks at k and wij the probability that i
picks its out-neighbor node j).
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Broadcast Algorithm B
The matrices Uk are taken from the set {Ri ,1 ≤ i ≤ n}, where each Ri corresponds to a transmis-
sion from node i to every other node. Let Λi := diag(ei), Ωi = (I −Λi). Then
Ri =
[
Ai Bi
Ci Di
]
(2.12)
Ai = (1−α)I +α1neᵀi
Bi =Ωi(βI +γ1ne
ᵀ
i )
Ci =Ωi(I −Ai)
Di =Ωi(I +
1ne
ᵀ
i
n− 1 −Bi).
The matrices Uk are independent and identically distributed due to our assumption that nodes
access the network with the same probability, i.e.
Prob[Uk = Ri] =
1
n
.
Hereafter, we denote by gossip algorithm G the linear distributed algorithm modeled by (2.4)
and (2.10), and denote by broadcast algorithm B the linear distributed algorithm modeled by (2.4)
and (2.12). Note that, by construction, for both gossip and broadcast algorithms the matrices
{Uk , k ≥ 0} are such that [
1
ᵀ
n 1
ᵀ
n
]
Uk =
[
1
ᵀ
n 1
ᵀ
n
]
, (2.13)
which means that the total average is preserved at each iteration, i.e., 1ᵀ2nz(k + 1) = 1
ᵀ
2nz(k), and
Uk
[
1n
0n
]
=
[
1n
0n
]
(2.14)
which means that if consensus is achieved at iteration k, i.e., if x(k) = c1n and y(k) = 0n, the state
remains unchanged at iteration k + 1, i.e., x(k + 1) = c1n and y(k + 1) = 0n.
2.4 Convergence Analysis
In this section, we provide results regarding the convergence for the two considered scenar-
ios. We start by providing necessary and sufficient conditions to test the convergence of the
algorithms for a particular network topology, which can be seen as a generalization of the
bidirectional case for a unidirectional case with state augmentation.
The next theorem provides necessary and sufficient conditions for convergence of any of the
algorithms with state augmentation.
Theorem 2.1. Consider a linear distributed algorithm (2.4) where {Uk , k ≥ 0} are characterized
by (2.13), (2.14), and are randomly chosen from a setM := {Bi ,1 ≤ i ≤ np}, according to
Prob[Uk = Bi] = pi ,
np∑
i=1
pi = 1.
17
Chapter 2: Randomized Time-Dependent Algorithms
Then, the linear distributed algorithm converges in expectation to average consensus if and only if
rσ (
np∑
i=1
piBi − 1n
[
1n
0n
][
1
ᵀ
n 1
ᵀ
n
]
) < 1 (2.15)
and converges in mean square sense to average consensus if and only if
rσ (
np∑
i=1
piBi ⊗Bi − S) < 1, (2.16)
where
S :=
1
n2
(
[
1n
0n
]
⊗
[
1n
0n
]
)(
[
1
ᵀ
n 1
ᵀ
n
]
⊗
[
1
ᵀ
n 1
ᵀ
n )
]
).

Proof. We start by proving (2.15). Let R := E[Uk] =
∑np
i=1Bi . Since Uk are i.i.d matrices we have
E[z(k + 1)] = RE[z(k)]. By conditioning k times we have E[z(k + 1)] = Rkz(0), from which we
must have Rk→ 1n
[
1n
0n
][
1
ᵀ
n 1
ᵀ
n
]
since we want z(k) to converge to consensus. By linearity of the
expected value operator and since we defined Bi as in (2.13) and (2.14), we have an eigenvalue
of 1 corresponding to the left eigenvector
[
1
ᵀ
n 1
ᵀ
n
]
and to the right eigenvector
[
1n
0n
]
. We need
to have the remaining eigenvalues to have magnitude strictly less than 1 which gives (2.15).
To prove (2.16), we calculate the E[z(k + 1)z(k + 1)ᵀ] = E[Ukz(k)z(k)ᵀU
ᵀ
k ]. Let us define
Z(k) = z(k)z(k)ᵀ, then
Z(k + 1)ij = ((Ukz(k))(Ukz(k))
ᵀ)ij
= (Ukz(k))i(Ukz(k))j
Defining Z˜(k) = vec(Z(k)), we have Z˜(k+ 1) = (Uk ⊗Uk)Z˜(k). Let R2 := E[Uk ⊗Uk] = ∑npi=1Bi ⊗
Bi . Since Uk are i.i.d, E[Z˜(k + 1)] = R2E[Z˜(k)], which by repeating the conditioning, we get
E[Z˜(k + 1)] = Rk2Z˜(0). Thus, R
k
2 → S for the system to go to consensus. Take v =
[
1n
0n
]
and
w =
[
1
ᵀ
n 1
ᵀ
n
]
and again due to linearity of the expected value operator, R2 has eigenvalue 1 for
the right eigenvector v⊗v and the left eigenvector w⊗w. To have convergence all the remaining
eigenvalues must have magnitude strictly less than 1 which gives (2.16).
The previous theorem related the convergence with the spectral radius of a matrix for a
given network topology and probabilities of communication. In the following theorem, we
show that convergence holds for any strongly connected graph with symmetric communication
probabilities.
Theorem 2.2 (Convergence of G). For any graph G which is strongly connected and admits a
symmetric weighted adjacency matrix W the algorithm G with parameters α = β = γ = 1/2 converges
to consensus:
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(i) almost surely;
(ii) in expectation;
(iii) in mean square sense.

Proof. We start by proving convergence (ii). Let
R := E[Uk] =
n∑
i=1
∑
j∈Nout(i)
wijQij .
Since E[z(k + 1)] = RE[z(k)] from the fact that Uk are independent, we have that
E[z(k + 1)] = E[
[
x(k + 1)
y(k + 1)
]
] = Rkz(0) = Rk
[
x(0)
0
]
and therefore it suffices to prove that
lim
k→∞
Rk =
1
n
[
1n
0n
][
1
ᵀ
n 1
ᵀ
n
]
(2.17)
from which we conclude that limk→∞E[x(k + 1)] = 1nxav, xav = 1
ᵀ
nx(0). From (2.10), (2.11) we
notice that we can partition R into blocks R =
[
R1 R2
R3 R4
]
where each block is a linear combination
of the following three matrices
X =
n∑
i=1
∑
j∈Nout(i)
wijΛj , Y =
n∑
i=1
∑
j∈Nout(i)
wijΛi ,
Z =
n∑
i=1
∑
j∈Nout(i)
wijeje
ᵀ
i .
It is easy to see that Z = W ᵀ = W (since we assume that matrix W is symmetric) and Y = I .
Moreover,
X =
n∑
j=1
∑
i∈Nin(j)
wijΛj =
n∑
j=1
Λj = I,
where we used the fact that
∑
i∈Nin(j)wij = 1, i.e., the sum of weights for the in-neighbors of
i equals to one, due to the key assumption that W : Wij = wij is a doubly stochastic matrix.
Therefore, each Ri is a linear combination of the matrices W and I and we can write
R = P1 ⊗ Im + P2 ⊗W,
where for α = β = γ = 12 ,
P1 =
[
1− 12n 12n
1
2n 1− 32n
]
, P2 =
[
1
2n
1
2n− 12n 12n
]
.
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We denote an eigenvalue of a matrix A by λi(A) and the set of eigenvalues by {λi(A)}. Let
PS(δ) := P1 + δP2. Then one can obtain that
λi(PS(δ)) = 1 +
δ − 2±√2− δ2
2n
, i ∈ {1,2}. (2.18)
Let wP i be the two eigenvector of PS(δ), and vP j denote the n eigenvectors of W (note that W is
symmetric and therefore it has n eigenvectors). Then R has 2n eigenvectors wP i ⊗ vP j , since one
can show that
R(wP i ⊗ vP j ) = λ`(R)wPi ⊗ vP j
where the set of eigenvalues of R is given by
{λ`(R),1 ≤ ` ≤ 2n} = {λi(PS(ηj )) : ηj ∈ {λj(W )},
1 ≤ i ≤ 2,1 ≤ j ≤ n}
Since W is symmetric and doubly stochastic, and it is a weighted adjacency matrix of a strongly
connected and aperiodic graph, the eigenvalues of W are real, W has a simple eigenvalue at
1, and all the remaining eigenvalues belong to the set (−1,1). Corresponding to the simple
eigenvalue 1 of W , R has two eigenvalues at {λi(P1 + P2)} = {1,1 − 1/n}. Corresponding to the
eigenvalues of W that belong to the set (−1,1), the eigenvalues of R are inside the unit circle.
This can be shown by noticing that (2.18) is a strictly increasing function when −1 < δ < 1 for
each i and, using this fact, it is easy to conclude that rσ (P1 + δP2) < 1 for −1 < δ < 1. Thus R has a
single eigenvalue at 1, all the remaining eigenvalues are inside the unit disk, and the vectors
vR :=
[
1n
0n
]
and wR :=
[
1
ᵀ
n 1
ᵀ
n
]
are left and right eigenvalues of R, respectively, associated with
this eigenvalue 1. This implies that
lim
k→∞
Rk =
1
wRvR
vRwR,
which is (2.17).
To prove (iii), let us introduce the shorter notation for the minimum and maximum as
xmin(k) := min
`
x`(k)
xmax(k) := max
`
x`(k),
and a Lyapunov function
V (x(k)) = xmax(k)− xmin(k).
Then, we have that ∀k ≥ 0
‖x(k)− xav1n‖2 =
n∑
`=1
(x`(k)− xav)2
≤ (n− 1)V (x(0))
n∑
`=1
xmax(k)− xmin(k)
(2.19)
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where the inequality in (2.19) comes from the fact that, given the iteration defined in (2.8) and
(2.9), any product of matrices Qij have a constant sum of entries equal to 2n and any entry is
not larger than 1. Combining these two facts, the maximum difference between two nodes is
obtained when the row in the product of matrices Qij corresponding to `max := argmax` x`(k) is
e`max
[
−(n− 1) 1ᵀ2n−1
]
+
[
1n
0n
]
∗ eᵀ1
i.e., the xmax(k) ≤ (n−1)(xmax(0)−xmin(0))∧xmin(k) ≥ xmin(0) (and following the same reasoning,
xmax(k) ≤ xmax(0)∧xmin(k) ≥ xmin(0)−(n−2)(xmax(0)−xmin(0)) for the case of selecting the row in
the product of matrices Qij corresponding to the xmin(k)). In both cases, V (x(k)) ≤ (n−1)V (x(0)).
Using (2.19), it follows
E[‖x(k)− xav1n‖2|x(0)] ≤ (n− 1)V (x(0))E[V (x(k))|x(0)].
We shall prove that
E[V (x(k))|x(0)] ≤ cγ¯kV (x(0)) (2.20)
for a constant c from which stability in the mean square sense follows, because
E[‖x(k)− xav1n‖2|x(0)] ≤ (n− 1)cγ¯kV (x(0))2
for some positive constant c and γ¯ < 1.
To prove (2.20), it is sufficient to show that
E[V (x(k + τ))|x(k)]−γV (x(k)) ≤ 0 (2.21)
for time interval of size τ , constant γ < 1, which relates to γ¯ through γ
k
τ = γ¯k , and where E[·|·]
is the conditional expected value operator.
In order to upperbound the expected value in (2.21), we can define a finite sequence θ, of
size τ , such that θ1 =Uk+1, · · · ,θτ =Uk+τ . Since by assumption the graphG is strongly connected
and symmetric, there exists a path of nodes of at most n− 1 links that go from the maximum to
the minimum-value nodes. Let us assume the longest path possible of n− 1 links and define the
random variables pi1, · · · ,pin such that pi1(k) = xmax(k) and pin(k) = xmin(k) with each pii(k) being
the ith node in the path from the maximum and minimum-value nodes at time k.
With the objective of writing xmin(k + τ) and xmax(k + τ) with terms that include both
xmin(k) and xmax(k), we consider a finite sequence, for the time instant k, θ? . This sequence
is constructed as follows θ?1 = Qpi1pi2 ,θ
?
2 = Qpi2pi1 , · · · ,θ?τ−1 = Qpin−1,pin ,θ?τ = Qpin,pin−1 , where we
omitted the dependence of pi on k to improve readability. Therefore, each θ?i is also a random
variable as it depends on the path given by pi. This sequence of updates, of size τ = 2(n − 1)
occurs with non-zero probability
pgood =
1
n2(n−1)
n−1∏
`=1
([W ]pi` ,pi`+1)
2,
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as all weights [W ]pi` ,pi`+1 are non-negative and [W ]pi` ,pi`+1 = [W ]pi`+1,pi` . Computing the product
Qpi1pi2Qpi2pi1 · · ·Qpin−1,pinQpin,pin−1x(k), the expected value of function V (·) subject to the chosen
sequence θ? to occur from time k to k + τ becomes
E[V (x(k + τ))|x(k),θ = θ?] =1
2
xpin(k) +
1
2
xpin−1(k)
−
n−1∑
`=1
[ 1
2`
xpi` (k)
]
− 1
2n−1
xpin(k),
(2.22)
where we draw attention for the fact that conditioning on x(k) means that the variable pi becomes
deterministic. We can upperbound (2.22) and get
E[V (x(k + τ)|x(k),θ = θ?] ≤ xpin(k)−[(
1− 1
2n−1
)
xpi1(k) +
1
2n−1
xpin(k)
]
≤
(
1− 1
2n−1
)
(xpin(k)− xpi1(k))
≤
(
1− 1
2n−1
)
V (x(k))
where all the xpi` (k) inside the summation in (2.22) were replaced by xpi1(k). Let us introduce the
notation Θ := {θ?}⋃Θn⋃Θb⋃Θc where Θ is the set of all finite sequences of updates of size
τ , Θn is a subset of the sequences that do not increase the expected value, Θb is the subset of
sequences increasing the expected value in at most ϑ for some constant ϑ, and Θc is the subset
of sequences that decrease of at least ϑ. Sets {θ?},Θn,Θb and Θc are chosen to be mutually
disjoint. Thus, the expected value in (2.21) can be written as
E[V (x(k + τ))|x(k)] =
∑
θ∈Θ
pθE[V (x(k + τ))|x(k),θ]
= pgoodE[V (x(k + τ))|x(k),θ = θ?]
+
∑
θn∈Θn
pθnE[V (x(k + τ))|x(k),θ = θn]
+
∑
θb∈Θb
pθbE[V (x(k + τ))|x(k),θ = θb]
+
∑
θc∈Θc
pθcE[V (x(k + τ))|x(k),θ = θc]
(2.23)
where pθ is the probability of occurring the finite sequence θ out of all possible finite sequences
of size τ .
Let us define the random variables pisi (k) of length % as each representing a node in a sorted
path of nodes. All sequences θb, of size τ = % + 1, are characterized by θb1 = Qpis1pis2 , · · · ,θbτ−1 =
Qpis%−1pis% ,θ
b
τ =Qκpis% , for some node κ (once again to improve readability we omitted the depen-
dence of pis on k).
We focus on showing that there is an equivalent sequence θc with a greater or equal probabil-
ity and decrease of the function V (·) as that of θb. Since matrix W is symmetric, the probability
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Wij = Wji , which means we can reverse paths and maintain the same probability. Also, the
selection of matrices Qij is independent which makes probability of Qi1j1Qi2j2 equal to Qi2j2Qi1j1 .
We must consider three cases:
i) κ = pis% - i.e., failed transmission of the last node, which must be the minimum or the
maximum;
ii) κ = pis%−1 - i.e., a sequence that ends in the minimum or the maximum;
iii) κ , pis% - i.e., a communication from a node different than the minimum and maximum.
Let us construct a sequence θc, of size τ = % + 1 for case i). Intuitively, the problem with i) is
that the failed transmission forces the sum of the accumulated y variable with x. For i), we have
θc1 =Qpis%pis% ,θ
c
2 =Qpis1pis2 , · · · ,θcτ =Qpis%−1pis% , where we changed the place of the failed transmission.
In this case, we are in the same conditions then ii), which we address next, but for sequences of
size τ = %.
For case ii), if pis1 ∈ {xmin(k),xmax(k)}, we can construct θc1 = Qpis%pis%−1 , · · · ,θcτ = Qpis2pis1 , where
we reversed the path. In doing so, pθc = pθb and the variation ϑ for θc is greater or equal than
the variation for θb since pis1 − xav ≥ pisρ − xav. Intuitively, the bad case was due to nodes above
the average contacting the minimum node which was closer to the average than the maximum,
or vice-versa. If pis1 < {xmin(k),xmax(k)}, we will have to consider all the sequences pis of the
same length entering pis% Since W is symmetric, all the in-communications links sum to one
and therefore, the probabilities of all sequences pis for xmin(k) have the same probability as the
sequences pis ending in xmax(k) and the total variation is negative by the same reasoning.
Lastly, the construction for case iii) follows θc1 =Qpis%pis%−1 , · · · ,θcτ−1 =Qpis2pis1 ,θcτ =Qpis%κ. The se-
quence θc uses the same communicating pairs of nodes, so it happens with the same probability.
The main consequence is that ∑
θb∈Θb
pθb ≤
∑
θc∈Θc
pθc .
Given that
∀θn ∈Θn : E[V (x(k + τ))|x(k),θ = θn] ≤ V (x(k)),
∀θb ∈Θb : E[V (x(k + τ))|x(k),θ = θb] ≤ V (x(k)) +ϑ,
and
∀θc ∈Θc : E[V (x(k + τ))|x(k),θ = θc] ≤ V (x(k))−ϑ,
it is possible to overbound the terms in θn, θb and θc in (2.23) as (1− pgood)V (x(k)) and get
E[V (x(k + τ))|x(k)] ≤ pgood
(
1− 1
2n−1
)
V (x(k))
+ (1− pgood)V (x(k)).
(2.24)
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By simplifying (2.24), we get
E[V (x(k + τ))|x(k)] ≤
[
1− pgood 12n−1
]
V (x(k))
which satisfies (2.21) for γ = 1− pgood 12n−1 , getting convergence in mean square sense.
To prove i) notice that we verified ii) and iii), which means convergence for both the expected
value and the expected value of the square occur with an exponential rate. Using the Borel-
Cantelli first lemma [Bor09, Can17], the sequence converges almost surely.
Let us recall the definition of disagreement δ(x) [PS07] which is interesting for proving
convergence for the broadcast algorithm.
Definition 2.2 (disagreement). For any vector x ∈Rn, let us define its disagreement δ with respect
to some norm ||.|| as
δ(x) = ||x − 1nxav||
In particular, if using the ||.||∞ and introducing the notation x = maxi=1,...,n xi and x = mini=1,...,n xi
we get
δ(x) =
x − x
2
Definition 2.2 is particularly important to give properties about the evolution of the state in
each iteration which we introduce in the following definition.
Definition 2.3 (nonexpansive and pseudocontraction). A matrix A ∈Rn is said to be nonexpan-
sive if
||Ax − 1nxav||∞ ≤ ||x − 1nxav||∞
which is equivalent to say that
δ(Ax) ≤ δ(x)
and if the strict inequality holds then the matrix is a pseudocontraction.
Definition 2.4. A phase corresponds to an interval of time [k˜τ , k˜τ+1) such that ∃k?i ∈ [k˜τ , k˜τ+1),∀i :
1 ≤ i ≤ n, node i transmits at time k?i .
The following lemma gives the nonexpansive behaviour using the time scale of phases for
the algorithm B.
Lemma 2.1. For λ > 0, define Sλ = {z ∈ R2n : δ(z) < λ}, where z is defined in (2.3) and satisfy the
algorithm specified by (2.4) and equations (2.6), (2.7), (2.8) and (2.9). If z(0) ∈ Sλ then z(k˜τ ) ∈
Sλ,∀k˜τ > 0 with probability 1. Equivalently
Prob
 sup
0≤k˜τ<∞
δ(z(k˜τ )) ≥ λ
 = 0
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Proof. From equations (2.6), (2.7), (2.8) and (2.9) and taking all the parameters to be 1/2, we
get that ∀i ∈ V ,∀k > 0 : Rki = Ri . For the base case of a two-node network, and assuming
without loss of generality that we label as node 1 the node that transmitted first, we will get
z(k˜1) = R
k
1R2z(0) = R1R2z(0) =
1
2
[
12
02
][
1
ᵀ
2 1
ᵀ
2
]
z(0). This implies z(k˜0) ≥ z(k˜1) and conversely
z(k˜0) ≤ z(k˜1) which gives δ(z(k˜1)) ≤ δ(z(k˜0)). The same reasoning is valid for subsequent k˜τ , thus
meaning that for a 2-node network, we have δ(z(k˜τ+1)) ≤ δ(z(k˜τ )).
If we assume that δ(z(k˜τ+1)) ≤ δ(z(k˜τ )) for any τ and a network of n nodes, then let us prove
the statement for a network of n+1 nodes. Let us label node n+1 as the last to transmit for the first
time since k˜τ . By assumption, all the remaining nodes will have δ(z−(n+1)(k˜τ+1)) ≤ δ(z−(n+1)(k˜τ )),
where the variable z−(n+1) represents all the states except for the one of node n+ 1. Prior to time
k˜τ+1, node n+ 1 state is denoted by zn+1(k˜−τ+1) and in its x component it has xn+1(k˜−τ+1) ≤ xn+1(k˜τ )
and in the y component a value η which is the difference changed in the x variable to keep the
sum of the states constant. See that η < 0 if x(0) < xav and non-negative otherwise. When node
n+1 had xn+1(0) < xav, this implies that it will decrease the state variable of the remaining nodes
on a proportion ηn+1 . Therefore, the quantity
∑n
i=1 xi − xav + yi decreases (as the sum of deviation
above the average are greater than the deviations below the average when excluding the node
n+ 1 which directly implies that δ(z(k˜τ+1)) ≤ δ(z(k˜τ )). Conversely, it also holds when the node
n+ 1 has x(0) ≥ xav. Then, by induction we have the property δ(z(k˜τ+1)) ≤ δ(z(k˜τ )) for all n which
proves the lemma.
Based on Lemma 2.1 it is possible to state the following theorem regarding the convergence
of B.
Theorem 2.3 (Convergence of B). For any complete graph G, the algorithm B with parameters
α = β = γ = 1/2 converges to consensus:
(i) almost surely;
(ii) in expectation;
(iii) in mean square sense.

Proof. We start by proving convergence in (ii) by showing that rσ (R) ≤ 1. We start by noticing
that matrix R in this case can be rewritten as:
R = P1 ⊗ In + P2 ⊗ 1n1
ᵀ
n
n
where
P1 =
1−α −γ+(n−1)βnα n−2n−1 + γ−(n−1)βn
 , P2 = [ α γ−α 1n−1 −γ
]
.
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Then, R has two simple eigenvalues in 1 and 1/n and two eigenvalues with multiplicity n− 1
corresponding to:
λi(R) =
n−n2 + 1±√n4 − 4n3 + 5n2 − 2n+ 1
2n(1−n) . (2.25)
Using the derivatives of this expression for the eigenvalues in (2.25), we have λ1 ∈ [12 ;1] and
λ2 ∈ [0; 5−
√
13
12 ]. Therefore, rσ (R) ≤ 1, which concludes the proof of convergence in expectation.
To establish (iii), let us select time instances as in the Definition 2.4 of phase and, by Lemma
2.1, the variable x is pseudocontracting meaning that x(k˜) ∈ Sλ,λ > 0 and that the derivative
is negative over phase intervals (also see [Mor04] and references therein). An equivalent
formulation is that with probability one we have ∀k˜ : V (x(k˜)) ≤ V (x(0)).
Given the definition of the function V (x(k)) := xmax(k)− xmin(k), it holds that ∀k ≥ 0
‖x(k)−1nxav‖2 =
n∑
`=1
(x`(k)− xav)2 (2.26)
≤ V (x(0))
n∑
`=1
|x`(k)− xav|
≤ V (x(0))
n∑
`=1
xmax(k)− xmin(k)
where the above inequalities come from the definition of maximum and minimum and ∀` ≤
n,k ≥ 0 : |x`(k)− xav| ≤ xmax(k)− xmin(k).
Using (2.26), it follows that
E[‖x(k)−1nxav‖2|x(0)] ≤ nV (x(0))E[V (x(k))|x(0)]. (2.27)
However, given the result in (ii) we have that
E[V (x(k + 1))|x(k)] ≤ ζV (x(k))
for 0 < ζ < 1. Therefore, (2.27) becomes
E[‖x(k)−1nxav‖2|x(0)] ≤ nζkV (x(0))2
from which the conclusion follows.
The result in (i) is given by the exponential convergence in the mean square sense in (iii). In
more detail, the Markon’s Inequality states for a random variable X that
P[X ≥ a] ≤ E[X]
a
.
If we define the error as e(k) = x(k)−1xav, we can compute
lim
k→∞
P
[‖x(k)−1nxav‖
‖x(0)−1nxav‖ ≥ 
]
= lim
k→∞
P
[
e(k)ᵀe(k)
e(0)ᵀe(0)
≥ 2
]
≤ lim
k→∞
−2E[e(k)
ᵀe(k)]
e(0)ᵀe(0)
= lim
k→∞
−2ζk
= 0.
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for the 0 < ζ < 1 constant found for the convergence in mean square sense.
2.5 Convergence Rates
The interesting problem of finding the fastest distributed linear algorithm is addressed and the
convergence rates are provided in discrete time. We show that the rates relate to the second
largest eigenvalue of the linear combination of the transmission matrices. We start by providing
a result available in the literature and showing how both algorithm G and B can be seen in that
framework.
Definition 2.5 (-averaging time). For any 0 <  < 1, the -averaging time, denoted by tavg(,p),
of a linear distributed algorithm (2.4), where {Uk , k ≥ 0} are characterized by (2.13), (2.14), and
randomly chosen from a setM := {Bi ,1 ≤ i ≤ np}, where
Prob[Uk = Bi] = pi ,
np∑
i=1
pi = 1.
is defined as
sup
z(0)
inf
t : Prob
 ||z(k)− zav1||||z(0)|| ≥ 
 ≤ 

where ||v|| denotes the l2 norm of the vector v.
Using the above definition, we provide the unidirectional version of the bounds found in
[BGPS06].
Theorem 2.4 (Convergence in discrete time). The averaging time tavg(,p) (measured in terms of
clock ticks) of the linear distributed algorithm, as defined in Definition 2.5 is bounded by:
tavg(,p) ≤ 3log
−1
logλ2(R2)−1
and
tavg(,p) ≥ 0.5log
−1
logλ2(R2)−1
where
R2 =
np∑
i=1
piBi ⊗Bi

Proof. The proof follows from the fact that both algorithm G and B can be casted into the
formulation of Definition 2.5 which is the same as the [Thm 3, [BGPS06]].
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2.5.1 Distributed Optimization
In the previous section, we presented convergence results for the directed gossip algorithm.
An important practical question is how we can optimize the rate of convergence given by the
second largest eigenvalue. Such question is of interest because matrices Qij are nonsymmetric
which renders the problem non convex.
Theorem 2.5 (Distributed Optimization). The directed gossip algorithm G for a system of the form
(2.4) with the linear iteration as in (2.10) can be optimized for communication probabilities in matrix
W and for parameters α, β and γ .

Proof. When optimizing for matrix W we are interested in solving the following optimization
problem:
minimize λ2(R)
subject to R =
n∑
i,j=1
1
n
WijQij
Wij ≥ 0, Wij = 0 if {i, j} < E
W1n = 1n.
However, notice that we used the fact that λi(PS(δ)) is a monotonically increasing function
with λ2(W ) to prove convergence, which allows us to rewrite the problem as:
minimize t
subject to W − 1n1ᵀn  tIn
Wij ≥ 0, Wij = 0 if {i, j} < E
W1n = 1n.
Let us introduce for each directed link (the optimization can be carried out for nonsymmetric
matrices W) a new variable ηk ,1 ≤ k ≤ |E| and a correspondent flow matrix Fk = −(ei − ej )(ei − ej )ᵀ
where the pair {i, j} is our kth link. The optimization can be written in the distributed form
minimize λ2(In +
|E|∑
k=1
ηkFk)
subject to L1n = 1n
ηk ≥ 0, 1 ≤ k ≤ |E|.
Where the matrix L is just to short the notation and has Lij = ηk for the corresponding k to the
vertex {i, j} and zeros elsewhere. Using standard epigraph variable techniques and due to the
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Figure 2.1: Communication graph with different out-neighbor degrees.
fact that λ(In +A) = 1 +λ(A)
minimize t
subject to
|E|∑
k=1
ηkFk − 1n1ᵀn  tIn
L1n = 1n
ηk ≥ 0, 1 ≤ k ≤ |E|.
The formulation of the problem has separated optimization variables which can be performed
in a distributed fashion using techniques such as Alternating Direction Method of Multipliers
(ADMM) [BPC+11] or other techniques (see [BDX03] and [Lew96] and references therein).
Regarding parameters α, β and γ , the optimization is non-convex and can be carried using
brute force both for the eigenvalues of the expectation and mean square matrices using the
sufficient and necessary conditions presented in Theorem 2.1.
2.5.2 Comparison between unidirectional and bidirectional case
In the previous section, we showed how to optimize the probabilities and parameters of the
gossip algorithm and how to distribute that computation over the nodes of the network. It
is interesting to compare how the convergence rate is affected when going from bidirectional
to unidirectional gossip randomized algorithms. In the sequel, we present results about 3
communication graphs with different out-neighbor degree to give a general overview.
In selecting different cases to illustrate how the second largest eigenvalue of the matrix of
expected value and second moment varies with parameters choice, we took into consideration
what should be the best and worst case scenarios and an average case, where we are by no
means stating that the chosen case is the average case, since our aim is to give an example with
different out-neighbor degrees. Figure 2.1 presents the graph which we called as the average
case example. The best case scenario is when connectivity is at its maximum (i.e. each node can
communicate to every other node) and the worst case is when node i is connected to nodes i − 1
and i + 1 except for node 1 and n which connect to only one neighbor. For all the examples, we
take the number of nodes n = 5.
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Provided that the nodes optimize the matrix of probabilities W we get the following results:
Wbest =
1
n− 1(1n1
ᵀ
n − In),
Wworst =
1
2
(tri(n)− In + e1eᵀ1 + eneᵀn ),
Waverage =

0 0.2835 0.433 0.2835 0
0.2835 0.2165 0 0 0.5
0.4330 0 0.567 0 0
0.2835 0 0 0.2165 0.5
0 0.5 0 0.5 0.0000
 .
where tri(n) is a tridiagonal matrix of size n with the elements in the three main diagonals
all equal to 1.
Using the computed matrix W for the probabilities, we calculate the second largest eigen-
value for both Expectation and Second Moment which are presented in Table 2.1 for the 3 con-
sidered cases. Those values were obtained by searching in a brute force fashion for α,β,γ ∈ [0,1]
which minimized λ2. Regard, however that the minimum for the Expectation and Second
Moment were not obtained jointly since one may wish to optimize for one or the other.
Expectation Second Moment
Case b λ2 u λ2 b λ2 u λ2
Best 0.75 0.76 0.75 0.9153
Average 0.9401 0.9625 0.9401 0.97
Worst 0.9618 0.9805 0.9618 0.983
Table 2.1: Second largest eigenvalue for the bidirectional (b λ2) and the presented unidirectional (u λ2)
algorithms for the 3 studied cases and for the Expectation and Second Moment.
In order to give a better perspective about the values in Table 2.1, let us compute the upper
and lower bound of clock ticks so that the system is in a neighborhood  of the solution xav. Such
bounds were provided in [BGPS06], although see references therein for additional information.
The convergence rate in continuous time is provided in Theorem 9 and Corollary 10 in [ASS11].
It is important to notice that, in reality, a bidirectional algorithm is using two communication
steps in each transmission so the values presented in Table 2.2 for the bidirectional case should
be seen in a unit of measure which is double from the unidirectional case.
2.6 Conclusions
In this chapter, the problem of studying the convergence of the state of an average consensus
algorithm with unidirectional communications is tackled. The motivation behind constructing
an asynchronous and unidirectional algorithm was to better map the characteristics of wireless
networks. In doing so, the algorithm can progress to the average of the initial values even in a
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Lower bound Upper bound
Case b ticks u ticks b ticks u ticks
Best 8 26.02 48.02 156.1
Average 37.28 75.6 223.66 453.57
Worst 59.12 134.29 354.71 805.75
Table 2.2: Upper and lower bounds for the mean square on the number of ticks for the algorithms to
reach in a neighborhood of the solution of  = 10−2 for the bidirectional case (b ticks) and the presented
unidirectional (u ticks) algorithms.
realistic scenario with a high packet drop rate as it can use the received information instead of
having to wait for a successful two-way communication.
We firstly provide results to test the convergence for a specific instance of the connectivity
graph for a generic algorithm obeying the definitions for the interactions. These relate to
determining if the spectral radius of the matrix defining the expected value and the second
moment is the unit circle. It is then shown that convergence holds for any connectivity graph
that is symmetric.
Selecting the fastest converging algorithm for the average consensus problem is also pre-
sented in this chapter. By noticing that the spectral radius depends monotonically with the
second largest eigenvalue of the expected value matrix, allowed us to first rewrite that optimiza-
tion as a Semi-definite program and then optimize in a brute force fashion for the parameters of
the algorithm. The convergence rate is compared to both the unidirectional and bidirectional
case.
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3
Randomized State-Dependent
Algorithms
3.1 Introduction
Time-dependent algorithms present limitations in modeling more complex decisions and com-
munication interactions between the agents in a network. By having a network setup that is
independent from the state of the system brings the possibility for using stochastic analysis tools
requiring events to be independent. The powerful theory to provide convergence results is a
major advantage at the expenses of having more complex behaviors that can result in significant
improvements in the convergence rate.
On the other hand, in cases where the state is related to the position of the agent, the wireless
network links depend on the distance between nodes among other factors which are inherently
state-dependent. In simplifying a model by discarding these type of actions, a protocol design
might be losing important features such as finite-time convergence properties with the same
type of tolerance to faults.
This chapter focus on the particular case of social networks as a building block for other
interesting cases where the state of the system contains the position of the agents. By analyzing
the impact of the evolution of the network, a protocol designer can drive the system to a final
conclusion with agents initial states having different contributions. Tolerance to network faults
is complemented by adding stochastic interactions between pair of nodes and a distinct pallet
of tools is given to provide convergence results.
3.2 Main Contributions and Organization
The chapter is organized as follows. Initial attention is given to the case of a social network
where the network dynamics are state-dependent. We then progress to show that, for this case,
it is still possible to design stochastic versions of the deterministic algorithms that inherit its
performance. By appropriately selecting the parameters of the network, the designer can drive
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the system to different configurations that depend on the initial conditions of nodes closest to
the minimum and maximum or the median.
The analysis of the social network within a political party or an association, where agents
are rational when evaluating each argument of other nodes, and where influence occurs among
agents whose opinion is closer, makes possible the interesting contributions (presented in the
papers [SRHS15b] and [SRHSed]):
• The social network is modeled as an iterative distributed algorithm, where the network is
state-dependent with a fixed parameter of maximum number of connections, both in the
deterministic and stochastic senses;
• Considering only nodes with distinct opinion is shown to require half the number of
neighbors to obtain finite-time convergence;
• In the case of asymptotic convergence, the social opinion is shown to depend on the left
eigenvector of a matrix, both in the deterministic and stochastic senses and, under certain
assumptions, it is shown that the opinion achieves the average of the initial values;
• Finally, two strategies are investigated — one where nodes with extreme opinions contact
each other, and another where agents require a fixed number of neighbors — and proved
to converge in finite time, even when the number of neighbors is restricted to two other
nodes, and the social opinion is shown to depend more on the minimum and maximum
opinion nodes, for the first strategy, and on the nodes closest to the median, for the second
one.
3.3 Social Networks
3.3.1 Motivation
The study of social networks relates to understanding the mechanisms used in a group of agents
to decide about a given issue. In particular, focus is given to determine the key agents that
contribute the most to driving the general opinion of the network to a certain desired final state.
In another direction, importance is given to identifying the general properties of the social
network that ensure convergence of opinion given a model with iterative dynamics, representing
the interaction between agents along time. This chapter addresses the problem of showing
convergence for a state-dependent social network and the impact that small changes on the way
the nodes interact have in the convergence time. Such observations are interesting in practical
terms, in the sense that marketing campaigns can benefit from having proper information
dissemination significantly reducing the convergence time. In [SRHS15b], preliminary results
about convergence are given for the deterministic case. In this chapter, those results are extended
to the stochastic case by showing the converse results in terms of expected value, when the
nodes communicate in a random fashion.
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In this chapter, we deal with social networks in a political party or a group where people
contact a subset of the group with similar opinions on a subject. It is assumed that these opinions
describe objective arguments and that people are rational and will take into consideration all
received opinions regardless of the person who sent them. A similar terminology of rational
innovations is used in [Kra97] where the opinion of an agent towards an innovation is rational
if it depends only on the quality of the innovation, as opposed to controversial innovations.
The same problem can be found in different scenarios. As an example, consider a group of
people discussing the location to rendezvous, equipped with communication devices that have
a variable power to transmit. To avoid the cost of transmitting to other people that are further
away from their location, the subjects can only contact a small nearby subset. In addition,
deciding on the final location depends only on the position of each agent and not on who is at
which place.
An example within a different framework is a social network such as Facebook. One can
consider an application to make a pool where players are paired with other members to discuss
a given topic. The pairing serves the purpose of preventing a person from disregarding an
opinion just because it is completely the opposite of its own. If the pool is about a product being
marketed, it is of interest to study what is the effect of different pairings on the final opinion
of the network. In a company environment, the same type of problem can be observed if the
manager wants to keep all the workers satisfied, in which case it is interesting to understand
how the pairing between different workers with different levels of work satisfaction would
impact the final level of happiness.
Another motivation in the field of control for mobile networks is that one might want to
replicate a social behavior in a distributed system by enforcing the same rules for neighbor
selection. A group of mobile robots agreeing on the location to rendezvous, equipped with
communication devices of variable transmitting power, would have crucial features such as:
saving resources, as nodes limit the number of interconnections; having fast convergence
when compared to solutions with asymptotic convergence; working both synchronously and
asynchronously; and the generated network topology is regular and robust to link failures.These
illustrative scenarios motivate the following problem.
3.3.2 Related Work
In [JMFB13], the authors study a classical model of influence networks and opinion formation
processes found in sociology, which considers the evolution of power of each agent based on
previous opinion formation process outcomes. The focus is on finding out how the weights
assigned to each agent evolve if they are constructed using the previous relevance of a specific
node and corresponding previous weight. The analysis focuses on the convergence properties of
the model of Friedkin-Degroot [Deg74], [Fri11], which models social interactions by means of
a linear system, where each agent updates its opinion as a weighted average of their previous
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opinion and that of their neighbors.
The main observation is that people in social networks such as a political party, a sports
association, or any other organization, tend to contact agents with similar opinions. The work
of [HK02] and [WDAN02] points to the same conclusion. In particular, [HK02] studies various
models of interaction to analyze when nodes converge to the same opinion, tend to polarize,
or fragment into various opinion clusters that do not communicate. In [WDAN02], a model is
investigated where, as in a gossip fashion, randomly selected pairs of nodes interact as long
as their opinions are close. Nodes average their beliefs and the cases where they converge to a
single or to multiple opinion clusters are investigated. Both works share a common view that
the connectivity graphs depend on the state. The assumption here is that each node is only
allowed to have a fixed number of influence connections, which is motivated by the fact that
people have a limited number of acquaintances and, in their decision process, consider a small
number of agents to form their opinion.
An interesting topic in social networks is to prove convergence of the opinion in the presence
of leaders, who try to drive the remaining agents to a certain final value. In [KKPD13], this
problem is addressed assuming that the network is state-dependent in the sense that commu-
nication occurs between nodes where the difference of their state is below a certain threshold.
The problem is recast as a networked fractional-order system whose stability is studied. Using
the fact that the initial graph has a directed spanning tree, the authors of [KKPD13] provide a
potential function so as to get the system to consensus, while maintaining network connectivity.
The main difference between [KKPD13] and the work presented in this thesis is the study on how
the definition of the state-dependent rule can influence the speed of convergence, by using an
alternative approach, based on recent advances in consensus methods available in the literature.
In addition, we also show how the definition of the state-dependent rule can influence the final
opinion in the presence of leaders. A more recent work [Fri15] studies the community cleavage
problem as the result of stubborn leaders. A more comprehensive discussion of this topic can be
found in [PT17].
In [FLZJ13], the problem of selecting leaders is considered by determining which nodes
contribute the most to both the steady and the transient states (see [Fri91] for a seminal work
on the application of centrality measures to determine influence in social networks). Different
metrics for social influence of the nodes are presented, allowing the construction of a non-convex
optimization problem for the optimal leader selection problem. Convex relaxation techniques
are employed and a distributed solution is found. The authors also consider how to add social
interactions to maximize the impact on the social influence of the set of leaders. Note that
[FLZJ13] is related to this work in the sense that not only the final opinion value is important,
but also how fast the agents reach that opinion. However, the dynamics assumed in [FLZJ13]
are time-invariant, whereas a more generic framework is considered herein, which is able to
account for time-domain changes in the network structure.
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The study of having antagonistic links in the network can be found in the literature and the
tools used for the analysis are common to the work presented herein. Examples like [AL15] and
[Alt13], where a network is considered with some agents influencing negatively some of their
neighbors, discusses the predictable formation of opinion. The work presented in this chapter
does not include this possibility, but rather focuses on the communication graph dynamics. The
topic of antagonistic links is left as a future research path.
Randomized algorithms for information aggregation have attracted attention due to its
decentralization and accurate modeling of people interactions. In particular, [TFNM13] gen-
eralizes the concept for a set of agents with a state that reflects many opinions on different
topics. This can be seen as a generalization of the randomized gossip algorithm proposed in
[BGPS06] and the top-k selective gossip [UR12], which encompasses other interesting particular
cases such as for political voting, as mentioned in [TFNM13]. The work presented here differs
from [TFNM13] in the sense that the evolution of the network is deterministic, motivated by
having an environment with a set of rules and where people are rewarded for their cooperation.
Another example of the study of a stochastic social network can be found in [FRTI13], [RFTI15],
where a model of affine dynamics is studied under stochastic interactions. The present work
differs from these models by assuming a different update rule and focusing on having network
dynamics that mimic social interactions.
The topic of convergence of social networks is closely related to that of distributed linear
iterative consensus (see, e.g., [OSM04], [BCM09], [HSJ14], [CHT14], and [DGH13]). The dy-
namic system generated has similarities and most tools used in the convergence proofs are
common to both fields [TN14]. Research interest has risen in the study of stochastic packet
drops and link failures [PBEA10], the existence of delays [HC14], [FZ09], quantized data trans-
missions [CBZ10], state-dependent noise [LWZ14], and time-varying communication connectiv-
ity [OSM04], [CI14]. In [CI11], the authors assume randomized directional communication in a
consensus system. Some of these concepts have counterparts in the analysis of social networks.
The work of [SJ13] addresses the problem of consensus with state-dependent dynamics and the
tools to obtain the proofs are similar to those adopted in this chapter.
When addressing convergence, a meaningful characterization will describe the rate at which
the process reaches the final value. For the average consensus problem, [FZ08] analyzes the
examples of complete and Cayley graphs with tools based on computing the expected value
of the difference between the state and the average. These results follow a similar reasoning
to what is presented in this chapter for the stochastic social network (for the deterministic
case, we follow another line-of-proof, as the objective is to get a finite number of steps instead
of a asymptotic convergence rate). The main difference between the approach provided in
this chapter and that of [FZ08] is the focus on a different Lyapunov function, since the final
consensus value is not known a priori.
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3.3.3 Problem Statement
We consider a social network where a set of n agents, also called nodes, interact and influence
each other about a personal belief or opinion regarding some subject or discussion topic. The
belief of agent i is denoted by a scalar xi(k),1 ≤ i ≤ n, where we consider the time as a discrete
variable k, which is incremented whenever agents communicate among themselves and their
beliefs are updated.
The objective is to determine the final belief of the social network, x∞, defined as
x∞ := lim
k→∞
x(k)
provided that the above limit exists.
The network of interconnections representing the influence that each agent has over another
agent is modeled by a time-varying directed graph G(k) = (V ,E(k)), where V represents the set
of n agents, also denoted by nodes, and E(k) ⊆ V ×V is the set of influence links that change over
time. Node i influences the opinion of node j, at time k, if (i, j) ∈ E(k). Ni(k) represents the set
of neighbors of agent i, i.e.,Ni(k) = {j : (j, i) ∈ E(k)}.
The set of edges E(k) evolves according to a “nearest” policy which is motivated by agents
searching for a diverse set of opinions. In real-life, when people want to make a decision, they
search for positive and negative feedback within other nodes with opinion similar to the node
state [HK02], [WDAN02], with a constraint on the amount of feedbacks they can read or consult.
A social network such as Facebook, a gaming platform, or another application, connect people
based on their skills and opinions with both people with higher and lower rank values.
We avoid the standard approach to model the agent update rule of its state as a consensus-
like problem (see, for instance, [Deg74], [Fri11] for the deterministic consensus-like dynamics
and [FRTI13], [RFTI15] for the stochastic counterpart). Instead, we envisage a social network
where the opinion translates a set of arguments. In [SST93], a comprehensive discussion on
how a decision opinion is based on the positive arguments compensating the negative ones,
is presented, which motivates to consider the average between the worst and the best sets of
arguments. Agents are objective, i.e., rational in the nomenclature of [Kra97], meaning that,
at time k, all nodes would reach the same conclusion if they had access to all the remaining
opinions. Notice that the way nodes evaluate the arguments can change over time. These
observations translate into the following dynamics for agent i
xi(k + 1) = αk min
j∈Ni (k)
xj(k) + (1−αk) max
j∈Ni (k)
xj(k) (3.1)
where parameter αk ∈ [0,1] models how the agents balance their conclusions with respect to the
extreme (minimum and maximum) opinions of their neighbors. Note that the minimum and
maximum are well-defined as the setNi(k) , ∅,∀k, since at least the node itself is in the neighbor
set. In the deterministic definition of the social network, all agents update synchronously their
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opinion whereas we will present the details of the random selection for the stochastic case later
in this chapter.
Parameter αk represents the level of optimism/pessimism of the agents, which is assumed
to take the same value for all the members of the network. Associating a positive stance to
high values of the belief, then αk = 0 would correspond to optimistic agents that only take into
account beliefs more positive than their own, whereas αk = 1 would correspond to pessimistic
agents. When considering a single value αk for all the nodes, focus is being given to a specific
type of decision-making. However, it is also interesting to study the case where each node
might have a different value. Apart from the asymptotic convergence in the deterministic and
stochastic cases, the proofs of the theorems would no longer be valid. In future work, it is of
relevance to consider different values for αk . In particular, extending the results in this chapter
would characterize under what circumstances there is still finite-time convergence.
The problem described in this section can be summarized as that of determining whether
the opinions of the agents will converge. Moreover, for practical applications, it is often useful
to know if the desired convergence to a consensus is met in finite-time, i.e.,
∃kf : ∀k ≥ kf , i, j ∈ V , |xi(k)− xj(k)| = 0.
When the previous condition is met, one would like to determine the smallest kf as a condition
on the number of nodes n and neighbors η. On the other hand, asymptotic convergence is obtained
if
∀i, j ∈ V , lim
k→∞
|xi(k)− xj(k)| = 0.
We are also interested in comparing different definitions for the graph dynamics to determine
key features influencing the rate of convergence and final opinion shared by the nodes. We start
by introducing the deterministic version of the network dynamics and then progress to analyze
the stochastic setting which reflects more accurately other real-life examples.
3.4 Neighbor Selection Rules
In order to get a simple definition, we introduce the notation for permutation {(i) : i ∈ I} of the
indices in the index set I such that x(i)(k) ≤ x(i+1)(k) and x(i)(k) = x(i+1)(k) =⇒ (i) < (i + 1) (i.e.,
the permutation (i) is such that all the opinions become sorted and when two opinions are equal
the sorting is resolved by the indices of the nodes). Based on this permutation of an index set,
we have the following definition.
Definition 3.1 (order of). Take a node i and a set S of indices for which we have a permutation (j)
as before. We define that j is the order of i in the set S if (j) = i.
We can now present four definitions for neighbor selection that aim at capturing different
behaviors. With a slight abuse of notation, we will use Ni(k) and redefine it. The reader can
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recognize Ni(k) as the set of in-neighbors of i and, in each result, the appropriate definition is
referred. The following definition uses the set Vi(k) := {` : x`(k) , xi(k)} ∪ {i}.
Definition 3.2 (base network). For each node i ∈ V of order j in the set Vi(k), we define the set of at
most η neighbors with opinion smaller than that of i as N−i (k), i.e.,
N−i (k) =
{(j − η), (j − η + 1), · · · , (j)}, if j − η ≥ 1{(1), (2), · · · , (j)}, otherwise.
and the set of at most η neighbors with higher opinion N+i (k) defined as
N+i (k) =
{(j), (j + 1), · · · , (j + η)}, if j + η ≤ n{(j), (j + 1), · · · , (n)}, otherwise.
and the set of all neighbors as Ni(k) :=N−i (k)∪N+i (k), where η ∈Z+.

Notice that 0 < |Ni(k)| ≤ 2η + 1, so no assumption is made on the degree of the nodes in G(k).
The node selection policy outlined in the previous definition may lead to slow convergence
because nodes near the minimum or maximum values of the belief have fewer links, as either
the set N−i (k) or N
+
i (k) has cardinality smaller than η. While in real social networks, people with
extreme opinions may indeed interact with less neighbors precisely because of their extreme
views, it is still interesting to study how deviations from the policy outlined in the previous
section may lead to faster convergence.
In real-life, the next policy is observed when people disregard the opinions of some of their
acquaintances because they know that two individuals share the same positive or negative points
towards the subject being discussed. In a different direction, one can resort to this definition in
distributed systems or virtual social networks (such as Facebook) to reduce resource allocation
by removing connections to neighbors that share the same opinion. Before introducing the
proposed network dynamics, it is useful to consider the set of neighbors with distinct values.
In particular, we denote by Di(k) the set of distinct possible neighbors of node i at time k, i.e.,
obtained by going through all the elements of Vi(k) and adding them to Di(k) if there does not
exist an element in Di(k) already with equal state. In doing so, for all the nodes with duplicate
state, there exists at least one in Di(k).
Definition 3.3 (distinct value). For each node i ∈ V of order j in the set Di(k), we define the set of at
most η neighbors with opinion smaller than that of node i as N−i (k), i.e.,
N−i (k) =
{(j − η), (j − η + 1), · · · , (j)}, if j − η ≥ 1{(1), (2), · · · , (j)}, otherwise.
and
N+i (k) =
{(j), (j + 1), · · · , (j + η)}, if j + η ≤ n{(j), (j + 1), · · · , (n)}, otherwise.
and define the set of all neighbors Ni(k) :=N−i (k)∪N+i (k).
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
By only counting distinct neighbors (i.e., nodes with distinct beliefs) we focus our attention
on policies where nodes seek to be informed by a diversified set of opinions in their decision
processes. Such a network has the structure depicted in Figure 3.2b.
The previous definition did not take into account the behavior of some people that want to
assure an informed decision and therefore get exactly 2η neighbors. One of their possibilities is
to look for other closer nodes which motivates a second network structure (or policy), referred
to as nearest distinct neighbors, being defined as follows:
Definition 3.4 (distinct neighbors). For each node i ∈ V of order j in the set Di(k), we define the set
of at most η neighbors with opinion smaller than that of node i as N−i (k), i.e.,
N−i (k) =
{(j − η), · · · , (j)}, if j − η ≥ 1∧ j + η ≤ n
{(1), (2), · · · , (j)}, if j − η < 1∧ j + η ≤ n
{(max{1,n− 2η}), · · · , (j)}, otherwise.
and
N+(i)(k) =
{(j), (j + 1), · · · , (j + η)}, if j + η ≤ n∧ j − η ≥ 1
{(j), (j + 1), · · · , (n)}, if j + η > n∧ j − η ≥ 1
{(j), · · · , (min{n,2η + 1})}, otherwise.
and define the set of all neighbors Ni(k) :=N−i (k)∪N+i (k).

In this definition, nodes correct their lower degrees by contacting with other nearest neigh-
bors (see Figure 3.1c). The next definition is somehow counterintuitive as nodes contact with
others with opposite opinions to correct their lower degree. Even though the behavior of this
strategy is completely different from the previous one, it establishes that convergence rate is
governed by the ability to form clusters, i.e., a group of nodes sharing a common opinion.
Definition 3.5 (circular value). For each node i ∈ V of order j in the set Di(k), we define the set of at
most η neighbors considered as N−i (k) as
N−i (k) =
{(j − η), · · · , (j)}, if j − η ≥ 1∧ j + η ≤ n
{(1), (2), · · · , (j)}, if j − η < 1∧ j + η ≤ n
{(1), · · · , (j + η −n)}
∪{(j − η), · · · , (j)}, otherwise.
and
N+i (k) =
{(j), (j + 1), · · · , (j + η)}, if j + η ≤ n∧ j − η ≥ 1
{(j), (j + 1), · · · , (n)}, if j + η > n∧ j − η ≥ 1
{(n+ j − η), · · · , (n)}
∪{(j), · · · , (j + η)}, otherwise.
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and define the set of all neighbors Ni(k) :=N−i (k)∪N+i (k).

The nearest circular value enforces all nodes to establish 2η links, as shown in Figure 3.1d.
In a social context, this definition amounts to a node with a strong opinion complementing
it with some nodes with the opposite opinion, as an attempt to increase the convergence rate.
Notice that this is unlikely to happen naturally in a social network, but could be enforced by
policies or in scenarios where agents are given incentives to cooperate. This type of rule is often
used in public debates where people with a wide range of opinions are asked to share their
views on a topic of interest.
In Figure 3.1, each policy is depicted to highlight the differences in the network topology of
each definition. After introducing the stochastic version of these networks in the next section,
we will be focusing on providing convergence rate results and on the final opinion of the agents
of the network. Both topics are of interest for example, in a company environment where
one might need to arrange teams to discuss a topic or in manipulating the final opinion in an
advertisement campaign.
1 2 3 3 4
(a) base network
1 2 3 3 4
(b) distinct value
1 2 3 3 4
(c) distinct neighbor
1 2 3 3 4
(d) circular value
Figure 3.1: Network generated for each definition using η = 1 and x1 = 1,x2 = 2,x3 = 3,x4 = 3 and x5 = 4.
0 1 2 3 3
(a) base network
0 1 2 3 3 4
(b) distinct value
Figure 3.2: Detail of the links from node x3 when using η = 2 and x1 = 0,x2 = 1,x3 = 2,x4 = 3,x5 =
3 and x6 = 4 for the Base and distinct value networks.
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3.5 Stochastic State-Dependent Social Network
In this section, we introduce a randomized version of the social network presented in Section
3.4. Intuitively, at each discrete time instant, one agent is selected randomly according to the
probabilities in the matrix
P =

p1 0 · · · 0
0 p2
. . .
...
...
. . .
. . . 0
0 · · · 0 pn

where each p` ∈ (0,1) represents the probability that agent ` is selected, with ∑` p` = 1. We
denote by ik the random variable accounting for the selection of the node updating its state at
communication time k. All random variables ik are independent and identically distributed
(i.i.d.), following the distribution given by matrix P , i.e., ik = ` with probability p`. If a given
agent ` is selected at time k, ik = `, then its state is updated according to the update law in (3.1),
but the states of all remaining agents stays unchanged.
Parameter αk is assumed to be randomly selected at each time instant k from a probability
distribution with α¯ := E[αk],∀k ≥ 0 and support [0,1]. This definition is assuming implicitly
that the distribution for the choice of α is the same at every time instant, independent across
time, and is common to all the nodes in the network. From the definition of the α parameter,
we also have that 0 ≤ α¯ ≤ 1. All the random variables are measurable on the same probability
space (Ω,F ,P).
For stochastic social networks, we consider the following convergence definition to a final
opinion x∞(ω) := c(ω)1n, for some constant c that depends on the outcome ω ∈Ω encompassing
the outcomes of the random variables αk and ik .
Definition 3.6. We say that the social network with graph dynamics as in Section 3.4 and stochastic
selection of agents converges, in the mean square sense, to a final opinion, if there exists a random
variable, given the outcome ω, of the form x∞(ω) := c(ω)1n such that
lim
k→∞
E[‖x(k,ω)− x∞(ω)‖2]→ 0.
An alternative to the dynamics considered above is also studied which we refer in the sequel
to as “random neighbors social network”. The selection of updating node is maintained, using
the random variables ik to represent the node i selected at time k, and αk as the random choice
for the parameter to use in (3.1). However, at time k, the selection of neighbors ignores the
previous definitions for the connectivity graph. Instead, a set of neighbors is selected at random
with equal probability from the all possible non-empty subsets constructed using the nodes in
V . In addition, it is made the union of the selected set with the node ik itself, as to reflect that it
is always possible for node ik to use its own opinion. As a consequence, (3.1) is still well-defined.
Let us also define the random variables jk , as the node with minimum opinion from the selected
set of neighbors at time k, and, conversely, `k as the node with the maximum opinion at time k.
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The random neighbors social network mimics the behavior of interaction where nodes just
randomly encounter others and the stochastic updates follow the asynchronous setting of the
real world. As an example of how nodes interact, consider a 6-node network with initial state[
1 3 20 −4 7 0
]ᵀ
, where ik = 1 and node 1 selects nodes 2, 3 and 6 to update its opinion.
This would mean that x1(k + 1) = αkx6(k) + (1−αk)x3(k).
In the next section, we look at convergence rates and final opinion, both for the deterministic
and the stochastic setting of all the network dynamics that we are analyzing. Whenever relevant,
we will draw attention to the connection between these results and others in the literature.
3.6 Main Properties
3.6.1 Deterministic Social Network
This section is devoted to the derivation of the convergence properties of the base social network
dynamics with particular focus on the conditions to achieve finite-time convergence. The same
analysis is also performed for the three policies introduced as “rules” to get a faster convergence
in a social network about a given topic.
The two following Lemmas are straightforward to deduce and we present them here to
simplify the subsequent proofs of convergence for social networks with the four graph dynamics.
Lemma 3.1 (order preservation). Take any two nodes i, j ∈ V with the update rule (3.1) and graph
dynamics described either by Definition 3.2, Definition 3.3, or Definition 3.4. If xi(k) ≤ xj(k) for some
k, then xi(k + 1) ≤ xj(k + 1).
Proof. The lemma results from the relationship that if xi(k) ≤ xj(k), then
min
`∈Ni (k)
x`(k) ≤ min
m∈Nj (k)
xm(k)
and also
max
`∈Ni (k)
x`(k) ≤ max
m∈Nj (k)
xm(k)
and since the update (3.1) performs a weighted average between minimum and maximum
opinions, the conclusion follows.
Notice that Lemma 3.1 is not valid for the case of the nearest circular value of Definition
3.5, as nodes interact with neighbors that are the “farthest”. The result can be interpreted
as each agent knowledge of advantages and disadvantages remain ordered as nodes contact
with closer-in-opinion neighbors who in turn interact with other nodes with knowledge of
more extreme facts about the topic in discussion. However, Lemma 3.1 is only used to prove
asymptotic convergence, whereas a different technique is used when addressing finite-time
convergence, which is the relevant result for Definition 3.5. Lemma 3.1 ensures that the relative
order of the states will remain constant along time. The result will be helpful since, in the
analysis, we can use the numbering of each node to sort their beliefs.
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Lemma 3.2 (convergence for higher connectivity). Take any of the network dynamics in Definition
3.2, Definition 3.3, or Definition 3.4, and two integers 1 ≤ η1 ≤ η2. Define
V η(k) := max
i∈V x
η
i (k)−mini∈V x
η
i (k)
where xηi (k) represents the state at time instant k evolving according to (3.1) when the maximum
number of larger or smaller neighbors is η. Then, for any initial conditions x(0), V η1(k) ≥ V η2(k).
Proof. Regardless of the value of η and given the iteration in (3.1), any element of x(k + 1) is
going to be a weighted average of the elements in x(k) with weights αk and 1−αk . Applying (3.1)
recursively yields that any opinion is going to be a weighted average of the initial state with
weights being all the combinations from α0 · · ·αk to (1−α0) · · · (1−αk). If we use a binary vector
b to generate all the weights, it means that each combination from α0 · · ·αk to (1−α0) · · · (1−αk)
can be written as:
k∏
i=1
biαi−1 + (1− bi)(1−αi−1)
for each binary vector b ∈ {0,1}k .
In addition, iteration (3.1) is going to perform a weighted average of two other nodes that de-
pend on which network dynamics is selected. Following this, we can define a function ϕ(i,b,k,η)
used to determine the indices of the nodes selected for the average at node i, corresponding
to the weight combination b and for k time instants after the initial time using a connectivity
parameter η. For the example of the base network, going from k−1 to k means that this function
whether selects node i + η (the weight corresponds to the maximum node in (3.1)) or i − η (the
weight corresponds to the minimum node in (3.1)). Since a node index cannot be smaller than 1
or higher than n, the ϕ function should saturate for each recursive iteration in k.
Using these two facts enables rewriting V η(k) as a function of the initial state x(0) = xη1(0) =
xη2(0) as:
V η(k) =∑
b∈{0,1}k
[ k∏
i=1
biαi−1 + (1−bi)(1−αi−1)
]
[
xϕ(n,b,k,η)(0)− xϕ(1,b,k,η)(0)
] (3.2)
where
ϕ(c,b,`,η) =
sat(c+ (−1)b1η), if ` = 1ϕ(sat(c+ (−1)b`η),b,` − 1,η), otherwise
using the saturation function
sat(c) =

1, if c ≤ 1
n, if c ≥ n
c, otherwise.
The presented function ϕ(·) is for Definition 3.2 and similar functions can be given for the
remaining definitions of network dynamics by adding to η the number of nodes with equal state.
45
Chapter 3: Randomized State-Dependent Algorithms
Nevertheless, the important feature of this function is stated next and is sufficient for proving
the result.
The form in (3.2) means that V η1(k) and V η2(k) represent a sum of terms multiplied by
weights that are equal. Even though the weight associated with a given xi(0) state might be
different in V η1(k) and V η2(k), the approach herein is to directly compare each term xϕ(n,b,k,η)(0)−
xϕ(1,b,k,η)(0) for the two values η1 and η2, since the weight that multiplies each of these terms is
independent of η.
Assuming the labeling of the nodes as the relative ordering at the initial state, to prove
xϕ(n,b,k,η1)(0) ≥ xϕ(n,b,k,η2)(0) it is only required to show the equivalent for the indices, i.e.,
ϕ(n,b,k,η1) ≥ ϕ(n,b,k,η2). Given the recursive definition of ϕ(·), one can prove by induction
that for any k the inequality holds.
Let us start with the base case of k = 1 and prove that ϕ(n,b,1,η2) ≤ ϕ(n,b,1,η1). If b1 = 0, we
have ϕ(n,b,1,η1) = ϕ(n,b,1,η2) = n. When b1 = 1, ϕ(n,b,1,η1) = n− η1 and ϕ(n,b,1,η2) = n− η2.
Since η2 ≥ η1, we have proved the base case.
Consider the induction hypothesis that ϕ(n,b,k,η2) ≤ ϕ(n,b,k,η1). To prove the inductive
step, assume bk+1 = 0 and we have ϕ(n,b,k + 1,η2) = ϕ(n,b,k,η2) and also ϕ(n,b,k + 1,η1) =
ϕ(n,b,k,η1), which resorting to the induction hypothesis proves the inductive step for bk+1 = 0.
When bk+1 = 1, applying the definition of the ϕ(·) function asserts that ϕ(n,b,k + 1,η2) =
ϕ(n−η2,b,k,η2) andϕ(n,b,k+1,η1) = ϕ(n−η1,b,k,η1). We also have thatϕ(c,b,k,η) ≥ ϕ(c1,b,k,η)
if c ≥ c1 which allows to write
ϕ(n,b,k + 1,η2) = ϕ(n− η2,b,k,η2)
≤ ϕ(n− η1,b,k,η2)
≤ ϕ(n− η1,b,k,η1)
= ϕ(n,b,k + 1,η1).
A similar proof can be obtained for ϕ(1,b,k,η) and therefore we have the following inequalities:
xϕ(n,b,k,η1)(0) ≥ xϕ(n,b,k,η2)(0)
and
xϕ(1,b,k,η1)(0) ≤ xϕ(1,b,k,η2)(0)
which implies that each term in the summation in (3.2) for η1 is going to be greater than or
equal to the same term in (3.2) for η2, thus implying the conclusion. Notice that the relationship
above for ϕ(·) is valid for Definitions 3.2, 3.3 and 3.4.
3.6.2 Base Network
The next theorem, which can be seen as a generalization of [SJ13], presents convergence results
for the base social network.
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Theorem 3.1. Consider a social network as in Definition 3.2 with update rule (3.1) and any sequence
{αk}. Then,
(i) If η ≥ n− 1, the network is guaranteed to have finite-time convergence;
(ii) If η < n− 1, the network achieves at least asymptotic convergence.
Proof. (i) The proof is straightforward by noticing that for η = n− 1, we get a complete graph
and finite-time convergence is achieved in one time instant for any sequence {αk}.
(ii) We start by considering the case of η = 1. Take nodes i and j to be, respectively, the
nodes with the smallest and largest states. Then, V 1(0) = x1j (0)− x1i (0) > 0, unless x1i (k) = x1j (k)
(in which case convergence has already been achieved), and, thus, from the definition of the
dynamics in (3.1)
x1i (k) ≤ x1i (k + 1),
x1j (k) ≥ x1j (k + 1).
The important step here is to notice that at least one of the conditions must be a strict inequality.
Equality only happens when αk = 0 or αk = 1 for at most one of the inequalities since the set
N +i (k) \ {i} , ∅ and N −j (k) \ {j} , ∅, These sets are empty only for the trivial case of having a
network composed of a single node in which case, consensus is already achieved. In the first
case of αk = 0, x
1
i (k) < x
1
i (k+1) since the smallest state is subject to a maximization with a greater
value. The converse is also true for the case of αk = 1. Thus, V 1(k + 1) < V 1(k) which means that
the sequence V 1(k) is monotonically decreasing. In addition, V 1(k) > 0 except when x1(k) = c1n
for some constant c, since by definition the neighbor set will be given by Ni(k) = {i}. Using
(3.1), we get x1i (k + 1) = x
1
i (k) and V
1(k + 1) = V 1(k). By the discrete-time version of the La Salle
Invariance Principle, the conclusion follows. Due to Lemma 3.2, since V 1(k) converges, so does
V η(k), which concludes the proof.
Remark 3.1 (Distinct state values). In any of the graph dynamics considered in this chapter,
two nodes with the same state value are not neighbors following the definitions (essentially
since they are not going to affect one another). In addition, any two nodes i and j with the same
state value haveNi(k) =Nj(k),∀k ≥ 0. Thus, the cardinality of the set of (distinct) node values
Φ(k) = |{x1(k), · · · ,xn(k)}|
is a non-increasing function. Moreover, if the initial states are not distinct, then the conclusions
of all theorems and propositions in this section will hold, but replacing n by n −Φ(0). Also
notice that, in the previous theorem, if αk = 0 or αk = 1, then Φ(k + 1) = Φ(k)− 1, which means
that, after n time instants, convergence is achieved.
The following proposition provides the convergence rate for the case of asymptotic conver-
gence in Theorem 3.1 when the sequence of αk is constant.
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Proposition 3.1. Consider a social network as in Definition 3.2 with update rule (3.1) and distinct
initial condition x(0), a constant sequence {α} and η < n−1. Then, the following inequality holds true
x(k)− x∞ ≤ λk2(x(0)− x∞)
where λ2 is the second largest eigenvalue of matrix A ∈Rn×n defined by
[A]ij :=

α, if j = max(1, i − η)
1−α, if j = min(n, i + η)
0, otherwise
.
Proof. Since α is constant and by Lemma 3.1 the ordering of the nodes does not change, we
can write the state-dependent network dynamics as a state-independent iteration. Matrix A,
representing one iteration of the social network, where we assumed the labeling of the nodes
corresponds to the ordering of the initial states, can be used to define a linear time-invariant
dynamic system written as
x(k + 1) = Ax(k).
Given that A is row stochastic, it has one eigenvector 1n corresponding to the eigenvalue 1 and
x∞ = c1n for some constant c defining the final social opinion. This eigenvalue has multiplicity
one since A is irreducible and aperiodic given that the network is strongly connected with two
self-loops by definition. Therefore, x∞ = Ax∞ and we can rewrite
x(k + 1)− x∞ = A(x(k)− x∞)
= Ak(x(0)− x∞).
The convergence speed is governed by the magnitude of the second largest eigenvalue, thus
leading to the conclusion.
The next theorem provides a result for the base social network which is based on the
eigenvectors of a matrix representing the interaction in a time step.
Theorem 3.2 (Base Network Final Opinion). Consider a social network as in Definition 3.2 with n
nodes with distinct initial condition xi(0),1 ≤ i ≤ n and a constant parameter α in (3.1). The final
opinion of the network is given by
x∞ =
1nw
ᵀ
1√
n
x(0)
where w1 is the normalized left-eigenvector associated with the eigenvalue 1 of matrix A ∈ Rn×n
defined by
[A]ij :=

α, if j = max(1, i − η)
1−α, if j = min(n, i + η)
0, otherwise
.
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Proof. An iteration for the base social network as in Definition 3.2 is described by matrix A
when labeling the nodes according to their relative ordering, which, by Lemma 3.1, remains
constant, leading to the linear description x(k + 1) = Ax(k). Thus,
x∞ = lim
k→∞
x(k)
= lim
k→∞
Akx(0).
Notice that matrix A is row stochastic, so the eigenvalue 1 has corresponding right eigenvector
1n√
n
and all the remaining eigenvalues have magnitude smaller than 1. Therefore,
lim
k→∞
Ak =
1nw
ᵀ
1√
n
which concludes the proof.
Remark 3.2 (symmetric case). Assuming that α = 0.5 and η = 1, the final opinion is given by
x∞ =
1n1
ᵀ
n
n
x(0),
as matrix A is symmetric and becomes doubly stochastic, resulting in the left eigenvector to
becom w1 =
1n√
n
. Therefore, appropriately selecting the parameters of a social network can
render the nodes to converge to the average of their positions.
An interesting remark regarding Theorem 3.2 is the appearance of w1 in the expression for
the final value to which the network converges, which is the so-called PageRank for matrix A
[IT10]. This connection comes from the fact that the base social network, for constant parameter
α, becomes a linear iteration for a fixed network structure.
Theorem 3.2 also relates the importance of the nodes based on the left-eigenvector, which is
a centrality measure for this network (see [Fri91] for a connection between centrality measures
and social networks). In this section, we will also show that this measure changes drastically
depending on the chosen network dynamics.
In the proof of Theorem 3.2, we only require i) the ordering of the nodes to remain constant,
which is ensured by Lemma 3.1; ii) the matrix A to be constant, which is valid for all cases
when only asymptotic convergence is achieved and α is constant. This allows us to introduce
the behavior of the system in the presence of social leaders, i.e., nodes that do not change their
opinion and serve the purpose of driving the general opinion towards a given value.
Proposition 3.2. Consider a social network as in Definition 3.2 and update rule (3.1) with n nodes,
with a subset {`m} with m = 1,2 · · ·µ of leaders, such that xj(k) = xj(0),∀k if j ∈ {`m}, distinct initial
conditions xi(0),1 ≤ i ≤ n and a constant parameter α. The network opinion converges to
x∞ =
µ∑
i=1
viw
ᵀ
i x(0)
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where vi and wi are, respectively, the right and left mutually orthonormal eigenvectors associated with
eigenvalue 1 of matrix A ∈Rn×n, defined by
[A]ij :=

1, if j = i ∧ i ∈ `m
α, if j = max(1, i − η)∧ i < `m
1−α, if j = min(n, i + η)∧ i < `m
0, otherwise
.
Proof. The proof follows by applying Theorem 3.2 and noticing that, since the left and right
eigenvectors are mutually orthonormal, we have that ∀j , i : vᵀi wj = 0 and ∀j = i : vᵀi wj = 1 .
Proposition 3.2 can be applied to all network dynamics for which Lemma 3.1 holds and for
constant sequences of α, by appropriately defining matrix A to that of a single iteration of the
network. Proposition 3.2 holds because, in the presence of leaders, no finite-convergence is
achieved, unless all nodes start with the same opinion.
3.6.3 Nearest Distinct Values
In a realistic scenario, the theorem for the base network (Theorem 3.1) states that finite-time
convergence of all the agents cannot be guaranteed unless η = n−1, which corresponds to all
nodes communicating with each other. We note that this requirement is a consequence of a poor
neighbor selection, since there are unnecessary interactions with agents with the same argument.
The next theorem shows the convergence results when the graph dynamics is described as in
Definition 3.3, where we use the ceiling operator d.e to denote the smallest integer greater or
equal than the argument.
Theorem 3.3. Consider the social network as defined in Section 3.3.3, with the graph dynamics as in
Definition 3.3, and any sequence {αk}. Then,
(i) If η ≥ n2 , the network is guaranteed to have finite-time convergence in no more than dlog2ne
steps;
(ii) If η < n2 , the network achieves at least asymptotic convergence.
Proof. (i) Without loss of generality, we assume n = 2η, the initial states are all distinct as in
Remark 3.1, and that the numbers of the nodes are sorted according to their state ordering, so as
to shorten the notation by identifying the minimum and maximum value nodes with x1 and xn,
respectively. Since n = 2η, there exist at least two nodes reaching the minimum and maximum
nodes, exemplified in Figure 3.3b, i.e., there are i, j :
min
`∈Ni (0)
x`(0) = min
`∈Nj (0)
x`(0) = x1(0)
max
`∈Ni (0)
x`(0) = max
`∈Nj (0)
x`(0) = xn(0)
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Thus, Φ(1) = Φ(0)− 1. In the subsequent iterations the cardinality reduces by 2,4, · · · by nodes
fulfilling the previous conditions, which leads to Φk = n− (2k − 1). Hence, Φ(k) ≤ 1⇔ k ≥ log2n,
thus leading to the conclusion.
(ii) Using the previous argument, one determines that if η < n2 , it is not possible to find
at least a pair of nodes communicating with the whole network and guarantee finite-time
convergence. Asymptotic convergence is achieved by the argument in the proof of Theorem
3.1 and by noticing that the graph dynamics in Definition 3.3 also imply a strongly connected
graph with at least one self-loop.
1 2 3 4 5 6
(a) Network at time k = 0
1 2 3 4 5 6
(b) Network at time k = 1
1 2 3 4 5 6
(c) Network at time k = 2
1 2 3 4 5 6
(d) Network at time k = 3
Figure 3.3: Convergence of the social network under the policy of distinct value and considering n = 6
and η = n2 where the ellipses represent a cluster of nodes with equal opinions.
The convergence described in the proof is illustrated in Figure 3.3. As mentioned, when
k = 1 as in Figure 3.3b the two nodes with median opinions have access to the whole network
and, thus, they form a cluster of beliefs. In Figure 3.3d, it is not captured the exponential
behavior due to limited space to represent a network with more nodes.
Theorem 3.2 provides a categorization of the final opinion for the base social network which
depends on a left eigenvector of a matrix, but it is not straightforward to understand how
the steady state is influenced by the initial conditions. In the sequel, closed-form results are
presented that describe the dependence on the initial conditions when finite-time convergence
is achieved for the network dynamics as in Definition 3.3 and Definition 3.4. The case of distinct
values is presented next.
Theorem 3.4. Consider a social network with dynamics as described in Definition 3.3 and distinct
initial conditions xi(0),1 ≤ i ≤ n, with parameters α = 12 and η = dn2 e. The network opinion converges
to
x∞ =
Γ
2dlog2 ne
1n
where
Γ =
dlog2 ne∑
j=1
d2dlog2 ne−1−je(x1+θj + xn−θj )
51
Chapter 3: Randomized State-Dependent Algorithms
using the following definitions for the indices
θj =

0, if j = 1
j−2∑
i=1
[
(−1)i+1Φ(i)
]
+ η, if even j
j−1∑
i=1
[
(−1)i+1Φ(i)
]
− 1, if odd j > 1
where, recall that Φ(k) := |{x1(k), · · · ,xn(k)}|.
Proof. We start our proof by showing that θ is the set of indices of the initial states that
contribute to the final opinion value. At time instant k = 1, the minimum node will have a state
equal to the weighted average between x1 (i.e., the node with minimum state at time k = 0) and
x1+η and, conversely, the maximum state will be the weighted average between xn and xn−η ,
thus obtaining the second term η.
In the next time instant, the minimum value node contacts the node that is the η-th smaller
value which corresponds to adding the node x1+(1+2η) mod n = x1+n−Φ(1) and conversely to the
maximum value getting xΦ(1). The key aspect to notice is that Φ(1) was added to take into
account that the cardinality of nodes with distinct values has decreased. By following the same
pattern, we obtain the expression for θ.
To finalize the proof, we must compute the weights associated with each index. We notice
that the aggregation is a binary tree and the weights double after each time instant that the
index was added to θ. Thus, the weights are given by 2dlog2 ne−1−j where we must subtract 1
since the time starts at k = 0 and j accounts for the time instant it enters in the index set θ.
To illustrate Theorem 3.4, consider a network with n = 16 and η = 8 for α = 0.5 where the
aim is to compute the final social opinion. Using Theorem 3.4, the final state is given by
x∞ =
4x1 + x2 + x6 + 2x8 + 2x9 + x11 + x15 + 4x16
32
1n
while if η = n− 1 the solution is
x∞ =
x1 + x16
2
1n,
which indicates that the minimum and maximum opinion nodes are the most influential in the
final network belief and as η increases their preponderance follows.
3.6.4 Nearest Circular Value
The next theorem presents the convergence results when the graph dynamics are as in Definition
3.5.
Theorem 3.5. Consider the social network with graph dynamics as in Definition 3.5, update rule
(3.1) and any sequence {αk}. Then, for any η ≥ 1, the network has finite-time convergence in no more
than dn−(2η+1)2η−1 e+ 1 time steps.
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Proof. Without loss of generality, we assume distinct initial states as in Remark 3.1 and that
the nodes labels are sorted according to their state ordering. If Φ(k) ≤ 2η + 1, then we have the
complete network and finite-time consensus is achieved in a single time instant.
At each time k, there are 2η nodes that have access both to x1(k) and xn(k). Thus, Φ(k) =
n− (2η − 1)k and we need to have Φ(k) ≤ 2η + 1⇔ k ≥ n−(2η+1)2η−1 to get to a configuration where
finite-time convergence is achieved in a single time instant, which concludes the proof.
1 2 3 4 5
(a) Network at time k = 0
2 3 1 5 4
(b) Network at time k = 1
3 2 4 1 5
(c) Network at time k = 2
1 2 3 4 5
(d) Network at time k = 3
Figure 3.4: Convergence of the social network under the policy of circular value and considering n = 5
and η = 1, where the ellipses represent a cluster of nodes with equal opinions.
The convergence of the previous policy is depicted in Figure 3.4. The nodes are numbered
in their initial ordering according to their state values to indicate that such is not maintained
between iterations. The relative position where the cluster forms is not meaningful to the
convergence and was selected arbitrarily in Figure 3.4b and Figure 3.4c.
Remark 3.3. In a first analysis, the convergence time provided in Theorem 3.3, i.e., log2n,
could appear significantly faster when compared to dn−(2η+1)2η−1 e+ 1 from Theorem 3.5. However,
we stress that, in Theorem 3.3, such a rate is achieved when n = 2η, which would lead to
convergence in a single instant in the conditions of Theorem 3.5.
3.6.5 Nearest Distinct Neighbors
The following result shows convergence for the case when the network graph dynamics is as in
Definition 3.4.
Theorem 3.6. Consider the social network with graph dynamics as in Definition 3.4, update rule
(3.1) and any sequence {αk}. Then, for any η ≥ 1, the network has finite-time convergence in no more
than dn−(2η+1)2η e+ 1 time steps.
Proof. Without loss of generality, we assume distinct initial states as in Remark 3.1 and that
the nodes labels are sorted according to their state ordering. Similarly to the previous theorem,
if Φ(k) ≤ 2η + 1 then the network is complete between all the nodes with distinct values and
finite-time consensus is achieved in a single time instant.
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At each time k, there are η + 1 nodes that have access to x1(k) and x1+η(k), and η + 1
nodes receive the information xn−η(k) and xn(k). Thus, Φ(k) = n − 2ηk and we need to have
Φ(k) ≤ 2η + 1⇔ k ≥ n−(2η+1)2η to get to a configuration where finite-time convergence is achieved
in a single instant, which concludes the proof.
1 2 3 4 5 6
(a) Network at time k = 0
1 2 3 4 5 6
(b) Network at time k = 1
1 2 3 4 5 6
(c) Network at time k = 2
1 2 3 4 5 6
(d) Network at time k = 3
Figure 3.5: Convergence of the social network under the policy of Distinct Neighbor and considering
n = 6 and η = 1, where the ellipses represent a cluster of nodes with equal opinions.
Figure 3.5 illustrates how the social network converges with the network dynamics as in the
previous theorem. The formation of two clusters in Figure 3.5b and then its enlargement in
each of the subsequent iterations (as illustrated in Figure 3.5c) is the main idea of this policy.
The clustering behavior observed when using the previous definition for selecting neighbors
is very different from what is obtained when using Definition 3.4, where the median nodes play
the key role. The result is summarized in the following theorem.
Theorem 3.7. Consider a social network with graph dynamics as in Definition 3.4, update rule (3.1),
and distinct initial conditions xi(0),1 ≤ i ≤ n, with parameter α = 12 . The network opinion when
n = 1 + 2η`,` = {0,1, · · · } converges to
x∞ =
τ∑
j=0
(
τ
j
)
x1+j2η
2τ
1n (3.3)
where τ = d n2η e − 1. For the remaining values of n we get
x∞ =
τ∑
j=0
(
τ
j
)[
x1+j2η + xn−(τ−j)2η
]
2τ+1
1n. (3.4)

Proof. For the trivial case of n = 2, the expression is straightforward to verify. For the general
case, we use induction to prove the result. Start by noticing that for k = 1, we get weighted
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averages of pairs of variables of the form xi + xi+2η . When k = 2, the averages are of the type
xi + 2xi+η + xi+2η since n > 2η, or otherwise an additional communication step would not be
necessary and k would be one.
Using the previous observation, we need to consider 3 cases: when n = 1 + 2η`, when
1 + 2η` < n < 2η(` + 1), and when n = 2η`.
(i) When n = 1 + 2η`, there exists an instant k such that Φ(k − 1) = 2η + 1. For time instant k,
Φ(k) = 1 and for n nodes, by assumption, all of their values is a weighted average in the form of
(3.3) for time k, i.e.,
k∑
j=0
(
k
j
)
x1+j2η
2k
. (3.5)
If we consider n+ 1, from the previous observation, there will be a node at time k with the value
of
k∑
j=0
(
k
j
)
x2+j2η
2k
and where the last term of the sum is, by definition, dependent on xn. Thus, we can rewrite it as
k∑
j=0
(
k
j
)
xn−(k−j)2η
2k
. (3.6)
By combining equations (3.5) and (3.6), we get that all nodes at time k + 1 achieve (3.4).
(ii) For this case, the proof is similar to the previous one by noting that, since n < 2η(`+ 1), at
time k − 1, Φ(k − 1) < 2η for the case of n nodes. Thus, when considering n+ 1, the same setting
as before is achieved.
(iii) When n = 2η`, we get that at time k − 1, Φ(k − 1) = 2η. When considering the case of
n+ 1, we will get at time k exactly 2η + 1 distinct values with the minimum
k∑
j=0
(
k
j
)
x1+j2η
2k
(3.7)
and maximum
k∑
j=0
(
k
j
)
x1+(1+j)2η
2k
. (3.8)
Since the last element of equation (3.8) must be xn by definition, we can rewrite the equation as
to count the variables from n instead of 1 and get
k∑
j=0
(
k
j
)
xn−j2η
2k
. (3.9)
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Combining equations (3.7) and (3.9), noticing that all terms are repeated except for the first
term in (3.7) and last term in (3.9), and given the fact that(
k
j
)
=
(
k − 1
j − 1
)
+
(
k − 1
j
)
,
the social network for n+ 1 final value is as in equation (3.3) when considering that it takes an
additional time instant to converge.
As a small example to illustrate Theorem 3.7, let us consider a network with n = 16 and
η = 2. Hence, one obtains
x∞ =
x1 + x4 + 3x5 + 3x8 + 3x9 + 3x12 + x13 + x16
16
1n
which shows that under the network dynamics of Definition 3.4, the most influential nodes are
close to the median and not the minimum and maximum nodes, as in the case of Definition 3.3.
These results sustain the fact that given different objectives, it might be beneficial to choose one
network over the other and scale the connectivity parameter η accordingly.
3.6.6 Stochastic Social Network
Section 3.5 introduced the stochastic version of the social network presented in this chapter,
which relaxes the condition that all the nodes are influenced deterministically at the same time
instants. By considering the stochastic model of the network, we allow for the asynchronous
case to be considered, which is closer to the actual dynamics that we are trying to model. We
start by analyzing the case where the network dynamics is the base version and the case where
nodes only select distinct opinions, in the following theorem.
Theorem 3.8. Consider a stochastic social network with graph dynamics as in Definition 3.2 or as in
Definition 3.3 with connectivity parameter η, update rule (3.1), and initial conditions xi(0),1 ≤ i ≤ n,
with parameter αk following a probability distribution with mean α¯. Then, the network opinion
converges to a consensus in the mean square sense.

In the proof, all inequalities and equalities involving random variables are valid for a
arbitrary ω ∈Ω and occur with probability one.
Proof. We start by defining the shorter notation for the minimum and maximum as
xmin(k,ω) := min
`
x`(k,ω)
xmax(k,ω) := max
`
x`(k,ω)
and the limit random variable c(ω), for an outcome ω of the random selections ik and all random
variables αk , is defined as
c(ω) := lim
k→∞
xmin(k,ω)
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which exists and is measurable by the Monotone Convergence Theorem, since xmin(k,ω) is a
monotonically increasing sequence and upper bounded by xmax(0) for all outcomes ω.
Also, given the definition of the function V η(·) in Lemma 3.2, ∀k ≥ 0
‖x(k,ω)− x∞(ω)‖2 =
n∑
`=1
(x`(k,ω)− c(ω))2
≤ V η(x(0))
n∑
`=1
|x`(k,ω)− c(ω)|
≤ V η(x(0))
n∑
`=1
xmax(k,ω)− xmin(k,ω)
(3.10)
where the inequalities in (3.10) are given by the relationship ∀` ∈ V , k ≥ 0 : |x`(k,ω) − c(ω)| ≤
xmax(k,ω)− xmin(k,ω), which comes directly from the definition of minimum and maximum.
Note that the updating rule in (3.1) performs convex combinations, i.e., x`(k+1,ω) =
∑n
q=1 aqxq(k,ω)
for some weights aq with
∑n
q=1 aq = 1. Therefore, xmin(k,ω) and xmax(k,ω) are respectively mono-
tonically increasing and decreasing and ∀` ∈ V , k ≥ 0 : |x`(k,ω)− c(ω)| ≤ xmax(0)− xmin(0) since
∀k ≥ 0 : xmax(k,ω) ≤ xmax(0) and ∀k ≥ 0 : xmin(k,ω) ≤ xmin(0).
Using (3.10), it follows
E[‖x(k,ω)− x∞(ω)‖2|x(0)] ≤ V η(x(0))E[V η(x(k,ω))|x(0)].
We shall prove, for η = 1, that
E[V η(x(k,ω))|x(0)] ≤ γ¯kV η(x(0)) (3.11)
from which stability in the mean square sense follows, because
E[‖x(k,ω)− x∞(ω)‖2|x(0)] ≤ ργ¯kV η(x(0))2.
for some positive constant ρ and γ¯ < 1.
Let us start with η = 1. In this case, when αk ∈ (0,1), since η = 1, we can take the labeling
of the nodes to be their relative order such that x1(0) ≤ x2(0) ≤ · · · ≤ xn(0). This labeling is not
changed since ∀` ∈ V \{1,n}, k ≥ 0 : x`−1(k,ω) ≤ x`(k,ω) ≤ x`+1(k,ω) due to x`(k,ω) being a convex
combination of x`−1(k − 1,ω) and x`+1(k − 1,ω). For the nodes with the minimum and maximum
state, the converse is true, i.e., ∀k ≥ 0 : x1(k,ω) ≤ x2(k,ω) and ∀k ≥ 0 : xn−1(k,ω) ≤ xn(k,ω). When
considering some αk = 0 or αk = 1, one can take the relative order of the nodes at time k instead
of their labeling, i.e., replace 1 by (1), 2 by (2), and conversely for the remaining nodes for all
the expressions of this proof.
From the previous observation, the random variable x(k,ω) takes the form of a linear system
of the type x(k + 1,ω) =Qik (αk)x(k,ω), where matrices Qi(α) are defined as
[Qi(α)]j` :=

α, if ` = max(1, j − 1)∧ j = i
1−α, if ` = min(n,j + 1)∧ j = i
1, if j = `∧ j , i
0, otherwise.
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for nodes i, j, ` ∈ V and a parameter α ∈ [0,1]. Matrices Qi(α) are equivalent to taking row i
from matrix A, defined for the deterministic in Proposition 3.1, and all the other rows from the
identity matrix.
To prove (3.11) for η = 1, it is sufficient to show that
E[V 1(x(k + τ,ω))|x(k,ω)]−γV 1(x(k,ω)) ≤ 0 (3.12)
for time interval of size τ , constant γ < 1, which relates to γ¯ through γ
k
τ = γ¯k , and where E[·|·]
is the conditional expected value operator.
In order to upperbound the expected value in (3.12), notice by the definition of V 1(·), for
all time instant k, ∃i? < j? : xj? (k,ω)− xi? (k,ω) ≥ V
1(x(k,ω))
n . In particular, there exists adjacent
nodes i? and j? , i.e., j? = i? + 1. Thus, i? and j? cannot be 1 and n at the same time. Assuming
i? and j? are both different from n, we can define a finite sequence ρ, of size τ , such that
ρ1 = ik+1, · · · ,ρτ = ik+τ . With the objective of writing x1(k + τ,ω) with terms that include both
x1(k,ω) and xn(k,ω), we consider the finite sequence ρ
?
1 = n − 1,ρ?2 = n − 2, · · · ,ρ?τ = 1. This
sequence of updates, of size τ = n− 1 occurs with non-zero probability
pgood =
τ∏
`=1
[P ]`.
Computing the product Q1(αk+τ−1) · · ·Qn−1(αk)x(k,ω) allows to write the expected value of
function V 1(·) subject to the chosen sequence ρ? to occur from time k to k + τ as
E[V 1(x(k + τ,ω)|x(k,ω),ρ = ρ?] = xn(k,ω)−E [(αk+τ−1 +αk+τ−2(1−αk+τ−1))x1(k,ω)|x(k,ω)]
−E
τ−1∑
`=2
αk+τ−`−1 `−1∏
j=0
1−αk+τ−j−1
x`(k,ω)|x(k,ω)

−E

τ−1∏
`=0
(1−αk+`)
xn(k,ω)|x(k,ω)

(3.13)
where the conditional expected values in (3.13) are over the random variables αk ,αk+1, · · · ,αk+τ−1.
Since αk is assumed to be independently selected in each time instant k, ∀k ≥ 0,φ > 0 :
E[αkαk+φ] = E[αk]E[αk+φ]. Thus, and due to linearity of the expected value operator, (3.13) can
be simplified to
E[V 1(x(k + τ,ω)|x(k,ω),ρ = ρ?] = xn(k,ω)−α¯(2− α¯)x1(k,ω)+ τ−1∑
`=2
(
α¯(1− α¯)`
)
x`(k,ω) + (1− α¯)τxn(k,ω)
. (3.14)
Lastly, due to the fact that the nodes labeling correspond to their relative ordering, we can
upperbound (3.14) and get
E[V 1(x(k + τ,ω)|x(k,ω),ρ = ρ?] ≤ xn(k,ω)− [(1− (1− α¯)τ )x1(k,ω) + (1− α¯)τxn(k,ω)]
≤ (1− (1− α¯)τ )(xn(k,ω)− x1(k,ω))
≤ (1− (1− α¯)τ )V 1(x(k,ω))
(3.15)
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where all the x`(k,ω) inside the summation in (3.14) were replaced by x1(k,ω). Remark that
E[V 1(x(k + τ,ω))|x(k,ω)] =
∑
ρ
pρE[V
1(x(k + τ,ω))|x(k,ω),ρ]
= pgoodE[V
1(x(k + τ,ω))|x(k,ω),ρ = ρ?]
+
∑
ρs,ρ?
pρsE[V
1(x(k + τ,ω))|x(k,ω),ρ = ρs]
where pρ is the probability of occurring the finite sequence ρ out of all possible finite sequences
of size τ . Given the upperbound in (3.15) for the chosen sequence and that for all the remaining
ρs, ∀k ≥ 0, τ ≥ 0 : V 1(x(k+τ,ω)) ≤ V 1(x(k,ω)), the expected value in (3.12) can be upperbounded
by
E[V 1(x(k + τ,ω))|x(k,ω)] ≤ pgood (1− (1− α¯)τ )V 1(x(k,ω)) + (1− pgood)V 1(x(k,ω)) (3.16)
By simplifying (3.16), we get
E[V 1(x(k + τ,ω))|x(k,ω)] ≤
[
1− pgood(1− α¯)τ
]
V 1(x(k,ω))
which satisfies (3.12) for γ = 1− pgood(1− α¯)τ .
For the other case where i? and j? are both different from 1, following a similar reasoning,
we would select the finite sequence ρ?1 = 2,ρ
?
2 = 3, · · · ,ρ?τ = n. Following the same steps would
lead to
E[V 1(x(k + τ,ω))|x(k,ω)] ≤
[
1− pgoodα¯τ
]
V 1(x(k,ω))
which satisfies (3.12) for γ = 1 − pgoodα¯τ . Inequality (3.12) holds for both cases by selecting
γ = 1 − pgood max(α¯τ , (1 − α¯)τ ) < 1 which confirms that (3.11) holds for η = 1, from which
convergence in mean square sense follows for η = 1.
As for η > 1, applying the same reasoning as in the proof of Lemma 3.2, we have
0 ≤ V η(x(k,ω)) ≤ V 1(x(k,ω)) (3.17)
which means that for a generic η, the function V η(·) is upperbounded by V 1(·). Combining
(3.11) and (3.17) leads to
E[V η(x(k,ω))|x(0)] ≤ γ¯kV 1(x(0))
from which convergence in mean square follows for η > 1, thus concluding the proof.
In the next theorem, we analyze the convergence for the case of distinct neighbors.
Theorem 3.9. Consider a stochastic social network with graph dynamics as in Definition 3.4, up-
date rule (3.1) and initial conditions xi(0),1 ≤ i ≤ n with parameter αk following a probabilistic
distribution with mean α¯. The, the network opinion converges to a consensus in mean square sense.

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Proof. The proof follows a similar reasoning as that of Theorem 3.8 and focus on establishing
(3.12). Similarly to Theorem 3.8, taking η = 1 makes possible to write the random variable
x(k,ω) in the form of a linear system of the type x(k + 1,ω) =Qik (αk)x(k,ω), but with matrices
Qi(α) being defined as
[Qi(α)]j` :=
α, if ` = max(1,min(j − 1,n− 2))∧ j = i
1−α, if ` = min(n,max(j + 1,3))∧ j = i
1, if j = `∧ j , i
0, otherwise.
for nodes i, j, ` ∈ V and α ∈ [0,1]. Matrices Qi(α) are equivalent to taking row i from the matrix
defining the network dynamics in Definition 3.4 of the deterministic case, and all the other rows
are taken from the identity matrix.
For η = 1 and i? and j? both different from n, we can select ρ? of length τ = n− 2 such that
ρ?1 = n− 1,ρ?2 = n− 2, · · · ,ρ?τ−1 = 3,ρ?τ = 1 since the update of node 2 is irrelevant due to node 1
having as neighbor both node 2 and 3 for η = 1. In doing so, (3.13) becomes
E[V 1(x(k + τ,ω)|x(k,ω),ρ = ρ?] =xn(k,ω)−E[αk+τ−1x1(k,ω)|x(k,ω)]
−E
 τ∑
`=2
αk+τ−` `−2∏
j=0
1−αk+τ−j−1
x`(k,ω)|x(k,ω)

−E

τ−1∏
`=0
(1−αk+`)
xn(k,ω)|x(k,ω)
 .
Following that, equation (3.14) becomes
E[V 1(x(k + τ,ω)|x(k,ω),ρ = ρ?] = xn(k,ω)−α¯x1(k,ω) + τ∑
`=2
(
α¯(1− α¯)`−1
)
x`(k,ω) + (1− α¯)τxn(k,ω)
.
However, by replacing all x`(k,ω) inside the summation by x1(k,ω), we get the same expression
for (3.15) but with τ = n−2 instead of n−1. Following the same steps for i? and j? both different
from 1 would lead to the same expression as in Theorem 3.8. Thus, by following the remaining
steps in the proof of Theorem 3.8, the conclusion follows.
Another interesting case of the stochastic social network is the random neighbors version,
which is analyzed in the next theorem.
Theorem 3.10. Consider a random neighbors social network and initial conditions xi(0),1 ≤ i ≤ n,
with parameter αk following a probabilistic distribution with mean α¯. Then, the network opinion
converges in mean square sense to consensus.

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Proof. Let us recall the random variables ik to represent the node whose clock ticked and is
going to update its state and define the random variables jk as the minimum node selected by
node ik at time k, and `k as the maximum node selected by node ik at time k. The social network
takes the form of a linear system of the type x(k + 1) =Qikjk`k (αk)x(k), where matrices Q
i
j`(α) are
defined as
[Qij`(α)]qr :=

α, if q = i ∧ r = j
1−α, if q = i ∧ r = `
1, if q , i ∧ q = r
0, otherwise.
for nodes i, j, `,q, r ∈ V and α ∈ [0,1] as the parameter for (3.1). In the remainder of the proof, we
will omit the dependence of x(·) on ω to shorten the notation and all inequalities and equalities
involving random variables hold for an arbitrary ω with probability one.
Let us compute the probabilities associated with each of the matrices Qij`(·) for a given value
of i, j and `. Let us define matrices Πi , where [Πi]j` is the probability that after selecting node i
its update uses the minimum as node j and the maximum as node `
[Πi]j` :=

2`−j
2n−1 , if j = i ∧ j ≤ `
2`−j−1
2n−1 , if j < i ∧ i < `
2`−j
2n−1 , if j < i ∧ i = `
0, otherwise.
The probability of each Qij`(α) is going to be the probabilities in [Πi]j` multiplied by the
probability distribution function of α. Let us also define matrix
R = E[Qij`(α)].
Then,
E[x(k + 1)] = RkE[x(0)]
due to the probability distribution of selecting each matrix Qij`(α) and the corresponding
parameter α being independent. The expected value matrix R can be written as
R =
1
n
(
(n− 1)I + (1− α¯)(I ⊗1ᵀn )Ω+ α¯Υ )
)
where
Ω :=

Π1
Π2
...
Πn

and
[Υ ]ij :=

2n−j
2n−1 , if i > j
2n−j+1−1
2n−1 , if i = j
0, otherwise.
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Matrices Πi have all entries summing to 1, making each 1
ᵀ
nΠi sums to 1, leading to (I ⊗1ᵀn )Ω
being row stochastic and upper triangular. In addition, matrix Υ is also row stochastic but
lower triangular. As a consequence, matrix R is a full matrix with all positive entries and row
stochastic as it is a convex combination of row stochastic matrices. Thus, according to the
Gershgorin’s disk theorem, it has all eigenvalues within the unit circle. Since R is full, it is
irreducible and, by the Perron-Frobenius theorem, it only has one eigenvalue equal to 1, showing
that the limit of the expected value converges. These properties are required for the proof of
convergence in the mean square sense.
Similarly, let us introduce the matrix
R2 :=
n∑
i=1
n∑
j=1
n∑
`=1
[Πi]j`Q
i
j` ⊗Qij`.
Manipulating the expression, and given that the distributions are independent, we can write
E[x(k + 1)x(k + 1)ᵀ] = Rk2E[x(0)x(0)
ᵀ].
Due to the structure of matrices Qij`, the second moment matrix can be written as
Γ1 Λ1,2 Λ1,3 · · · Λ1,n
Λ2,1 Γ2 Λ2,3 · · · Λ2,n
...
...
. . .
...
...
Λn−1,1 Λn−1,2 · · · Γn−1 Λn−1,n
Λn,1 Λn,2 · · · Λn,n−1 Γn

where
Γ` = R−
∑
i,`
[
(1− α¯)[Πi]j`Q``i + α¯[Πi]j`Q`i`
]
−
∑
i,`
∑
j,`,j,i
Q`ij
and
Λ`j =
∑
i,j
[
(1− α¯)[Πi]j`Q`ij + α¯[Πi]j`Q`ji
]
.
Matrix R2 is still a row stochastic matrix but with non-negative entries. In order to show that
R2 is irreducible, consider its support graph given by having n2 nodes corresponding to the
dimension of R2 and having an edge (i, j) for each [R2]ij , 0. Notice that in the block diagonal,
we have full matrices and, therefore, have n complete graphs of n nodes each. Since the support
graph of Λ`j has a link (`, j) which connects the ` of one of the clusters with j of another, the
overall graph is still connected. Following the same reasoning, all the eigenvalues are within
the unit circle with only one eigenvalue 1 and the conclusion follows.
The proofs regarding the convergence of the considered social network use similar steps
and tools that can be used for addressing other network dynamics. However, the focus of this
work is on these specific network dynamics, as they reflect the observation of social networks in
real-life.
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Figure 3.6: Evolution of V (k) for the case of a base social network for values of η = 16, · · · ,20.
3.7 Simulation Results
In the previous section, we showed convergence results for four different settings: what we
devise as a base social network according to the observations and assumptions; a version where
people contact only other agents with distinct opinions; a first strategy where people with strong
beliefs search for agents with opposite arguments; and a last setting where nodes contact with
exactly 2η nodes.
In order to compare these four policies, we consider a social network with n = 20 agents and
set their initial states to xi(0) = i2, i = 1, · · · ,n, and set αk = 12 ,∀k ≥ 0.
Figure 3.6 depicts the evolution of function V (k) in each iteration of the base social network.
Recall that V (k) denotes, as defined in the statement of Lemma 3.2, the distance between the
largest and smallest nodes of the network. The case where η = 19 is overlapped by the case of
η = 20 as in both cases we are dealing with the complete network where all nodes connect to the
whole network.
The simulation for the case of a social network where nodes follow the distinct value policy is
presented in Figure 3.7. The cases of finite-time convergence (depicted in thick lines) correspond
to η ≥ n2 . The maximum number of iterations corresponds to the value provided by Theorem
3.3. Whereas in the base network finite-time convergence is only guaranteed for the complete
network, in this case only two nodes must receive information from the whole network.
Figures 3.8 and 3.9 show the simulation results for the circular graph dynamics and the
closest distinct neighbor policy, respectively. We draw attention to the fact that both rules lead
to finite-time convergence regardless of the choice of η, but that the closest distinct policy has a
faster rate. In the circular policy, a cluster of nodes contacting the two nodes with the strongest
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Figure 3.7: Evolution of V (k) for the case of a social network with agents communicating with nodes
with distinct opinions for values of η = 8, · · · ,12.
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Figure 3.8: Evolution of V (k) for the case of a social network with agents with strong opinion looking for
opposite opinions for values of η = 1, · · · ,5.
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Figure 3.9: Evolution of V (k) for the case of a social network with agents contacting the 2η closest distinct
neighbors for values of η = 1, · · · ,5.
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Figure 3.10: Comparison of the evolution of V (k) for the four cases with η = 1.
opinions is formed in each iteration. In contrast, for the closest distinct neighbor strategy, two
clusters of nodes with the same opinion are formed in the first iteration and, in each subsequent
steps, new nodes are added.
The previous simulations are useful to illustrate the results presented before. However, it is
not straightforward to compare the convergence of all four scenarios. In a different simulation,
we increase the number of nodes to n = 100 and set η = 1 to make the results comparable, since
the first two scenarios have a number of links equal to η(2n− η − 1) and the following two have
2nη links.
Figure 3.10 depicts the range of the state, as measured by the function V (k) for the different
networks. Both the circular and distinct neighbor achieve finite-time convergence. The main
conclusion is that both graph dynamics corresponding to Definition 3.2 and Definition 3.3, are
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restrictions, leading to slow convergence rates. For the case of η = 1, they are the same since
the lines are overlapped. We also point out the behavior of the circular and distinct neighbor
policies to enforce fast convergence. This indicates that forcing the establishment of clusters of
opinions leads to finite-time convergence and that the rate is governed both by the number of
clusters and how fast other nodes join those clusters.
In the previous section, we showed results regarding what is the final social opinion using
different network dynamics and connectivity parameters. Definition 3.5 was not addressed since
the relative order of the states is not preserved, which prevents the use of our analysis. However,
in our simulations, evidence supports that such a definition presents similar performance to
that of Definition 3.4 for the considered cases.
In order to compare these four policies, we consider a social network with n = 100 agents
and three different cases for the initial conditions:
• initial conditions are drawn from independent normal distributions with expected value
100 and variance 1;
• initial states are chosen from independent exponential distributions with λ = 100;
• and a final example where 90 nodes are chosen from a normal distribution with expected
value 1 and 10 agents are selected from normal distributions with expected value 100.
Figure 3.11 depicts the evolution of the final opinion value x∞ as a function of η when
considering αk =
1
2 ,∀k ≥ 0 and network dynamics as in Definition 3.2. The first interesting point
is that, when considering all the initial states drawn from independent normal variables with
expected value equal to 100 and variance 1, the final opinion converges to the expected value.
Such a result can be explained by the fact that the final belief is a convex combination of the
initial states, which are normally distributed. This will be observed regardless of the network
dynamics and the value taken for η. Moreover, the final value depends only on α.
In Figure 3.12, it is shown the results for the network dynamics as in Definition 3.3 which are
very similar to the ones shown in Figure 3.11, in particular, since for any value of η < n2 the final
value is the same. We point out that for the geometric distribution, the social opinion is smaller
than what is achieved for the Circular and Neighbor dynamics. An interesting aspect for small
values of η is that the final value is greater than what can be achieved using other dynamics
since the minimum and maximum values have a higher weight as suggested by Theorem 3.4.
Figure 3.13 depicts the final opinion of the network when using the Neighbor network
dynamics. The final opinion increases with η except for the case of the normal distribution with
expected value equal to 100. In the geometric distribution case, it is possible to achieve a higher
opinion by selecting η close to n and a smaller value if we consider η close to 1. In the case
where the population is divided into two groups, we see that the social opinion can approximate
66
3.7 Simulation Results
0 10 20 30 40 50 60 70 80 90 100
0
50
100
150
200
250
300
350
miu
x ∞
 
 
N(100,1)
Exp(100)
90 N(1,1) and 10 N(100,1)
Figure 3.11: Evolution of the final state x∞ as function of η for the case of the base network dynamics.
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Figure 3.12: Evolution of the final state x∞ as function of η for the case of the Distinct Network dynamics.
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Figure 3.13: Evolution of the final state x∞ as function of η for the case of the Neighbor Network
dynamics.
that of the majority by selecting η = 1, since this policy places higher weights in the median
nodes, as shown in Theorem 3.7.
As discussed in the previous section, due to the fact that the relative order of the agents is
not maintained under the Circular dynamics, computing an expression for the final opinion
value gets harder and would depend on the nodes initial states themselves. Intuitively, the
Circular dynamics should produce results similar to those of the Neighbor policy as it had
similar properties in terms of convergence, as shown in the previous section. In Figure 3.14, we
depict the simulation results comparing both policies and confirm the intuition. In the cases
where normal distributions were used, the final values for the Circular and Neighbor networks
were different by a factor of 10−2 except for the cases where η < 9 in the last example, where
the difference was around the order of 1. In the geometric distribution case, the social opinion
converged to a higher value using the Circular definition for η < 10, and for η ≥ 10 becomes
very similar. Thus, the simulations suggest that both policies have no substantial difference.
3.8 Conclusions
In this chapter, the problem of studying the evolution of the opinion in a social network associ-
ated with a political party or an association is firstly addressed using a deterministic distributed
iterative algorithm with different types of graph dynamics that express how agents interact. The
dynamics considered are motivated by the fact that people tend to engage discussion with those
with opinions close to their own. We also consider networks exhibiting stochastic interactions
between nodes.
For the deterministic setup, we show convergence results for the base social network and
show that it can be improved by considering only nodes with distinct opinions. By doing so,
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Figure 3.14: Evolution of the final state x∞ as function of η for the case of the Circular Network dynamics.
convergence is attained requiring only half of the interconnections when compared to the base
case. Two policies are then introduced to reduce the required parameter η influencing the
number of interactions, namely a strategy where nodes with extreme opinions seek the influence
of others with opposite argument; and a policy where agents ensure at all time 2η links by
just considering the closest agents in belief without concerns whether it is greater or smaller.
Convergence results are provided that establish finite-time convergence. Both graph dynamics
have different ways of creating clusters of opinions, which influences the transient behavior of
the network. These results are useful in a company or organization environment, where agents
can be motivated to cooperate according to one of these rules, which will attain a faster social
convergence. In the stochastic setup, convergence in the mean square sense is proved for all the
policies except the circular definition.
For the case of constant α, we show how the final opinion depends on the left eigenvector of
a row stochastic matrix representing an iteration of the algorithm. This result also applies to
the case of the distinct values policy and the weights associated with each initial condition are
computed when the distinct values policy converges in finite-time, showing the minimum and
maximum opinion nodes are the ones having the greatest impact on the final value, followed by
the nodes near the median in a logarithmic fashion.
The circular strategy does not maintain the relative order of the nodes according to their
opinion. Evaluating this strategy in simulation revealed that it follows the same general behavior
of the distinct neighbors policy. The distinct neighbor policy results in a social opinion where
the nodes closer to the median are more influential, and the weights are given by the entries of
the Pascal triangle.
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4
Set-Valued Estimators
4.1 Introduction
In the previous chapters, the distributed algorithms were designed to deal with crash-like type
of faults by including stochastic communications. Agents were either working correctly or non-
responsive, links cannot be both working and failing during the same period, packets are either
discarded or delivered, etc. In any of such cases, randomness could make the algorithm robust
but is worthless if, for example, we are considering data to be corrupted in delivered packets,
sensor loss of sensitivity, unmodelled interactions by third parties foreign to the algorithm, etc.
The main target of this chapter is to extend the possible faults that a distributed system can
detect and be robust to.
The problem of detecting faults in an asynchronous distributed environment relates to
determining if any of the nodes enters in an incoherent state given the observed history of
measurements. In particular, we are interested in randomized algorithms where the dynamics
is common to all the nodes and no control messages are needed. This class of algorithms
is used for iterative solutions because they offer a certain level of robustness against packet
drops and node failure. Applications of randomized algorithms [MR10] range from computing
integrals to consensus [BGPS06] and solving problems for which the solution requires a heavy
computational burden [IK90] [DHKP97] [Mul94]. Large scale distributed systems and the use
of robot swarms highlight the importance of this problem for practical applications.
The aim of this chapter is to detect the presence of an attacker who corrupts the states of
the nodes or their transmissions. In this context, the small probability of an event cannot be
discarded as an attacker can select the worst case signal, which motivates the use of set-valued
estimation tools. Therefore, we address the problem in a distributed manner where each node
models the network from its perspective as a Linear Parameter-Varying (LPV) system, where the
input is the attacker signal. Since an attacker is allowed to inject any signal, we are looking at
the worst case scenario and estimating the set of all possible state realizations that comply with
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the “fault-free” model. If the set becomes empty, we can guarantee the presence of an attacker
(Byzantine fault) or any other fault.
Byzantine fault detection methods have been proposed in the literature for a number of
specific applications. For instance, [KMMS97] focuses on detection in the case of a consensus
problem by using unreliable fault detectors, where multiple classes of theoretic detectors are
presented. The proposed method checks if the algorithm is running correctly and if all the
messages are in concordance with the specifications. The research interest in Byzantine faults
has motivated a number of contributions including the scenario of unreliable networks in
distributed systems. In particular, [PBB12] considers the problem of detecting and correcting
the state of the system in the presence of a Byzantine fault. The case of malicious agents
and faulty agents is studied and the authors provide, in both cases, bounds on the number
of corrupted nodes to ensure detectability of the fault. In [PBB12], the system dynamics are
described by a linear time-invariant model that constrains the communications in each time
slot to be from a fixed set of senders to a set of receivers. Here, however, a randomized gossip
algorithm is considered, thus dropping the assumption that the same set of nodes is every time
involved in message exchanges.
The adopted strategy for fault detection has an interesting finite-time property that can be
used in consensus problems. Finite-time consensus in the presence of malicious agents has been
addressed in [SH11], where the authors show that the topology of the network categorizes its
ability to deal with attacks. Both the number of corrupted nodes and vertex-disjoint paths in
the network influence its resilience. In [SH11], it is assumed a broadcast model where, at each
transmission time, the nodes send to all their neighbors the same value and the agents objective
is to compute some function of the initial states. The main difference to the work described
herein is the communications model, which we assume to be gossip, where pairs of nodes are
selected randomly to exchange information, instead of having a broadcast model.
In [SRC+13], the concept of Stochastic Set-Valued Observers (SSVOs) was introduced by
resorting to the use of α-confidence sets, i.e., sets where the state of the system is guaranteed to
belong with a desired pre-specified 1−α probability; which can be viewed as a generalization
of confidence intervals. The property of finite-time consensus when using (deterministic) Set-
Valued Observers (SVOs) for a sufficiently large horizon in a randomized gossip consensus
algorithm is shown in [SRHS14].
Besides the development of a theoretical framework to address the problem at hand, it is
also needed to cover the mathematical machinery required to cope with the computation of the
set where the current state can take values. From the random behavior of the gossip algorithm, a
set-valued estimate requires the union over all possible transmission of the set of possible state
realizations originated by that transmission and the previous state. By definition, the number
of sets grows exponentially with the horizon N . We resort to the concept of SVOs for this task,
firstly introduced in [Wit68] and [Sch68]. For the interested reader, further information can be
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found in [Sch73] and [MV91] and the references therein.
An alternative to the use of SVOs is the use of zonotopes, described in [BR71] and further de-
veloped in [Com05], [ABC05] and [SRMB16]. Zonotopes represent a different trade-off between
the computation complexity of unions and intersections. In particular, intersections introduce
conservatism which motivated the alternative approach adopted in this chapter in order to
attain the desired convergence guarantees, while keeping the computational requirements
to a tractable level. The idea of interval analysis [Moo66] may also be adopted, although it
introduces conservatism by not considering horizon values larger than unity in their typical
formulation, unlike SVOs [RS13]. In [REZ12], interval observers for linear and nonlinear sys-
tems are proposed with mild assumptions such as the boundedness of the disturbances and
measurement noise (similar to the assumptions for the SVOs).
In the literature, there are other examples of fault detection systems that employ gossip
algorithms in order to achieve scalability. In [RMH98], the proposed protocol aims at detecting
faults by using a gossip-like communication. The work differs from our proposal in the sense
that the protocol is limited to determining unreachable nodes and does not cope well in the
presence of attackers.
The applicability of the proposed method in the detection of faults in randomized gossip
algorithms spans other purposes as several challenges in the Fault Detection and Isolation (FDI)
literature - [Pat97, BS09] - share the framework described in the sequel. In [RSSA10], [RS13],
the authors take advantage of SVOs for fault detection by resorting to a model falsification
approach. This chapter extends the results in [RSSA10], [RS13] to detect Byzantine faults in
randomized gossip algorithms by rewriting the associated dynamics as an LPV model. Moreover,
unlike the approach in [RSSA10] and [RS13], the method proposed herein takes into account
the information related to the probability of having a given communication, in order to reduce
the conservatism of the results.
In [RGTC01], three algorithms are proposed for gossip-like fault detection in distributed
consensus over large-scale networks, namely round-robin, binary round-robin, and round-robin
with sequence check. These improve upon the basic randomized version by constructing a
better gossip list and reducing the probability for false positives. The algorithms are particularly
designed for the consensus problem in its version where all the nodes must select a value
among the initial set of values. Our algorithm aims at detecting faults for general iterative
linear distributed algorithms that can be subject to sensor noise or other effects that render the
detection non-trivial.
Closely related to the concept of stochastic detection is the work presented in [RNEV08]
which performs the detection by finding the change points in the correlation statistics for a
sensoring network. The authors are able to provide guarantees on detection delay and false
alarm probability. Such approach addresses a similar problem of detecting faults that are
possible in the standard dynamics but not very “probable” to take place. Our work tackles
73
Chapter 4: Set-Valued Estimators
this issue in a different way by considering the set of possible states given the more “probable”
dynamics.
In the context of fault detection in distributed systems, [ME14] addresses the problem by
looking at the whole system and constructing a batch of observers for each sub-system. By
looking at the outputs of these observers it is possible to detect and isolate faults affecting one
of the sub-systems. However, it is a centralized approach whereas our focus is to run each of the
observers locally at each sub-system in a fully distributed way.
In [ZJ14], the authors propose an on-line fault detection and isolation algorithm for linear
discrete-time uncertain systems where the detection is based on the computation of upper and
lower bounds for the fault signal. The calculations are performed resorting to Linear Matrix
Inequality (LMI) optimization techniques. Similar computational burden considerations to
the work presented in this chapter are discussed and the techniques are related to our work.
However, in order to address randomized gossip algorithms we studied a more general class of
systems.
Using the approach of design residual filters, [CJ14] studies a class of linear continuous-time
systems with the purpose of identifying faulty actuators. The aim of this work is to adjust the
filters parameters as to decouple them when faults affect a group of actuators. Our approach
differs in the sense that we want to incorporate unknown parameters in the dynamics matrix of
the system.
4.2 Main Contributions and Organization
The organization of this chapter develops towards presenting all the details of fault detection
for the worst-case and in the stochastic sense for distributed linear systems. Initial focus is given
to distributed gossip systems and their key elements and constraints posed on the detection,
namely, the characteristics associated with the network component and how faults are modeled.
The concept of Set-Valued Observers (SVOs) is introduced and applied to the deterministic fault
detection, as the worst-case is considered. Progress is made in presenting a method to extend
the SVOs computation to incorporate the stochastic information of the communication process,
which results in the Stochastic Set-Valued Observers (SSVOs).
The SVO-based fault detection method motivates the introduction of a consensus algorithm
that performs averages on intervals containing the state, intersecting them upon neighbor
communication. The algorithm is asymptotically convergent and also has the advantage that,
under some communication patterns, it finds the consensus value in finite-time due to the
intersection phase. The stochastic detection is an extension of the previous method with the
set of state estimates being a subset of the previous one corresponding to a confidence set of
where the state can take values. Lastly, in the particular case of consensus, it is introduced an
algorithm that takes advantage of the local estimates and intersects them upon communication
to generate less conservative sets. Therefore, this chapter is proposing an SVO-based approach
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to fault detection with different types of SVOs. For the deterministic worst-case detection, it
is proposed an SVO that can run in each node to perform fault detection using only locally
available information. The stochastic detection is an extension of the previous method with
the set of state estimates being a subset of the previous one corresponding to a confidence set
of where the state can take values. Lastly, in the particular case of consensus, we propose an
algorithm that takes advantage of the local estimates and intersects them upon communication
to generate less conservative sets.
The main contributions can be found in the papers [SRC+13], [SRHS14], [SRHS15d] and
[SRHS17c], and outlined as follows:
• it is shown how to compute a threshold for the “maximum impact” of an undetected fault,
discussing two particular cases: linear consensus, and networked physical systems;
• the number of required communications for guaranteeing detection is reduced by analyz-
ing the structure of randomized gossip algorithms;
• finally, we show how some of the dynamics matrices can be discarded from the model that
each node has of the network, which reduces the computational complexity of the fault
detection procedure.
4.3 Fault Detection Problem
We consider a set of nx agents (also referred as nodes) labeled from one to nx. Each node i, at
each transmission time k, has a scalar state xi(k), 1 ≤ i ≤ nx. At each transmission time k, each
node i chooses a random out-neighbor j, according to the communication topology modeled by
a connectivity graph G = (V ,E), where V represents the set of nx agents, and E ⊆ V ×V is the
set of communication links. Node i can send a message to node j, if (i, j) ∈ E. If there exists at
least one i ∈ V such that (i, i) ∈ E we say that the graph has self-loops. By assumption, any node
i has a self-loop which means that if i did not communicate, it still has access to its own value at
any transmission time k. We associate to graph G a weighted adjacency matrix W with entries:
[W ]ij :=
wij , if (i, j) ∈ E0, otherwise ,
where the weightwij ∈ [0,1] is the probability that node i selects j to communicate and, therefore,
W1nx = 1nx .
The “fault-free” gossip algorithm can be defined by the dynamics discrete-time equation
x(k + 1) = A(k)x(k), (4.1)
where the matrix A(k) is selected randomly from a set {Qij , (i, j) ∈ E}, i.e., A(k) = Qij with
probability
wij
nx
given by the probability 1nx of node i being the one initiating the communication,
and probability wij of node j being selected by i. The choice for matrices A(k) model the
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process by which nodes select a random out-neighbor, as described above, and where x(k) =
[x1(k), · · · ,xnx(k)]
ᵀ
. Matrices Qij implement the update on state variables xi and xj caused by a
transmission from node i to node j and represent a set of matrices that are equal to the identity
except for rows i and j. In this chapter, we assume symmetry in the communication and update
rule, meaning that both rows i and j are equal (which implies matrices A(k) to be symmetric),
and no further structure is assumed regarding the linear iteration.
The “fault-free” algorithm in equation (4.1) is modified to include faults resulting in:
x(k + 1) = A(k)x(k) +B(k)u(k), (4.2)
where the input, u(k), models the fact that some of the nodes may either report incorrect values
regarding their state value or update their state by something other than the “fault-free” version.
In particular, the case of an attacker trying to exploit the algorithm weaknesses motivates to
consider any input signal u(k) [PBB12].
The objective of the detection algorithm is to use only limited information provided by local
interactions between nodes in the network. A node performing the detection does not have
access to all the communications between the remaining nodes. Indeed, the output of the system
from the perspective of node i, yi(k), at time k, is composed of the states that were involved in
the communication with that node. In other words, if node j transmitted to node i at time k,
then yi(k) will be the vector with the states xi and xj i.e., yi(k) = Ci(k)x(k), with Ci = [ei ,ej ]ᵀ and
will only have its own state if the node did not communicate (Ci(k) = [ei ,ei]ᵀ)1. With a slight
abuse of notation, we use yi(k) to refer to the output of the system at time k and yik(x(0),uk) to
express the same output as a function of the initial state x(0) and input uk , where uk denotes the
sequence of inputs up to time k.
The full dynamics Si for node i, as defined above, refers to the pair of equations:
Si :
x(k + 1) = A(k)x(k) +B(k)u(k)yi(k) = Ci(k)x(k) (4.3)
The main goal of this chapter can therefore be stated as: developing algorithms for detecting
nonzero inputs u(k) in (4.2) that do not require knowledge of the matrices B(k)2 and signal u(k)
and, instead, only use the measured variables yik , which stands for all the measurements up to
time k, as in (4.3).
We introduce the following definition:
Definition 4.1 (undetectable faults). Take the randomized gossip system modeled by (4.3) from
node i’s perspective. A nonzero input sequence uk (corresponding to a fault) is said to be undetectable
1Alternatively, one can consider simply Ci (k) = e
ᵀ
i , although this would imply that the size of vector y
i (k) depends
on k.
2Since the focus is on fault detection rather than fault isolation, we generate set-valued estimates for the state of
the “fault-free” system which does not require the knowledge of matrices B(k)
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in N measurements if for some transmission sequence:
∀k<N ,∃x(0),x′(0)∈Wo : yik(x(0),uk) = yik(x′(0),0)
where Wo is a set where initial state x(0) is known to belong to. Otherwise, it is said to be detectable.

The intuition behind this definition is that a fault is only guaranteed to be detectable if
there is no possible set of initial conditions such that the sequence yi(0), · · · , yi(N ) of measurable
states can be generated without an attacker signal. The fault being detectable as in Definition
4.1 relates to the observability of the system, as described in [GG76]. Notice that if the fault
does not satisfy Definition 4.1, it cannot be guaranteed its detection with probability 1. The
mechanism presented throughout this chapter can still detect such faults depending on the
sequence of transmissions and the initial state of the nodes.
In summary, the problem being tackled in this chapter relates to detecting any fault which
cannot be generated by a “fault-free” model only with the knowledge of local measurements
of the node state itself and those to which it communicates. The fault detection mechanism is
distributed and no global knowledge of which nodes are communicating is assumed and neither
is known the nodes or the communication links affected by the attacker.
4.4 Fault Detection using Set-Valued Observers (SVOs)
In this section, we analyze the fault detection problem from a deterministic point of view, and
recast the network within the LPV framework. As a consequence, the random selection of
matrices A(k) is disregarded and all realizations of the sequence of matrices A(k) are considered
regardless of their probabilities. Firstly, we start by rewriting the matrices A(k) in (4.2) as the
sum of a single central matrix A0 with parameter-dependent terms:
A(k) = A0 +
n∆∑
`=1
∆`(k)A` (4.4)
where each ∆`(k), ∀k ≥ 0 is a scalar uncertainty with |∆`(k)| ≤ 1, and the A`, ` ∈ {1,2, . . . ,n∆} a
sufficiently rich collection of matrices so that all the A(k) can be written as in (4.4). For the sake
of simplicity, we also denote ∆(k) = [∆1(k), · · · ,∆n∆(k)]T as the vector of uncertain parameters at
times k.
As an example, consider a simple network with 3 nodes running a gossip consensus algorithm
and let us look only at nodes 1 and 2, which we assume to have 3 different dynamics matrices
Q12 =

0.5 0.5 0
0.5 0.5 0
0 0 1
 ,Q21 =

0.25 0.75 0
0.75 0.25 0
0 0 1
 ,Q11 =Q22 = I
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where Q11 and Q22 represent missed transmissions from node 1 and node 2 respectively. For
that case, we can design the matrices A0 and A` to be
A0 =Q12,A1 =

0.5 −0.5 0
−0.5 0.5 0
0 0 0

and matrix Q11 = Q22 = A0 +A1, Q12 = A0 and Q21 = A0 − 0.5A1. Therefore, for 3 possible
transmission matrices we only require 1 uncertainty (i.e., n∆ = 1) and reduce the complexity of
the algorithm.
The dynamics of the system can now be cast into an LPV model with uncertainty in the
time-varying matrix A(k). Indeed, the dynamics in (4.2) can be rewritten as:
x(k + 1) =
(
A0 +
n∆∑
`=1
∆`(k)A`
)
x(k) +B(k)u(k). (4.5)
Detecting a fault in a worst-case scenario amounts to finding whether there exists an admissi-
ble initial condition x(0) such that a given sequence of observations, yik , can be generated by the
dynamics in (4.5) with u(k) = 0 for k ∈ {0,1, · · · ,N }. Therefore, the knowledge of the structure of
B(k) is not needed for fault detection.
A fault-free (ideal) SVO for (4.3) is a dynamical system that produces a sequence of sets
X(k), k ≥ 0 such that each X(k) is the smallest set that contains all possible values of the state
x(k) of (4.3) that are compatible with the zero inputs u(0) = u(1) = · · · = u(k − 1) = 0 and the
observed outputs yi(0), yi(1), · · · , yi(k) of node i.
Assumption 4.1 (bounded state). For a “fault-free” system, the following holds: ∀k < N,∀i : 1 ≤
i ≤ nx, |xi(k)| < c for a given constant c.

Assumption 4.1 is sustained by the fact that a non-faulty gossip algorithm has a bounded
state. Therefore, a node receiving a measurement indicating the absolute value of the state of a
neighbor being larger than c can trivially detect the occurrence of the fault. Assumption 4.1 is
fundamental for enclosing the initial state in a polytope and compute the set X(k) as described
in the next proposition.
To prepare the proposition, we introduce some notation. A polytope at time k is defined as
Set(M,m) := {q :Mq +m ≤ 0} whereas we also introduce the notation M∆? (k) and m∆? (k) to refer
the polytope for a particular instantiation ∆? of the uncertainties. Similarly, A∆? refers to the
particular instantiation of the dynamics matrix using ∆? value for the uncertainties.
We also recall the definition of the Fourier-Motzkin elimination method as
Definition 4.2 (Fourier-Motzkin elimination method [Tel82]). Take a polytope described by
{[
x
y
]
∈
Rnx+ny : A
[
x
y
]
≤ b
}
. The Fourier-Motzkin elimination method is a function
(AFM,bFM) = FM(A,b,nx)
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such that
AFM y ≤ bFM⇔∃x∈Rnx : A
[
x
y
]
≤ b.
Intuitively, we will compute the polytope containing the state for each of the vertices of the
hypercube containing the vector ∆(k). For that reason, we show how to compute for a particular
vertex (i.e., when ∆(k) is a constant equal to one of the hypercube vertices) and then compute
the convex hull of all the sets.
Proposition 4.1 (X(k+ 1) computation [ST99]). Consider a system described by (4.5), with u(·) ≡ 0,
and where x(k) denotes the corresponding state at times k, for k ≥ 0. Further assume that
• x(0) ∈ X(0), where X(0) := Set(M0,m0), for some matrix M0 and vector m0 with appropriate
dimensions;
• ∆(k) ≡ ∆? , for some (constant) vector ∆? and all k ≥ 0;
• Ao +A∆? is non-singular.
Then, the set X(k + 1) := Set(M∆? (k + 1),m∆? (k + 1)), which contains all the possible states of the
system at time k + 1, can be described at the expenses of the previous set-valued estimates (X(k) :=
Set(M(k),m(k))) as the set of points, x, satisfying the equation
M(k)(A0 +A∆? )−1
Ci(k + 1)
−Ci(k + 1)
︸                   ︷︷                   ︸
M∆? (k+1)
x ≤

−m(k)
yi(k + 1)
−yi(k + 1)
︸        ︷︷        ︸
−m∆? (k+1)
(4.6)
where
A∆? =
n∆∑
`=1
∆?`A`
and ∆?` is the realization of the uncertainty for the current transmission time. When the dynamics
matrices are not invertible, the set is given by solving the inequality relating the current time x and
the previous time with x−

I −A0 −A∆?
−I A0 +A∆?
Ci(k + 1) 0
−Ci(k + 1) 0
0 M(k)

[
x
x−
]
≤

0
0
yi(k + 1)
−yi(k + 1)
−m(k)
 (4.7)
and applying the Fourier-Motzkin elimination method [KG87] (see Definition 4.2) to remove the
dependence on x− and obtain the set described by M∆? (k + 1)x ≤ −m∆? (k + 1).
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Inequality (4.7) can be extended to a generic horizon obtaining the following:
I −A˜k0 · · · 0
−I A˜k0 · · · 0
I 0 · · · 0
−I 0 · · · 0
...
...
. . .
...
I 0 · · · −A˜kN−1
−I 0 · · · A˜kN−1
Ci(k + 1) 0 · · · 0
−Ci(k + 1) 0 · · · 0
0 Ci(k) · · · 0
0 −Ci(k) · · · 0
...
...
. . .
...
0 · · · 0 Ci(k + 1−N )
0 · · · 0 −Ci(k + 1−N )
0 M(k) · · · 0
...
...
. . .
...
0 · · · 0 M(k + 1−N )


x(k + 1)
...
x(k + 1−N)
 ≤

0
0
0
0
...
0
0
yi(k + 1)
−yi(k + 1)
yi(k)
−yi(k)
...
yi(k + 1−N )
−yi(k + 1−N )
−m(k)
...
−m(k + 1−N )

(4.8)
where the notation x(k + 1−N) is a variable to constrain the state atN time instants before the current
time and A˜kn := (A0 +A∆(k)) · · · (A0 +A∆(k−n)).

The previous proposition describes the set of possible states at time k + 1 for a particular
instantiation of ∆(k), which considers no uncertainty in the system. As an example to illustrate
the SVO computations, assume an abstract system described by the Linear Time-Invariant (LTI)
model: 
x(k + 1) =
[
0.75 0.25
0.25 0.75
]
x(k) + 0.1d(k)
y(k) =
[
1 0
]
x(k) + ν(k)
(4.9)
where ∀k ≥ 0 : |ν(k)| ≤ 0.1 and an initial state uncertainty ∀i ∈ {1,2} : |xi(0)| ≤ 1. The system has
invertible dynamics and the set X(1) = Set(M(1),m(1)) given by
M(1) =

1.5 −0.5 −0.15 0.05
−1.5 0.5 0.15 −0.05
−0.5 1.5 0.05 −0.15
0.5 −1.5 −0.05 0.15
1 0 0 0
−1 0 0 0
0 0 1 0
0 0 0 1
0 0 −1 0
0 0 0 −1

,m(1) =

1
1
1
1
0.1
0.1
1
1
1
1

for the measurement y(1) = 0. The set X(1) is exact as we have assumed an LTI with no
uncertainty in its dynamics and depends on the variables
[
xᵀ dᵀ
]ᵀ
. The set X(1) can be
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described solely by the variable x performing an elimination of the d variable, obtaining
M(1) =

5 −15
−5 15
1 0
−1 0
 ,m(1) =

−12
−12
0.1
0.1

which we have depicted in Figure 4.1. In the case of an LTI, the methods described in the
remainder of this section are not required since the exact set X(k) can be obtained.
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(a) Initial uncertainty X(0).
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(b) Polytope X(1).
Figure 4.1: Example of the sets produced by the SVOs.
In order to compute the set X(k + 1), one would need to make the union of the sets for all
possible instantiations of the uncertainties. As a consequence, set X(k + 1) is, in general, non-
convex which renders its calculation computationally heavy. For that reason, we are interested
here in polytopical SVOs that produce the smallest sets of the form X˜(k) := Set(M(k),m(k)) that
contain the sets X(k) produced by the fault-free (ideal) SVO. Polytopical SVOs thus produce the
smallest over-approximation of the sets produced by the ideal SVO.
For a given horizon, N , let the coordinates of each vertex of the hypercubeH := {δ ∈Rn∆N :
|δ| ≤ 1} be denoted by θi , i = 1, · · · ,2n∆N . Using (4.6) (or (4.7)), let us compute Xθi (k). Thus, the
smallest set comprising all possible states of the system described by (6), with |∆`(k)| ≤ 1 and
u(·) ≡ 0, at time k + 1 can be obtained by
X˜(k + 1) = co
( ⋃
θi∈H
Set(Mθi (k + 1),mθi (k + 1))
)
(4.10)
where co() denotes the convex hull. The vertices θi should not be confused with the network
agents, since they represent the possible combinations of the uncertainty parameters. The
convex hull in (4.10) can be performed using the methods described in [RSSA10], [RS13]. It is
straightforward to conclude that X(k + 1) ⊆ X˜(k + 1). We recall Proposition 6.2 in [Ros11] for
completeness, but considering a less restrictive condition where γN ≤ 1.
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Proposition 4.2 (Growth of X˜(k)). Consider a system described by (4.5) with x(0) ∈ X˜(0) and
u(k) = 0,∀k, and suppose that there exists an N ≥ 0 such that
γN := max
∆(k), · · · ,∆(k +N )
|∆(m)| ≤ 1,∀m
k ≥ 0
∣∣∣∣∣∣∣∣ k+N∏
j=k
A(j)
∣∣∣∣∣∣∣∣ ≤ 1,
and where
A(j) :=
[
A0 +
n∆∑
`=1
∆`(j)A`
]
.
Then, it is possible to find a set Xo(k),∀k with uniformly bounded hypervolume and number of vertices,
such that X˜(k) ⊆ Xo(k).

The proof follows the exact same steps as that of Proposition 6.2 in [Ros11]. The less
restrictive condition is met for doubly stochastic matrices A(k) since the hyper-parallelepiped
overbound for the initial state also includes the remaining set-valued estimates.
In summary, Proposition 4.2 states that the volume of X˜(k) is uniformly bounded for all
k ≥ 0, and that there is a hyper-parallelepiped that, at each time, contains the set X˜(k), and has a
uniformly bounded distance between any two vertices, for all k ≥ 0.
Notice that the method provided before to computeM(k) andm(k) for the “fault-free” model,
gives a set where the measurements can take values. Whenever this operation results in an
empty set, the “fault-free” virtual system cannot generate the real system measurements and a
fault is detected. In addition, in reference to Proposition 4.2, we can always derive a bounded
set with a finite number of vertices to contain the set of actual possible states, X˜(k).
The complexity of the algorithm to compute the set-valued estimates for the state is expo-
nential in nature, since the number of vertices of the hypercube to be considered is 2n∆N . The
number of uncertainties, in a worst-case scenario, is equal to the number of vertices of the con-
nectivity graph, as we can trivially associate each uncertainty with each possible communication
link and define appropriate matrices A` in (4.5).
In order to reduce the SVO complexity, it is essential to either consider a smaller horizon or
decrease the number of edges in the connectivity graph relevant to our problem. One of the main
contributions to be presented later in this chapter is the guarantee that, under mild assumptions,
detection can be guaranteed for a sufficiently large number of observations. In practical cases,
this amounts to setting the horizon N to a large value. However, the combinatorial behavior of
the detection problem renders the computation of the SVO intractable, motivating the need to
use smaller horizons. In other words, the horizon used by the algorithm may be small, so as to
guarantee its practical implementability and still performing the detection at the expenses of a
longer detection time.
In order to reduce the computational complexity, an alternative method consists of using
hyper-parallelepiped overapproximations instead of computing the exact set by means of
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executing the Fourier-Motzkin elimination method. For the purpose of fault detection and
isolation, the main focus is on checking whether the observations are complying with the
model and known bounds for the signals. With the objective of reducing the conservatism
introduced by the hyper-parallelepiped, one can set the horizon to a large value, and in each
time step, solve a linear problem that checks if there is a point in the set produced by the
SVOs satisfying all its restrictions. Such a procedure is exact for all time instants up to the
first approximation (i.e., before N iterations). After each overbounding of the set, which occurs
every N time steps, conservatism is added due to the inclusion of states that are effectively
incompatible with the observations and dynamics of the system. Nevertheless, having a large
horizon reduces this conservatism. The gain in computational complexity comes from the fact
that there exists efficient algorithms to solve linear programs in comparison with the doubly
exponential complexity of the Fourier-Motzkin elimination method. For further details, the
interested reader can check the implementation of the SVOs for fault detection in [CRS15].
We now introduce the concept of N ?d as being the minimum horizon ensuring that the
observer can get better estimates for nodes with maximum number of hops equal to d. Such
definition is important to reduce the number of necessary edges by discarding irrelevant
information in a worst-case perspective, when the horizon is smaller than the theoretical value
of N ?d .
Definition 4.3 (N ?d ). Consider a node i running an SVO and any node q with a hop distance smaller
than or equal to some generic value d to node i, i.e., dist(i,q) ≤ d. The quantity N ?d is defined as the
minimum horizon value for which there exists a sequence of transmissions such that
PqX˜
(
k +N ?d
)
⊂ PqX˜ (k) ,∀q,k≥0
where Pq is the projection operator on the q-th dimension.
Definition 4.3 formally introduced the concept of minimum horizon to estimate nodes with
d hops of distance to the detector (not necessarily a finite set of points due to the convex hull
operation). The value for N ?d can be computed by constructing a sequence that sequentially
introduces second degree neighbors interleaving with communications with direct neighbors,
and then in a similar fashion for the remaining neighbors (this sequence is going to be formally
introduced for the results of asymptotic accuracy later in this chapter). Thus, for d1 ≤ d2 we
have N ?d1 ≤N ?d2 (i.e., the larger the number of hops between the detector and the farthest node,
the larger the value of N ?d ).
The next proposition places a bound on the number of edges and nodes to be considered if
the horizon is smaller than or equal to N ?d .
Proposition 4.3 (SVO with local information). Let a node i be running an SVO of a system described
by (4.5) with x(0) ∈ X˜(0) := {z ∈Rnx : ‖z‖∞ ≤ c}, signal u(k) = 0,∀k ≥ 0 and N ≤N ?d .
Then, for any two nodes q1 and q2 with a hop distance to node i greater than d or equal to d but
that share a neighbor with hop distance to i equal to d − 1, i.e.,
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• dist(i,q1) > d;
• dist(i,q2) > d;
or
• dist(i,q1) = d;
• dist(i,q2) = d;
• ∃j : (q1, j) ∈ E ∧ (q2, j) ∈ E,dist(i, j) = d − 1,
we get ∀k,Pq1X˜(k) =
[
−c, c
]
and Pq2X˜(k) =
[
−c, c
]
, where Pq is the projection operator on the q-th
dimension and c is the constant in Assumption 4.1 and X˜(k) is the set generated by the SVO.

Proof. The case when dist(i,q1) > d and dist(i,q2) > d is a trivial consequence of the definition
of N ?d . If N ≤N ?d , no possible sequence of transmissions exists of size N that allows node i to
estimate q1 and q2. Similarly, the result is also trivial for the case when N < N
?
d as there is no
sequence of size N to estimate nodes of hop distance greater than or equal to d.
We shall now prove the result when N = N ?d , the hop distance of q1 and q2 to i is d and
the existence of a node j as in the statement of the theorem. Start by noticing that given the
horizon N ?d , three situations can occur: i) there exists a sequence that allows node i to estimate
the state of q1 and another sequence for node i to estimate q2, both of length N
?
d ; ii) there exists
a sequence in the same conditions but only for one of the nodes; and, iii) there does not exist
any sequence that allows to estimate either of those nodes.
The conclusion is straightforward for iii) since any sequence cannot make estimates of both
q1 and q2. In case i), the important step is to note that the sequence to determine the value
of q1 is exactly of size N
?
d and therefore cannot determine the value of q2 and the converse
applies for the sequence to determine the value of q2. Let us define ∆q1 as the instantiation of
the uncertainties corresponding to the transmission to determine q1 and conversely ∆q2 for the
sequence to determine q2. The above translates into
Pq1X∆q1 (k +N
?
d ) = [xq1(k +N
?
d ),xq1(k +N
?
d )]
Pq2X∆q1 (k +N
?
d ) = [−c,c]
or
Pq1X∆q2 (k +N
?
d ) = [−c,c]
Pq2X∆q2 (k +N
?
d ) = [xq2(k +N
?
d ),xq2(k +N
?
d )]
where we recall that X∆? (·) is the ideal set-valued estimates without any approximation for the
sequence of instantiations of the uncertainties given by ∆? . However, given that node q1 and
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q2 have a common neighbor j, node i cannot infer if the actual sequence in the real system
corresponds to ∆q1 or ∆q2 . Thus, regardless of the actual sequence of transmissions, the convex
hull operation in (4.10) to obtain X˜(·) means that
Pq1X˜(k +N
?
d ) =
[
−c, c
]
and
Pq2X˜(k +N
?
d ) =
[
−c, c
]
.
Given that for any N < N ?d the conclusion of the proposition holds, from applying iteratively
the above relationship, we get that ∀k,Pq1X˜(k) =
[
−c, c
]
and Pq2X˜(k) =
[
−c, c
]
. For the case ii),
the same reasoning can be applied with the difference that either
Pq1X∆1(k +N
?
d ) = [−c,c]
or
Pq2X∆2(k +N
?
d ) = [−c,c]
and the same conclusion follows.
The key reason for the result in Proposition 4.3 is that, to avoid dealing with the non-convex
set X(k), we resorted to the convex hull X˜(k). In Proposition 4.3, we limited the analysis to pairs
of nodes with d hop distance. However, the same issue arises for any number of neighbors of a
node j with d −1 hop distance. If the horizon value is not sufficient to determine the value of all
nodes, then the convex hull operation results in the same problem.
A corollary from Proposition 4.3 is that all neighbors satisfying the conditions can actually
be removed from the estimation as the set-valued estimates for their state remains constant.
To maintain the same model for the remaining nodes, a single node can be added that works
as a perturbation. In doing so, selecting a horizon limits the modeled network to a local view
from the perspective of the estimator. A direct practical consequence is that, given the need to
consider small horizon values to save computational resources, the computational complexity is
bounded by the local neighborhood of the estimator and dependent on node degree instead of
the full size of the network.
A detection mechanism is only interesting in practice if its complexity scales well with the
number of nodes in the network. We showed that the set can be computed using only local
information without loss of accuracy if N ≤ N ?d . To produce accurate estimates, intuitively,
we need all the information regarding observations that are available to build a smaller set at
the expenses of propagating those observations with the system dynamics. However, we can
relax this definition and discard old information that does not enhance the set-valued state
estimate, according to the next theorem. We introduce the notation X˜N (k) := Set(MN (k),mN (k))
to explicitly state the set-valued estimates computed using the horizon value N .
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Theorem 4.1. Take a system as defined in (4.5) and consider an SVO, running in node i, with local
information. If it is possible to find N such that
∀n > N,∀q,∃n? ≤N : Pq(X˜n? (k)) ⊆ Pq(X˜n(k)),
then, X˜N (k + 1)) ⊆ X˜n(k + 1).

Proof. For a horizon N = 1, from equation (4.5), the set X˜1(1) is obtained using θi = 1, · · · ,2n∆ . If
a communication with node i happens then θi = θ
?
i , where θ
?
i corresponds to an instantiation
of the uncertainties for that communication. For a generic N , if the node did not communicate
with any of its neighbors, then X˜N (k) is computed using θi × · · · × θi , where × represents the
Cartesian product and is taken N times. A measurement is equivalent to setting θi = θ
?
i for
a particular instant. From this fact, with the last observation measured at time kq results in
∀n > k − kq, PqX˜k−kq(k) ⊆ PqX˜n(k). By definition the set-valued estimates can only be improved
with a higher horizon so we also have PqX˜n(k) ⊆ PqX˜k−kq (k). Thus,
PqX˜
n(k) = PqX˜
k−kq (k). (4.11)
Equation (4.11) simply states that we cannot improve the estimates for a node q by considering
measurements older than the last communication with that node. The condition PqX˜n
?
(k) ⊆
PqX˜
n(k) means that the selected N is such that ∀q : (i,q) ∈ E, it exists ∃kq : k − kq ≤N,A(k − kq) =
Qiq. Therefore, combining with (4.11), we cannot improve the estimates by considering any
n > N . Thus, we reach the conclusion
X˜N (k + 1) ⊆ X˜n(k + 1).
The intuition behind Theorem 4.1 is that we do not need to consider past time instances
prior to the last communication that we established with each node. The horizon value N must
be sufficiently large as to have node i (the node running the SVO) communicating with all its
neighbors and the previous time instants can be neglected.
Remark 4.1 (Bound in the Horizon). From Theorem 4.1, the set X˜N (k), when N is selected
such that there exists a transmission between all the neighbors and the node, and the modeled
network is composed of local information only (neighbors with second-degree neighbors as
perturbations), is the smallest possible set.
4.5 Fault Detection using Stochastic Set-Valued Observers (SSVO)
SVOs are deterministic and discard the probabilistic information of each event. They consider
as admissible all states that can be generated by the considered LPV dynamics, regardless of
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how likely they are. By taking into account the stochastic information in the definition of the
SVO, one may decide to declare a fault when the observations are, in principle, possible, but
have an exceedingly small probability of occurrence. This typically permits the earlier detection
of attacks, at the expense of generating false alarms. The algorithm proposed in the sequel allows
for controlling the probability of false alarms.
To better understand how probabilistic information can help detect faults, consider the 5-
node complete network (nx = 5) and time horizon to detect the fault N = 20. Each node i takes a
measurement xi(0) of a quantity of interest and then starts a linear randomized gossip algorithm.
Let us assume that the packet drop probability is known. In particular, let pdrop = 0.01 where a
packet drop is represented as a transmission from node i to itself, using the transmission matrix
Qii = I . Each node is chosen with probability
1
nx
and each matrix Qij representing a successful
transmission from node i to j has probability
wij
nx
.
If a node is not involved in a communication, it is only able to determine its own state.
Suppose that the states of the agents start dissimilar from each other but that during the first
N time steps, all agents are faulty and keep their states unchanged, i.e., x(k) = x(0),∀k ≤ N .
This fault is undetectable according to Definition 4.1, since there is a sequence of matrices
A(k) that mimic the same behavior, which is a sequence of 20 failed transmissions due to the
physical medium. Consequently, if the algorithm in the previous section is used, x(k) = x(0) must
remain in the set X˜(k),∀k and therefore a fault will not be detected. However, the probability of
obtaining the sequence x(k) = x(0),∀k ≤N is extremely small:
Prob[{x(k) = x(0),∀0 ≤ k ≤ 20}] = 10−40
and is more likely to be a fault. The inability of the SVO to incorporate the probability associated
with each event is, therefore, a significant drawback. Such an example motivates the introduction
of Stochastic Set-Valued Observers (SSVOs) where the polytope containing the possible state is
associated with a probability. The objective of this section concerns with extending the SVO
concept to cope with the probability of getting a given sequence of measurements. With that
target in mind, we introduce the definition of α-confidence sets.
Definition 4.4 (α-confidence sets). The set X¯(k) is an α-confidence set at time k for a system of the
form (4.3) with state x(k) if
Prob[x(k) ∈ X¯(k)] ≥ 1−α.
Consider the algorithm described in the previous subsection to generate the sets X˜(k) and
recall that it included all matrices Qij by selecting a sufficiently rich collection of matrices A`.
The objective of this section is to construct the α-confident set, as in Definition 4.4 as to associate
the probability of the events in the fault detection. In essence, the collection of matrices A` must
be associated with a given confidence level α.
Take the map ψ : θi 7→ E which gives the correspondence between the vertices of the
hypercube H and the edges in set E and let us collect the minimum number of vertices θij in Θ
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such that
∑
θij
wψ(θij ) ≥ 1−α. The set for the SSVO X¯(k) is then an α-confidence set defined as:
X¯(k) := co
( ⋃
θij∈Θ
Set(Mθij (k),mθij (k))
)
(4.12)
Computationally, it requires to sort the vertices θij according to probabilitieswψ(θij ) as to con-
struct Θ and then determining Mθij (k) and mθij (k) as before. θij depends on the selected edges
and there can be multiple sets Θ generating an α-confidence set, with similar characteristics.
In the next Property, we establish that the set generated by the SSVO is an α-confidence set.
In this context, the parameter α can be viewed both as the probability of false positives and also
as a similar concept as the confidence interval for stochastic variables.
Property 1. Take the definition of X¯(k) as in (4.12). Then, ∀k, X¯(k) is an α-confidence set.
Proof. The result is straightforward from the fact
Prob
[
x(k) ∈
⋃
θi∈Θ
Set(Mθi (k),mθi (k))
]
≥
∑
θi∈Θ
wψ(θi )
≥ 1−α
Property 1 establishes the SSVOs as a generalization of the SVOs since the set X˜(k) is an
α-confidence set with α = 0 and, therefore, we have X¯(k) ⊆ X˜(k).
Taking advantage of the definition of SSVOs, we introduce Algorithm 1 for probabilistic
detection of faults. The construction of the set X¯(k) ensures that, with probability 1 −α, the
state x(k) belongs to X¯(k) and thus is an α-confidence set.
Algorithm 1 Detection using SSVO
Require: Set X¯(0), the probability matrix W and the confidence level α.
Ensure: Computation at each time instant k of X¯(k) : Prob[x(k) ∈ X¯(k)] ≥ α and Fault Detection.
1: for each k do
2: /* Finding the set Θ */
3: Θ = argmincard({θij})
4: s.t.
∑
wφ(θij ) ≥ 1−α
5: /* Build the set X¯(k + 1) */
6: SSVO iteration(Θ, X¯(k), y(k + 1))
7: /* Check if X¯(k + 1) is empty */
8: if X¯(k + 1) = ∅ then
9: return System is faulty
10: end if
11: end for
Notice that, in Algorithm 1, the function SSVO iteration is implementing the procedure to
compute the set-valued estimates defined in (4.6) or (4.7), using the uncertainty values stored in
Θ. In essence, the SSVO propagation is exactly the same as the standard SVO except for the fact
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that less uncertainties are considered in the hypercube, due to the fact that the vertices having
low probability of occurring are not included. Detection is ensured if we make the bounded
assumption as in Assumption 4.1, and also that the transmission selection procedure operates
as described in Section 4.3. Detection guarantees will be provided later in this chapter, with a
further discussion on the meaning of a detection using Algorithm 1.
4.6 Byzantine Consensus Algorithm
In this section, we describe how the information used to construct the set of possible states can
be used to introduce a novel algorithm to compute consensus of intervals in a distributed way,
and detect if a fault has occurred.
In a consensus system, we are referring to the agents running a distributed iterative algorithm
that guarantees convergence of the state to its initial average value, i.e., aiming to satisfy (2.1).
This problem can be tackled by a standard algorithm (such as [BGPS06]) and then, an SVO-based
overlay to detect faults such as in [SRC+13]. In this section, an algorithm is introduced that
incorporates the information used to construct the local estimate (i.e., a given node’s estimate)
of possible states and reduce conservatism by intersecting it with the state estimates from its
neighbors. In the process, the set of possible states is reduced and the consensus solution is
reached in finite time.
Each node runs an SVO to determine the set of possible states of all the nodes in the
network. With a slight abuse of notation, we will denote X˜i(k) for the set computed by node i
which contains estimates for the states of all the nodes in the network using the measurements
performed by node i. In general, the result of the Fourier-Motzkin elimination method produces
a polytopic set with a bounded number of vertices. However, transmitting the set X˜i(k) would
mean communicating the matrix Mi(k) and vector mi(k), which define the set-valued state
estimate X˜i(k). Since the dimension of Mi(k) depends on the number of vertices, we might need
to communicate a large amount of information, which may not be feasible in many applications.
For that reason, we can overbound this set-valued estimates by a hyper-parallelepiped
Set
(
Mˆi(k), zi(k)
)
, with
Mˆi(k) = I ⊗
[
1
−1
]
and zi(k) ∈ R2nx , where zi(k) is defined such that Set
(
Mˆi(k), zi(k)
)
:= {q : Mˆi(k)q + zi(k) ≤ 0}
contains X˜i(k). Using this approach, zi(k) will be the only vector that we need to transmit
between neighbors. Thus, the zi(k)’s represent state boundaries for the other agents and are
obtained through the previously described algorithm to compute the SVO (4.6) or (4.7), by using
the local information available when communicating with the neighbors.
An important issue here is the possible large conservativeness of the upperbounding of
X˜i(k) by a hyper-parallelepiped set. However, in order to minimize this issue, one can increase
the horizon and consider more measurements in building X˜i(k) and, therefore, getting better
89
Chapter 4: Set-Valued Estimators
i
j
`
s?
zi =

−2
2
−2.9
−0.5
−2.9
0

zj =

−2
−1
−2
2
−2.8
−0.5

z` =

−2
−1
−2.5
−1
−2.5
2.5

Figure 4.2: Example of the set-valued estimates boundaries of node i (yellow), node j (green) and node `
(red), where for each node there is no uncertainty regarding its own state and where s? represents the
full state of the system that is contained in all three state boundaries.
estimates [RS13]. Thus, there is a trade-off between speed of computation of the SVO and its
conservativeness when selecting the horizon.
The algorithm (see flow chart in Figure 4.3) can be briefly described as follows: in each
discrete time instant, each node that does not communicate with its neighbors updates its
set-valued state estimates of the corresponding SVO using (4.6) or (4.7). If node i communicates
with node j, then it proceeds to an intersection of both set-valued state estimates motivated by
the fact that zi and zj are estimates for the state boundaries of all nodes constructed using the
information available to node i and j, respectively. The intersection step is described using the
maximum function (z variables represent intervals and were defined to have the minimum and
the maximum multiplied by −1, see Figure 4.2 for a numeric example) by operating on the state
of the two communicating nodes i and j
zi(k) = zj(k) = max(zi(k), zj(k)) (4.13)
where the max function, which operates row-wise, returns a column vector of the same length.
The result of performing the intersections can be described by
s? =
[
[z1]
ᵀ
1 , [z1]
ᵀ
2 , · · · , [znx ]
ᵀ
2nx−1, [znx ]
ᵀ
2nx
]ᵀ
and represents the collaborative estimation performed by all the nodes since s? ∈ Set(Mˆi , zi) and
s? ∈ Set(Mˆj , zj). The concept of s? and the state boundaries generated by each node with the
corresponding z variable is illustrated in Figure 4.2. A fault is declared by node i, whenever it
receives zj from node j, with [zi]2j−1 > [zj]2j−1 ∨ [zi]2j > [zj]2j . This means that their estimates
do not intersect and there is no vector s? of possible states that satisfies the observations made
by the different nodes in the network.
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Figure 4.3: Flowchart of the algorithm with the intersection phase to share observations between
neighbors.
At each time k, the consensus phase runs in both communicating nodes and is defined for
node i communicating with node j by the following linear iteration, similarly to what is done in
[BGPS06]:
zi(k + 1) =
12(ei − ej )(ej − ei)ᵀ + Inx
⊗ I2zi(k) (4.14)
where, as previously mentioned, the variable zi is the vector-valued estimate of node i of all
the states of the nodes of the network. It should be noticed that, for node i, we may have
[zi]2i , [zi]2i−1 if there is uncertainty associated to it.
As a remark, the algorithm defined through (4.13) and (4.14), and in Figure 4.3, not only
computes the consensus value of its state, but also keeps estimates for all the remaining ones,
using observations made by the node itself and its neighbors. This algorithm differs from the
one proposed in [SRC+13] in the sense that the estimates of the SVO in each node are used to
compute the state boundaries zi(k) at each time instant and then shared with the neighbors
when communicating, producing an intersection of measurements that is then subjected to the
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standard gossip consensus step.
Definition 4.5. We say that a linear distributed algorithm taking the form of (4.1):
(i) converges almost surely to average consensus if
lim
k→∞
xi(k) = xav :=
1
nx
nx∑
i=1
xi(0) , ∀i∈{1,...,nx}
almost surely.
(ii) converges in expectation to average consensus if
lim
k→∞
E[xi(k)] = xav , ∀i∈{1,...,nx}.
(iii) converges in second moment to average consensus if
lim
k→∞
E[(xi(k)− xav)2]→ 0 , ∀i∈{1,...,nx}.
Where E is the expected value operator. The next theorem proves asymptotic convergence
as in Definition 4.5 and we delay the presentation of its finite-time property as a main result
of this chapter. Notice that, we are looking at the evolution of the estimates of each SVO as a
consequence of the algorithm. For that reason, we must consider the fault-free model for the
algorithm that merges the received estimates even though the actual state might be corrupted
since it is guaranteed the state is within the estimates as otherwise a fault would have been
detected.
Theorem 4.2. Take the SVO-based consensus algorithm defined in this section. If the support graph
of the matrix of probabilities W is strongly connected, then the algorithm converges in:
• expectation
• mean square sense
• almost surely.

Proof. The proof follows a similar reasoning as in [BGPS06]. We start by stacking each node own
estimates [zi]2i−1 and [zi]2i and prove the convergence of the whole system. Let us introduce
variable z:
z =

[z1]1
[z1]2
[z2]3
[z2]4
...
[znx ]2nx−1
[znx ]2nx

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with z ∈R2nx , where nx is the number of nodes. Then, one can write
z(k + 1) =Ukz(k)
where Uk is a matrix randomly selected from {Qij}, where the matrices Qij respect the given
structure if we consider that each node has two states, given by
Qij =
12(ei − ej )(ej − ei)ᵀ + Inx
⊗ I2
for each pair of nodes i and j communicating with each other with probability wij gathered in
the probability matrix W .
We start by proving convergence in expectation since convergence in mean square will be
derived from this result. Let us define
R = E[Uk].
Then,
E[z(k + 1)] = RE[z(k)]
due to the probability distributions wij being independent. By applying iteratively, we get
E[z(k + 1)] = RkE[z(0)].
Rearranging the variables using the transformation T
ᵀ
QijT with
[T ]ij =

1, if j = 2i − 1∧ i ≤ nx
1, if j = 2(i −nx)∧ i > nx
0, otherwise
we get
T
ᵀ
RT = I2 ⊗
(
(1− 1
nx
)Inx +
1
nx
W
)
.
The eigenvalues of R are the eigenvalues of (1− 1nx )Inx + 1nxW counted twice. We can use the fact
that
λ((1− 1
nx
)Inx +
1
nx
W ) = (1− 1
nx
)Inx +
1
nx
λ(W )
and since W is a doubly stochastic matrix with a strongly connected support graph with all but
one eigenvalues less than 1. The λ(W ) = 1 is associated to the eigenvector 1nx . Thus, limk→∞R
k =
I2 ⊗ 1nx /nx which proves the convergence in expectation with rate equal to (1− 1nx ) + 1nxλ2(W ),
where λ2 is the second largest eigenvalue.
In order to prove convergence in the mean square sense, let us compute
E[z(k + 1)ᵀz(k + 1)] = R2E[z(k)
ᵀz(k)]
where R2 = R due to the fact that Q
ᵀ
ijQij =Qij . Therefore, using the same argument as for the
convergence in expectation, the algorithm converges in the mean square sense with the same
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rate as the convergence in expectation. Almost surely convergence is given by using the fact
that E[z(k + 1)] = RkE[z(0)], which means that convergence is achieved at an exponential rate.
Using the Borel-Cantelli first lemma [Bor09, Can17], the sequence converges almost surely.
The previous theorem shows the asymptotic convergence of the algorithm and found a
closed-form for its convergence rates. The result is useful when characterizing its behavior in
the presence of approximations, since we overbounded the set X˜i(k) with a hyper-parallelepiped
to reduce the amount of information that is communicated at each time instant. However, such a
result only considers each node current state which is known and does not need to be estimated
since it is measured every time instant. We defer to the next section a result of finite-time
convergence that provides a faster convergence by exploring the SVO estimates and intersection
during each communication.
4.7 Theoretical overbound on the fault signal
An important issue regarding any fault detection method is the “maximum impact” of a fault in
the system. The meaning of “maximum impact” depends on the specific application. Whereas
in a physical system it makes sense to measure the energy of the fault signal being injected, in
the case of consensus the maximum impact is given by the sum of the fault signal at each time
instant. More generally, we can consider any function f (uk), where uk stacks all the values of
signal u until time instant k.
For the case of a physical system, function f takes the form
1
N
N∑
k=0
||u(k)||2
whereas for the consensus case, f is a linear combination of fault signal u of the form
1
N
N∑
k=0
u(k).
As an example, consider a 3-node network where all the nodes can communicate among
them. Now take two fault signals for two time slots u1 = 12 and u2 = 106
[
1
−1
]
. Signal u1 has an
energy equal to 1 while u2 has 1012. Using the energy of the signal as a metric, u2 should have a
higher impact on the system, even though its real impact on the final consensus value is zero,
while for the signal u1 shifts the true steady state in 2/3.
A theoretical bound can be computed a priori using the SVO framework for the maximum
impact of a fault. We start by looking at the worst possible attack that is not guaranteed to be
detected. Let us borrow the definitions from [RS11]:
(AN ,bN ) = FM


MN
−MN
M˜0
M˜W
 ,

0
0
m˜0
m˜W
 ,2nx
 (4.15)
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where the FM stands for the Fourier-Motzkin elimination method [KG87] and:
M˜0 =
[
diag(M0,M0) 0
]
, m˜0 =
[
m0
m0
]
,
M˜W =
[
0 diag(Md , · · · ,Md)
]
,
m˜W =
[
m
ᵀ
d · · · m
ᵀ
d
]ᵀ
,
MN =

CA −CB
R¯
CAAA −CBAB
...
...
CAA
N
A −CBANB
 ,
R¯ =

0 0 · · · 0
R11 0 · · · 0
R21 R
2
2 · · · 0
...
...
. . .
...
RN1 R
N
2 · · · RNN

,
Rki =
[
CAA
k−i
A BA −CBAk−iB BB
]
.
where Md and md define the set of allowable realizations of u, i.e., Md and md are defined such
that u(k) ∈ Set(Md ,md); and Ai , Bi , and Ci , with i ∈ {A,B} are the matrices of the dynamics of two
linear time-varying systems, as defined in (4.3) and further described in the sequel. With a slight
abuse of notation, we write the product of N matrices A(k) as AN = A(k)A(k − 1) · · ·A(k −N + 1)
for shorter notation.
The aforementioned definitions characterize the set of admissible inputs that make both
models have the same outputs. In the following proposition, a theoretical threshold γmin for
any function f of the input fault u is given. The value of γmin defines the maximum impact of a
fault that is not guaranteed to be detected.
Proposition 4.4 (Attacker signal bound). Let us consider a “fault-free” system:
SA =
xA(k + 1) = A(k)xA(k)yA(k) = C(k)xA(k)
and a faulty system:
SB =
xB(k + 1) = A(k)xB(k) +B(k)u(k)yB(k) = C(k)xB(k)
where u ∈ Rnu , xi ∈ Rnx , yi ∈ R2, initialized with the same initial conditions. Compute the pair
(AN ,bN ), which is the set for all possible values of u of the last N time instants, defined as in (4.15).
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Consider γmin to be the theoretical threshold for the fault given as the result of the convex
optimization
γmin := max
ANξ≤bN
f (ξ),
where the vector ξ is a variable stacking all possible attacker signals u in the last N time instants and
f be a generic function depending only on ξ. The fault is guaranteed to be detected if
f (uk) > γmin. (4.16)

The result presented in Proposition 4.4 is a direct consequence of the definition of the set
{ξ : ANξ ≤ bN }. The advantage of the representation in (4.16) is that the distinguishability
problem is cast as an optimization or feasibility problem subject to linear constraints. Definition
4.1 has a clear connection to Proposition 4.4. The value of γmin identifies detectable faults
since any fault signal that is detectable will have an evaluation of function f higher than the
theoretical γmin. Proposition 4.4 was discussed in [SRC+13] for the quadratic norm function.
In the context of the two particular cases that we were describing, the threshold for the
energy of the fault signal can be computed using
γmin := max
ANξ≤bN
ξᵀP ξ
with
P =
1
N
diag(0nu , Inu , · · · ,0nu , Inu )
and the maximum impact for the consensus case is given by
γmin := max
ANξ≤bN
Pcξ. (4.17)
with
Pc =
1
N
[0ᵀnu ,1
ᵀ
nu , · · · ,0ᵀnu ,1ᵀnu ].
In the case of consensus, if we define the true consensus value as xtrue, using Proposition 4.4
with function (4.17) we get:
1nxx(k +N )− xtrue =
γmin
nx
The value of γmin decreases as N increases, as more information is considered and, therefore,
the longer the sequence of observations, the smaller impact an attacker can have on the final
consensus value while avoiding detection. Thus, increasing the observation horizon decreases
the impact of undetectable faults on the final consensus value. Since the algorithm introduced
in Section 4.6 produces better estimates than the distributed individual detection using an SVO
per node, it ensures a smaller effect of undetectable faults.
Proposition 4.4 defines a possible categorization of the undetectable faults using their
impact on the final value of consensus. Nevertheless, calculating γmin a priori to determine what
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value of N we should choose in order to meet a certain level of quality in the final consensus
value, requires a combinatorial calculation. We recall that computing the set Set(AN ,bN ) is
combinatorial both in the number of uncertainties and also in the horizon N . As an alternative,
one can simply compute the set-valued estimates and at each time compute an overbound
for γmin as the summation of all the edges of the polytopic set. If no fault was detected, the
maximum change in the states is given by the difference between the maximum of the estimate
interval and its minimum.
Parameter γmin is the smallest input before systems S1 and S2 are distinguishable in the
sense that the measured output of the faulty system cannot be generated by the dynamics of the
non-faulty one. As a consequence, we can use the same line-of-thought to derive the following
result.
Corollary 4.1 (Attacker signal bound for SSVO). Consider a non-faulty system S1 and a faulty
system S2 as in Proposition 4.4. Then, a fault is detectable in N measurements with a false alarm
probability lower than or equal to α, if
f (uk) > γmin.

4.8 Asymptotic correctness
In this section, it is presented a set of relevant results regarding the correctness of the SVOs,
i.e., the SVOs ability to estimate without error the state of the system. These results allow us
to have finite-time consensus even for the case where a node estimates are built using its own
local measurements and without receiving estimates from its neighbors. In the next theorem,
we show an important feature of the proposed algorithm when applied to fault detection in
networks, although its verification may be costly in terms of required computational power.
Before stating the theorems, take a 5-node network as an example, nx = 5, where node 1 is
running the SVO and has as neighbors nodes 2 and 3. Nodes 4 and 5 are neighbors of nodes 2 and
3. After some time, node 1 will determine exactly nodes 2 and 3 due to direct communication.
However, since nodes 4 and 5 are both neighbors of nodes 2 and 3, even though the numeric
value for the state of node 4 and 5 can be computed, node 1 cannot associate which numeric value
corresponds to which node. The same reasoning allowed to discard edges of the communication
graph in Proposition 4.3. Thus, if the true state after some time is x(k) =
[
1 2 3 4 5
]ᵀ
, then
X(k) = {
[
1 2 3 4 5
]ᵀ
,
[
1 2 3 5 4
]ᵀ}. However, the ordering of the nodes is irrelevant
to consensus and the final value can be computed by averaging any of the points in X(k).
Following the example, we introduce the nomenclature of permutation matrix as one having
one entry equal to 1 in each row and each column, and all the remaining equal to zero. Let us
define a set of permutations matrices, P , such that all matrices P ∈ P are permutation matrices
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with the ith row (node running the SVO) and jth row (neighbors of i) equal to the respective
row in the identity matrix. Also, let X? := {P xtrue : P ∈ P }, where xtrue is the final state of the
system. Using X? , we can state the following theorem.
Theorem 4.3. Consider the fault detection described in Section 4.4 where an SVO estimates the state
without sharing node measurements and a horizon N . Take X(N ) constructed using (5.3). Then,
Prob
[
X(N )→ X?
]
→ 1 as N →∞

Proof. Let us rewrite the matrix in (5.3) recursively:

I −A1 0 · · · · · · 0
−I A1 . . . 0 · · · 0
I 0
. . .
. . . 0
...
−I ... 0 . . . . . . 0
I 0 · · · 0 . . . −Ak+1
−I 0 · · · · · · 0 Ak+1
C(k + 1) 0 · · · · · · · · · 0
−C(k + 1) . . . 0 · · · · · · 0
0
. . .
. . . 0
...
...
0 0
. . .
. . .
. . . 0
0
. . . 0
. . . C(1) 0
0
...
. . . 0 −C(1) 0
0 · · · · · · · · · 0 M0
︸                                                    ︷︷                                                    ︸
M∆?

xk+1
xk
...
x0
 ≤

0
...
0
y(k + 1)
−y(k + 1)
...
y(1)
−y(1)
−m0

(4.18)
where An represents the matrix A0 +A∆? with a ∆? that accumulates the uncertainties for n
periods of time, i.e., the parameter ∆? is the uncertainty instantiation for the respective horizon
(see [RS13]).
Consider node i is running an SVO and define a sequence of time instants in an iterative
fashion, as follows:
• ∃k ∈ [0;k?1 ] where there exists a communication between i and all of its first degree
neighbors where only the state is transmitted and not the estimates, i.e., ∀j : (i, j) ∈ E we
have A(k) =Qij ∨A(k) =Qji ;
• ∃k ∈]k?1 ;k?2 ] for all second-degree neighbors where there exists a communication between
that node and the neighbor of i followed by a communication from the neighbor to node
i itself, i.e., ∀j : (i, j) ∈ E,∀` : (j, `) ∈ E we have A(k) = Qj` ∨ A(k) = Q`j and A(k + 1) =
Qij ∨A(k + 1) =Qji and ;
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• repeat the same as before, for the third-degree neighbors, where transmissions occur in
the interval ]k?2 ;k
?
3 ] with communication between the nodes happening at each multiple
of three communication instants. The number of communications must be equal to the
number of possible paths with length 2.
• we continue with the same reasoning until all the nodes are included in the sequence.
Since when a node is involved in a communication there is no uncertainty, the sequence was
constructed such that with the first condition all the neighbor states can be determined. With
the second condition all the second-degree neighbor states can be determined. The same applies
for any degree neighbor. This implies that for a specific instantiation of ∆? , the system in (4.18)
either:
• has only one solution;
• is infeasible.
Thus, the estimate set X(k) is a union of at most card(∆) points. ∀ > 0,∃N such that the
sequence exists with probability 1−  and the conclusion follows.
The previous result shows that SVOs have an intrinsic correctness property that can be
used to compute the average consensus. Theorem 4.3 assumes that estimates are not shared
between neighbors at the expenses of considering a large horizon N . Nevertheless, in practice
its applicability is questionable, as N can be arbitrarily large and represent a prohibitive
computational burden. Since the SVO complexity grows exponentially with the horizon, one
cannot use Theorem 4.3 to determine the states of each node in the network, in the general case.
However, the result is interesting in the scenario where the node running the SVO is controlling
the network and is allowed to impose a given communication pattern. In such cases, it can
calculate a pattern ensuring the conditions of the theorem are fulfilled, guaranteeing finite-time
consensus and detection of (detectable) faults in the sense of Definition 4.1. Progress is made in
the next theorem to drop the horizon condition by taking advantage of state sharing between
nodes.
Theorem 4.4. Consider the algorithm described in Section 4.6 and illustrated in Figure 4.3 and X(N˜ )
constructed using (4.7). Then,
Prob
[
X(N˜ )→ {xtrue}
]
→ 1 as N˜ →∞

Proof. Construct the sequence of time instants {ck : 0 ≤ ck ≤ N˜ } that fulfills the following
conditions
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• every transmission shares one of the nodes involved in the previous transmission, i.e.,
∀k ∈{ck} : A(k) =Qij ,A(k + 1) =Qi` ∨A(k + 1) =Q`i
for any node `;
• there exists a time instant such that before and after that time, all the nodes in the network
were involved in the communication, i.e.,
∃kc∀i∃ki ≤ kc : (A(ki) =Qi` ∨A(ki) =Q`i)
∧
∃k′i ≥ kc : (A(k′i ) =Qi` ∨A(k′i ) =Q`i)
for any node `.
∀ > 0,∃N ? such that this sequence exists with probability 1− .
Define a function
V (k) = card(z˜i(k))
where the function card(x) counts the number of non-zero entries of vector x, and i is a node
involved in communication at time k. Function V (k) counts, therefore, the number of uncertain
states of the last node i involved in a communication at time k, and
z˜i(k) = [zi(k)]2i−1 − [zi(k)]2i .
Recall that, from equation (4.13), both nodes i and j involved in the communication have the
same estimates of the states for all the nodes in the network.
Moreover, notice that
V (k + 1)−V (k) ≤ 0
for all time instants k ≤ kc, since every transmission is assumed to include one node involved in
the previous communication and it is a strict inequality whenever it is the first time the node
appears in a communication. In addition, the equilibrium points satisfy card(z˜i(k)) = 0,∀i by
construction, since they are the only points that, when computing the new set-valued state
estimates, will return a set with only one point. Thus, for some time kc ≥ 0, V (kc) = 0 using the
two conditions of the sequence, which means that the two nodes communicating at time kc have
access to the full state of the network, regardless of the horizon of the SVOs. By the discrete
version of the La Salle Principle, the conclusion follows.
Since, for every node `, ∃k′i ≥ kc : A(k′i ) = Qi`, the full state is passed to all the remaining
nodes. We conclude that all nodes have X(k) equal to a singleton.
Remark 4.2. Notice that, in practice, by implementing a token-passing scheme, the algorithm
can be forced to converge in finite-time regardless of the chosen horizon, if no fault is detected.
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Figure 4.4: Illustrative example of the setup for the problem.
The main point of the construction was that any two consecutive time instants share one of
the nodes that communicated. However, caution is necessary to avoid reducing the algorithm to
a deterministic setting. One possible solution is to consider that the token is passed randomly
when communicating (i.e., with a probability p, the node sends the token when it communicates,
and with probability 1 − p the node retains the token). In addition, instead of nodes having
equal probability 1nx of initiating a communication, the probability distribution is concentrated
in the node that possesses the token. This means that there is a non-zero probability of a node
starting a communication even though it does not possess the token.
The advantage of having a non-zero probability for any node to initiate a communication is
to prevent an attacker from stopping the whole network by controlling the node that possesses
the token. Mechanisms for fault robustness in a token-based gossip algorithm are outside the
scope of this chapter and also further work is needed to evaluate its effects on the convergence
rate.
4.9 Application of Set Estimators to Set Consensus
The consensus problem described in Chapter 2 assumed the state of the nodes can be measured
without any noise and that the dynamics are not perturbed by disturbances. If that is not the
case, instead of a single point for the state, the nodes can compute a set containing the true
state. From the discussion in this chapter, it follows that set estimators are an alternative to deal
with such problems. In [SHGE14], the authors address the former issue, but specify a particular
shape for the sets and assume all-to-all communication. This section applies the aforementioned
techniques to the set-consensus problem.
In more detail, this section addresses the problem of having n robots or agents that are trying
to reach consensus over their positions. Due to desired costs savings or environment constraints,
the robots are only equipped with receivers and have no sensing and self-localization capabilities.
A tower takes measurements of the position and velocity of each robot by using, for example, a
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vision-based system, and uses directional antennae to forward that information to the nodes.
To avoid the computational cost of maintaining sets for all the positions and velocities of the
nodes in the network and have a solution suitable for large scale networks, we look to solve
the problem in a distributed fashion. An illustration of the problem is depicted in Figure 4.4.
It is remarked that, although we will analyze this particular setup, the problem formulation
can be extended to a myriad of other scenarios. For example, a sensor network where each
node decides by itself when to take measurements of the state of the network and then sends to
nearby neighbors. In such case, both the measurements are noisy and are performed at different
time instants and need to be updated.
In the aforementioned setup, each node i will receive a set Xj for each of their neighbors
j corresponding to the position and velocity with the corresponding measurement errors and
possible disturbances. In our context, neighbors refer to nodes that are sufficiently close so
as to belong to the same strip of field to which the central tower communicates. The tower
defines m partitions of the terrain in such a way to cover the whole space where nodes can be.
However, sensing and communication is not performed all at the same time instants, and thus
node i might receive, for example, X1(k − 3), X2(k − 1) and X3(k) as a result of receiving the data
destined to nearby nodes.
We consider the dynamics of each robot to be described by a Linear Parameter-Varying (LPV)
model Si of the form:
Si :
xi(k + 1) = Ai(k)xi(k) +Bi(k)ui(k) +Ei(k)di(k)yi(k) = Ci(k)xi(k) +n(k) (4.19)
The signal ui is the actuation signal that will be used to find consensus using the sets of variables
of other robots in the vicinity. Matrices Ai(k) in (4.19) are the sum of a single central matrix
A0 with parameter-dependent terms as in (4.4). In the context of this problem, the parameter
∆ can model uncertainties in the mass of the robots. For example, if their tasks is picking
objects across a field, the mass of each robot might be uncertain depending on which objects
and corresponding masses were picked.
Since the measurements received by a node refer to different time instants, it is necessary to
propagate the states to the current time. Using the framework of SVOs, the estimate sets received
by the central unit can be denoted by X(·), whereas the propagated sets to a single time instant
by X˜(·). The updated estimates are subject to an approximation since the dynamics matrices
have uncertainties. Thus, the use of the symbol ∼ distinguishes between an approximation using
the procedure for SVOs for uncertain models or the exact estimate provided by the centralized
tower.
In our context, the SVO is going to be initialized with the measurement received from the
central tower and the corresponding set for a particular agents is computed for the current time
instant. By doing so, each node is going to construct a set-valued estimate of the position and
velocity of each node at the present time.
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In the following subsections, two different cases are used in this context that illustrate how
the SVOs can be used in a centralized and distributed fashion.
4.9.1 Broadcast solution using position
We start by looking at the problem of when the measuring sensors track each of the agents in
the desired angle of communication and then forward a message containing this information. In
this case, each node in that strip will receive, at the same time instant, the position and velocity
measurements for all its neighbors, which, however, may have been taken at different time
instants. In such a setup, all the neighboring nodes have the same information and will perform
the same tasks.
A possible solution is to have each node taking the Minkowski sum (i.e., X +Y denotes the
set of vectors z ∈ Rn such that z = x + y for x ∈ X and y ∈ Y ) of the received position sets and
calculates which actuation it should use to drive itself to that position.
The new position set is given by
X˜i(k + 1) = αX˜i(k) + (1−α) 1|Ni |
∑
j∈Ni
X˜j(k) (4.20)
where the parameter α is used to model a possible drawback from having node i changing too
much its position. Each node can have different values for α to reflect their diversity. We stress
again that the sets X˜j(k) are built using the SVO update scheme from the sets Xj(k − kj) that
were received and which correspond to the position and velocity estimates of the agents in the
vicinity.
The actual control law can be found by computing the translation that better changes X˜i(k)
to fit X˜i(k + 1). This resorts to solving an optimization problem to find such control input, i.e.,
v = arg min max
x,y
(||(v + x)− y||)
subject to x ∈ X˜i(k)
y ∈ X˜i(k + 1),
(4.21)
where X˜i(k + 1) is defined as in (4.20).
Our optimization variable is v, the translation vector, which is equivalent to the velocity
vector that is needed to drive the system from where it is at the present time instant, to the
weighted average of the set-valued positions of the remaining nodes in the vicinity of the node.
Alternatively, one could also solve the problem in a slightly different setting by focusing
on reducing the distance of the node position to that of its neighbors. The problem would be
rewritten as
v = arg min max
x,y
(
∑
j
||(v + x)− yj ||)
subject to x ∈ X˜i(k)
yj ∈ X˜j(k).
(4.22)
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The focus of this work is not on addressing this issue, but it is stressed that one possible
approach to this problem is to find the circumference that best fits each of the polygon in two
dimensions, and then use their centers to compute the translation vector. Depending on the
agent dynamics, the control input will be different but, essentially, aims at driving the position
according to the vector v. The whole algorithm can be summarized in Algorithm 2.
Algorithm 2 Set-consensus without position estimation
Require: Sets Xj(k − kj ).
Ensure: Computation of the velocity to be applied.
1: for each j do
2: /* Update sets Xj(k − kj ) to get X˜j(k) */
3: X˜j(k) =update SVO(Xj(k − kj ))
4: end for
5: /* Find translation vector v */
6: v = v? where v? is found using (4.21) or (4.22)
7: /* Compute u */
8: u(k) = v
4.9.2 Unicast solution using estimation
In the previous subsection, the setup where nodes receive all the information in their vicinity
was discussed. Since all nodes in a strip receive the estimates for all remaining nodes, it makes
possible to determine their velocities by computing the destination as a Minkowski sum of
all the estimates. In this subsection, we consider a different setting where the tower unicasts
messages with the information of a single agent. However, due to the shared medium, their
neighbors are able to sense and receive those communications. In such a setup, the destination
of the message is unaware of their neighbors, but their neighbors discover their presence since
they also receive the message.
The proposed solution is to augment the state of the SVOs with the states of the neighbors.
The set X˜i(k) are updated using the same SVO tools, but considering the information received as
observations of the whole system with states as the concatenation of positions xi and xj , j ∈ Ni ,
i.e., all the neighbors of node i.
In order to take into account the possible actions that neighboring nodes take as the result
of receiving information for their own neighbors, we use a disturbance term as in (4.19). The
new definition for the set X˜i means that, before calculating the control input, we need to project
X˜i on the ith coordinate to obtain the set-valued estimate for node i position and discard the
positions of the neighboring nodes.
The new algorithm is as described in Algorithm 3.
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Algorithm 3 Set-consensus with position estimation
Require: Sets Xj(k − kj ).
Ensure: Computation of the velocity to be applied.
1: for each j do
2: /* Construct set X˜i(k) */
3: Add an observation to (4.8) corresponding to Xj(k − kj )
4: end for
5: X˜i(k) = update SVO() using (4.8)
6: X˜i(k) =projects(X˜i(k), i)
7: /* Find translation vector v */
8: v = v? where v? is found using (4.21) or (4.22)
9: /* Compute u */
10: u(k) = f (v)
4.9.3 Convergence to Set-consensus
In this subsection, we present a convergence result for the proposed algorithm which ensures
that all the nodes converge to a cluster, where the distance among themselves depends on the
size (or uncertainty) of the sets, as described in the sequel. We define an overbounding ball of
radius  and center c to be denoted as B(c).
Theorem 4.5. Take n nodes running Algorithm 3 and define max such that ∃ci , i ≤ n : ∀k, X˜i(k) ⊂
Bmax(ci). Then, all of the nodes converge to at most m clusters, where each of these clusters is defined
as a neighborhood 2max, i.e., for a given center cg , g ≤m we have that ∃g :
∀i : lim
k−→∞
xi(k) ∈ Bmax(cg )
Proof. Let us start by using the assumption that there is an overbounding ball at all times for
the sets X˜i(k), which means that we can study the convergence of Bmax(ci(k)) instead of the sets
X˜i(k), where we made explicit that the center varies with time.
Notice that the control input u(k) is only going to shift ci(k), which means that we can focus
on determining if the centers of the bounding balls are converging.
Let us define a Lyapunov function for the evolution of the centers of the overbounding balls
V (k) = max
i,j
||ci(k)− cj(k)||
which obviously is bounded below since the distance cannot be negative. Take node i to be
the one with the largest x coordinate and j to be the one with the smallest (the same reasoning
applies to the y coordinate). From solving the optimization problem (4.22), [ci(k + 1)]x ≤ [ci(k)]x
and [cj(k+ 1)]x ≥ [cj(k)]x since both nodes minimize their distance to the remaining nodes. Thus,
V (k + 1) ≤ V (k),
and the inequality is only strict if the nodes i and j belong to the same neighborhood. Therefore,
if we divide the analysis for each of the strips of terrain covered by the antennae, we get the
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Figure 4.5: Communication graph used for simulation.
strict inequality, meaning that V (k) is monotonically decreasing. In addition, V (k) > 0 except
when all the centers are equal, in which case, V (k + 1) = V (k). By the discrete-time version of
the La Salle Invariance Principle, the centers are all converging to a common value as k −→∞,
at which point, maxi,j ||xi(k)− xj(k)|| = 2max, thus concluding the proof.
The previous result states that the convergence for a static partition of the field is only going
to yield the formation of m clusters, where m is exactly the number of partitions. The conclusion
is derived from the fact that the centers of the polytopes are all converging to a weighted average
of their centers and, therefore, away from the limits of the partitions. We can see this result as
the convergence of a consensus algorithm for a partitioned connectivity graph.
In Section 4.10, we will use a simple setup to show through simulations that varying the
partitioning method to a simple round-robin along the two dimension of the ground yields
convergence to a single cluster, i.e., Theorem 4.5 is satisfied with m = 1.
4.10 Simulation Results
In this section, we show simulation results for some meaningful scenarios which are used to
illustrate specific features of the proposed fault detection schemes: deterministic, stochastic
and consensus algorithm with fault detection. Two different types of faults are tested against
the standard deterministic SVO when running in a single node. Comparison is also made to the
case where each node runs a local SVO as to determine the first time of detection. A third type
is detected by the SSVO, to motivate the use of the stochastic information, when a worst-case
detection is not suitable. Lastly, the properties of the consensus algorithm are demonstrated, in
particular its finite-time convergence.
The network used in the simulations has a small number of connections between the node
computing the estimates and the remaining nodes as to make the detection more challenging.
The intuition is that the node computing the estimates will not directly observe all the nodes
making the detection harder. Without loss of generality, we illustrate the results from the per-
spective of node one with a faulty neighbor, i..e, the output y(k) corresponds to the observations
of one of the neighbors of the faulty node.
We consider a 5-node network with nodes labeled i, i ∈ {1,2,3,4,5} and initial state xi(0) = i−1
and a nominal bound for the state magnitude of |xi | ≤ 5. In order to reduce complexity and
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Figure 4.6: Detection times for the stochastic fault.
to study the properties of the algorithms in a disadvantageous setting, we considered N = 1,
meaning that we only use the information from the previous iteration for the estimates. This is
a worst-case scenario, as the algorithm only takes into account the dynamics of the system with
one time step from the last estimate and discards prior observations and their propagation using
multiple steps with the system dynamics. A missed detection is considered if the algorithm is
not able to detect the fault within 300 observations. Each result presented corresponds to 1000
Monte-Carlo runs. For convenience, node 1 is the node that performs the detection and node 2
is the failing node, and no faults occur in the first 10 transmissions. Note that if a node sends a
different value than its initial state from the start of the simulation, it can trivially do so without
being detected since the network has no information about the initial state of that node. The
following probability matrix is used:
W =

0 0.5 0.5 0 0
0.5 0 0.25 0 0.25
0.5 0.25 0 0.125 0.125
0 0 0.125 0.25 0.625
0 0.25 0.125 0.625 0

The first scenario corresponds to an erratic node failure in which the node will respond with
a random value. Specifically, after 10 iterations the node always replies as if its state was drawn
uniformly from the interval of admissible states [−5,5].
Figure 4.6 depicts the histogram of the detection times for the aforementioned fault. In this
simulation, the detection rate was 100%, which is not surprising from the erratic behavior of
the node. Analyzing the distribution, one key observation that is recurrent in other simulations
is that, as time passes, the detection is more likely to occur. At the moment of detection, we
have γmin = 56.25 and the correspondent magnitude of the injected signal ‖u‖2 = 4.405. We
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Figure 4.7: Detection times for the deterministic fault.
concluded that the value of γmin as a worst-case scenario is conservative in the sense that signals
with a smaller energy are also detected.
We also considered a less erratic scenario where a node becomes unresponsive due to CPU
load or software crash, does not perform the consensus update and, therefore, replies always
with the same value.
Figure 4.7 depicts the detection time for the deterministic fault where the node replies with
the same value. In this case, the detection rate is 38.4%. In some sense, the lower detection
rate is motivated by the fact that this fault does not change the state as much as the previous
one. Since node 2 has other neighbors not in common with node 1, the fault is undetectable in
more transmission sequences than in the previous simulation. Nonetheless, we still observe the
behavior that the fault is more likely to be detected as time progresses. Once again, we calculate
γmin = 76.56 and ‖u‖2 = 2.997 and observe that the injected signal is still detected even though
its energy is less than the theoretical bound.
To illustrate the benefits of the SSVO when detecting faults, we consider a scenario where a
node takes advantage of the network and initiates communication with a neighbor regardless of
the probability matrix W , but does not change any of the nodes state. Notice that using an SVO,
such faults would not be detected as any communication pattern that is possible is considered,
regardless of its probability. Between transmission time 10 < k < 20, it is assumed that the
communication takes place between node 3 and 4. Moreover, define α = 0.1.
Figure 4.8 depicts the detection times for the SSVO case with a detection rate of 92.8%. Even
though the behavior is still the same, we can no longer guarantee that the detection is caused
by the fault and not by a communication pattern which we consider to be a fault, but that has
non-zero probability of occurring in a healthy scenario.
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Figure 4.8: Detection times for the SSVO.
In the previous simulation results, we depicted the detection time for a single-node point of
view in the network. However, when running the detection scheme presented in this chapter,
each node will run an SVO of their own to estimate the possible set of states and it is therefore
important to assess the first time any node detects the fault. The simulation setup is the same
as before and we assume that a node is trying to drive the consensus value by repeating the
same value. Without a fault detection scheme, all the nodes would asymptotically reach a final
consensus equal to the repeated constant. To make the results comparable, the data presented
was generated using a thousand different seeds for the random number generator used to select
the communication pairs, according to the probability matrix W .
In Figure 4.9, the average difference between the time that any node detects a fault and
that node 1 detects the fault is presented. For a horizon equal to 1, we have a huge difference
motivated by the fact that when considering just the detection from node 1, and using this
faulty scenario, there is a remarkable number of undetected faults leading to considering the
detection time as 300 time steps, which is the maximum length of the simulation. For the
remaining values of the horizon, we have an increase in the detection time, which illustrates the
importance of considering the different observations available to the nodes.
Another interesting issue is to determine the impact of changing the horizon in the detection
time. By construction, incrementing the horizon leads to a smaller or equal time of detection.
The rate at which the detection time varies is of particular interest when assessing the trade-off
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Figure 4.9: Average difference between detecting with a SVO in one node or in all the nodes.
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Figure 4.10: Detection time for different horizon values for a fault constant equal to 3.
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Figure 4.11: Detection time for different horizon values for a fault constant equal to 4.9.
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Figure 4.12: Detection time for different fault constants.
between fast detection and computational complexity.
In order to show the decreasing trend in the detection time as the horizon increases, we
selected two fault constant values, namely 3 and 4.9. The intuition behind this choice is that
a fault characterized by using a constant 4.9 is “easier” to detect, since the magnitude of the
difference between the constant and the true state is larger than when considering a fault
constant of 3. Figure 4.10 and Figure 4.11 show the mean detection time for different horizon
values of having a fault constant equal to 3 and 4.9, respectively. When considering the case of
constant 3, there is a faster decrease in the detection time which goes from over 37 time steps
when the horizon is equal to 1, to under 29 when the horizon is equal to 5. For the case of
constant 4.9, the difference is between using a horizon equal to 1 and higher horizons.
Emphasizing on the observed behavior, we present in Figure 4.12 the mean detection time for
different constant values. From Proposition 4.4, this phenomenon can be seen as the magnitude
of the fault approaching γmin, which is the worst case for the magnitude of the injected signal
before being detectable in the worst case scenario. Depending on the specific application, the
horizon can be selected so as to meet the specific requirements. In the example of consensus, the
horizon can be selected in order to decrease the expected deviation in the final consensus value,
since by increasing the horizon, the maximum magnitude of the input signal decreases. In
applications where the computation cost is not a problem, but there is a demanding criteria for
the detection time, the horizon should be set as close to N ? as possible. However, for real-time
applications, where the running time of the detection is crucial, a small horizon should be
selected and the detection scheme becomes a best-effort approach.
We now present simulations that illustrate the finite-time consensus property derived in
the previous section. Focus is given on how a measure of the set dimension evolves with the
algorithm as opposed to a setting where nodes just run SVOs without sharing their estimates.
The simulations also indicate how likely it is to find a sequence of transmissions that produce
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Figure 4.13: Typical behavior of the size of the SVO.
finite-time consensus when using randomized gossip algorithms.
Our experiment setting for the following tests does not include any fault and, at each
time instant, we compute a measure of the size of the SVO. Computing the volume would be
meaningless since at least the dimension corresponding to the node value has size zero, as the
node has access to its own value at all time. Since the representation of the set of estimates is
converted into a hyper-parallelepiped before being sent to a neighbor upon communication, we
sum the length of uncertainty for each state and regard that measure as the size of the set. Each
node has its own set-valued estimate, which we represented as a vector after bounding with
a hyper-parallelepiped, as described in the previous section. For that reason, to measure the
size of the SVOs across the network, we take the mean values (computed element-wise) of those
vectors. By definition, if such measure reaches zero, then all nodes have reached consensus.
Figure 4.13 depicts a typical run where finite-time consensus is achieved. All the simulations
share the same behavior and what distinguishes them is the time when consensus is achieved
for the algorithm. In comparison, the same measure is calculated for the case where each
node runs its own independent SVO computed using only its own measurements. As expected,
the estimates using the algorithm are less conservative as they incorporate the measurements
performed by the node itself and the estimation set transmitted by its neighbors. In this
particular run, consensus was achieved by all the nodes at iteration 80.
Using a 1000 Monte-Carlo run, in Figure 4.14 is shown the histogram for the stopping time
of the algorithm when using a horizon of 1. The experiments where consensus was not achieved
in less than 300 communications are not represented in the histogram and corresponded to
21.9% of the cases. We then repeated the simulations for the same sequence of communications
using a horizon of 5. The percentage of experiments that did not end in a finite-time consensus
within the 300 time instants were 13.4%. The decrease is justified by the smaller sets that each
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Figure 4.14: Histogram for the stopping time with the proposed algorithm.
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Figure 4.15: Evolution of the mean sum of edges of all node set-valued state estimations.
node generates. In essence, to get 100% of the experiments to end in finite-time, we either have
to increase the time of the simulation, increase the horizon, or both.
An important issue is the influence of the intersection step on the size of the set-valued state
estimates. Figure 4.15 depicts the mean of the sum of edges length for the 1000 Monte-Carlo
runs for both the case of an SVO with and without estimate sharing using the intersection
algorithm. Since the gossip random consensus algorithm is stable [BGPS06], the size of the
generated set converges to a point (the consensus value) and the sum of edge lengths goes to
zero asymptotically when in a non-faulty scenario and subject to a horizon smaller than N ? . The
measure of the sum of edges captures the size of the set-valued estimates, and correspondingly,
how conservative they are. Figure 4.15 shows that, in average, estimates are less conservative by
exchanging set-valued estimates. Also, the set-valued state estimates, provided by the proposed
algorithm, converge much faster to zero, since the conditions of the Theorem 4.4 are less
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Figure 4.16: Final distribution of the nodes after 100 time instants using one antenna.
restrictive.
The application of SVOs to other setups was also illustrated with the setup for set-consensus.
We performed some simulations to show the convergence of the true positions of the agents
when only a set-valued measurement is available that is guaranteed to contain the true state.
In particular, we look at a simple round-robin policy to make the nodes converge to a single
cluster instead of m clusters depending on the number of partitions for the ground.
The simulations considered 200 nodes randomly distributed across a 50m×50m square field
with an antennae mounted on both sides. Nodes will receive the information transmitted and
move according to the proposed algorithm but will only have access to the set-valued estimates
of their positions, and not the true (noise-free) positions.
We consider two different scenarios: one where only one of the antennae is functioning
and dividing the field into 10 partitions along the x coordinate, going in a round robin fashion
over them and using an offset value to cover different ground strips at each time; and a second
example, where two antannae with the arrangement to be described next alternate every 5 time
instants.
Figure 4.16 depicts the final distribution of the 200 nodes for the first case. In this particular
run, the number of clusters is m = 5 and it is observed a common behavior where nodes align
themselves with the strips of the ground. The reduction of the number of clusters from 10 to 5
is justified by the offset of the transmissions as it increases the connectivity of the network, in
the sense that nodes will belong to different clusters in different time instants.
In Figure 4.17, it is shown the evolution of the maximum distance between two nodes in the
network over time. This measure illustrates how the performance of the consensus algorithm
degrades due to the poor choice of the field stripping. Nevertheless, it is possible to detect when
the cluster convergence happened by looking at when the maximum distance between any pair
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Figure 4.17: Evolution of the maximum distance between two nodes over the 100 time instants of the
simulation using one antenna.
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Figure 4.18: Final distribution of the nodes after 100 time instants using both antennae.
of nodes converged.
Based on these results, we introduced the second scenario where the antennae work in
alternation. In this setup, an antenna along the horizontal axis and another in the vertical axis
transmit in a round robin fashion between them and transmitting in a round robin between
their own partitions. The idea is to increase the connectivity and to explore the fact that more
nodes will belong to more than one partition over time. The study of different partitioning
methods is left as a path for future research.
In Figure 4.18, it is shown the final distribution of the nodes after 100 time instants. We
assumed a maximum radius for all measurements of 1 and the ball Bmax(c) is shown where c
was computed as the average of the centers for the overbounding balls for each measurement
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Figure 4.19: Evolution of the maximum distance between two nodes over the 100 time instants of the
simulation using both antennae.
set. Following Theorem 4.5, all the nodes converged to a single cluster with radius max.
In comparison with the previous scenario, we computed the maximum distance between two
nodes to have a sense of the convergence rate of the algorithm. We remark that studying this
convergence rate is an interesting topic even though its improvement depends on the partition
schedule.
When implementing a stopping time for the nodes to declare convergence, a possibility is to
consider whether the measurements that they are receiving are similar to that of the remaining
neighbors, or if the current set-valued position estimate is close to the final destination of the
node.
4.11 Conclusions
In this chapter, the problem of fault detection in randomized gossip algorithms is addressed
using Set-valued Observers). The introduction of the stochastic information to build the set is
one of the main contributions of this chapter that allows to detect faults based on the probability
of that event. Two functions to measure the maximum attacker input signal for an undetectable
fault are presented. The quadratic function is suitable for systems where the energy plays an
important role whereas the linear function is characteristic of problems such as the consensus,
where inputting a positive signal cancels the effect of a fault injecting a negative signal. We
also showed the necessary number of past observations for the case of local information, when
keeping the best value for the horizon is computationally intractable.
Building on the results of having an SVO for fault detection, without sharing state estimates,
SVOs in the absence of faults are capable of determining average consensus in finite-time using
only measurements available to the node, but may require a large computational burden. The
116
4.11 Conclusions
result is suitable to situations where one node is able to control/command the sequence of
communications in the network.
In order to drop the requirement of a large horizon, an algorithm is presented where
each node computes its own set-valued state estimates and performs an intersection with
state estimates received by the neighbors. Besides reducing the computational burden, this
method also achieves finite-time average consensus for any horizon value, provided that the
algorithm runs for sufficiently large number of observations, and each node computes less
conservative set-valued estimates. The result is relevant in practice to determine a stopping
time in a faulty environment, which is not a straightforward issue due to the iterative nature
and uncertainty generated by the random choice of communicating nodes. If conditions for
finite-time convergence are not met within the time that the algorithm is running, asymptotic
convergence of the state of the nodes is also provided.
We envisage as directions for future work, the study of additional properties of specific
classes of algorithms. In particular, structural premises that allow to eliminate certain sequences
of matrices A(k) which are irrelevant for the computation of the SVO. In essence, associated with
the results presented in this chapter, such a mechanism would decrease the complexity even
further and broaden the spectrum of application of the proposed fault detection f. Another line
of possible research would be to integrate the SVO in a fault isolation mechanism as to progress
towards a fault correction scheme where the nodes would, after detecting a fault, isolate the
faulty node and correct the state of the algorithm to a value closer to the true state if there was
no fault. Such a goal poses very interesting research problems.
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5
SVOs for LPV systems
with Coprime Factorization
5.1 Introduction
The problem of detecting faults in the context of Linear Parameter-Varying (LPV) systems relates
to that of determining if the current observations of the true system are compatible with the
theoretical fault-free model. In particular, the framework of LPV systems is considered in this
chapter since applications of fault detection mechanisms for LPV systems are commonly found
in industrial processes (see examples in the survey in [RS00]). In addition, the distributed
algorithms presented in the Chapter 2 and Chapter 3 can also be viewed as LPV systems driven
by dynamics dependent on stochastic or deterministic actions that can be measured only at the
current time instant.
The study of fault detection problems has been a long standing research topic, since the early
70’s (see [Wil76]), but still poses remarkable challenges to both the scientific community and the
industry (see, for example, the survey in [HKKS10] and the references therein). Classical fault
detection methods such as the ones proposed in [Wil76], [Bar07], [BB04], [Duc09], [MGB05],
[DF90] and [NVR08], rely on designing filters that generate residuals that should be large under
faulty conditions. These strategies aim to derive bounds (or thresholds) on these residuals
that can be used to decide whether a fault has occurred or not. However, calculation of
these thresholds is typically cumbersome or poses stringent assumptions on the exogenous
disturbances and measurement noise acting upon the system. Many implementations of residual-
based Fault Detection and Isolation (FDI) techniques are available in the literature such as
[HKY98], [Sau05], [CP12] and [Duc15].
In [RSSA10], [RS13], the authors develop the idea of using Set-Valued Observers (SVOs),
whose concept was introduced in [Wit68] and [Sch68] (further information can be found in
[Sch73] and [MV91] and the references therein) for fault detection by resorting to a model
invalidation (falsification) approach. The method is particularly interesting in the sense that it is
able to handle a relatively large class of dynamic models, while also reducing the conservatism
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of the results by incorporating the information of past observations in the construction of
the current set-valued state estimates. However, two main drawbacks of the approach can be
identified: the convergence properties are shown for stable systems only, and the calculation of
the set-valued state estimates requires a significant computational effort. The latter limitation
is a consequence of the need to increase the horizon of the observations to produce accurate
results. The aim of this chapter is to extend the SVO-based fault detection method in order
to cope with unstable systems and to reduce the necessary horizon value for the class of LPV
systems. It is a generalization of existing results incorporating a left-coprime factorization into
the design of SVOs for Linear Time-Invariant systems (LTI) [RSA14].
Related to the problem of fault detection is how to distinguish between two different faults
in the system assuming they are distinguishable in some sense, as formally defined in the sequel.
The state-of-the-art methods for fault isolation resorting to the concept of model invalidation
using SVOs are based either on designing a filter for each fault, as in [RS13] and [CRT+15], or
on storing the observations and running a constant number of SVOs several times, where each
model considers a subset of the fault signals, as in [BRSO15]. Both methods yield significant
limitations: the former requires an exponential number of SVOs with the number of faults to be
considered, if no assumptions are made on the maximum number of concurrently occurring
faults; and the latter, although reducing the required computational cost by only running the
fault isolation filters on a subset of the fault space, still poses constraints on the applicability for
time-sensitive applications and prevents possible parallelization of the computations since the
new subset of the fault signal to be considered might depend on the result of running the SVOs
on previous partitions.
5.2 Main Contributions and Organization
This chapter starts by reviewing all the necessary tools found in the literature that are needed
to use the coprime factorization to achieve convergence results meaningful to reduce the
aforementioned problems. It then progresses to give a different perspective on how the equations
for the SVOs can be used to perform fault isolation without having an exponential increase in
the number of filters.
The advantages, presented in the paper [SRHS17a], can be summarized in four topics:
• The use of a left coprime factorization for LPV systems enables SVO-based fault detection,
even when the plant is unstable;
• The convergence proof of the method is provided for a broad class of LPV systems and
for any horizon greater than nx, the size of the state space, by exploiting the properties of
deadbeat observers;
• Fault isolation is addressed by including the fault signal into the model of a single SVO and
retrieving it through a projection, which reduces the amount of required computations
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especially in the case of a large number of faults and no bounds on the number of
concurrent faults;
• The computation of the set-valued estimates of the fault signal allows the incorporation of
linear constraints involving the fault signal that are common, for instance, when dealing
with budget constraints for an attacker in a network.
5.3 Problem Statement
We consider the dynamics of a non-faulty system, described by a Linear Parameter-Varying
(LPV) model of the form:x(k + 1) = A(ρ(k))x(k) +B(ρ(k))u(k) +L(ρ(k))d(k)y(k) = C(ρ(k))x(k) + ν(k) (5.1)
with bounded unknown exogenous disturbances, d(·) ∈ Rnd , bounded unknown sensor noise,
ν(·) ∈ Rnν , uncertain initial state x(0) ∈ X(0), where X(0) is a set that is guaranteed to contain
the initial state x(0). Matrices A(ρ(k)), B(ρ(k)), L(ρ(k)), and C(ρ(k)) are parameter-dependent,
and ρ(k) is assumed to be measured. The state is described by x(k) ∈Rnx and the known input
signal by u(k) ∈ Rnu . Without loss of generality, it is assumed that |di(k)| ≤ 1,∀k ≥ 0,1 ≤ i ≤ nd
and |νi(k)| ≤ ν? ,∀k ≥ 0,1 ≤ i ≤ nν . To lighten the notation, the dependence on the parameter ρ
will be omitted, when clear from context. As an example, we will write Ak to denote A(ρ(k)),
whenever the parameter-dependence can be inferred from context.
Problem 1 (Fault Detection). The problem of fault detection relies on a model invalidation approach.
In that sense, all types of faults that can be detected generate output sequences of the true system, y(k),
for which do not exist initial conditions x(0), disturbances d(k), noise signals ν(k), and values of the
parameter ρ(k), such that the output can be generated by model (5.1).
We require the following definition to state the main assumption of this chapter.
Definition 5.1 (Uniformly nx-step Observable [Lev96]). A system (5.1) is said to be uniformly
nx-step observable if the observability matrix
O(k,k +nx) :=

Ck
Ck+1Φ(k + 1, k)
...
Ck+nx−2Φ(k +nx − 2, k)
Ck+nx−1Φ(k +nx − 1, k)

has rank equal to nx for any parameter value ρ(k), where
Φ(k,k0) :=
I k = k0Ak−1Ak−2 · · ·Ak0+1Ak0 k > k0 .
The main assumption throughout this chapter is summarized in Assumption 5.1.
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Assumption 5.1. The system described by (5.1) is uniformly nx-step observable as in Definition 5.1.
Within the scope of fault detection, it may be required to maintain a set of all possible state
realizations at each time instant to determine if the observations are consistent with the fault-
free model in (5.1). We resort to Set-Valued Observers (SVOs) specified in the previous chapter
but adapting to the more general model of this chapter. The notation Z¯ :=
[
Z
−Z
]
, for a matrix
Z, and v¯ :=
[
v
−v
]
, for a vector v will be used to shorten the following equations. Considering
the information of a single measurement (i.e., by setting the horizon N = 1), X(k + 1) can be
described as the set of points, x, satisfying

M(k)A−1k −M(k)A−1k Lk
C¯k+1 0
0 I¯
︸                          ︷︷                          ︸
M(k+1)
[
x
d
]
≤

m(k) + u˜(k,1)
y¯(k + 1) + ν?1
1
︸             ︷︷             ︸
m(k+1)
, for some d (5.2)
where we used the notation u˜(k,N ) :=
N∑
τ=1
M(k)Φ(k+1, k−τ +1)−1B(k)u(k−τ +1). This procedure
assumes an invertible matrix of the dynamics, Ak, at each time instant. When this is not the
case, we can adopt the strategy in [ST99] and solve the inequality

I¯ −A¯k −L¯k
0 0 I¯
C¯k+1 0 0
0 M(k) 0


x
x−
d
 ≤

B¯ku(k)
1
y¯(k + 1) + ν?1
m(k)
 . (5.3)
By applying the Fourier-Motzkin elimination method [KG87] to remove the dependence on x− ,
we obtain the set described by M(k + 1)x ≤m(k + 1).
The above computations assume a horizon value N = 1, i.e., only the measurements from
time k and the input signal from time k − 1 are used to compute the set-valued estimate of the
state at time k. Due to the uncertainty in the initial state or the use of an approximation, X˜(k), to
set X(k) (for example, to avoid the number of vertices of the polytope to render the calculation
of the Fourier-Motzkin elimination method intractable), one might consider including past
measurements to improve detection, at the expenses of a higher computational cost, by extending
the previous inequalities to a general horizon N . In doing so, it may reduce the conservatism
of the set-valued state estimate, as shown in [RSA14]. Let us introduce the notation MN (k + 1)
to represent the construction of matrix M(k + 1), in the definition of set X(k + 1), for a given
horizon N . If Ak is non-singular, then the following inequality holds
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 MN (k + 1)0(N+2nd )×nx IN ⊗ I¯nd


x
d(k)
...
d(k −N + 1)
 ≤

m(k) + u˜(k,1)
y¯(k + 1)− ν?1
...
m(k −N + 1) + u˜(k,N )
y¯(k −N + 2)− ν?1
1
...
1

.
︸                          ︷︷                          ︸
m(k+1)
(5.4)
for some possible values of d(k), · · · ,d(k −N + 1) and where MN (k + 1) is defined by
MN (k + 1) :=

MN−1(k + 1) 0
M(η)Φ(k + 1,η)−1 −M(η)Φ(k + 1,η)−1Lk · · · −M(η)Φ(η + 1,η)−1Lη
¯Cη+1Φ(k + 1,η + 1) 0 · · · 0

where η = k −N + 1. For the sake of completeness, if Ak is non-invertible, then the following
alternative inequality will hold
MN (k + 1)

x(k + 1)
x(k)
d(k)
x(k − 1)
d(k − 1)
...
x(k −N + 1)
d(k −N + 1)

≤mN (k + 1)
where
MN (k + 1) :=

MN−1(k + 1) 0
I¯ 0 · · · 0 −L¯k
0 0 · · · 0 0
0 C¯k−N+1 · · · 0 0
0 0 · · · 0 0
−Φ¯(k + 1, k −N + 1) −Φ¯(k + 1, k −N + 2)Lη
0 I¯
0 0
M(k −N + 1) 0

and
mN (k + 1) :=

mN−1(k + 1)
N−1∑
τ=0
A¯τkBku(k − τ)
1
y¯(η) + ν?1
m(k −N + 1)

.
In the next sections, we review the design of deadbeat observers and coprime factors which
can be used together to achieve interesting properties for the SVOs.
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5.4 Deadbeat Observers for LPV systems
In this section, we describe briefly, for the sake of completeness, the procedures found in
the literature to design deadbeat observers for LPV systems satisfying Assumption 5.1. The
existence of a deadbeat observer will be useful when proving the main result in this chapter in
terms of the boundedness of the hyper-volume of the proposed SVO estimates.
In [Hos82], the author introduces a procedure to find a deadbeat observer for LPV systems
with Ck to be a vector, represented by ck. In the sequel, we recover this procedure, which can
be extended for the case of a matrix Ck in a straightforward manner, by considering the right
matrix division whenever a division involves vectors or matrices, as described next. The related
observer dynamic system is described by the state z(k) with dynamics
z(k + 1) = Ψkz(k) +Bku(k) +Kky(k) (5.5)
with
Ψk = Ak −KkCk . (5.6)
The estimation error is then given by
x(k)− z(k) = Ψk−1Ψk−2 · · ·Ψ0(x(0)− z(0))
leading to the conclusion that a deadbeat observer must satisfy
Ψk−1Ψk−2 · · ·Ψ0 = 0. (5.7)
A simple sequential algorithm will work for the scalar case when we have a vector ck by solving
Ψk−1Ψk−2 · · ·Ψ0ei = 0, i = 1,2, · · ·nx
which is equivalent to (5.7). The approach proposed in [Hos82] is to solve
Ψ0e1 = 0
Ψ1Ψ0e2 = 0
...
Ψk−1 · · ·Ψ1Ψ0enx = 0
which imply that the deadbeat observer gain matrix Kk can be found using
Kk =
AkΨk−1Ψk−2 · · ·Ψk−nx+1ei
CkΨk−1Ψk−2 · · ·Ψk−nx+1ei
(5.8)
where i = min(k,nx) and
Ψ−1 = Ψ−2 = · · ·Ψ−nx+1 = I.
In order to extend the above calculations for the matrix case (i.e., when more than one
measurement is available) one can use
Kk = AkΨ
nx−1
k−1 ek(CkΨ
nx−1
k−1 ek)
†
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where for a matrix Z, the notation Z† represents the Moore-Penrose pseudoinverse and with
Ψ
nx−1
k−1 := Ψk−1Ψk−2 · · ·Ψk−nx+1.
Therefore, the computation of the deadbeat observer follows these steps
• Calculate the observer gain Kk using (5.8);
• Compute the next observer state transition matrix using (5.6);
• Update the observer state estimate via (5.5).
5.5 Coprime Factorization
A key tool to our method is the concept of coprime factorization for LPV systems, which allows,
under certain assumptions stated in the sequel, to describe a dynamic system by means of
the interconnection of two systems that are separately stable. For each of the subsystems, an
SVO can be designed with guarantees of convergence of the set-valued state estimates. By this
convergence, it is understood that the set-valued state estimates remain bounded, for bounded
input and output plant signals, as formally presented next.
We start by introducing the definition of coprime factorization.
Definition 5.2 (coprime factorizations [RPK92]). A normalized left-coprime (respectively, right-
coprime) factorization of an observable system P (satisfying Assumption 5.1) described by (5.1),
defined by SQ and SG (respectively, S˜Q and S˜G) is such that P = S−1G SQ and SQX + SGY = I for some
X,Y (respectively, P = S˜QS˜G
−1 and XS˜Q +Y S˜G = I).
In [FD07], a right-coprime factorization is given for nonstationary LPV systems and the
corresponding factorization for stationary LPVs can be found in [BB97], [Bec06]. Similarly, we
can obtain the left-coprime factorization for an observable system, such as in Definition 5.1,
P = S−1G SQ, which is given by
SQ =
[
Ak −KkCk Bk −KkDk
RkCk RkDk
]
,SG =
[
Ak −KkCk −Kk
RkCk Rk
]
(5.9)
where Kk is such that Ak −KkCk is stable. Notice that such a matrix K is guaranteed to exist,
due to the assumption of (5.1) being observable. In addition, Rk is non-singular.
SQ S−1G
d
u
ν
u1 y
Figure 5.1: Schematic representation of the two coprime systems.
Figure 5.1 depicts the decomposition of the system obtained using the coprime factorization
in (5.9) and stacking the exogenous inputs d and ν in vector u. The two colors indicate the
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separate parts that form each of the two subsystems. In this approach, the SVOs can be applied
to each of the individual subsystems, since they are, by construction, stable. The stability
condition was required in the proof of convergence (see [RS14]), since, intuitively, a sufficiently
large horizon needs to be considered, so that the system dynamics over the horizon results into
a contraction operator.
5.6 Fault Detection
In the previous sections, we introduced the building blocks to address the two main issues
regarding the detection of faults using SVOs: the need for a large horizon value (see [RSA14]),
and the assumption on the stability of the system (see [RS14]). These two problems are related
to each other in the sense that, to ensure convergence, one would need to guarantee that the SVO,
seen as an operator, is a contraction, for a sufficiently large horizon. This condition requires the
system to be stable, and even in this case, can result in a potentially large horizon, which, in
general, renders the problem computationally heavy.
The main idea behind this novel fault detection method revolves around the approach
introduced in [RSA14] for LTI systems, which consists in applying the coprime factorization to
the original system, thus yielding two stable subsystems - one that take the exogenous signals
u, ν and d; and another one that uses y - with both of them producing an internal variable u1.
The detection is performed by requiring the intersection of the set-valued estimates of the two
SVOs for u1 to be non-empty, as described in the following proposition. An illustration of this
procedure is depicted in Figure 5.2.
Proposition 5.1. Consider an LPV system with dynamics given by (5.1), a coprime factorization
given by (5.9), and sets XSQ(k) and XSG(k) respectively produced by the SVOs for the output of each
of the subsystems SQ and SG in (5.9). A fault is detected at time instant k if XSQ(k)∩XSG(k) = ∅.
Proof. Let us prove by contradiction and therefore assume that XSQ(k)∩XSG(k) = ∅ and there
is no fault. No fault means that an SVO returning the set XP (k) for the output of the original
system P in (5.1) satisfies
∀k ≥ 0 : y(k) ∈ XP (k). (5.10)
Having XSQ (k)∩XSG (k) = ∅means that
@u1(k) : u1(k) ∈ XSQ(k)∧u1(k) ∈ XSG(k). (5.11)
Combining (5.10) and (5.11), we get that P , S−1G SQ since for system P there exists possible
values for the initial conditions x(0) and signals u(·), d(·) and ν(·) that return all the outputs y(k)
but the same is not true for the system S−1G SQ. Thus, we reach a contradiction as we assumed
systems SQ and SG were given as in (5.9).
Proposition 5.1 motivates the introduction of the fault detection approach in Algorithm 4.
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Another interesting issue is how to bound the horizon by a small value, since the computa-
tional burden grows exponentially with this variable. The concept of deadbeat observers plays
a key role in providing such a result. Intuitively, it means that if the original system admits a
deadbeat observer, then the associated set-valued state estimate can be bounded, since the term
associated with the size of the previous estimate vanishes after nx measurements, where nx is
the number of states in the system. This is one of the main results of this chapter and will be
described next.
Algorithm 4 Fault Detection of LPV systems using SVOs for a Coprime Factorization
Require: Set X(0) and an overbound for ν(.).
Ensure: Fault detection, using SVOs with horizon equal to nx.
1: G = Compute deadbeat() using (5.8)
2: Factorize() to obtain (5.9)
3: Init SVOSQ() using subsystem SQ
4: Init SVOSG() using subsystem SG
5:
6: for each k do
7: /* Finding the set-valued estimates */
8: XSQ(k + 1) =update SVOSQ(X
SQ (k)) using (5.4) with horizon = nx
9: XSG(k + 1) =update SVOSG (X
SG(k)) using (5.4) with horizon = nx
10:
11: /* Check if XSQ(k + 1)∩XSG (k + 1) is empty */
12: if XSQ(k + 1)∩XSG(k + 1) = ∅ then
13: return System is faulty
14: end if
15: end for
Algorithm 4 shows the pseudo-code for the fault detection described in this chapter. No-
tice that the maximum horizon needed is equal to the number of states based on the single
assumption of the original system being observable in the sense of Definition 5.1. The described
SVO-related functions can be implemented using the tools provided in [CRS15].
For Algorithm 4, it is possible to provide a result ensuring that the polytopic set-valued
estimates do not grow unbounded both in the number of vertices and hypervolume. The set-
valued estimates being bounded means that there exists an overbound set denoted by Θˆ(k),
after a number no of iterations satisfying no ≥ nx, that is bounded. During implementation, the
polytopic sets are enlarged with a quantity equal to the maximal numeric error due to floating
point limited precision of the machines to avoid false positives (see [CRT+15] for more details
on this issue). We make the following assumption that the maximal numeric error (k) of an
SVO satisfies (k) ≤ ? |x(k)|, for some 0 ≤ ? < 1,∀x(k) ∈ X(k). In taking into account the numeric
error, the result can be applied in practice and does not stand as a purely theoretical one.
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k
k − 1
k − 2
fault
u1
SVOSQ SVOSG
Figure 5.2: Illustration of the fault detection mechanism resorting to the intersection of the sets generated
by the SVOs of each subsystem resulting from the coprime factorization.
Theorem 5.1. Consider an observable system described as in (5.1) with state x(k) ∈Rnx , actuated by
control input u(k) ≤ u? <∞, with exogenous disturbances d(k) and with measurements y(k) ≤ y? <∞,
corrupted by additive noise n(k), such that |d(·)| ≤ 1 and |ν(·)| ≤ ν? . Then, there exists a coprime
factorization for (5.1) and the set-valued estimates produced by Algorithm 4 are bounded for any
no ≥ nx.
Proof. The existence of a deadbeat observer comes directly from the assumption that the system
is observable (see [Hos82]).
From the existence of a deadbeat observer, it is clear that
∀k ≥ 0 : ϕ(k +nx, k) = 0 (5.12)
holds for a choice of matrix sequence Gk computed using (5.8), where
ϕ(k,k0) :=
Inx , if k = k0(Ak−1 −Gk−1Ck−1) . . . (Ak0 −Gk0Ck0), if k > k0 .
One needs to prove that SVO for system SQ, and SVO for system SG, produce bounded sets.
The following result focus on SVO for system SG and, for that reason, we drop superscript SG.
Consider the smallest hypercubes, Θˆ(k),Θˆ(k+1), · · · ,Θˆ(k+no) that contain the sets Xˆ(k), Xˆ(k+
1), · · · , Xˆ(k+no), which represent the original set-valued state estimates X(k),X(k+1), · · · ,X(k+no)
plus the maximal numeric error (k) at each time instant, satisfying the assumption stated before.
For any no ≥ nx, an overly conservative estimate can be generated using the inequality
|x(k +no)| ≤ |ϕ(k +no, k)x(k)|+ ? |x(k)|+ δno (5.13)
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where
δno = maxy(k),··· ,y(k+no−1)
∣∣∣∣∣ k+no−1∑
τ=k
[
ϕ(k +no, τ + 1)Gτy(τ)
]∣∣∣∣∣.
From the deadbeat condition (5.12), we get that the expression (5.13) simplifies to
|x(k +no)| ≤ ? |x(k)|+ δno .
However, given that by assumption ? < 1 and |y(k)| ≤ y? <∞, there exists δ? such that |δno | ≤
δ? <∞ thus proving the boundedness of SVO SG. A similar result can be found for SVO SQ,
which concludes the proof.
5.7 Fault Isolation
In this section, we show how the SVOs can be employed in fault isolation resorting to estimating
the fault signal instead of the concept of model invalidation. In doing so, only one SVO is
required for fault isolation instead of using a combinatorial number corresponding to each
combination of faults.
The model in (5.1) used for fault detection is now extended by considering the fault signal
as an external component added to the state dynamics as
x(k + 1) = A(ρ(k))x(k) +B(ρ(k))u(k) +L(ρ(k))d(k) +F(ρ(k))f (k)y(k) = C(ρ(k))x(k) + ν(k) (5.14)
where matrix F(ρ(k)) is known at each time instant and determines what are the possible
states the fault signal can corrupt. It is stressed that, from a physical perspective, these can be
interpreted as actuator faults. The dynamics in (5.14) can be rewritten to match (5.1) as follows:
x(k + 1) = A(ρ(k))x(k) +B(ρ(k))u(k) +
[
L(ρ(k)) F(ρ(k))
][d(k)
f (k)
]
y(k) = C(ρ(k))x(k) + ν(k)
. (5.15)
Unlike the work described in [RS13], [CRT+15], and [BRSO15], the strategy proposed in this
section is based on inverting the logic applied to fault detection. I.e., whereas in the previous
algorithms, SVOs were used to produce set-valued estimates of the state compliant with the
system dynamics, bounds for the initial state, disturbances, and noise signals, the approach
proposed in this section is to estimate the fault signal itself. In the previous view of the problem,
when the set for the state estimates is empty, the measurements cannot be generated by the
model, and thus a fault is detected. In the novel approach proposed herein, the fault input
signal f (·) appears as variable in the definition of the polytope X˜(k). By means of a projection
onto those coordinates, set-valued estimates of the fault signals are obtained. The SVO will
produce a set for the combinations of possible faults given the measurements, dynamics and
bounds for the system.
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Equation (5.15) results in a different set of equations for the SVO definition. Only the most
generic case, where A is singular is presented. The calculations when A is nonsingular may be
obtained in a straightforward manner by following the same procedure. In addition, it is also
considered that the faults may also satisfy certain constraints. For instance, let us consider that
we are playing against an adversary which is changing some of the state variables in a power
network or in a budget-constrained scenario. He or she will have a finite amount of power
or budget to compromise the system. Such an example motivates the introduction of a linear
constraint of the type Rf (k) ≤ 1, for some known matrix R.
MN (k + 1)

x(k + 1)
x(k)
d(k)
f(k)
x(k − 1)
d(k − 1)
f(k − 1)
...
x(k −N + 1)
d(k −N + 1)
f(k −N + 1)

≤mN (k + 1) (5.16)
where
MN (k + 1) :=

MN−1(k + 1) 0
I¯ 0 · · · 0 L¯k F¯k
0 0 · · · 0 0 0
0 0 · · · 0 0 0
0 Ck−N+1 · · · 0 0 0
0 0 · · · 0 0 0
−A¯Nk −A¯N−1k Lk−N+1 −A¯H−1k Fk−N+1
0 I¯ 0
0 0 R
0 0 0
M(k −N + 1) 0 0

and
mN (k + 1) :=

mN−1(k + 1)
N−1∑
τ=0
A¯τkBku(k − τ)
1
1
y¯(k −N + 1)
m(k −N + 1)

with the base case for N = 1 being
I¯ −A¯k −L¯k −F¯k
0 0 I¯ 0
0 0 0 R
C¯k 0 0 0
0 M(k) 0 0


x
x−
d(k)
f(k)
 ≤

B¯ku(k)
1
1
y¯(k + 1)
m(k)

In this new setting, the set X˜(k) must be projected onto the coordinates corresponding to
f(·) to obtain a set where the fault signal belongs. Other restrictions can be introduced relating
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the fault signal in different time instants, by including rows in the matrix MN (k) corresponding
to the known restrictions. The fault detection and isolation condition is presented in the next
proposition that comes directly from the definition of SVOs.
Proposition 5.2. Given a model (5.14) that includes a fault signal f (k), ∀k : |d(k)| ≤ 1∧ |ν(k)| ≤ ν¯
and X(0) such that x(0) ∈ X(0), the following statements are true:
• A fault exists if 0 < Pf X˜(k), where Pf X˜(k) is the projection operator of the polytope X˜(k) onto
the coordinates of f and X˜(k) := Set (MN (k),mN (k)) as in (5.16);
• The ith fault is isolated from the remaining nf − 1 possible faults identified in the set S :=
{ej1 , · · · ,ejnf −1} if span(S) < Pf X˜(k), where the function span(S) :=
{
0+
∑
j∈S λjej ,λj ∈R
}
.
Proposition 5.2 translates the detection of a fault as the set obtained by projecting onto
the coordinates of the fault signal to include the origin. By definition, if this is not the case, it
does not exist initial conditions x(0) ∈ X(0), disturbances signal d(k) and noise ν(k) respecting
the bounds and parameter ρ(k) such that the observations y(k) are produced without having a
non-zero signal f (k). Similarly, a fault is isolated if the produced observations y(k) can only be
reproduced if the signal f (k) must coincide with one of the faults and not all the remaining.
5.8 Example and Simulations
In this section, an example is provided to illustrate how to compute the deadbeat observer gain
and how the SVOs can be designed. The same example is used to depict the main features of the
SVO-based fault detection using the coprime factorization approach.
In this chapter, we will consider an oscillator model with a mass of 10 kg connected to a
spring, with its spring coefficient constant and equal to 1. The continuous time dynamic model
can be described by the following system matrices
Ac(ρ(k)) =
[
0 1
− 110 −ρ(k)10
]
,Bc =
[
0
1
10
]
,Cc =
[
1
0
]ᵀ
,Dc = 0;
where parameter ρ is the damping coefficient and is assumed to be varying uniformly between
2.02 and 2.2 every 4 seconds. The system is discretized with a sampling period of 0.2 seconds,
leading to a discrete-time system defined by the tuple of matrices (A(k),B,C,D).
The first important aspect of the standard SVOs is the necessary horizon to ensure conver-
gence. According to the results in [RS14], the product of matrices A(k) for the selected horizon
need to satisfy the property that its singular values are less than 1. To guarantee that condition,
in this example, one would need to set the horizon N = 42.
In this example, after the discretization, the dynamics matrix for the first two instants were
computed to be
A1 =
[
0.998 0.1959
−0.0196 0.9585
]
,A2 =
[
0.998 0.1959
−0.0196 0.9583
]
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Figure 5.3: Output of the mass-spring-dashpot system with a fault introduced after 4 seconds.
which makes
K1 = A1e1,Ψ1 =
[
0 A1e2
]
,K2 =
A2A1e2
0.1959
according to equations (5.6) and (5.8). The gain matrices Kk have the deadbeat property and
were then used to compute the coprime factorization.
Firstly, we obtained the coprime factorization of the model
x(k + 1) = Akx(k) +Bu(k) +Ld(k)
y(k) = Cx(k) + ν(k),
where we assumed a matrix L =
[
2 1
]ᵀ
. The coprime factor SQ is described by
xQ(k + 1) = ΨkxQ(k) +Bu(k) +Ld(k)−Kkν(k)
u1(k) = CxQ(k) + ν(k)
,
where the computation of Ψ (k) followed (5.6). Subsystem SG is given by
xG(k + 1) = ΨkxG(k)−Kky(k)
u1(k) = CxG(k) + y(k)
.
We start by depicting in Figure 5.3, the output of the system where a fault has been in-
troduced after 4 seconds of the beginning of the simulation and detected by the SVO after 1
second (i.e., 5 sampling periods). We simulated faults translating a loss of actuation and for that
purpose the true model of the plant is given byx(k + 1) = Akx(k) +B(u(k) + f (k)) +Ld(k)y(k) = Cx(k) + ν(k)
It is stressed that, even though in the presence of a fault, the output of the system does not
exhibit any abnormal or easy-to-spot behavior. This motivates the need for automatic fault
detection mechanisms, such as the SVO-based method presented in this chapter.
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Figure 5.4: Detection time as a function of the magnitude of a constant fault introduced after 4 seconds.
In the simulations, we considered 4 different faults in order to assess the performance of the
SVO-based method with coprime factorization in comparison with the standard fault detection
mechanism [RS13]. To make the results comparable, we set both the standard and the coprime
implementation with a horizon equal to 2 and resort to a hyper-parallelepiped overbound
instead of the Fourier-Motzkin elimination method. This has significant improvements in the
amount of time it is required to compute a single iteration of the algorithms.
In Figure 5.4, it is depicted the detection time instant for a constant fault injected after 4
seconds into the simulation. The faulty term is injected as an input with magnitude ranging
from 0.1 to 1.5. However, after multiplying by matrix B it translates into a magnitude smaller
than 3 × 10−2 for the 1.5 case and is comparable with the remaining faults simulated in this
section.
Since it is deterministic, the constant fault illustrates a more predictable behavior and shows
the decreasing trend between fault magnitude and the detection time. When the magnitude
reaches 0.62, the detection time for the SVO with coprime factors is equal to 0.4 which corre-
sponds to two discrete time steps (i.e., number of measurements required for detection equal to
the number of states). Another interesting aspect is that, for the SVOs with coprime factors, the
fault was detected even for small magnitudes whereas the error introduced by the overbound in
the standard case prevented this detection.
The deterministic constant fault is a rather simplistic type of fault and does not stress the
substantial difference and motivation to adopt the SVOs with the coprime factorization. In the
aforementioned scenario, it amounted to a slower detection and required the magnitude of the
fault to be higher to get a successful detection by the standard SVO. The second faulty case
considers a model of the mass-spring-dashpot system corrupted by a random signal added to
its state and drawn from a standard uniform distribution between zero and the maximum fault
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Figure 5.5: Mean detection time as a function of the magnitude of a random fault introduced after 4
seconds.
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Figure 5.6: Detection time as a function of the magnitude of a sinusoid fault introduced after 4 seconds.
magnitude.
The mean detection times of a Monte Carlo simulation with 100 extractions for the random
fault are shown in Figure 5.5. The smooth trend line for both the standard and the coprime
SVO implementations is lost as it depends on the actual random sequence of the fault. The
difference between mean detection times increases since the random fault is somehow more
challenging, given that not only can the signal vary and be close to zero in some instants (which
is almost fault-free), but also because the dynamics can cancel out current values with updated
past values. Using the coprime-based method it is shown that, for some signals with small
magnitude, the detection is possible whereas it is missed by the standard procedure.
The intuition gained with the two previous setups motivated the study of faults where the
signal changes between positive and negative values. Such faults impact on the conservativeness
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Figure 5.7: Detection time as a function of the magnitude of a alternating fault introduced after 4 seconds.
of the set-valued estimates and, as a consequence, on the detection procedure. To that extent, a
sinusoidal fault was injected by simply adding a disturbance term equal to the magnitude of the
fault multiplied by the sine wave.
In Figure 5.6, the results for the sinusoidal fault are presented. An interesting result is that,
apart from a transient, the detection time either approaches the minimum time of 0.4s or there
is a missed detection. For magnitudes between 5× 10−3 and 6.5× 10−3 only the coprime-based
SVOs are able to perform the detection. For the remaining values of the fault, the standard
SVOs perform poorly with detection times representing at least a two-fold increase.
The aforementioned considerations can be made more obvious by considering a fault that
has constant absolute value but alternating between positive and negative every couple of
discrete-time instants. The results are depicted in Figure 5.7, where the binary behavior of
the standard technique is either the faults are detected in minimum time or not detected at
all, while the proposed technique is able of detecting always the fault in 2 or 3 discrete time
instants. A fault alternating in sign stresses how the conservatism of past iterations affects
current set-valued estimates. In the standard case, it represents a major issue and detection
happens for magnitudes greater than 6.7×10−3 whereas for small values as 4×10−3, the coprime
approach detects faults in a time close to the minimum.
The above simulations illustrated two key features of the proposed method, namely that
conservative past estimates have a small impact in future iterations after a number of discrete-
time instants equal to the size of the state space, and also that the proposed technique is suitable
for the studied faults, achieving better detection times even for small magnitudes that would be
missed by the standard procedure.
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5.9 Conclusions
This chapter addressed the problem of designing designing Set-Valued Observers (SVOs) for
Linear Parameter Varying (LPV) systems in the presence of noise and disturbances. Two main
issues are of interest, namely, the need for large horizon values to ensure boundedness of the
set-valued estimates; and allowing the SVOs to model unstable dynamics.
The solution adopted herein revolved around the concept of left-coprime factorization in
order to design two subsystems that are stable, and to compute set-valued state estimates for
each of the two subsystems. As a consequence, the dynamics of the subsystems can be used to
construct a deadbeat observer gain matrix and use it with the SVOs, which reduces the necessary
horizon to the number of states of the plant. It was shown that the set-valued estimates are
bounded for the broad class of LPV systems.
The performance was evaluated by simulation to illustrate both the increase in speed of
detection and the improvements in terms of better accuracy, since the aforementioned method
reduces the conservatism of the final solution. Four different classes of faults were simulated for
signals with the following characteristics: constant, random, sinusoidal, and constant amplitude
but with changing signs.
The constant fault signal illustrated the decrease in detection time as the magnitude of the
fault increases. The gap between the standard and the coprime approach increased as the mag-
nitude of the fault decreases and follows a similar trend towards the minimum detection time.
The constant signal represents an “easier” instance of the problem, as there is no cancellation
of the current fault by the past values updated by the dynamics. This motivated simulating
additional classes of faults such as those characterized by random signals.
Stochastic signals can represent, for example, unmodeled disturbances that need to be
detected to avoid compromising the system. These are harder to detect in the sense that the
fault signals can in some instants be close to zero (i.e., no fault) and then shift to a fault. The
coprime-based SVOs achieved faster detection, at least in the example provided, even for small
magnitudes of the signals.
Two other classes of faults were also simulated: a sinusoid signal and a constant amplitude
with sign changing every two sampling times. In both cases, an interesting behavior emerged
where either the fault was detected in a number of instants close to the minimum or was not
detected at all. The coprime factorization-based approach allowed the detection of signals with
much smaller magnitude, given that the conservatism of prior estimates is eliminated for a
sufficiently large number of measurements. This contrasts with the standard procedure where
these faults were harder to detect.
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6
Fault Detection and Isolation
in Detectable Systems
6.1 Introduction
Performing fault detection in the context of cyber-physical systems can be difficult to address
because the observability of the system can be affected. For example, having nodes with access to
only local information or special network structures along with limited local state measurements
can result in unobservable modes for the overall system. In this chapter, two types of cyber-
physical systems are investigated: a group of dynamic physical systems cooperating over a
network and smart power grids, where both attacks to the physical power grid infrastructure,
as well as cyber attacks to the communication layer, can affect the overall network performance.
The motivation for this work is to provide tools to detect and isolate faults in cyber physical
systems that have unobservable modes but are detectable. Current state-of-the-art techniques
using set-valued estimators are not suitable for systems with unobservable modes and non-
zero inputs as the disturbances and input signals increase the hypervolume of the set-valued
estimates in each iteration, therefore resulting in divergent estimates.
The importance of addressing the fault detection (or state estimation) of a group of dynamic
systems interconnected by a network is reported in [OSM04] and later in [MV09], where the
detection is crucial given that a single malfunctioning node can severely impact on the overall
network performance. Applications of such systems span the areas of mobile robots, cooperating
unmanned vehicles tasks such as surveillance and reconnaissance, distributed state estimation,
among others (see [ME14] and the references therein).
In the case of a smart grid, a network failure or malignant action can compromise its service
which motives the use of efficient fault detection mechanisms [ME10], [Ami11]. Besides failures
and attacks to the physical power grid infrastructure, one must also consider cyber attacks to
its communication infrastructure. Therefore, the problem of detecting faults and identifying
where they are occurring in a network is considered in this chapter. To assess the performance
of the techniques developed in the chapter, we adopt the linearized small signal version of the
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structure-preserving model, composed by the linearized swing equation and the DC power flow
equation. A comprehensive survey can be found in [FMXY12] regarding different aspects of
the design of smart grids. The importance of this problem is reported in [ME10] and later in
[Ami11].
There is a rich state-of-the-art for some specific problems regarding cyber-physical systems
that resemble the model adopted in this chapter. In [ME14], one of the main results is showing
that the overall system of a group of dynamic systems is unobservable when only considering
relative information of the states. A transformation is introduced that allows to perform fault
detection and isolation by considering the observable subspace of the overall system. The
algorithm requires a centralized detection scheme. In this chapter, we derive an alternative
approach based on Set-Valued Observers (SVOs), which enables a distributed detection for the
observable subspace if we consider a strategy such that of [SRC+13] (described in Chapter 4).
In [SRC+13], the use of SVOs for distributed fault detection were firstly introduced for
the specific case of consensus. The overall system is modeled as an Linear Parameter-Varying
(LPV) system where communications are seen as a parameter-dependent dynamics matrix.
Even though, the whole system is not observable in every time instant, for a sufficiently long
time interval, the system is observable, as long as the underlying network topology is strongly
connected. Whereas in [SRC+13], each node has access to its own state, and the state of one
neighbor to which it communicates, in this chapter, it is assumed that nodes have access only to
relative information. The distributed detection can also be improved by resorting to exchanging
state estimates whenever the systems communicate or take measurements by using a similar
algorithm to the one presented in [SRHS14].
An alternative method to the SVOs is the use of the reachability concept to construct set-
valued estimates. The proposals in [ASB07] and [SC16] both resort to this concept and use
zonotopes to define the sets where the state belongs. Zonotopes are a compromise of accuracy
for performance in the sense that they are a subclass within polytopes. In addition, unions
can be computed efficiently when compared to polytopes whereas intersections are much more
efficient using polytopes. Our proposal focus on the use of polytopes since operations introduce
less conservatism than zonotopes.
For the particular case of smart grids, other proposals have also been presented by the
research community as alternative fault detection methods motived by the increased interest for
this topic by the industry. A survey focused on fault location methods for both transmission and
distribution systems can be found in [Kez11].
In [MCHL14], faults are detected by constructing a χ2-detector that computes the χ2 statis-
tics of the residuals from a Kalman filter and compares them with the thresholds obtained
from the standard distribution. Such a strategy is stochastic in nature and includes potential
false-positives with a certain probability. The alternative approach presented in this chapter is
deterministic and relies on a worst-case detection. A similar stochastic detection strategy can be
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employed by using an extension of the framework proposed here, following the methodology
described in [SRC+13].
Fault detection in smart grids has also been performed resorting to the concept of Petri
Nets [CHPS11]. The procedure consists in mapping the possible concurrent actions of each
of the nodes in the network to determine the current state of the system and checking if it is
compatible with the measurements. In this chapter, we adopt a different methodology although
the objective is the same, in the sense that we are computing a set of all possible states of the
system.
In [GBG+11], the authors study the problem of undetectable faults due to the unobservable
modes of the system. The fault detection is based on ensuring that the network is observable for
a fixed number of compromised nodes by carefully selecting which states to measure. Although
the focus is slightly different, the definition of the equation dictating the detection and isolation
of faults is related. In [PDB11], one of the main results is to characterize detectability of faults
both using dynamic and static procedures considering the dynamics of the network and no
disturbances in the model.
In a different direction, [PBB11] and [PBB12] show that the theoretical condition for fault
detectability and identifiability in the context of smart power grids is similar to that of detecting
faults in consensus problems and amounts to studying the zero dynamics of the system given
by the difference between the nominal “fault-free” and the one with the input fault signal. In
this chapter, we rewrite the equations describing the set-valued estimates in a similar fashion,
which describe fast SVO (fSVO) in the sense they are low-complexity methods by avoiding the
need to resort to the Fourier-Motzkin elimination algorithm.
6.2 Main Contributions and Organization
The main contributions of this chapter, presented in the papers [SRHS15a] and [SRHS17b], are
as follows:
• we show how to perform fault detection and isolation with SVOs for unobservable but
detectable systems taking advantage of a coprime factorization;
• the incorporation of possible disturbances and sensor noise in the fault detection mecha-
nism for smart grids;
• reformulation of the theoretical conditions for fault detection and isolation, which lead to
a different set of SVO equations that when coupled together with a coprime factorization
represent a more efficient method for fault detection without adding conservatism.
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6.3 Observability issue
In this section, the problem of distributed fault detection addressed in this chapter is defined.
Before introducing the model, we provide an overview of the abstract case of having S dynamic
systems interconnected by a bidirectional network topology. This introduces the observability
issue that can arise in designing SVOs for fault detection in a distributed setting. We then focus
on developing observers that are distributed and can deal with detectable systems.
6.3.1 Systems of Systems
We analyze the problem described in [ME14], namely, a group of S dynamic systems interacting
according to a bidirectional network topology. The corresponding graph has S vertices each
representing an n-dimensional subsystem Si , modeled as a Linear Time-Invariant (LTI) of the
form:
Si :
xi(k + 1) = Axi(k) +Bui(k) +Ffi(k) +Edi(k)yij(k) = C(xi(k)− xj(k)), j ∈ Ni
where xi ∈Rn, ui ∈Rniu , represent the state and input signal of the ith subsystem. The unknown
sequences fi ∈ Rq and di ∈ Rr represent the fault and disturbance signals. Without loss of
generality, it is assumed that |di(k)| ≤ 1,∀k ≥ 0.
The fact that the dynamics matrices are equal for all of the subsystems complicates the
problem as it renders the overall system unobservable.
The output of the ith system depends on all its neighbors j, j ∈ Ni :
yi =
∑
j∈Ni
C(xi − xj )
which motivates the introduction of the graph laplacian matrix defined as
Lii = |Ni |, Lij =
−1, if j ∈ Ni0, if j <Ni
where |Ni | is the number of neighbors of node i. By combining the state equations, the overall
system is described by
x(k + 1) =(IS ⊗A)︸  ︷︷  ︸
AS
x(k) + (IS ⊗B)︸  ︷︷  ︸
BS
u(k) + (IS ⊗F)︸  ︷︷  ︸
FS
f (k) + (IS ⊗E)︸  ︷︷  ︸
ES
d(k)
y(k) =(L⊗C)︸  ︷︷  ︸
CS
x(k)
(6.1)
where x := [xᵀ1 · · ·xᵀS ]ᵀ (i.e., nx = nS), u := [uᵀ1 · · ·uᵀS ]ᵀ, f := [f ᵀ1 · · ·f ᵀS ]ᵀ, d := [dᵀ1 · · ·dᵀS ]ᵀ and
y := [yᵀ1 · · ·yᵀS ]ᵀ. As shown in Lemma 1 of [ME14], this system is always unobservable and a
transformation is proposed to extract the observable subsystem in the following fashion.
Let
T := T −1s ⊗ In
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where
T −1s :=
[
1 0
ᵀ
S−1−1S−1 IS−1
]
.
Using the transformation of state given by T such that x→ T x yields an observable decom-
position for the system due to the property of the Laplacian matrix
T
ᵀ
s LTs =
[
0 0
0 Lr
]
and the observable subsystem is now defined as
x¯(k + 1) =(IS−1 ⊗A)︸     ︷︷     ︸
A¯S
x¯(k) + (IS−1 ⊗B)︸     ︷︷     ︸
B¯S
u¯(k) + (IS−1 ⊗F)︸     ︷︷     ︸
F¯S
f¯ (k) + (IS−1 ⊗E)︸     ︷︷     ︸
E¯S
d¯(k)
y¯(k) =(Lr ⊗C)︸   ︷︷   ︸
C¯S
x¯(k)
where x¯i := xi − x1, u¯i := ui −u1, f¯i := fi − f1 and d¯i := di − d1 for 2 ≤ i ≤ S .
The case in which the system is unobservable but detectable can be addressed by the
algorithm proposed in this chapter, which places mild conditions on each of the physical
systems and relaxes the assumptions made in [ME14].
6.3.2 Smart Grids
Building on the discussion of the previous section, we introduce the same model for the
evolution of the state of a smart power grid as that of [PDB11], namely, a connected power
network consisting of n generators and their corresponding n generator terminal buses and m
load buses, totaling n+m buses in the network. The dynamics of the network follow the linear
small-signal version of the classical structure-preserving power network model discussed in
[SP98], which comprises the dynamic linearized swing equation and the algebraic DC power
flow equation. Further details regarding the derivation of such dynamics from the nonlinear
model can be found in [Sch04] and [PBB11].
The weighted graph associated with the admittance in the connectivity network induces a
Laplacian matrix
[Lgg Lgl
Lgl Lll
]
∈R(n+m)×(n+m), where the first n rows are associated with the buses
connecting to the generators and the remaining rows correspond to the bus network.
The whole system can be described by the differential-algebraic continuous-time dynamic
model given by
Ncx˙(t) = Acx(t) +u(t) (6.2)
where the state x = [δᵀωᵀθᵀ]ᵀ ∈ R2n+m, encompasses the generator rotor angles δ ∈ Rn, the
frequencies ω ∈ Rn, and the bus voltages angles θ ∈ Rm. The input term u(t) accounts for the
known changes in input power to the generators or power demands of the loads. The matrices
141
Chapter 6: FDI in Detectable Systems
of the dynamics are as follows
Nc =

I 0 0
0 Ng 0
0 0 0
 ,Ac = −

0 −I 0
Lgg Dg Lgl
Llg 0 Lll
 ,
where Ng and Dg are the diagonal matrices of the generator inertia and damping coefficients.
We assume that the parameters of the network can be estimated as in [CCS11], but, in contrast to
[PDB11] where no disturbances and noise are included, we consider the error in the estimation
by adding a disturbance term to equation (6.2).
For detection purposes, we assume that a subset of the state variables being measured
is corrupted by sensor noise as modeled next. Let C ∈ Rp×n and η ∈ Rp, and the signal f
represent cyber-physical attacks in the sensors and/or in the state, leading to the following
system equations
Ncx˙(t) = Acx(t) +u(t) +
[
F 0
]
︸ ︷︷ ︸
Fc
f (t) +Ecd(t)
y(t) = Ccx(t) +
[
0 L
]
︸ ︷︷ ︸
Lc
f (t) + ν(t)
where F ∈ R2n+m×2n+m, Ec ∈ R2n+m×q, L ∈ Rp×p, d(t) ∈ Rq, f (t) ∈ R2n+m+p and both F and L are
full rank matrices.
The next step is to transform the differential-algebraic system in (6.2) into a standard
differential equation model, as described in [PDB11], by resorting to the fact that Lll is invertible
due to the overall network being connected [Sch04]. This implies that the bus voltage angles
θ(t) can be obtained from the remaining variables by simply inverting the algebraic equation in
(6.2).
If we consider the partition of the matrices F =
[
F
ᵀ
δ F
ᵀ
ω F
ᵀ
θ
]ᵀ
, Ec =
[
E
ᵀ
δ E
ᵀ
ω E
ᵀ
θ
]ᵀ
and
Cc =
[
Cδ Cω Cθ
]
, where the dimensions of the submatrices are in accordance to the state
x =
[
δᵀ ωᵀ θᵀ
]
, the following set of equations, known as the kron-reduced system, is
obtained
[
δ˙(t)
ω˙(t)
]
=
[
0 I
−N−1g (Lgg −LglL−1ll Llg ) −N−1g Dg
]
︸                                          ︷︷                                          ︸
A˜
[
δ(t)
ω(t)
]
+u(t) +
[
Fδ 0
N−1g Fω −N−1g LglL−1ll Fθ 0
]
︸                                ︷︷                                ︸
F˜
f (t)
+
[
Eδ
N−1g Eω −N−1g LglL−1ll Eθ
]
︸                          ︷︷                          ︸
E˜
[
d(t)
ν(t)
]
,
y(t) =
[
Cδ −CθL−1ll Llg Cω
]
︸                      ︷︷                      ︸
C˜
[
δ(t)
ω(t)
]
+
[
CθL−1ll Fθ L
]
︸               ︷︷               ︸
L˜
f (t) +
[
CθL−1ll Eθ I
]
︸            ︷︷            ︸
E˜ν
[
d(t)
ν(t)
]
.
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Thus, the kron reduced system, with its associated tuple of matrices (A˜, B˜, C˜, D˜, E˜, F˜, L˜, E˜ν),
where B˜ = I and D˜ = 0, is in the form of a standard linear time-invariant system, which after the
discretization can be written as
x(k + 1) = Ax(k) +Bu(k) +Ff (k) +Ed(k)
y(k) = Cx(k) +Du(k) +Lf (k) +Eνd(k)
(6.3)
where we assume without loss of generality that |di(k)| ≤ 1 and |Eνd(k)| ≤ ν¯,∀k ≥ 0. Notice that
system (6.3) has nx = 2n. A general discussion regarding the observability of power networks
can be found in [TKA+12].
For the examples of the power grid in (6.3) and the system of subsystems in (6.1) there
is a straightforward solution resorting to the Kalman Decomposition (see Appendix A). In
particular, the solution presented in [ME14] is a special case where the transformation for the
Kalman Decomposition is constant and depends solely on the structure of the problem. Since
the transformation yields a new system with the same transfer function, one can simply apply
the Kalman Decomposition, obtain the observable subsystem and design an SVO for the reduced
system. Provided that the unobservable modes are stable, convergence is guaranteed and the
detection procedure is equivalent to the method provided in this chapter. However, such a
solution is troublesome to define for the more general class of LPV systems. For that reason, for
a system given by
x(k + 1) = Akx(k) +Bku(k) +Fkf (k) +Ekd(k)
y(k) = Ckx(k) +Dku(k) +Lkf (k) +E
ν
k d(k)
(6.4)
we can summarize the fault detection in the following lemma. We point out that in for the
coprime factorizations, the system in (6.4) is parameter-dependent but, at each time k, we
have access to the parameter ρ through measurements and so, no uncertainty is present in the
matrices defining (6.4).
Lemma 6.1 (fault detection). Consider a dynamic system as in (6.4) and an SVO that produces
set-valued estimates, XN (k), for x(k), given horizon N and |d(k)| ≤ 1,∀k ≥ 0. A fault occurred if
XN (k) = ∅.
There are some major issues using the standard procedure for the aforementioned SVOs:
boundedness of the hyper-volume of the sets is only guaranteed if the system is stable with zero
input [RSA14] (requiring the system to be observable also yields boundedness of the sets); the
computational time associated with the use of the Fourier-Motzkin elimination method which is
of intrinsically double exponential complexity; and, for LPV systems where the unobservable
components are stable the standard SVOs cannot be used as the estimates diverge. In the
previous chapter, we addressed the problem of bounding the necessary horizon value. In the
remaining of this chapter, we tackle how to select the coprime factorization as to design SVOs
for detectable LPV systems and also how to design SVOs for fault detection without the need to
use the Fourier-Motzkin elimination method.
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6.4 SVOs for detectable systems
An assumption for using SVOs is that the system must be observable or otherwise the produced
set grows without bounds. In [RS13], it was proposed the use of the concept of left-coprime
factors to bound the horizon required for detection. This result is going to be a building block
for faster SVOs (i.e., with diminished computational requirements) in the next section. In
this section, we exploit additional characteristics of the coprime factorization to provide a
guaranteed rate of convergence of the set-valued state estimates, for the case of detectable
systems (i.e. all unobservable modes of the system are stable).
Consider the system (6.4) but where all the exogenous signals are concatenated in u (and
correspondingly for matrices Bk and Dk) so that we get the following dynamics
x(k + 1) = Akx(k) +Bku(k)
y(k) = Ckx(k) +Dku(k)
(6.5)
Proposition 6.1 (left-coprime factorization [ZDG96]). Let a discrete-time dynamic system described
by (6.5) be detectable, which can be written in a compact matrix notation as
P (k) :=
[
Ak Bk
Ck Dk
]
and define [
SG(k) SQ(k)
]
=
[
Ak −KkCk −Kk Bk −KkDk
RkCk Rk RkDk
]
where Rk must always be a nonsingular matrix and Kk is such that Ak −KkCk is stable. Then,
P (k) = S−1G (k)SQ(k).
SQ S−1G
u u1 y
Figure 6.1: Schematic representation of the two coprime systems.
The above factorization is depicted in Figure 6.1. The left-coprime factorization creates two
separate systems SQ(k) and SG(k) and a fault is detected whenever appropriately set-valued
estimates for the signal u1 (see Figure 6.1) for the two systems do not intersect.
The aforementioned technique allows to establish two convergence results for the sets
produced by the SVO. If the system is observable, we can select the matrices Kk such that all
eigenvalues of (Ak −KkCk)nx are equal to zero for any k ≥ nx with nx being the number of states
of the system [RSA14], as given in the previous chapter. If the system is detectable, the rate of
convergence is governed by the slowest unobservable modes, as shown next.
Definition 6.1. A sequence of sets,U (1),U (2), · · · , is said to have ultimately bounded hyper-volume
if there exist  > 0, ko ≥ 1 such that vol(U (k)) <  for all k ≥ ko. Moreover, if vol(U (k)) < Γo 1−λk1−λ , for
some Γo,λ > 0, then the sequence of sets is said to have 1/λ convergence.
144
6.4 SVOs for detectable systems
The next theorem summarizes the convergence properties of the SVOs. When referring
to an SVO producing estimates for the output signal, we mean the set of all points obtained
by applying the output equation to any point in the set-valued estimates of its internal state,
i.e., for a coprime factor SQ(k), with internal state xQ(k), an SVO will return the set XQ(k) such
that xQ(k) ∈ XQ(k) and the estimates for the output u1(k), considering R = I , is the set defined
{u1(k) : p(k) ∈ XQ(k),u1(k) = Ckp(k) +Dku(k)}.
Theorem 6.1 (estimate convergence). Consider a system P with dynamic model as in (6.4), with
f ≡ 0, where x(k) ∈Rnx . Further suppose that a left-coprime factorization as in Proposition 6.1 exists,
and that an SVO constructed for SQ(k) and SG(k), providing estimates of u1(k), is designed. Finally,
assume that x(0) ∈ X(0), and both |di(k)| ≤ 1, |νi(k)| ≤ ν¯. Then:
i) if P is observable, the hyper-volume of the set-valued estimates of u1(k) is ultimately bounded
and converge in a finite number of steps;
ii) if P is detectable, the hyper-volume of the set-valued estimates of u1(k) is ultimately bounded
with convergence governed by 1σmax , where σmax := maxσ,k
|σ (Ak −KkCk)|.
Proof. i) The proof can be found in [RSA14] for the LTI case. It revolves around the fact that,
for an observable pair (A,C), one can place the eigenvalues of A−KC at the origin and thus
obtain a deadbeat observer such that (A−KC)nx = 0. For the LPV case, a similar statement
is true but for the product of matrices in the last nx time instants, i.e., (Ak −KkCk)nx = 0
(see Chapter 5).
ii) Since the system is detectable, one can build a state observer satisfying
xˆ(k + 1) = (Ak −KkCk)xˆ(k) +
[
Lk Bk
][y(k)
u(k)
]
,
with Ak −KkCk being stable, which means that the state estimate can be written based on
the initial estimate as
xˆ(k) = (Ak −KkCk)k xˆ(0) +
k−1∑
τ=0
(Ak −KkCk)k−1−τ
[
Lk Bk
] [y(τ)
u(τ)
]
.
Since the system is detectable, take σmax as defined in the statement of the theorem, which
means ||(Ak −KkCk)k xˆ(0)|| ≤ σ kmax‖xˆ(0)‖ and, therefore, an overbound for the set-valued
estimate can be written as
|xˆ(k)| ≤
k−1∑
τ=0
∥∥∥(Ak −KkCk)k−1−τ∥∥∥ ∥∥∥∥[Lk Bk]∥∥∥∥ ∥∥∥∥∥∥
[
y(τ)
u(τ)
]∥∥∥∥∥∥+ σ kmax‖xˆ(0)‖.
Given the exponential rate of convergence associated with the term in xˆ(0) let us look at
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the remaining term
k−1∑
τ=0
∥∥∥(Ak −KkCk)k−1−τ∥∥∥∥∥∥∥[Lk Bk]∥∥∥∥∥∥∥∥∥∥
[
y(τ)
u(τ)
]∥∥∥∥∥∥
≤
k−1∑
τ=0
σ k−1−τmax
∥∥∥∥[Lk Bk]∥∥∥∥ ∥∥∥∥∥∥
[
y(τ)
u(τ)
]∥∥∥∥∥∥
≤ (1− σ
k
max)
1− σmax
∥∥∥∥[Lk Bk]∥∥∥∥ max
0≤τ≤k
∥∥∥∥∥∥
[
y(τ)
u(τ)
]∥∥∥∥∥∥
which concludes the proof since the set-valued estimates are bounded and its worst-case is
governed by 1/σmax.
6.5 Fast SVOs
In the previous section, a left-coprime factorization was used to obtain a bound on the necessary
horizon for the SVO-based fault detection approach, thus eliminating unnecessary computa-
tional complexity of considering all past measurements. However, the computational complexity
is also tied to the use of the Fourier-Motzkin elimination method to remove the dependence on
past instants, which has a doubly exponential complexity. Possible alternatives to the Fourier-
Motzkin include any over-approximation technique such as computing hyper-parallelepiped
overbounds that introduce conservatism in current estimates.
In this section, new equations to describe the set-valued estimates are provided using the
characterization for detectability, which is a reformulation of what is presented in [PDB11],
resulting in a fast SVO (fSVO) with complexity bounded by the size of the state space, nx. In
addition, the SVOs mimic the theoretical condition for detectability. In [PBB11] and [PBB12],
the technical condition is shown to yield, both in the context of the problem considered here and
in consensus problems, zero dynamics in the system for the difference of the input fault signals.
This chapter proposes an alternative approach, in the sense that detectability and identifiability
of faults are equivalent to the event of the set generated by the SVOs being empty.
Consider the faulty system with no noise, no disturbances, and no other inputs apart from
the fault (which to avoid misinterpretations, we label as f and corresponds to u in the notation
of [PDB11] and [PBB12]). Then, the dynamics in (6.4) become
x(k + 1) = Akx(k) +Bkf (k)
y(k) = Ckx(k) +Dkf (k)
To include other signals such as the disturbance affecting the state and the noise, we can use[
f (k)
d(k)
]
and replace accordingly the matrix Fk by
[
Fk Ek
]
and Lk by
[
Lk E
ν
k
]
.
By resorting to the factorization in Proposition 6.1 and the results in Theorem 6.1, i.e.,
convergence in finite-time if the system is observable or an asymptotic rate of convergence if the
146
6.5 Fast SVOs
system is detectable, it is possible to remove the use of the projection step. The main advantage
is avoiding the Fourier-Motzkin elimination method at the expenses of not maintaining an
estimate for the current state.
In the construction of the proposed SVO, it is helpful to introduce the definitions of fault
detectability and fault identifiability.
Definition 6.2 (fault detectability [PDB11]). Consider a system with model given by (6.5) and
a fault profile f1(k),0 ≤ k ≤ kt. A fault f1 is detectable in kt time instants if there does not exist
x(0) ∈Rnx that satisfies
CkA
k
kx(0) +
k−1∑
τ=0
CkA
k−1−τ
k Fkf1(τ) +Lkf1(k) = 0 (6.6)
for all 0 ≤ k ≤ kt.
Notice that (6.6) can be rewritten in vectorial form as

Ck
CkAk
...
CkA
kt
k
x(0) =

−Lkf1(0)
−CkFkf1(0)−Lkf1(1)
...
−
kt−1∑
τ=0
CkA
kt−1−τ
k Fkf1(τ)−Lkf1(kt)

.
We also introduce a similar definition regarding the identifiability of the faults.
Definition 6.3 (fault distinguishability). Take a system with model given by equation (6.5) and a
fault profile f2(k),0 ≤ k ≤ kt. Fault f2 is distinguishable in kt time instants from fault f1 if there does
not exist x(0) ∈Rnx that satisfies

Ck L
f1
k 0 · · · 0
CkAk CkF
f1
k 0 · · · 0
...
. . .
. . .
. . .
...
CkA
kt
k CkA
kt−1
k F
f1
k · · · CkFf1k Lf1k


x(0)
f1(1)
...
f1(kt)
 =

−Lkf2(0)
−CkFkf2(0)−Lkf2(1)
...
−
kt−1∑
τ=0
CkA
kt−1−τ
k Fkf2(τ)−Lkf2(kt)

.
In the above definitions, for two different fault signals f1 and f2, we define x(0) = x1(0)−x2(0)
where x1(0) and x2(0) are the initial conditions for the system using f1 and f2 respectively.
In order to perform fault detection, we will have to consider the nominal “fault-free” model
and distinguish it from the actual system for which we have measurements y(k). Considering
model (6.4) with disturbances and noise signals and using the above definitions, we can rewrite
the SVO equations so as to make all the inequalities be written using a single time instant, i.e.,
all inequalities pose constraints on the x(k −N ) variable. The new set of inequalities for the
SVOs are:
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SG SQ
Find XG
using (6.7)
Find XQ
using (6.7)
Xu1 =
Xu1G ∩Xu1Q
Xu1 = ∅?Invalid Validnoyes
Figure 6.2: Flowchart of an iteration of the Fast SVO algorithm which takes as input the coprime
factorization and decides if the model is invalid or still valid.

C¯k L¯k 0 · · · 0
C¯kAk C¯kFk 0 · · · 0
...
. . .
. . .
. . .
...
C¯kA
n
k C¯kA
n−1
k Fk · · · C¯kFk L¯k
0 I¯ 0 · · · 0
...
. . .
. . .
. . .
...
0 0 0 · · · I¯
M(k −N ) 0 0 · · · 0


x(k −N )
d(k −N )
...
d(k)
 ≤

y¯(k −N )
...
y¯(k)
1
...
1
m(k −N )

(6.7)
The above SVO equation is no longer an iterative solution since it is not possible to obtain
estimates for x(k − N ) and obtain M(k − N ) and m(k − N ). Nevertheless, we can assume a
sufficiently large set and use the coprime factorization presented in the previous section to
remove the conservatism of that overbound. In essence, (6.7) will be applied to the LPV models
of the coprime factors of (6.4) by replacing the matrices according to Proposition 6.1.
The Lemma 6.1 can be reformulated for the novel SVO equations obtaining:
Lemma 6.2 (fault detection). Consider a dynamic system as in (6.4) and an fSVO defining the
inequalities for xQ(k −N ) and xG(k −N ) of the coprime factors SQ(k) and SG(k) given by Proposition
6.1 with sufficiently large sets such that xQ(k −N ) ∈ XQ(k −N ) and xG(k −N ) ∈ XG(k −N ). A fault
occurred if there is no solution to the inequalities (6.7) for both coprime factors.
Lemma (6.2) comes directly from the fact that if there are no solutions to (6.7) the “fault-free”
model does not correspond to the real system. Fault isolation can be performed by invalidating
the models for all the remaining faults. For each of the ` considered faults, we define pairs of
matrices (Fk ,Lk) such that only that fault is modeled, thus creating ` possible models for the
system. If the faults are identifiable, then all SVOs become empty except for the one which
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represents the correct fault model. If multiple faults are to be considered we could use a scheme
such as the one presented in [BRSO15].
A decision regarding the model for each possible fault being compliant with the measure-
ments is made based on the algorithm presented in Figure 6.2. The sets Xu1G and X
u1
Q denote,
respectively, the set of possible values of output u1 for the cofactor system SG(k) and SQ(k).
Testing if Xu1 is the empty set amounts to solving a feasibility program of existing a point in XG
and another in XQ such that the outputs of the subsystems SG(k) and SQ(k) are the same.
An important issue regarding the fSVOs is that they are not suitable for state estimation. As
all the inequalities are written with respect to x(k −N ), no estimates are available for x(k). In
the standard SVOs, restrictions concerning the state in all last N iterations are then projected to
depend solely on the current time instant. Following this reasoning, no iterative computation
of the set-valued estimates is possible, which makes them not suitable for state estimation.
In addition, following the factorization, the two SVOs for subsystems SQ(k) and SG(k) have
states that are internal to each of the subsystems and, therefore, are not related to the original
system state x(k). Nevertheless, for applications such as fault detection and isolation and model
invalidation, they are suitable as the state itself may be disregarded.
6.6 Simulation Results
In this section, we present a set of simulations illustrating the fault detection mechanism
described in this chapter. In particular, we are interested in comparing against the approach of
performing a canonical Kalman decomposition, which is valid only for the LTI case whereas
our proposal addresses the broader class of LPV systems. This distributed fault detection
architecture reduces the dependability on a single centralized point of detection, offering a more
robust fault detection strategy but increasing the aggregated computational power, since each
node acts itself as a detector. We start by analyzing the example described in [ME14] which
resorts to the Kalman decomposition for a particular example.
Recovering the example, each subsystem is a flexible link robot dynamic system modeled as:
θ˙im
ω˙im
θ˙i`
ω˙i`
 =

0 1 0 0
−K`Jm − BJm
K`
Jm
0
0 0 0 1
−K`J` 0 −
L`
Jm
− mghJ` 0


θim
ωim
θi`
ωi`
+

0
Kτ
Jm
0
0
ui +

0
Kτ
Jm
0
0
f i +

0
0
0
mgh
J`
di
yi =
∑
j∈Ni
C(xi − xj )
for i ≤ S and C = [I3 03×1]. The states represent the angular position and velocity of the motor
shaft (θim and ω
im), and the angular position and velocity of the link (θi` and ω
i` ). For further
details on the subsystems dynamical models, the interested reader is referred to [ME14] and the
references therein. The network topology is selected at random in each time instant with 25
nodes, a minimum and maximum degree of the interconnection graph of 1 and 3, respectively.
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Figure 6.3: Example of a simple fault detection where the state of the system (blue line) crosses the
upperbound (red line) of the state given through the projection of the set-valued estimate onto the
corresponding coordinate.
We assume that the topology is available to the nodes so that the parameter ρ can be determined.
The system is discretized using a sampling time of 0.01 seconds, and the simulations are run for
100 discrete time steps. The simulations displayed are the result from the computations at node
1.
We consider three different scenarios: one where a subsystem has an actuator fault repre-
sented by a constant fault signal; a second where this fault is random across time; and a last one
where no fault is injected, but the predefined bounds for the disturbance are not satisfied. Each
scenario aims to illustrate a different aspect of the detection algorithm.
We start by considering a fixed topology so that the system becomes a Linear Time-Invariant
(LTI) model. The Kalman decomposition is performed by applying the state transformation
specific to the case of subsystems with relative measurements [ME14]. A standard SVO is
then designed for the observable subspace. The aim is to show that detection for this case
is possible although the conservatism is not removed since we did not perform the coprime
factorization. Figure 6.3 depicts the detection of the algorithm using SVOs. The red and green
lines represent the upper and lower bounds of the state variable for the angular position of
node 1. These are obtained by projecting the set of estimates onto the coordinate corresponding
to this variable. When the state of the system crosses one of the bounds, the corresponding
observation will produce an empty set, as none of the admissible state realizations is compatible
with the input/output sequences.
In the simulation, we also designed the SVOs for the coprime factors obtained from the
system corresponding to the observable subspace and compared it with the proposed method of
designing the SVOs for the original detectable system. The two strategies produced the same
results for the LTI case. However, the Kalman decomposition is defined only for LTI systems and,
therefore, one of the advantages of the proposed technique is to make it possible to construct
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Figure 6.4: Reported detection times when varying the magnitude of a constant fault.
the SVOs oblivious to unobservable modes as long as they are stable.
The next simulations were conducted using the proposed factorization-based implementa-
tions of the SVOsfor the LPV system. In Figure 6.4, it is shown the detection time for the case of
a constant actuator fault, as a function of the associated amplitude. As soon as the magnitude of
the signal rises slightly above the bound considered for the disturbances, the fault is detected,
as the model with f = 0 is not able to generate state realizations compatible with this fault.
Based on the previous results, we investigate fault profiles that hinder detection. Intuitively,
the faults harder to detect are likely to behave as modeled disturbances. Following this reasoning,
we consider the case where the fault is stochastic with uniform distribution with support on
the interval from zero to the maximum magnitude in order to determine its impact. Figure 6.5
shows the mean detection time for the simulated case for a Monte Carlo experiment with 1000
runs. It is noticeable that the detection requires a higher magnitude than the constant case, due
to the fact that the fault signal magnitude is lower than the deterministic case most of the times.
It is stressed that the SVOs provide means to tackle a wide range of models for the dynamic
system. We take advantage of this fact to further evaluate the proposed method in a more de-
manding scenario. By definition, every fault is going to be detected as long as the measurements
do not comply with the assumed fault-free model. For this reason, we introduced unmodeled
stochastic uniformly distributed disturbances, with support on the interval from zero to the
maximum magnitude, to the state of the system. Notice that in the dynamics of the subsystems,
the disturbances only affect the variable ωi` which makes the detection troublesome.
Figure 6.6 shows the mean detection times for the unmodeled disturbances case for a Monte
Carlo experiment with 1000 runs. The fault is only detected when its maximum magnitude
reaches above 1, which is clearly above the previous required magnitude values for the fault
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Figure 6.5: Mean detection times when varying the maximum magnitude of a random fault.
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Figure 6.6: Reported detection time for a fault free system but with unmodeled disturbances.
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Figure 6.7: Detection and isolation of fault f1 in the system.
signal.
The fault isolation scheme was also simulated using the aforementioned example. Two
different faults were considered, namely f1(k) := [c 0]
ᵀ and f2(k) := [0 c]
ᵀ, for a varying
constant c. The simulation run 3 SVOs: an SVO for the “fault-free” model for fault detection;
another that considered Bkf1(k) for determining that f1 is not the current fault; and, a similar
to the latter but considering f2(k). Fault detection means the first SVO produced an empty set
and upon that event, isolation of the faults is determined when only one of the SVOs is not
producing the empty set. In this simulation, after 20 time instants, fault f1 is injected in the
system.
Figure 6.7 reports the detection and isolation times for fault f1. We point out that the
constant c cannot be directly compared with the bound for the disturbances without taking
into account the small values in matrices Bk . Figure 6.7 presents 1000 montecarlo runs, but is
interesting that in some of the runs, isolation (i.e., SVO for f2 reports the empty set) happens
before the detection as both fault signals have different directions and contribute to a quicker
violation of the bounds for the disturbances.
A last important feature of the algorithm is its convergence, which we showed to depend on
the slowest unobservable mode if the system is detectable. In Figure 6.8, we present the bounds
given by the SVO when the disturbance and noise signals were equal to zero and without
performing the coprime factorization. The tight bounds mean the SVOs produce sets that
converge when the system is observable and with no disturbance and noise signals. However,
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Figure 6.8: Lower and upper bounds of the set-valued estimates when not in the presence of disturbances.
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Figure 6.9: Hypervolume of the set corresponding to the system SG for eigenvalues of A−KC close to
zero (deadbeat) and with λmax = 0.74.
the coprime factorization yields the same characteristics when the model is corrupted by noise
and unknown but bounded disturbances.
In order to illustrate our main result for detectable systems, we simulated a simple example
where by construction the system is unobservable but we can tune the eigenvalues of the
dynamics matrix. Consider the dynamic system given by
A =
[
λmax 1
0 −12
]
,B =
[
0
1
]
,C =
[
0 4
]
,D = 0,
where by selecting the value of λmax, we tune the unobservable mode. For this example of a
system with two states, it is always unobservable and we resort to the left-coprime factorization
proposed in [RPK92]. In Figure 6.9, it is depicted the hypervolume of the sets for the case of
fast unobservable modes (selecting λmax = 0 yields eigenvalues of A−KC equal to zero and slow
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Figure 6.10: Hypervolume of the set corresponding to the system SG for eigenvalues of A−KC close to
zero (deadbeat) and uncertainty of 1 and 106 for the initial state.
unobservable eigenvalues of the term A−KC, by setting λmax = 0.74). For the fast unobservable
modes case, the size becomes constant after 2 time instants corresponding to the size of the state
space and following the results in Theorem 4.2. When the eigenvalues are slow, the convergence
is asymptotic, in the sense of Definition 3.6, and slower when compared to the fast unobservable
modes case.
The key point to note when using the fSVOs is that the uncertainty of the initial state is
removed after the horizon as given by Theorem 4.2. This feature is crucial for the procedure
since by not having an iterative algorithm there is no available estimate for the state x(k −N ).
However, Figure 6.10 illustrates the results for the fast unobservable modes case when we
start with an uncertainty equal to a hypercube of side 1 and 106. As expected, after two time
instants the size of both set-valued estimates for the internal state of system SG are equal and
remain constant for the rest of the simulation. In Figure 6.11, we present the median and
quartiles (25% and 75%) for the running time of a single iteration of the SVOs against the fSVOs
for 1000 runs. It is worth pointing out that the small horizon and the fact that we are using
hyper-parallelepiped approximations for the projections already make the SVOs considerably
efficient. Nevertheless, fSVOs still reduce the computational time to almost half when compared
to the SVOs using the same coprime factorization.
We also simulated the smart power grid network case, as another example of a cyber physical
system. We consider the well-known test bed example IEEE 14 bus system [oW15], which is
depicted in Figure 6.12. We assume a sampling period of 1 second and run the simulations for
20 seconds.
The first simulation results illustrate the equivalency between the theoretical condition for
fault detection and the use of an SVO without any disturbances. Figure 6.13 depicts the rotor
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Figure 6.11: Running time of the SVOs compared with the fSVOs.
Figure 6.12: IEEE 14 bus system test bed example [oW15]
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Figure 6.13: SVO tracking of the true state of node 1 in the network.
angle of node 1, which presents a similar behaviour to the remaining generator rotor angles
accross the network. In the computation, and in order to avoid numerical errors, we introduce
an oversizing [Ros11] of the set by a factor of 10−2 and that is what leads to the difference
between the lower and upper bounds presented in Figure 6.13. As we described in the previous
section, the SVOs replicate the behavior of the plant and the detection is exact if there are no
disturbances or uncertainties. The horizon was set to N = 20, in order to be larger than the
number of states of the network.
Another interesting point to be illustrated is how SVOs can isolate faults. In the former
simulations the ability of the method was presented for fault detection and a simple strategy
would be to design an SVO for each of the faults and when only one SVO is active, the fault is
identified. However, such procedure entails a combinatorial number of SVOs. As an example,
for 5 generators and assuming a maximum of 2 simultaneous faulty generators would require
15 SVOs (one for each single generator failing and one for each pair of faulty generators). We
now illustrate that by designing an SVO aggregating generator faults, it is possible to identify
faults resorting to fewer SVOs. We consider two SVOs: 1) all generators are injecting random
signals; 2) generators 1, 2 and 3 do not suffer any fault and their rotor angles are not corrupted.
In simulation, a fault was reported after two seconds by SVO 2 (i.e., its estimated set was
empty), which means a fault occurred in at least one of the first 3 generators. By applying
iteratively this method it is possible to isolate a fault by constructing SVOs using the past
measurements and perform a binary search over the possible faults. If we assume only 1
generator can fail at a time, we need dlog2ne steps in the binary search and design two SVOs at
each step mapping half of the faulty nodes. For the general case of z possible faulty generators,
we have the expression dz log2ne.
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6.7 Conclusions
This chapter addressed the problem of detecting faults in a distributed environment when
the overall system of systems has stable unobservable modes (i.e. it is detectable). Traditional
SVOs require observability or the estimates can diverge meaning that the hypervolume of
the produced set-valued estimates can tend to infinity as time progresses. In addition, SVOs
include operations that are very costly in terms of computational time, which diminishes their
applicability to time-sensitive plants.
Nevertheless, SVOs were adopted due to their ability to cope with asynchronous mea-
surements and allow general models that can incorporate both physical systems and their
interconnection with networks. By performing a left-coprime factorization, we were able to
show that these observers can also be designed for detectable systems with guaranteed conver-
gence rates for the estimates. These are of prime interest as they mean that conservatism in
prior estimates has an effect that is at least exponentially going to zero. Building on this result,
we are able to rewrite the equations of the SVOs to mimic the theoretical conditions for fault
detectability and identifiability and, therefore, avoid the use of the Fourier-Motzkin elimination
method, as the whole set was written in terms of a fixed time instant, thus speeding up the
computations. The initial uncertainty also vanished due to the convergence property of the
estimates.
Simulation results have shown that when the maximum magnitude of a fault exceeds the
disturbance bounds, the detection occurs and the time before declaring the faulty state goes to
near the size of the state space. Both constant and stochastic faults were simulated using a group
of flexible link robots models. In addition, the SVOs were capable of detecting unmodeled
disturbances and declare faults whenever the model was not compliant with the measurements.
Resorting to another application to smartgrids, we verify the effectiveness of the detection
procedure for cyber-physical systems.
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Event- and Self-Triggered NCS
and Set-Valued Observers
7.1 Introduction
In the context of distributed systems and Networked Control Systems (NCSs), the performance
bottleneck is often located in the communication network, either due to low bandwidth, com-
petition for access to a shared medium of communication, or because the network is much
slower than the remaining components of the control loop. In distributed systems, different
nodes are typically running an algorithm to achieve a certain goal and are often designed to use
information from their communicating neighbors. In networked control systems, sensors might
be spatially spread over a region of interest and, therefore, measurements have to be sent to a
controller/observer over the network. In any of such cases, the network resources are valuable
and the communication issues must be considered as they can prevent the stability as given in
[WYB02] and [ZMXZ15]. For further details on this topic, the reader is referred to the detailed
survey in [TC03], [HNX07], [ZHY16] and [GYH17]; and the book [BHJ10].
In the control community, two main strategies have emerged to reduce the communication
overhead, namely: event triggering, where the sensor decides, based on the current measure-
ments, if it should transmit to the controller/observer the measured quantities; self triggering,
where the controller/observer decides, based on the current estimate of the state, when the
sensor should perform the next measurement. An event-triggered solution results in a more
informed choice, since the sensor has access to the actual measurement, but prevents the sensor
from being shut down between updates. For a recent discussion on event- and self-triggered
control and estimation, the reader is referred to [HJT12].
The problem of state estimation for general discrete-time Linear Parameter-Varying (LPV)
systems relates to that of determining the set of possible future state values for a given set of
inputs, initial state, measurements, and (deterministic) bounds on the noise and disturbances
affecting the system. LPV models allow for considering NCSs with parametric uncertainty
that may arise from incomplete knowledge of the physical parameters of the processes to be
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controlled. In the context of distributed observer-based control strategies, uncertainty may also
arise due to node heterogeneity or the inability to determine at the observer side which nodes
are communicating or taking actions upon the plant. Two interesting instances of the state
estimation problem can be found in the following contexts:
Asynchronous distributed algorithms determining the state of each of the nodes given
partial measurements and knowledge of the whole system dynamics;
Networked control systems the observer must generate an estimate of the state and decide
when to require a sensor update or define event conditions for the sensors to take that
decision.
Throughout this chapter, we focus on two main applications of the theoretical developments
of the SVO, namely the application of SVOs to obtain set-valued state estimates of event- and
self-triggered networked control systems; and their use for fault detection in randomized
distributed systems. They are intrinsically related in the sense that, in both cases, the goal is to
minimize either the sensor updates or the computational burden associated with the set-valued
computations, in order to reduce the overall cost of implementation of this method in such
systems.
Fault Detection and Isolation (FDI) has been a long-standing research topic, since the early
70’s (see [Wil76]), but still poses remarkable challenges to both the scientific community and
the industry (see, for example, the survey in [HKKS10] and references therein). Classical
fault detection methods such as the ones proposed in [Wil76], [BB04], [Duc09] and [NVR08],
rely on the design of filters that should be able to generate large enough residuals under
faulty environments. These strategies aim to derive bounds (or thresholds) on these residuals
that can be used to decide whether a fault has occurred or not. However, the calculation of
these thresholds is typically cumbersome or poses stringent assumptions on the exogenous
disturbances and measurement noise acting upon the plant. In contrast, SVOs aim to compute a
set-valued estimate of the state under mild assumptions such as the existence of an overbound
for all the signals in the system.
In the context of fault detection, focus is given to the special case of randomized distributed
algorithms, for two reasons: their relevance in certain problems — applications range from
selection and sorting [MR10] to consensus [BGPS06] and solving high-complexity problems;
and, because of their unstructured nature, i.e., all nodes play the same role in the algorithm,
while the messages need not satisfy any particular type of time sequence, since any two messages
are regarded as having the same purpose. Detecting faults in a distributed way in this setup may
lead to a persistent computational and communication overhead, while a self- or event-triggered
strategy may yield similar results with far fewer computational and network requirements by
running the procedure to obtain the set-valued estimates only when the updates can contribute
to the detection.
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Within the aforementioned framework, this chapter is concerned with obtaining set-valued
estimates of the state of the system that are guaranteed to contain the actual state. The approach
of using Set-Valued Observers (SVOs) first introduced in [Wit68] and [Sch68], is adopted -
further details can be found in [Sch73], [MV91] and the references therein. The SVO paradigm
has the advantage of posing mild assumptions on the system, while allowing for the computation
of a priori bounds for the maximum error. However, the computational cost is still one of the
main issues associated with using SVOs (see [CRS15]). In the remainder of this chapter, this
limitation will also be tackled by resorting to the use of event- and self-triggered strategies.
The adoption of a mathematical formulation for representing the set of possible states
entails the need for fast and non-conservative intersections and unions of sets, as those are the
major time-consuming operations when implemented in a computer. An alternative would be
to use the concept of zonotopes, described in [BR71] and further developed in [Com05] and
[ABC05]. However, these represent a different compromise between the speed of the unions and
intersections, with the intersections requiring more computations and introducing conservatism.
Alternatively, the idea of interval analysis [Moo66] may also be adopted, although it introduces
conservatism by not considering higher horizon values in their formulation, unlike the SVOs
[RS13]. Any set-based approach differs from other methods, such as those employing, for
example, H∞ filters [WQKW14], in that it provides all possible values of the system state that
are compatible with the measurements, which is ideal for the implementation of event-triggered
strategies obviating the need for defining threshold values, because the set itself produced by
the SVOs represents the event condition for triggering an update.
The strategy for an observer to self-trigger a sensor measurement based on its estimates can
resort to an optimization over the update patterns such as in [AH14], where the disturbances
and noise are assumed to be Gaussian. In [ASP14] and [ASP15], Kalman-like filters are proposed
for state estimation, thus not providing a deterministic bound for the error. For event-triggered
systems, a triggering condition can be posed on the norm of the estimation error being below a
given threshold, dependent on the norm of the state [MT11] [ASP17]; requiring the derivative
of a Lyapunov function of the state being semi-negative definite [HJT12], [MT08]; or, having
the norm of the state below a certain threshold [HSB08].
The aforementioned methods can be organized into three groups: algorithms that decide on
when to transmit data based on some information about the probability distribution of the state
(i.e., using, for example, the covariance matrix produced by the Kalman filter); methods that run
an optimization over the possible trigger patterns; and algorithms that perform that decision
based on some energy measure of the state (Lyapunov-like and norms under thresholds). These
three categories of solutions differ from the current proposal. For the first type, the main
difference lies on the use of worst-case set-valued estimates instead of probabilistic filters. The
second one involves a complex optimization, as opposed to the greedy approach proposed for
the SVOs. The last group of solutions based on norms or Lyapunov functions often differ from a
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polytopic definition for triggers in the sense that compromise accuracy to gain in performance.
From the perspective of computational load, a Kalman filter solution is attractive due to
its light complexity, but does not provide worst-case guarantees as the decision relies on the
probability distribution of the state. In addition, designing event-triggered strategies is a non-
trivial task, since triggering is based on a threshold imposed to the variance and not on the
particular measurements. The remaining strategies revolve around the concept of measuring
the energy of the state in some way. These are connected to an SVO-based approach in the sense
that both define sets of admissible state values and otherwise a trigger is generated. There is an
inherent trade-off between accuracy and complexity. In particular, for LPV systems, a better
accuracy provided by the SVOs represents a higher computational cost, but it might also enable
a triggering strategy that demands fewer sensor updates.
In this chapter, event- and self-trigger strategies are investigated for networked control
systems with the objective of developing an online strategy based on set-valued estimates,
which means that, at each time instant, the observer produces a polytope, to which the state is
guaranteed to belong, and either triggers or allows the sensor to decide the next time instant to
perform a measurement update.
The class of problems herein addressed poses challenges to the state estimation scheme since,
due to the random behavior of gossip algorithms or the network medium, for each possible
sensor transmission, the state can belong to a set of possible state realizations originated by the
dynamics and the previous state. To consider the worst-case scenario, one needs to perform the
union of all possible state sets, which, in general, returns a non-convex set [RSA14]. Furthermore,
the number of sets grows exponentially with the number of past time instants considered, i.e.,
the horizon N . As a result, appropriate tools must be employed to reduce this complexity.
7.2 Main Contributions and Organization
The main contributions of this chapter, presented in the papers [SRHS15c] and [SRHS18], can
be summarized as follows:
• Given a specific structure for the matrix defining the polytope (i.e., the set-valued state
estimate), it is shown how to compute an overbounding hyper-parallelipiped, ellipsoid, or
ball;
• Based on the concept of singular vectors, we show how a rotation can be found to prevent
the approximation error of using boxes from going to infinity when the matrix defining
the polytope is ill-conditioned;
• For the special case of a distributed linear algorithm with a gossip property, it is shown that
the overbounds are efficient to compute and propagate, since its complexity is constant;
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Figure 7.1: Block diagram of a NCS. The Event Detector and Event Scheduler blocks implement event-
and self-triggered strategies, respectively, based on the set denoted by X(k) produced by the observer.
• It is described how the set-valued state estimates provided by the SVOs can be used to
define event- and self-triggering conditions for NCS;
• An algorithm is introduced that uses overbounding methods to approximate the optimal
SVO estimates, which is less computationally demanding, and event- and self-triggers the
computation of the aforementioned estimates only when necessary to ensure convergence;
• Results are provided regarding the worst-case frequency of the triggers for a class of LPV
systems and its probabilistic counterpart when the distribution of the model uncertainties
is known a priori;
• Finally, it is given an improved result for convergence that takes into consideration the
structure of the output equation of the LPV system.
7.3 Problem Statement
In this section, we address the problem of estimating the set of possible state values for a
distributed system or a networked control system (see Figure 7.1 for an illustration), which can
be described by a discrete-time Linear Parameter-Varying (LPV) system of the form:x(k + 1) = A(ρ(k))x(k) +B(k)u(k) +L(k)d(k)y(k) = C(k)x(k) + ν(k) (7.1)
with bounded unknown exogenous disturbances, d(k) ∈Rnd , bounded unknown sensor noise,
ν(·), and uncertain initial state x(0) ∈ X(0), where X(0) is a known polytope. It is assumed
that x(k) ∈ Rnx and the known exogenous input vector u(k) ∈ Rnu . Without loss of generality
|di(k)| ≤ 1,∀k ≥ 0 and |νi(k)| ≤ ν? . The dynamics matrix, A(·), is affine on the polytopic on the
unknown parameter ρ(k). In this chapter, two different scenarios will be considered: the first one
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assumes no information about ρ(k); the second one considers that each ρ(k) is an independent
and identically distributed process for which the probability distribution is known. Unless
specifically mentioned, we are dealing with the broader case of no information.
When considering a polytopic uncertainty in the parameter ρ, the state equation in (7.1)
becomes
x(k + 1) =
(
A0 +
n∆∑
`=1
∆`(k)A`
)
x(k) +B(k)u(k) +L(k)d(k)
where n∆ is the number of required uncertainties and each ∆`(k) is a scalar uncertainty with
|∆`(k)| ≤ 1. We assume for the sake of simplicity that matrices B(k), L(k), and C(k) are parameter-
independent and known, which can be relaxed by employing the techniques described in
[Ros11] and [RS13]. In this chapter, we will assume two different scenarios where we have no
information about ∆(k) or when each ∆(k) is an independent and identically distributed process
to which we know the probability distribution. When not mentioned, we are dealing with the
broader case of no information. The two following problems are addressed in this chapter.
Problem 2 (Triggering in the worst-case). Use the Set-Valued Observers (SVOs) framework to
specify event- and self-triggered measurements when parameter ∆(·) has an unknown distribution.
Problem 3 (Triggering with stochastic information). Use the Stochastic Set-Valued Observers
(SSVOs) framework to specify event- and self-triggered measurements when the probability distribution
p` for each matrix A` is known.
In a distributed system or a networked control system conform with the description given by
(7.1), matrix A(ρ(k)) represents the dynamics which depends on the occurrence of a transmission.
The observer might not be able to determine if the transmission was successful or which nodes
communicated, thus leading to parameter ρ(k) being unknown. Matrix C(k) is either going
to determine the sensors that are making a measurement update or be zero when in between
updates.
To address Problem 2, we construct a set including all possible state realizations and obtain
a bound on the error (i.e., the size of the computed polytope), the Set-Valued Observers (SVOs)
described in Chapter 4 and Chapter 5 are adopted for general LPV systems.
In the context of Problem 3, the technique described in Chapter 2 corresponds to computing
X¯(k + 1) = co
( ⋃
θi∈Θ
Set(Mθi (k + 1),mθi (k + 1))
)
where Θ is a smaller collection of the vertices of H such that the probability of the state
being contained in X¯(k + 1) is greater than or equal to 1−α, and is therefore referred to as an
α-confidence set.
In the context of networked control systems, the problem being addressed can be summa-
rized as how to use SVOs to determine event- and self-triggered strategies to determine when
the sensors are required to perform a measurement. The method should provide a current
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set-valued estimate for the state that should also characterize the maximum estimation error;
defined as the greatest distance between the center and any point of the polytope.
For fault detection in a randomized distributed system, the objective is to reduce the amount
of computations while ensuring that the set-valued estimates do not diverge. This is an important
issue since the complexity grows exponentially both with the number of uncertainties (which
depends on the number of possible transmissions) and also with the horizon N , since in (4.10),
H is of size 2Nn∆ . This problem can render the SVOs inapplicable for some systems, especially
those with stringent time constraints such as in real-time control applications.
In the remainder of this chapter, it will be discussed how to equip the SVOs with event- and
self-triggered strategies to reduce the network resources requirements, and also to reduce the
complexity of the computations to a level where the state of time-sensitive applications can still
be estimated resorting to an SVO-based technique.
7.4 Set-valued Estimate Approximations
7.4.1 Hyper-parallelepiped Approximation
The method to compute the set-valued state estimates makes use of polytopes and produces
approximations to the optimal SVO which are always of the form X˜(k) = {q : M(k)q ≤ m(k)}.
Without loss of generality, one can redefine these sets to be of the form X˜(k) = {q :M(k)q ≤ 1}
assuming the origin is contained in the polytope. If this is not the case, one can simply shift the
states so that the origin lies within the set.
The computation of unions and intersections of polytopes increases the number of vertices,
which is a major limitation arising from the use of polytopes. A possible solution is to approxi-
mate X˜(k) by a polytope with bounded number of vertices and obtain a set X˜(k + 1) that is more
conservative than by simply considering, for instance, the convex hull. The additional error can
be reduced by increasing the horizon N , as discussed previously. One possibility is to consider a
hyper-parallelepiped overbound [Ros11] corresponding to the solution of the following linear
program for each of the coordinate axis i
s2i−1 =minimizex e
ᵀ
i x
subject to M(k + 1)x ≤ 1,
(7.2)
to get the minimum of this linear combination, while the corresponding maximum is obtained
s2i =minimizex
− eᵀi x
subject to M(k + 1)x ≤ 1,
(7.3)
which generates the polytope X˜(k + 1) = Set(I ⊗
[
1
−1
]
, s) and can be put into the format where
m(k) = 1 by dividing each of the rows of I ⊗
[
1
−1
]
by the corresponding entry in vector s. Notice
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Figure 7.2: Original and rotated sets, blue and green respectively, and its correspondent overbounds.
that m(k) > 0 from the assumption that the origin is contained in the polytope, which can be
obtained, in turn, by performing the required translation.
The hyper-parallelepiped approximation performance depends on the structure of the given
polytope. As an example, consider the set provided in blue in Figure 7.2, where the over-
approximation would be a square of side 4. The area of the initial polytope is 8, whereas the
area of its approximations is 16. If the set is “stretched” to get it closer to the line described by
y = x, i.e., by increasing the condition number defined as
κ(M) =
σmax(M)
σmin(M)
the overbound gets worse. In the following proposition, it is shown that the ratio between
the hyper-volume of the set and the correspondent hyper-parallelepiped overbound can be
arbitrarily large.
Proposition 7.1. Consider the hyper-parallelepiped approximation defined in (7.2) and (7.3) and a
polytope X = Set(M,1).
Then, ∃M : lim
κ(M)→∞
Vol(M ′)
Vol(M) =∞
where Vol : Rn×m→ R maps a matrix M¯ into the hyper-volume of Set(M¯,1) and X ′ = Set(M ′ ,1) is
the hyper-parallelepiped approximation of X computed using (7.2) and (7.3).
Proof. Take the polytope with matrix M given by
M =

−1 1 0 · · · 0
1
 −1 0 · · · 0
I ⊗ 1¯

where solving (7.2) and (7.3) returns M ′ = I ⊗ 1¯ for the hyper-parallelepiped X ′. When → 0
we have κ(M)→∞ as σmax(M)→∞. We then have Vol(M ′) = 2nx while limκ(M)→∞Vol(M) = 0
which concludes the proof.
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The key observation to improve the accuracy of the SVO calculation is to rotate the set
in blue in Figure 7.2 to align it with the coordinate axes (getting the set in green), obtaining
in this way a less conservative overbound (in the example, the volume goes from 16 to 8).
The depicted vectors represent the singular vectors of matrix M and define the directions of
principal components of the sets. Therefore, the relationship with the condition number is clear
in the sense that the higher the condition number, the more one direction is less predominant
when compared to the others. In the extreme case of a κ(M) =∞, one can conclude that the set
has zero length in one of the dimensions.
The solution proposed in this section to find an improved overbound is a rotation to get the
singular vectors as the canonical basis, as demonstrated in Figure 7.2. From the definition of
the Singular Value Decomposition (SVD), M =USV ᵀ where the right-singular vectors are the
columns of V , which are orthonormal, and the singular values are the elements of the diagonal
of matrix S. Matrix M can be seen as the set after the rotation of the canonical vectors to match
its singular vectors, i.e., the original set is rotated with respect to the canonical basis as depicted
in blue in Figure 7.2. Then, to find the set with vectors aligned with the canonical basis depicted
in green in Figure 7.2, i.e., the set defined by Mrot, we can write the relationship between M and
Mrot by the rotation matrix R as
Mrot = (RM
ᵀ)ᵀ =MRᵀ. (7.4)
Matrix R can be obtained through the equation
RV = I ⇔ R = V ᵀ (7.5)
as we want to rotate from the singular vectors in V to the canonical vectors. By combining (7.4)
and (7.5) we get
Mrot = (RM
ᵀ)ᵀ
= (V ᵀ(USV ᵀ)ᵀ)ᵀ
=USV ᵀV
=US.
Thus, a possible approach to reduce the conservatism of a hyper-parallelepiped approxima-
tion is to apply a rotation using the singular vectors. In doing so, the principal axes of the set are
aligned with the canonical vectors and the resulting hyper-parallelepiped overbound is tighter.
We can now address the conservatism issue of the approximation for a general polytope and
perform a similar analysis to Proposition 7.1 but after applying the rotation to the polytope.
The next proposition shows that the ratio does not depend on the condition number and has a
factor depending solely on the state dimension.
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Proposition 7.2. Consider a polytopeX = Set(M,1), where the singular vectors ofM are the canonical
vectors after applying the rotation defined in (7.5). Take the hyper-parallelepiped approximation
X ′ = Set(M ′ ,1) of X, as defined in (7.2).
Then, max
M
Vol(M ′)
Vol(M) = nx!
where Vol is defined as in Proposition 7.1.
Proof. We start by noticing that after the rotation, each of the hyper-faces of X ′ must contain at
least a vertex of X which means that the worst case is to select the polytope X such that it has
the lowest volume and at least a vertex in each of the hyper-faces of X ′. This corresponds to
select as X the nx-simplex sharing nx converging edges with the hyper-parallelepiped. In such
case, we have
Vol(M) = Vol(M
′)
nx!
which concludes the proof.
It should be noticed that for a general polytope X, the proposed rotation is not desirable in
all cases. If we select a counterexample as in Figure 7.3, the new set leads to a more conservative
overbound. Nevertheless, the case in Figure 7.3 is caused due to the lack of central symmetry of
the polytope as in Definition 7.1. If the polytope is made centrally symmetric, then the proposed
rotation ensures that the hyper-parallelepiped overbound has at most a factor of nx! increase in
the hyper-volume of the set. Without using the rotation, the overbound can be arbitrarily large
depending on the condition number of the matrix defining the polytope, as seen in Proposition
7.1.
Definition 7.1. A polytope X :=Set(M,1) is centrally symmetric if it can be written as the intersec-
tions of 2` half-planes symmetric in pairs in relation to the origin, i.e. if M satisfies
M =

m1(k)
−m1(k)
...
m`(k)
−m`(k)

.
We now introduce an algorithm to make a polytope centrally symmetric, ensuring that the
hyper-parallelepiped approximation after the rotation is not worse than the one before the
rotation.
Algorithm 5 converts any general polytope in a centrally symmetric polytope with the impor-
tant feature that the produced overbound does not increase the size of the hyper-polytopical and
ellipsoidal techniques. The evolution of the set in different stages of the algorithm is illustrated
in Figure 7.4.
168
7.4 Set-valued Estimate Approximations
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
Figure 7.3: Counterexample where a set is rotated but a worst overbound is achieved.
Algorithm 5 Centrally symmetric polytopes
Require: Polytope X := Set(M,1).
Ensure: Returns a polytope X which is centrally symmetric.
1: /* Center initial hyper-parallelepiped */
2: find s using (7.2) and (7.3)
3: apply translation to center hyper-parallelepiped defined by s
4: /* Add and remove rows */
5: for each row i do
6: /* Test if intersects */
7: if intersects(X,−mi) then
8: remove(X,mi)
9: else
10: add(X,−mi)
11: end if
12: end for
13: return X
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(a) Initial polytope and
hyper-parallelepiped
overbound.
-2 
-2 
2 
2 
(b) Polytope after the
translation.
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-2 
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2 
(c) Polytope after adding
an edge symmetric to
edge 2 and deleting edge
5.
-2 
-2 
2 
2 
(d) Resulting, centrally
symmetric polytope af-
ter removing edge 7.
Figure 7.4: Example of the evolution of Algorithm 5 for a polytope that is not centered and not centrally
symmetric. Edges are counted starting at the top one and counterclockwise.
7.4.2 Ellipsoidal Overbounding
The previous section introduced a rotation to deal with ill-conditioned cases in which a hyper-
parallelepiped overbound degrades performance. By reducing the conservatism of the over-
bound, the SVO design can relax the need for a large horizon to ensure convergence. This
section aims to overbound the set-valued estimates by an ellipsoid, with the ultimate objective
of having an easy-to-compute estimate, in case the accuracy can be temporarily reduced in order
to improve computational performance.
The main limitation of SVO-based techniques when applied to a real-time or time-sensitive
application is the associated computational burden. In each iteration, generating the set con-
taining all possible state realizations amounts to the union of the sets obtained by propagating
all possible combinations of the system dynamics and intersecting it with the set of states
compatible with the current measurements. This process may be time-consuming, especially
when the model of the system is only partially known - see [SRC+13].
In the next theorem, it is shown how an ellipsoidal overbound can be computed for a generic
polytope that satisfies the centrally symmetric condition of Definition 7.1.
Theorem 7.1. Consider a convex set
S = {x :Mx ≤ 1}
such that M ∈Rn×m is as in Definition 7.1. An ellipsoidal overbound to S is given by
xᵀQx ≤ 1,
where Q = V S
ᵀSV ᵀ
n .
Proof. The inequality Mx ≤ 1n follows from the assumption that matrix M is as in Definition
7.1. We can infer ∀x :Mx ≤ 1n⇒ xᵀMᵀMx ≤ 1ᵀn1n. After a singular value decomposition on M,
the inequality becomes 1nx
ᵀV SᵀUᵀUSV ᵀ ≤ 1 and, since U is an orthogonal matrix, we get the
conclusion.
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A corollary of the previous result can be derived in order to provide an overbound in terms
of the maximum norm of any point belonging to the set.
Corollary 7.1. Consider a convex set S such that matrix M is as in Definition 7.1. Then, an
overbound to S can be described by
xᵀx ≤ n
σ2min(M)
which means that ||x|| ≤
√
n
σmin(M)
.
Proof. Given the result in Theorem 7.1, then ∀x ∈ S : xᵀQx ≤ 1 with Q = V SᵀSV ᵀn . Then,
xᵀQ′x ≤ xᵀQx with Q′ = σ2minn V IV ᵀ = σ
2
min
n I which yields the result.
Remark 7.1. It should be stressed that alternative methods have been developed in the literature
to obtain ellipsoidal set-valued state estimates, since the seminal work [Sch68], as described,
for instance, in [Sch73]. However, the algorithm proposed in this section has some relevant
properties, as discussed in the sequel, including the low-computational power required, as well
as guaranteeing that the state of the system is indeed contained within the ellipsoid.
Recovering the abstract example in (4.9), the hyper-parallelepiped approximation would
simply be the set described by the matrix M
M =

0 65
0 −65
10 0
−10 0

and the ellipsoidal set would be given by matrix Q given by
Q =
[
50 0
0 1825
]
which is depicted in Figure 7.5 where for this abstract system the set X(1) was not a particular
bad choice as no rotation was needed.
7.5 Set-Valued Observer for Event- and Self-Triggered Systems
The framework of SVOs deals with a worst-case scenario and provides set-valued estimates
where the state of the system is guaranteed to belong in contrast with providing a single estimate
and a bound of the error for that estimate. In this section, we explore how to use the produced
sets to define event conditions that, up to a certain extent, generalize those surveyed in Section
7.1 with the clear benefit of enabling other shapes for the barrier condition for triggering a
sensor measurement.
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Figure 7.5: Abstract example where the previous set X(1) is enveloped by the hyper-parallelepiped
approximation in dashed line and the ellipse upper bound.
7.5.1 Set-Valued Observers for Event-Triggered Systems
Event-triggered systems aim to reduce the communication burden between the sensors and the
observer, which in networked control systems makes use of the shared medium network, thus
consuming resources that may be critical to the remaining processes using the network. In the
literature, the event trigger condition is common to be defined at the expense of the error of
the last sensor update or as a quadratic or norm function of the state [HSB08]. However, the
set-valued estimates of the state can also be used to provide an event condition for the sensor to
perform a measurement.
An SVO constructs the polytopic approximation set X˜(k), at each time instant k, for a system
described by (7.1). The objective is to use this information and find an event condition such that
the sensor can determine when a measurement update is required. We introduce the notation
τ−1(k) to denote the last triggering time that is smaller than k. Similarly, τ1(k) refers to the
first occurrence of a trigger that is greater than k and τ0(k) = k (τ0(k) will be used instead of k
whenever we want to state explicitly that the current k is a triggering time). The second most
recent trigger is denoted by τ−2(k) = τ−1(τ−1(k)) and similarly for any other trigger.
A naive approach would entail the observer to send the matrix M(τ−1(k)) and the vector
m(τ−1(k)) at time τ−1(k) to the sensor, which assuming knowledge of the full state, then tests if
x(k) ∈ X˜(τ−1(k))
and, if the sensor has a partial observation, it can check the more general condition
M(τ−1(k))C(k)†y(k) ≤m(τ−1(k)) (7.6)
where the symbol † stands for the Moore-Penrose pseudoinverse. For all subsequent time
instants k + 1, k + 2, · · · the sensor needs to update matrix M(τ−1(k)), resorting to the nominal
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dynamics (the matrix A0) and the control law B(k)u(k). Condition (7.6) would easily not hold for
cases where the stabilizing input signal has large magnitude. It is assumed that the sensor has
access to the control signals from the controller as it is communicating to the plant. The update
corresponds to compute M(τ−1(k))A−10 and apply the translation given by B(k)u(k). When (7.6)
does not hold using the last updated set, the sensor performs a measurement update and sends
it to the observer that computes and sends back X˜(τ0(k)), which is the set for the current time.
The condition proposed in (7.6) can be viewed as a generalization of a condition depending
on some norm. In particular, inequalities involving both the `∞ norm, defined as ‖x‖∞ = maxi |xi |,
and the `1 norm, defined as ‖x‖1 = ∑ni=1 |xi |, are polytopes and can be represented in this
framework. In addition, the observer/controller can place additional constraints to trigger the
update.
Example: Let us assume that the state of the system is a stock or other financial product
quote and the observer/controller is a hedge fund manager running a supervisory system that
triggers purchases and sells according to the received quotes. Due to regulation in the market,
or motivated by correlation between products or even when having options and futures to cover
the risk of other products, it might be useful to add new constraints to the transmitted condition.
Such a condition cannot be represented using the previous norms. However, by using polytopes,
extra linear restrictions can be represented by adding rows to M(τ−1(k)).
The conservatism of the initial set X(0) (by assumption X˜(0) := X(0)) depends on the
information available to the designer of the SVO. If little is known about the initial conditions
of the systems, set X(0) must be made sufficiently large so as to contain any possible initial
state x(0). Condition (7.6) would be meaningless in this case, as sensor readings would not be
triggered. We introduce a performance parameter µ referring to the maximum allowed radius
of the ball enclosing the polytope. Whenever
nx
σmin(M(k))
≥ µ, (7.7)
the observer requests a sensor measurement. The effect of µ is to enforce the observer to
construct a small set before setting an event condition.
The algorithm is summarized in Algorithm 6, where we use the notation ¬ as the logical
negation.
In NCSs, where the use of the network is an extremely valuable resource, one can opt
by reducing the communication of the event condition by applying any of the overbounding
techniques described in this chapter. If a hyper-parallelepiped or an ellipsoid approximation is
used, the communication is reduced to the rotation matrix V of Theorem 7.1 multiplied by the
expansion factors. Note that other techniques to reduce the size of transmitted information can
be employed based on the exponential representation of the rotation matrix. If overbounding by
a ball, the event condition resorts to an `2-norm and only the radius is required for the sensor to
determine when to trigger a measurement.
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Algorithm 6 SVOs for Event-Triggered systems
Require: Polytope X(0).
Ensure: Event-triggered sensor updates.
1: for each k do
2: if ¬(7.6) then
3: sensor update()
4: X˜(τ0(k)) =svo update()
5: if (7.7) then
6: /* Force a trigger by sending an empty set instead of X˜(τ0(k)) */
7: send(empty set)
8: else
9: send(X˜(τ0(k)))
10: end if
11: end if
12: end for
7.5.2 Set-Valued Observers for Self-Triggered Systems
Self-triggered systems require the ability to propagate estimates into future time steps, so as to
determine the next sensor reading. The SVOs have the capability of forward propagation to get
the time instant for the next sensor measurement, provided that the volume of the set-valued
estimates does not grow beyond a certain, predefined limit.
Inequality (5.3) defined the estimation set for the state in the next time instant using the
knowledge of the sensor measurement y(k). However, removing the rows corresponding to the
intersection with the measurements, defines the set-valued estimates that results only from
propagating the dynamics, which we denote by X˜p(k). At time τ−1(k), the observer receives
the measurement y(τ−1(k)), and has access to the set X˜(τ−2(k)). To determine the next sensor
update, a node resorts to (5.3) to find X˜(τ−1(k)) and then propagates it using the dynamics in
(7.1) to obtain X˜p(τ1(k)), with τ1(k) being the first time instant such that
X˜p(τ
1(k)) ⊆ X˜(τ−2(k)). (7.8)
The condition assures that the observation set does not increase in size because of the self-
triggered approach.
For the above approach, finding τ1(k) can be performed by a logarithmic search, testing
different values for τ1(k) as the size of X˜p(k) is monotonically increasing, unless we have the
stringent condition that the singular values of any chain of dynamics matrix are smaller than
1. To account for the more general case, we select X˜(τ−2(k)) instead of X˜(τ−1(k)) in (7.8). The
procedure is summarized in Algorithm 7.
In systems where the computational power used in each time instant is limited, one can
adopt a different strategy and have an iterative solution. By definition, we have the relationship
X˜(k) ⊆ X˜p(k)∩Y (k), since X˜(k) is the convex hull of the intersection between Xp(k) and Y (k). To
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Algorithm 7 SVOs for Self-Triggered systems
Require: Polytope X(0).
Ensure: Self-triggered sensor updates.
1: for each τ−1(k) do
2: sensor update()
3: X˜(τ−1(k)) = svo update()
4: find τ1(k) such that (7.8) is satisfied
5: send(τ1(k))
6: end for
X˜(τ1(k))
X˜p(τ
1(k))
Y (τ1(k))
k
X˜p(k)
τ−2(k) τ−1(k) τ1(k)
X˜(τ−2(k)) X˜(τ−1(k))
Figure 7.6: Example of using SVOs for self-triggered systems. At time τ−1(k), the observer computes set
X˜(τ−1(k)) and propagates twice to get X˜p(k) and X˜p(τ1(k)), which is larger than X˜(τ−2(k)), and triggers
a sensor measurement, making the intersection with the measurement set Y (τ1(k)) to get the new
estimation X˜(τ1(k)).
determine the set-valued estimate at time instant τ−1(k), it is sufficient to compute X˜p(τ−1(k))∩
Y (τ−1(k)), which is an inexpensive computation. Instead of computing the set X˜(τ1(k)) for
different values of future times, one can resort to pre-computed products of matrices using the
values for the uncertainties. Then, proceed to check if each of the products exceeds X˜(τ−2(k))
in size, which is less computationally demanding since we prevented the computation of the
convex hulls for all uncertainties for all values of next trigger time to be tested. The set X˜p(τ1(k))
can be computed during the inactivity time between τ−1(k) and τ1(k), leaving X˜(τ1(k)) to be
computed at time τ1(k) from X˜p(τ1(k)).
Figure 7.6 depicts how the sets in Algorithm 7 evolve with time. We draw attention to the
fact that sets X˜p(k) are monotonically increasing in volume, which motivated the triggering
condition to use the set at time instant τ−2(k).
7.6 Event- and Self-Triggered Set-Valued Observers
In the prequel, SVOs were used to determine only the triggering of sensors update (i.e., when
the sensor needs to send a measurement to the observer) in the context of NCSs where only the
number of updates is minimized in a greedy approach. Nevertheless, the SVOs estimates are
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computed in every time instant, which motivates the introduction of Event- and Self-Triggered
SVOs. The main objective is the reduction of the computational cost associated with the
classical SVOs by only computing the set-valued state estimate (using the previously described
tools) when this set is growing past the size of previous time instants. As an alternative, we
compute and propagate overbounds, which are less computationally demanding, and perform
the intersection with the measurement set for the worst-case in terms of system dynamics. The
methods described for reducing the complexity of the SVO computations are compatible with
the previous use of SVOs for event- and self-triggered systems.
The main advantage of this method is its real-time application due to diminished computa-
tional costs associated with three main factors:
• The matrix defining the polytope generally belongs to R`×nx , where ` nx and represents
the number of restrictions associated with the edges of the polytope whereas the proposed
overbound matrix belongs to Rnx×nx ;
• Running the SVO computations only at a few time instants allows use of idle moments to
pre-compute the necessary combinations of matrices products;
• In some special cases of interest, such as in distributed systems, it is possible to discard
dynamics matrices based on the observation set and compute the worst-case estimate with
minimal processing effort.
The first rows of (5.2) are equivalent to
M(k)(A0 +A∆? )
−1x ≤m(k) (7.9)
where (7.9) defines the set of points created by propagating the previous set defined by
Set(M(k),m(k)). If the sets are always defined so as to have m(k) = 1nx , the state can be bounded
at time k using Theorem 7.1. After computing the ellipsoidal overbound, it is propagated using
the dynamics of the system, considering each given instantiation of the uncertainties in ∆? .
Thus, X(k + 1) = {q : q = (A0 +A∆? )−1x∧ x ∈ X(k)}.
From the previous discussion, the set X˜(k + 1) can be described as
X˜(k + 1) = co(
⋃
∆∈H
Set(M(k)(A0 +A∆(k))
−1,1)
If the original set defined by the matrix M(k) is overbounded using the procedure found
in Section 7.4.2, the resulting overbound set X˜(k + 1) corresponds to the convex hull of the
union of ellipsoids, where their axis correspond to the singular vectors basis (see the illustration
presented in Figure 7.7).
Due to sensor noise and/or the inability to measure the full state of the system, the observa-
tions can be defined as a set Y (k) which is a polytope posing constraints on the current state.
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X(k) X˜(k + 1)
Y (k + 1)
X(k + 1)
Figure 7.7: Original set and ellipsoidal overbound with the set resulting from the intersection with the
measurement set to form the new set-valued estimate.
The singular values and the associated singular vectors of the matrix defining such a polytope
indicate the directions where the uncertainty is greater. Therefore, to test whether to execute the
operation of computing the actual set, one can resort to intersecting the observation set Y (k + 1)
with the ellipsoids and evaluate if the norm of the state increases over the current iteration to
prevent it from becoming arbitrarily large. In other words, this allows us to derive conditions to
decide whether to use the SVO procedure described in Section 4.4 or update the overbound.
An easy-to-compute new estimate for the norm of the state at time k + 1 can be obtained by
solving
maximize ||p||
subject to pᵀM(k + 1)
ᵀ
M(k + 1)p ≤ 1
p ∈ Y (k + 1).
The previous problem translates into finding an intersection of ellipsoids and then comput-
ing the point in that set with the greatest norm. Matlab’s Ellipsoidal Toolbox [KV06] provides
computationally efficient methods to tackle this problem. The complexity associated with
computing the intersection of two sets is constant in terms of required iterations and each is
cubic in the dimension of the state, as it amounts to solving a Second-Order Cone Programming
(SOCP).
7.6.1 Event-Triggered Set-Valued Observers
The description of how an Event-Triggered SVO works is similar to how an event-triggered
system performs the sensor updates, as seen in Section 7.5.1. An event condition is based on
requiring that the approximation ellipsoid is contained in the current maximum norm ball of
radius µ(k). The value µ(k) is the minimum between a performance bound specified by the user
and the last approximation set maximum norm, so as to guarantee convergence of estimates.
The Event-Triggered SVO computes an ellipsoid overbound that approximates the set X˜(k)
but which is fast to compute and fairly inexpensive when compared to some of the required
computations of a “classical” SVO, such as the convex hull of (5.2) for each of the uncertainty
instantiations. A full iteration of the SVO is going to be triggered at time τ0(k) if the following
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E(k)
New
Iteration
Is E(k) ⊆
B(µ(k))?
Compute
E(k + 1)
with
σmax(A∆(k))
Run
“classical”
SVO to get
X˜(k + 1)
Use
Theorem.
7.1 to get
E(k + 1)
no
yes
Figure 7.8: Flowchart of the Self-Trigger SVO algorithm where E(k) and Bµ(k) are the overbounding
ellipsoid at time k and the ball of radius µ(k) centered at the origin, respectively.
does not hold
E(τ0(k)) ⊆ B(µ(τ−1(k))) (7.10)
where E(τ0(k)) is the ellipoid approximation at the current time and B(µ(τ−1(k))) is a ball
centered at the origin of radius µ(τ−1(k)). When triggered, the observer gets X˜(τ0(k)) using
(5.2) and then using Theorem 7.1 we can obtain the new E(τ0(k)). The new radius for the event
condition is given by
µ(τ0(k)) = min(µu ,
nx
σ2min(M(τ
−1(k)))
) (7.11)
where µu is a user provided performance minimum. Notice that it is not possible to useM(τ0(k))
in (7.11) because if no measurement is available this would result in the mechanism triggering
every instant. This algorithm is summarized in Figure 7.8.
The event condition used for the SVOs is very similar to that of Section 7.5.1 and enables
the use of both strategies so as to avoid communications between the sensor and the observer.
Additionally, the observer can return set-valued estimates without a heavy computational
burden in between sensor updating times. In such a scenario, the SVO can output the sets
E(τ−1(k)),E(τ−1(k) +1), · · · ,E(k), until E(k) * B(µ(τ−1(k))). The set E(k) increases in hyper-volume
since there is no intersection with the measurement set. In summary, if both strategies were to
be used together, the sensor would be testing whether its last observation is within the received
set to trigger an event, whereas the observer is outputting the ellipsoidal sets for the worst-case
until their hyper-volume is larger than that at the last trigger.
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7.6.2 Self-Triggered Set-Valued Observers
Self-Triggered SVOs aim to have the important feature of allowing the node run by the observer
to be shut down during the time between each trigger. Nonetheless, the set-valued estimates for
that period might be needed by some application, which is somehow contradictory. However,
the observer can take advantage of the computations performed when it was determining the
next trigger instant, where it computed the propagated set for all time instants from the current
time until the next trigger. These sets can be used as the set-valued estimates in between
updates.
The procedure is identical to the triggering mechanism detailed in Section 7.5.2, but using
the update condition in (7.10). In essence, at each trigger time, the SVO will run the standard
SVO iteration and obtain the polytope representing the set-valued estimate, and then compute
the next trigger time. An inexpensive solution is to find the ellipsoidal approximation and
propagate it in successive iterations until condition (7.10) is no longer satisfied. Doing so avoids
computing the polytope sets for each of the time instants in between triggers.
The search for the next trigger time produces the set-valued estimates that are necessary
for all the remaining future time instants in a lightweight fashion. As a consequence, there
is no computation between triggers. We note that event- and self-triggered strategies can be
combined at two different levels. For example, the observer can be running a Self-Triggered SVO
and, at each triggering time, providing the estimates up to the next triggering time, while the
sensors might use that sequence of estimates to determine an event-triggered sensor update.
The processes requiring the estimates can intersect the event-based sensor updates with the
self-triggered estimates.
The main difference between Self-Triggered SVOs and SVOs used for self-triggered systems
relies on where the computational effort lies. In the former, computational power is being saved
on the observer side, by reducing the number of necessary state estimations using the standard
SVO procedure. In the latter, the focus is on the network usage by the sensors in their updates.
The most advantageous combination is to have a Self-triggered SVO sending ellipsoidal
approximations in between triggers to the sensor. Then, an Event-triggered strategy can be used
at the sensor, testing whether the last received ellipsoid still contains the current measurement.
In doing so, a communication only happens when the ellipsoid at the sensor does not include the
current measurement. At this time instant, the sensor will send a batch of new measurements
and will receive back a new ellipsoid as state estimate. On the other hand, the computational
load is also reduced since a full SVO computation is triggered only when the current ellipsoid is
not a suitable estimate. The full procedure will use the whole batch of measurements sent by
the sensor since the last full computation produced all the ellipsoids that might be requested by
the sensor in an event fashion (see Figure 7.9 for a visual depiction of the interaction between
sensor and observer).
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E(k) x(k)
x(k + 1)
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k + 2)
E(k + 2) x(k + 2)
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Figure 7.9: Depiction of the observer and sensor sets for a combination of a Self-Triggered SVO used with
an event-triggered NCS.
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Figure 7.10: Network example for a distributed system.
7.6.3 Distributed Systems
The case of distributed systems is particularly relevant when considering fault detection appli-
cations. In particular, given the formulation in (7.1), it is possible to accommodate a distributed
system by considering that each node is represented as a state and that the sequence of actions
of each node defines the ∆ parameters that selects a given overall system dynamics at any time
instant. In Figure 7.10, we depict an example of a network for a distributed system. Parameter
∆ can represent, for instance, the communication between two nodes, i.e. the realization of the
edges of the graph [SRC+13].
The definition also encompasses the case of distributed gossip algorithms where node
selection and communication times are random processes. In this subsection, the systems to be
considered satisfy the assumption that all dynamics matrices are equal apart from a reordering
of the rows and columns. The case of gossip algorithms fits this description in the sense that at
each time instant a random pair of nodes performs some given operation using their states (see
[MR10]). Such systems motivated the analysis of systems with the referred assumption which
we formally introduce in the following definition
Definition 7.2 (reordering property). A dynamic system as in (7.1) has a reordering property in
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its nodes if the dynamics written as A0 +A∆j , ∀j : 1 < j ≤ nx satisfy
A0 +A∆j = P (A0 +A∆1)P
ᵀ,∀j (7.12)
where matrix P is a permutation matrix and j is any node different from 1.
Remark 7.2. Definition 7.2 can be found for example in the case of distributed gossip algorithms.
However, more generally, one can have P being any orthogonal change of basis (i.e., ∀j,A0+A∆j =
P (A0 +A∆1)P
ᵀ with P ∈O(n)).
Following Definition 7.2, let us introduce the following proposition which means that any
ellipsoid set resulting from the propagation of the dynamics are the same up to a permutation
change of basis.
Proposition 7.3. Take any ball Bb := {q : ‖q‖ ≤ b} and matrices A0 +A∆j , 1 ≤ j ≤ nx as in Definition
7.2.
Then, all ellipsoids Ej := {q : 1b2 xᵀ(A0 +A∆j )−ᵀ(A0 +A∆j )−1x ≤ 1} are equal to E1 up to a rotation.
Proof. From (7.12) and the fact that the permutation matrix is orthogonal (i.e., P ᵀP = I), we get
∀i : σi(A0 +A∆j ) = σi(A0 +A∆1), (7.13)
where σi(A) is the ith singular value. We also have
1
b2
xᵀ(A0 +A∆j )
−ᵀ(A0 +A∆j )
−1x = 1
b2
(P ᵀx)ᵀ(A0 +A∆1)
−ᵀP ᵀP (A0 +A∆1)
−1(P ᵀx)
and due to (7.13)
σ (
1
b2
(A0 +A∆1)
−ᵀP ᵀP (A0 +A∆1)
−1) = σ ( 1
b2
(A0 +A∆1)
−ᵀ(A0 +A∆1)
−1)
with matrix P defining a rotation. Thus, the conclusion follows.
Proposition 7.3 allows the introduction of the following theorem that limits the number of
computation to verify if the norm passed the condition event to that of testing if the singular
vectors of each of the propagated ellipsoids aligns with the singular vectors of Y (k).
Theorem 7.2. Consider a distributed algorithm with X˜(0) = {p : ‖p‖ ≤ 1}, each dynamics matrix
being written as A0 +A∆j = UjSV
ᵀ
j , with v
j
max being the singular vector associated to the largest
singular value and, conversely, an observation set Y = {UySyV ᵀy p : ‖p‖∞ ≤ 1} with vymax corresponding
to the largest singular value. Then, the worst-case set-valued state estimate overbound is given by the
intersection of Y with the ellipsoid defined by ∆j such that
max
j
(vjmax)ᵀv
y
max
181
Chapter 7: Event- and Self-Triggered strategies
X˜(k + 1)
Y (k + 1)
X(k + 1)
X˜(k + 1)
Y (k + 1)
X(k + 1)
Figure 7.11: Example demonstrating two ellipsoids and its corresponding intersection with the set of
observations.
Proof. From Proposition 7.3 we get that all the ellipsoids computed using each of the parameters
∆j are equal up to a rotation. Finding the largest intersection between any of these ellipsoids
and Y can be found as the one for which the following optimization program has the highest
solution:
maximize ||p||
subject to pᵀMjp ≤ 1
p ∈ Y .
where theMj =UjS−2V
ᵀ
j , following the conversion to ellipsoid representation. Since all matrices
Mj are the same apart from a rotation, we are solving the equivalent problem
maximize ||p||
subject to (Rᵀp)ᵀM1(R
ᵀp) ≤ 1
p ∈ Y
R ∈ {R1, · · · ,Rj}.
When R is unconstrained, has a closed-form solution given by RVy = V1 and the cost function
evaluates to
min(σmax(Sy),σmax(A0 +A∆1))
i.e., the maximum singular vectors align. The optimization goal ‖p‖ is monotonically increasing
with the inner product of the maximum singular vectors of the ellipsoids and measurement
set Y . Thus, the constrained version of the problem has a solution for the ellipsoid with the
maximum inner product between its singular vectors and the singular vector of Y and the
conclusion follows.
Theorem 7.2 establishes that the triggering condition presented in this chapter is particularly
effective in the context of distributed systems having the reordering property. In such systems,
the worst case scenario can be found by checking the inner product between the maximum
singular vector of each possible dynamics matrix and the singular vectors of the observation set.
This fact is illustrated in Figure 7.11 where two ellipsoidal overapproximation sets are shown
with the corresponding intersection with the set Y . As a consequence, at each time instant, the
mechanism selects the overbounding ellipsoid producing the largest intersection. By doing
so, the computational cost associated with the combinatorial behavior of the SVOs becomes
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constant given that only one ellipsoid needs to be computed along with one intersection and no
unions are needed. This is irrespective of the number of dynamics matrices (i.e., the number of
agents and states in the network).
7.7 Triggering Frequency and Convergence
Self-triggered systems have the advantage of reducing the communication associated with
the process at a frequency that depends on the characteristics of the system and its sensors.
In this section, we analyze the triggering frequency by showing how the time until the next
update can be inferred from the singular values of the system dynamics. We also demonstrate
that the triggering techniques do not prevent estimate convergence of the standard SVO. For
Event-triggered systems, such analysis cannot be performed as the trigger depends on the
actual measurement value, but the results for Self-triggered can be viewed as a worst-case for
the Event-triggered, in the sense that the condition for triggering corresponds to obtaining a
measurement that is the worst possible, from the point of view of the stability of the set-valued
estimates.
An important issue when introducing such a technique is its impact on the convergence
of estimates. We refer Proposition 4.2 proved in [Ros11] regarding the boundedness of the
produced sets in terms of hypervolume, also presented in Chapter 4. Based on the condition
in Proposition 4.2, we can introduce the counterpart for the convergence with the triggering
schemes.
Proposition 7.4. Suppose that a system described by (7.1) satisfies Proposition 4.2 for a given N ? .
Then, the following conditions are satisfied:
i) A Self-Triggered SVO cannot grow without bound by considering N ≥N ? ;
ii) An Self-Triggering System using an SVO has estimates that cannot grow without bound by
considering N ≥N ? .
Proposition 7.4 comes directly from the fact that no assumptions are required in Proposition
4.2 regarding the measurements. In both cases there is, at some point in time, a computation
of the standard set-valued estimates using SVOs. Proposition 4.2 takes into consideration only
the dynamics of the system. The next theorem presents a similar result incorporating the effect
of the intersection with the measurement set. The intuition behind the result is that in the
directions that the system is measured, the requirement for stability can be dropped, as the
intersection will decrease the uncertainty in those directions.
Theorem 7.3 (SVO convergence). Suppose that a system described by (7.1) with x(0) ∈ X(0) and
u(k) = 0,∀k, verifies, for sufficiently large N ? ,
γN := max
∆(k),··· ,∆(k+N )
∥∥∥∥∥∥∥∥null(C(k +N ))
k+N∏
j=k
[
A0 +
n∆∑
i=1
∆i(j)Ai
]∥∥∥∥∥∥∥∥ < 1− δN ,
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for all N ≥N ? , where null(C(k+N )) is the matrix defining a null space orthonormal basis of C(k+N )
and
δN := max
d(k),··· ,d(k+N−1)
‖AN−1k L(k)d(k) + · · ·+L(k +N − 1)d(k +N − 1)‖.
Then, the hypervolume of X˜(k) is bounded.
Proof. Consider the ellispoidal overbound given by Theorem 7.1 for the state at time k, denoted
by E(k), where without loss of generality E(k) = {x : ‖x‖ ≤ 1}. The maximum norm of any point
belonging to any E(k +N ) satisfies
‖x(k +N )‖ ≤ γN ‖x(k)‖+ δN
≤ γN + δN
since the intersection along each of the directions in C(k +N ) is at most 2ν? as it is the size of
Y (k +N ).
If N ≥N ? , ‖x(k +N )‖ ≤ 1 implying E(k +N ) ∈ E(k) and additionally X˜(k +N ) ∈ E(k) and the
conclusion follows.
Theorem 7.3 refines the result in Proposition 4.2 by noticing two facts: we can discard
the directions associated with the measurement matrix C(·) since the maximum size of the
intersection with Y (k) is going to be 2ν? ; and, in the worst-case, the decrease in norm associated
with the dynamics compensates the increase associated with the disturbance signal.
7.7.1 Worst-case Scenario
In this subsection, results regarding Problem 2 are presented. The next theorem gives an
“easy-to-compute” alternative to the iterative testing of different triggering times introduced
in this chapter. Intuitively, the result shows how the size of the set-valued estimates relates to
the system dynamics and allows use of an (off-line) pre-computed sub-optimal value for the
triggering time.
Theorem 7.4. Consider a Self-Triggered SVO, as in Section 7.6.2, with maximum state norm at the
trigger time τ−2(k) given by ||x(τ−2(k))|| ≤ µ(τ−2(k)). The next trigger τ1(k) occurs after Tk := τ1(k)−k
time instants, where
Tk =
 logγ σmin(M(k)) µ(τ−2(k))(1−γ)−
√
nd√
nx(1−γ)−
√
ndσmin(M(k))

with
γ = max
i∈{1,··· ,n∆}
σmax(A0 +A∆i )
Proof. Any point x1 ∈ X(k + 1) satisfies x1 = (A0 +A∆)x0 for some x0 ∈ X(k) and some realization
of the uncertainties ∆. Since it is assumed that the self-triggering technique translates, at each
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time instant, the set to incorporate the control law B(k)u(k), then,
||x(k + Tk)|| =||(A0 +A∆k+Tk )(A0 +A∆k+Tk−1) · · · (A0 +A∆k )x(k)
+ (A0 +A∆k+Tk−1) · · · (A0 +A∆k )L(k)d(k) + · · ·+L(k + Tk)d(k + Tk)||
≤γTk ||x(k)||+
Tk−1∑
j=0
γ j
√
nd
≤γTk
√
n
σmin(M(k))
+
√
nd
1−γTk
1−γ
which holds for the non-trivial case of γ , 1. To maintain the norm bounded ||x(k + Tk)|| ≤
µ(τ−2(k)) it is required that
γTk
( √
nx
σmin(M(k))
−
√
nd
1−γ
)
≤ µ(τ−2(k))−
√
nd
1−γ
⇔
γTk ≤
µ(τ−2(k))−
√
nd
1−γ√
nx
σmin(M(k))
−
√
nd
1−γ
⇔
Tk ≤ logγ σmin(M(k))
µ(τ−2(k))(1−γ)−√nd√
nx(1−γ)−
√
ndσmin(M(k))
thus, leading to the conclusion.
Theorem 7.4 presented a relationship between the system dynamics and the triggering
frequency. An analogous result can be derived for the case of a system where the dynamics
are selected from a set of possible matrices according to a stochastic variable. In such a setup,
the probability distribution for the parameter ρ is known. Practical examples of this model
range over distributed stochastic systems where some decision is random or the nodes acting at
a given time instant are stochastically chosen.
7.7.2 Stochastic case
Another case of interest is to analyze the triggering frequency when the probability distribution
for the uncertain parameter ρ of matrix A(ρ(k)) is known (i.e., in the context of Problem 3).
Before stating the result, the following definitions are required, where inf, sup and ∅ denote
respectively the infimum, the supremum and the empty set.
Definition 7.3 (volume expansion stochastic variable). For a distributed system where the dynamics
is selected from a set {A0 + A∆i : 1 ≤ i ≤ n∆} following a probability distribution where A∆i is
selected with probability pi , define the sequence of volume expansion stochastic variable as θ(k) =
σmax(A0 +A∆i (k)), with probability pi .
Notice that the stochastic variable for the volume expansion is the stochastic equivalent of
the quantity γ in Theorem 7.4. The results in this section only assume the knowledge of the
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expected value of the distribution and not the distribution itself, since we are focusing on the
expected value for the triggering frequency. The interested reader is referred to [WQF15] for
results that require prior knowledge of the probability distribution.
Definition 7.4 (upcrossing). For a sequence of stochastic variables Z1, · · · ,Zn and two real numbers
a and b, define
Sk+1(Z) = inf{n ≥ Tk(Z) : Zn ≤ a} and Tk+1(Z) = inf{n ≥ Sk+1(Z) : Zn ≥ b}
with the usual convention that inf∅ =∞. The number of upcrossings of the sequence Z of the interval
[a,b] in n time instants is defined as
Un([a,b],Z) = sup{k ≥ 0 : Tk(Z) ≤ n}.
Notice that the definition of upcrossing in Definition 7.4 of random variables is going to
be equivalent to a trigger in our application. The volume exceeding the triggering condition
is represented by the random variable corresponding to that volume making an upcrossing of
the interval. We now introduce the theorem stating the results for the triggering frequency in
randomized algorithms, where E denotes the expected value operator and P the probability
function.
Theorem 7.5. Consider a distributed system and a stochastic variable as in Definition 7.3. Then,
i) if E[θ(n)] < 1, the volume of the set-valued estimates converges almost surely to a nonnegative
integrable limit and P[“having a trigger”] ≤ µ(k)µ(τ−2(k)) ;
ii) if E[θ(n)] = 1, the expected triggering time is given by E[Tk |k] = logµ(k) log µ(τ
−2(k))
µ(k) , where
Tk := τ1(k)− k;
iii) if E[θ(n)] > 1, the time before the expected value of the number of triggers is greater than or
equal to 1 is given by the M that satisfies E[|ZM −Z0|] < µ(τ−2(k))−µ(τ−1(k)).
Proof. i) Consider the stochastic process Zn+1 = Znθ(n), Z0 = µ(τ−1(k)) describing the behavior of
the size of the set-valued estimates for the distributed system. Also consider the correspondent
filtration Fn = {Z0,Z1, · · · ,Zn} (for additional information on martingale theory, see [Wil91]).
Computing the conditional expectation, we get
E[Zn+1|Fn] = E[θ(n)Zn|Fn]
= ZnE[θ(n)|Fn]
= ZnE[θ(n)]
< Zn
which implies Zn is a nonnegative supermartingale and limn→∞Zn = Z∞ with Z∞ being a
nonnegative integrable variable as stated in page 148 of [Pol02]. The final conclusion is a direct
application of the Dubin’s Inequality that states
P[“at least ζ upcrossings”] ≤
(a
b
)ζ
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where a and b define upcrossings as in Definition 7.4. In our context, a is the initial value and
b represents the maximum volume before a trigger. Thus, the number of upcrossings is the
number of triggers. As a consequence, if Zn reaches 0 it must stay there forever.
ii) Consider the above martingale Zn+1 = Znθ(n), Z0 = µ(k) and define the new martingale
Vn = logZn. Therefore, we have that Vn+1 = Vn + ξ(n), where ξ(n) is logθ(n), along with the
correspondent filtration Fn = {V0,V1, · · · ,Vn}.
Computing the conditional expectation, we get
E[Vn+1|Fn] = E[Vn + ξ |Fn]
= E[Vn|Fn] +E[ξ |Fn]
= Vn +E[ξ].
By definition, E[ξ(n)] = logE[θ(n)] which implies that E[Vn+1|Fn] = Vn and indeed Vn is a
martingale. We progress by writing the stochastic variable Wn = V 2n −n and showing that it can
indeed be made a martingale. Take the correspondent filtration Fn = {V0,V1, · · · ,Vn} and let us
compute
E[Wn+1|Fn] = E[V 2n+1 − (n+ 1)|Fn]
= E[V 2n + 2Vnξ + ξ
2 − (n+ 1)|Fn]
= V 2n + 0 +E[ξ
2|Fn]− (n+ 1).
Without loss of generality, we assume variable ξ to have the expected value of its square equal
to 1. This can be achieved by scaling the state of the system. Thus, simplifying to
E[Wn+1|Fn] = V 2n −n
=Wn
Let us consider the stopping time corresponding to our self-triggering techinque
Tk = inf
{
n ≥ 0 : Vn = logµ(τ−2(k))
}
Due to the martingale properties, VTk∧n is a martingale which implies that
E[VTk∧n|k] = E[VTk∧0|k] = E[V0|k] = logµ(k).
We can also compute the probability of hitting the maximum volume logµ(τ−2(k)) by computing
E[VTk |k] = logµ(τ−2(k))P[VTk = logµ(τ−2(k))|k]
⇔
E[V0|k] = logµ(τ−2(k))P[VTk = logµ(τ−2(k))|k]
⇔
P[VTk = logµ(τ
−2(k))|k] = logµ(k)
logµ(τ−2(k))
.
Using the new martingale
E[WTk∧n|k] = E[WTk∧0|k] = E[W0|k] = (logµ(k))2, (7.14)
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and also
E[WTk∧n|k] = E[V 2Tk∧n −Tk ∧n|k] (7.15)
Using both (7.14) and (7.15), we get
E[V 2Tk∧n|k] = (logµ(k))2 +E[Tk ∧n|k]. (7.16)
Due to the Monotone Convergence theorem, as Tk ∧ n → Tk, E[Tk ∧ n|k] → E[Tk |k], which
combined with (7.16) leads to
E[V 2Tk |k] = (logµ(k))2 +E[Tk |k] (7.17)
but by definition
E[V 2Tk |k] = (logµ(τ−2(k)))2P[VTk = logµ(τ−2(k))|k] = (logµ(τ−2(k)))2
logµ(k)
logµ(τ−2(k))
(7.18)
Using (7.17) and (7.18), we get that E[Tk |k] = logµ(k) log µ(τ
−2(k))
µ(k) , thus reaching the conclusion.
iii) We consider the submartingale Zn and recall the Upcrossing Lemma that states
E[Uα,βM ] ≤
E[|ZM −Z0|]
β −α
for a submartingale Zn. To get E[U
α,β
M ] < 1, we must get
E[|ZM −Z0|]
β −α < 1
which is satisfied by selecting M as in the statement of the theorem where α is the current
hypervolume of the set-valued estimates and β is the maximum allowed hypervolume and the
conclusion follows.
7.8 Simulation Results
In this section, we start by illustrating the advantages of the proposed event- and self-triggering
techniques in order to reduce sensor updates. We consider a linearized model of the inverted
pendulum mounted on a cart, which relates directly to the real-world example of an attitude
control of a booster rocket at takeoff. In continuous time, the state dynamics are given by

x˙
x¨
θ˙
θ¨
 =

0 1 0 0
0 −(I+m`
2)b
I(M+m)+Mm`2
m2g`2
I(M+m)+Mm`2 0
0 0 0 1
0 −m`bI(M+m)+Mm`2
mg`(M+m)
I(M+m)+Mm`2 0


x
x˙
θ
θ˙
+

0
I+m`2
I(M+m)+Mm`2
0
m`
I(M+m)+Mm`2
u +Lw
y =
[
1 0 0 0
0 0 1 0
]
x
x˙
θ
θ˙
+Nn
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(a) Evolution of the position of the cart (black) and the estimation
(blue) of the standard SVO.
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(b) Estimation (blue) given by the standard SVO in a event-
triggered sensor update scheme.
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(c) Triggering occurrences at around a third of the time instants.
Figure 7.12: Estimation conservatism and triggering frequency of the event-triggering strategy for NCS
using the standard SVOs.
where x is the cart position coordinate and θ is the pendulum angle from vertical. The constants
appearing in the model are the moment of inertia of the pendulum (I = 0.006 kg.m2), length to
pendulum center of mass (` = 0.3m), coefficient of friction for the cart (b = 0.1 N/m/sec), mass
of the pendulum (m = 0.2kg), and mass of the cart (M = 0.5kg). The system is discretized using
a sampling period of 0.1s.
We assume a matrix L for the disturbances equal to two and a half times the input matrix as
to make the problem harder by having a large disturbance signal, and the noise injection matrix
N is
[
0.5 0.5
]ᵀ
. The random signal w is taken from a normal distribution with variance equal
to 1 and mean 0 with a maximum imposed of at most 5, which represents a large disturbance
signal when compared to the control input. The control law u is assumed to be given by a
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state-feedback controller, independent from the SVO, that returns a signal which stabilizes the
unperturbed system. The objective is for the SVO in a NCS to provide estimates for the state of
the remote system comprised of both the controller and the plant.
The first simulations focus on showing the properties of using SVOs to produce event
conditions for the sensor to determine when to perform an update and send information
through the network to the observer, i.e, SVOs for Event-triggered NCS as in Section 7.5.1.
Figure 7.12 presents the main results of using an event condition based on the produced set-
valued estimates of the state. In Figure 7.12b, it is depicted the interval for the values of the
state that the observer outputs with the sensor updating according to the signal in Figure
7.12c as opposed to having sensors updates at every time instant, which would result in the
estimates given in Figure 7.12a. The main observation is that the technique does not introduce
conservatism in the estimates as the observer makes them constant within triggers and the
current estimates are validated by the sensors which otherwise would trigger an update.
The event-triggered for NCS strategy simulated in Figure 7.12 showed that for the considered
system, the triggering occurrences happen at around one third of the time instants. Such
a reduction motivates our contribution of using SVOs to determine triggering strategies as
considerable load on the networked would be avoided in comparison with the standard approach
of receiving measurements in all the time instants.
The event-triggering strategy required the sensor unit to test whether the measurements
are still inside the provided event condition set. We simulated the self-triggered version as to
compare the results, i.e., SVOs for Self-triggered NCS as in Section 7.5.2. In Figure 7.13, it is
depicted the same results for a different run of the algorithm but still allowing to point out the
trade-off between both strategies. Contrarily to the event-triggered condition, it is observed
in Figure 7.13b that the size of the estimation set changes due to some conservativeness being
introduced by not having access to the sensor update. However, the convergence properties of
the SVOs are maintained, since upon a trigger, the standard procedure is executed.
Figure 7.13c shows the occurrence of the triggers that corresponds to approximately 60% of
the time instants having a trigger for running the standard SVO procedure. The main reason is
the large disturbance and noise signals that make the produced sets grow in hyper-volume when
no measurement is available. In essence, to have the possibility to switch off sensors in a self-
triggered strategy, for this scenario, there is a twofold increase in the number of triggers and a
poorer estimate quality when compared with the previous one. Nevertheless, the contribution of
using SVOs to self-trigger NCSs should be seen for a different use when the sensor nodes are not
equipped with relevant computational capabilities and all operations must be performed at the
observer node. A saving of roughly 13 of the network resources associated with communication
is still encouraging.
A third simulation is performed resorting to the same example but for the Self-triggered
SVOs as in Section 7.6.2. In the previous cases, all computations were done using the traditional
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(a) Evolution of the position of the cart (black) and the estimation
(blue) of the standard SVO.
0 10 20 30 40 50 60 70 80 90 100
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
time instants
po
sit
io
n
(b) Estimation (blue) given by the standard SVO in a self-
triggered sensor update scheme.
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(c) Triggering occurrences at around 60% of the time instants.
Figure 7.13: Estimation conservatism and triggering frequency of the self-triggering strategy for NCS
using the standard SVOs.
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(a) Evolution of the position of the cart (black) and the estimation
(blue) of the standard SVO.
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(b) Estimation (blue) given by the Self-triggered SVO.
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(c) Triggering occurrences at half of the time instants.
Figure 7.14: Estimation conservatism and triggering frequency of the Self-triggered SVOs in comparison
with the standard SVOs.
SVOs whenever sensors updates were available. In this simulation, sensor updates are available
at every time instant and triggers mean that the standard SVOs were computed.
The results are shown in Figure 7.14. For the run depicted in Figure 7.14a, we have the
computed set-valued estimates in Figure 7.14b using the overbounding methods as aforemen-
tioned. A main difference is the introduced conservatism due to the ellipsoidal overbounding
method, which is worsen by propagating for all possible values of the disturbance and noise
signal. The triggering occurrences in this run were around 50% of the time instants as shown in
Figure 7.14c. The main conclusion from this simulation is that the self-trigger SVO can be seen
as an alternative to the traditional one especially in the cases where the disturbance and noise
signals have a small magnitude. When that is not the case, this example gives evidence that the
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Figure 7.15: Elapsed time in seconds of the computation of the estimates using the standard and
Self-triggered SVOs.
triggering frequency is high given that the set-valued estimates after a trigger are never of such
a small volume as to avoid a considerable increase in overhead.
Nevertheless, a Self-Trigger SVO can expand the class of systems to which the SVOs can
be applied. A special consideration is always systems that need to be discretized with small
sampling periods or real-time plants. In those cases, time constraints are of utmost importance
and place strict performance lower bounds on any potential technique. In Figure 7.15, the
computing time for the traditional and Self-trigger SVOs is depicted. The minimum computa-
tional time for the traditional SVO was 3.6× 10−2s in contrast with 1.6× 10−4s for the proposed
overbounding method, representing a decrease of two orders of magnitude. Thus, Self-triggered
SVOs can be employed for system with stricter time constraints as long as the full computations
at triggering times can be performed in between triggers, suggesting some future work in this
topic.
7.9 Conclusions
In this chapter, the problem of reducing the network load in a NCS was addressed resorting to
event- and self-triggered strategies. For this purpose, the concept of SVOs was used to provide
polytopes where the state is known to belong and the triggering condition is selected such that
the hyper-volume of the set-valued estimates does not grow. The algorithm does not impact on
the convergence of the estimates since when the estimates increase in size, a sensor update is
required to reduce the uncertainty in the estimates.
Following the study of triggering techniques, we provided similar event conditions to
determine when to run a full computation of the SVOs to find the polytope for the estimates or
compromise accuracy to gain in performance by giving low-complexity hyper-parallelepiped
and ellipsoidal overapproximations. These were obtained by introducing an algorithm to find
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a centrally symmetric polytope for the estimates. This was guaranteed to not deteriorate the
approximations and by performing a rotation, the case of polytopes defined with ill-conditioned
matrices, which can lead to arbitrarily bad approximations, was shown to introduce an error
factor that at maximum grows with the factorial of the state space.
The convergence of the proposed strategies was shown as long as the conditions for the
convergence of SVOs are satisfied by the system. In this chapter, it was presented a novel result
for convergence that generalizes an existing result in the literature by noticing that along the
directions associated with the rows of matrix C(·), the maximum size of the polytope is always
at most 2ν? and therefore is independent of the dynamics of the system.
The triggering frequency was studied and shown to depend on the maximum singular
value of the possible dynamics matrix and the minimum singular value of the matrix defining
the polytope, which measures the maximum norm of the previous estimation set. The case of
distributed systems was also addressed when the probability distribution for the dynamics
matrix is known for the cases where the expected value for the maximum singular value is
smaller, equal to or greater than one.
The work presented in this document suggests a natural course for future developments.
Two main avenues of research will be pursued: an extension of the described event- and self-
triggering techniques to other set-based methods and what additional results can be provided
for different set descriptions; and alternative optimization techniques that can be employed
to determine the next self-triggered time instant apart from generating all the ellipsoids and
checking whether they satisfy the triggering criteria.
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Conclusions and Future Directions
This dissertation addressed several problems within the scope of fault detection and isolation in
distributed system governed by stochastic selection of dynamics, alongside with developments
of the SVO framework to consider many issues that were still open. The main goal was to
create algorithms and develop tools that are distributed and enable Networked Control Systems
(NCSs) to be robust to faults.
For time-dependent networks, a fault-tolerant algorithm was designed to deal with crash-
type faults by introducing randomness in the nodes communication. It uses asynchronous
updates and unidirectional messages, working both for the broadcast and gossip interaction. The
thesis presents convergence results in stochastic sense and makes clear the connection between
convergence rate in the continuous and discrete time domains. Exploiting the dependence of
the expected value on the second largest eigenvalue of the probability matrix, a distributed
optimization is carried out using common steps for addressing separable variables.
The assumption of the network evolution being independent is dropped and the case of
social network is considered. A novel model is presented that aims at incorporating how people
interact to form an objective opinion regarding a topic. Different state-dependent network
dynamics are studied determining the impact on the convergence rate for the deterministic case.
Finite-time rates and the contribution of each agent to the final opinion is provided. The results
are meaningful for social media related topics and marketing campaigns, but also because they
can directly translate to control applications, namely those involving vehicles with wireless
communications.
Convergence in the presence of leaders or stubborn agents is another useful case which is
tackled in this thesis before introducing randomness to account for the asynchrony in people
interactions in the social context and to deal with network faults for the control version. In
some cases, by appropriately selecting the network parameters it is possible to obtain the
nodes converging to the average consensus which is somehow interesting for the applications
considered in the time-dependent case.
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Distributed systems can be modeled as uncertain Linear Parameter-Varying (LPV) systems
where the parametric uncertainty translate the fact that not all nodes know which group of
agents is communicating. By casting the problem as an LPV, a Set-Valued Observer (SVO) is
designed to perform fault detection or isolation of multiple faults and make the algorithm
tolerant to a broader class of faults, in the sense, that the impact of faults is limited and possible
to compute beforehand.
The class of stochastic faults where the fault is a possible dynamics of the system but its
probability distribution does not follow the one defined by the algorithm was also considered.
Resorting to the definition of α-confidence sets, the Stochastic Set-Valued Observers (SSVOs)
are introduced to construct a set where the state is known to belong with probability 1−α and
following the concept of testing whether the current measurements can be given by dynamics
that obey the model and its probabilities.
Building upon the use of SVOs and SSVOs for fault detection and isolation, an algorithm
for average consensus sharing estimates is given that, in finite-time, either returns the final
consensus value if no fault has occurred or detects it for some communication patterns. If that
is not the case, asymptotic convergence of the algorithm to the consensus value is proved.
The computational complexity of the SVOs and its application to plants that lose observabil-
ity due to having relative measurements is addressed by considering a left-coprime factorization
of the system. In doing so, the dynamics of the two subsystems can be made arbitrarily fast for
the observable LPV and dependent on the slowest unobservable mode for the detectable LPV
case.
Real-time applications or plants discretized with a small sampling period require strin-
gent constraints in the elapsed time taken by the SVOs to produce estimates. Event- and
Self-triggering conditions are presented to temporarily compromise accuracy to reduce compu-
tational complexity. The proposed criteria does not prevent the convergence of estimates or the
results for the standard case. Similarly, the SVOs are used to provide conditions to event- and
self-triggered NCSs where the main goal is to reduce the network usage by having less frequent
sensor updates.
The triggering frequency is addressed for the self-triggered case which also overbounds the
event-triggered solution. In real applications, it translates in the observer having no a priori
information about the variation of the parameters in the dynamics matrix. Focus is also given to
the setting where the expected value of the maximum singular value for the dynamics matrix is
known. In addition, the previous result requiring the system to be stable for having a bounded
growth on the size of the estimates is generalized and shown that the system can indeed have
unstable directions as long as they are compensated by the measurements.
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8.1 Future Directions
Several issues related to the problems that we have addressed remain open. In particular, future
research endeavors can be taken along the following directions:
• The SSVOs consider the stochastic information available regarding the dynamics matrix
since the uncertainty is in which node communicated. The tool can be generalized to
consider the probability distributions of various parameters and the signals in the system
to cope with a broader class of problems. Motivation for research in this direction includes:
computing the reliability metrics of not losing a file in a network where nodes are entering
and leaving; stochastic communications in Sensor networks; computing the probability
of losing a file in a Peer-to-Peer network; or a driver selecting a route and changing the
congestions load in a Traffic Network;
• Current SVO definition already regards the parameters in its equations but its information
is discarded since the estimation focuses on the state. A novel approach for performing
sensitivity analysis can be researched in order to assess how system parameters influence
the performance of the network. In particular, how the selection of device communication
range, switching-off policies, number of deployed sensors, concentration distribution, etc
affects a Sensor Networks lifetime and performance. Sensitivity analysis also plays a key
role in other network analysis problems, e.g. how to reduce the number of parameters in a
given network model, by finding the relevant ones;
• State estimation for state-dependent dynamics such as in the case of Social Networks.
Studying how to include only the combinations of dynamics that abide to the state-
dependent updating rule in the state estimation tools is of prime importance. Current
SVOs deal with time-dependent parameters by considering the worst-case that inherently
adds conservatism. The application of this family of tools would be manifold from the
social networks, to nonlinear algorithms with conditions or Traffic Networks where each
driver’s decision impacts on the probabilities of other drivers picking a different route.
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Appendix
For a Linear Time-Invariant (LTI) system of the form:
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) +Du(k),
where x(k) ∈Rn, u(k) ∈Rd and y(k) ∈Rm, the canonical Kalman Decomposition allows to write
the system in a new basis for the state such that the unobservable and uncontrollable modes are
separated from the controllable and observable ones.
Let us define the similarity transformation T for the state
x¯ := T −1x, T :=
[
Tco¯ Tco Tc¯o¯ Tc¯o
]
.
where:
• the columns of Tco¯ form a basis for the subspace C ∩UO,
• the columns of
[
Tco¯ Tco
]
form a basis for the controllable subspace C of the pair (A,B),
• the columns of
[
Tco¯ Tc¯o¯
]
form a basis for the unobservable subspace UO of the pair (A,C),
and
• matrix Tc¯o is chosen such that
[
Tco¯ Tco Tc¯o¯ Tc¯o
]
is invertible.
The system given by the Kalman decomposition given by the tuple (Aˆ, Bˆ, Cˆ, Dˆ) satisfies
Aˆ = T −1AT
Bˆ = T −1B
Cˆ = CT
Dˆ =D
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and matrices can be explicitly written as
Aˆ =

Aco¯ Ac× A×o¯ A××
0 Aco 0 A×o
0 0 Ac¯o¯ Ac¯×
0 0 0 Ac¯o

Bˆ =

Bco¯
Bco
0
0

Cˆ =
[
0 Cco 0 Cc¯o
]
Dˆ =D.
The format of the canonical decomposition leads to the conclusions:
1. the pair
([
Aco¯ Ac×
0 Aco
]
,
[
Bco¯
Bco
])
is controllable,
2. the pair
([
Aco A×o
0 Ac¯o
]
,
[
Cco
Cc¯o
])
is observable,
3. the triple (Aco,Bco,Cco) is both controllable and observable, and
4. the transfer function C(sI −A)−1B+D of the original system is the same as the transfer
function Cco(sI −Aco)−1Bco +D.
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