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Development of an algebraic-closure-based moment method for unsteady Eulerian simulations of particle-laden turbulent flows in very dilute regime Keywords: PDF method Moment approach Two-fluid model for DNS/LES RUM particle kinetic stress tensor a b s t r a c t
An algebraic-closure-based moment method (ACBMM) is developed for unsteady Eulerian particle simulations, coupled with direct numerical simulations (DNSs) of fluid turbulent flows, in very dilute regime and up to large Stokes numbers St K (based on the Kolmogorov timescale) or moderate Stokes numbers St (based on the turbulent macroscale seen by the particles). The proposed method is developed in the frame of a conditional statistical approach which provides a local and instantaneous characterization of the dispersed-phase dynamic accounting for the effect of crossing between particle trajectories which becomes substantial for St K > 1. The computed Eulerian quantities are low-order moments of the conditional probability density function (PDF) and the corresponding governing equations are derived from the PDF kinetic equation in the general frame of the kinetic theory of gases. At the first order, the computation of the mesoscopic particle number density and velocity requires the modeling of the second-order moment tensor appearing in the particle momentum equation and referred to as random uncorrelated motion (RUM) particle kinetic stress tensor. The current work proposes a variety of different algebraic closures for the deviatoric part of the tensor. An evaluation of some effective propositions is given by performing an a priori analysis using particle Eulerian fields which are extracted from particle Lagrangian simulations coupled with DNS of a temporal particle-laden turbulent planar jet. Several million-particle simulations are analyzed in order to assess the models for various Stokes numbers. It is apparent that the most fruitful are explicit algebraic stress models (2UEASM) which are based on an equilibrium assumption of RUM anisotropy for which explicit solutions are provided by means of a polynomial representation for tensor functions. These models compare very well with Eulerian-Lagrangian DNSs and properly represent all crucial trends extracted from such simulations.
1. Introduction
Overview: Lagrangian versus Eulerian approaches
Dilute particle/droplet-laden turbulent flows are of central importance in many industrial applications as, for example, in combustion chambers of aeronautic engines or recirculating fluidized beds in chemical engineering. The highly-turbulent unsteady nature of these mixtures, in most cases confined in complex geometries, increases the complexity of their predictions and the modeling is still a challenge nowadays. In order for a model to be appropriate, two requirements must be satisfied: (i) the approach must be sufficiently accurate for providing right predictions in such complex situations and (ii) it must be usable for real applications at industrial scale. In very dilute regime, and for mixtures of interest to this study, particles have size smaller or comparable to the smallest lengthscale of the turbulence and the volume fraction and the mass loading of the dispersed phase are small enough to neglect collisions and turbulence modulation. For these flows, for which a point-particle approximation applies, the EulerianLagrangian direct-numerical-simulation (DNS) approach is an uncontroversial accurate method. DNSs of the fluid turbulence are straightforwardly coupled with Lagrangian particle simulations by accurate interpolation of the fluid properties at the particle location (Riley and Paterson, 1974) . The Eulerian-Lagrangian DNS method does not require further modeling efforts and it is easy to implement in existing single-phase DNS codes. For this reason, it has been extensively used over the years and nowadays it is considered as a reference when experimental data are not available. However, this approach is unfeasible in most real cases and its http://dx.doi.org/10.1016/j.ijmultiphaseflow.2013.10.001 use unrealistic at industrial scale. For industrial applications the constraint is double: the computational cost of the DNS for such flows is prohibitively expensive; realistic industrial flow configurations involve a huge number of particles which, according to the Lagrangian method, have to be tracked separately with a consequent increase of computational costs. An alternative method for predicting unsteady turbulent particle-laden flows with a high level of accuracy is the Eulerian-Eulerian large-eddy simulation (LES) approach. This method seems indeed fulfill the two aforementioned requirements of high accuracy and reasonable computational cost (the reader is referred to Fox (2012) for a review about the LES approaches in multiphase flows).
In the Eulerian-Eulerian approach, the particles are described in an Eulerian framework as a continuous medium, and the twophase governing equations are solved separately but coupled through interphase exchange terms. In the literature, several successful Eulerian models have been proposed to predict the dispersion of particles when the turbulence is modeled by using Reynolds-averaged Navier-Stokes (RANS) methods. Among these, we recall the phase-averaging (Elghobashi and Abou-Arab, 1983; Chen and Wood, 1985; Zhou, 2010) and the probability density function (PDF) (Reeks, 1991; Simonin, 1991a; Zaichik and Vinberg, 1991) approaches. As pointed out by Balzer et al. (1996) , such PDF approaches are formally consistent with particulate Eulerian models based on the granular kinetic theory, which are extensively used in dense gas-solid flows when the particle dynamics is dominated by the particle-particle or the particle-wall collisions (see, e.g Gidaspow, 1994 ). In contrast, the unsteady (DNS/LES) Eulerian modeling of dilute particulate flows is a timely topic of research. In this paper we will focus on the unsteady Eulerian-Eulerian DNS approach as the baseline of the Eulerian-Eulerian LES approach (Moreau et al., 2010) . The modeling suggested by this work should not be confused with the aforementioned two-fluid RANS approaches. Some unsteady (DNS) Eulerian models available in the literature are instead recalled below.
A local Eulerian characterization of the dispersed phase was suggested by Maxey (1987) who using a Taylor expansion of the particle-motion equation in powers of Stokes number provided an expression for the particle-velocity field in terms of fluid velocity and its derivatives. In this approximation, only one equation for the particle concentration must be resolved and the dispersed phase would not require additional modeling. This approach was extended by Ferry and Balachandar (2001) in order to account for the added mass, Saffman lift and Basset history forces and evaluated by DNSs of homogeneous isotropic turbulence (HIT) (Rani and Balachandar, 2003) and homogeneous turbulent meansheared flows (Shotorban and Balachandar, 2006) . In the literature, it is often referred to as equilibrium Eulerian approach or fast Eulerian method. Successfully assessed for small particle inertia, this approach fails for Stokes numbers, based on the Kolmogorov lengthscale, St K , approaching unity (Rani and Balachandar, 2003; Shotorban and Balachandar, 2006 ). An alternative unsteady approach was suggested by Druzhinin (1995) who used a spatial average of the particle equations over a lenghtscale much greater than the particle diameter and of the order of the smallest lenghtscale of the flow. The resulting system of closed Eulerian equations for the particle volume fraction and the particle velocity was tested in DNSs of particle-laden circular vortex and HIT of bubbles and particles, in one-way and two-way coupling (Druzhinin and Elghobashi, 1998, 1999) . In the frame of the modeling of polydispersed flows, we also recall the multi-fluid method of Laurent and Massot (2001) , which assumes a monokinetic description of the particle velocity. Also these approaches are restricted to small particle inertia. For large Stokes numbers, alternative effective models are described in Sections 1.2 and 1.3.
An unsteady Eulerian approach for large Stokes numbers
Recently, Février et al. (2005) showed that in order for an Eulerian approach to be able to model the dispersed phase composed of particles having response times larger than the Kolmogorov timescale, it should account for the effect of crossing between particle trajectories. This effect involves many different velocities in the same volume of control violating the assumption of the uniqueness of the particle velocity distribution. By introducing a new operator of ensemble average over a large number of particle realizations conditional on a given fluid flow realization, local statistics of the dispersed phase may be derived in the framework of the conditional PDF approach. The novel conditional statistical approach (Février et al., 2005) , known as mesoscopic Eulerian formalism (MEF), is based on the idea that the particle velocity may be partitioned in two contributions: (i) an Eulerian particle velocity field, referred to as mesoscopic field, which is spatially correlated and shared by all the particles and which accounts for correlations between particles and between particles and fluid and (ii) a spatiallyuncorrelated particle velocity component, referred to as random uncorrelated motion (RUM) contribution, associated with each particle and resulting from the chaotic particles' behavior. In the Eulerian transport equations, the RUM contribution is characterized in terms of Eulerian fields of particle velocity moments; the larger is the particle inertia the more important is RUM. According to MEF, the assumption of the uniqueness of the particle velocity distribution is no longer a constraint since this model accounts separately for correlated and chaotic contributions which characterize the particle velocity property at large Stokes numbers. The existence of a spatially-uncorrelated velocity due to the crossing of particle trajectories was already pointed out by Falkovich et al. (2002) ; modeling this contribution is crucial in order for an Eulerian model to be effective in dilute regime. In the literature, MEF was used by IJzermans et al. (2010) and Meneguz and Reeks (2011) for characterizing the particle segregation by a full Lagrangian method (FLM) and by Gustavsson et al. (2012) who analyzed the relationship between caustics, singularities and RUM. Vance et al. (2006) used MEF to investigate the spatial characteristics of the particle velocity field in a turbulent channel flow with and without interparticle collisions. Simonin et al. (2006) compared such an approach with a two-point PDF method (Zaichik et al., 2003) , pointing out the ability of the latter to capture the behavior of the dispersed phase as modeled by the MEF decomposition. In this study, we will use the conditional PDF approach in the framework of a moment method and we will focus on the closures of the system of equations derived from.
The conditional PDF approach and the question of the closures
According to the conditional PDF approach (described in Section 2), the PDF kinetic equation is closed at the same level than the Lagrangian equation governing the discrete particle variables, such as the drag law formulation in the dynamic equation. Unfortunately, a closed kinetic equation for the PDF does not completely solve the closure problem since this evolution equation in phase space creates an infinite set of coupled moment equations in real space. So any finite set of moment equations has to be supplemented by closure models of the unknown moments written in terms of the computed ones. Depending on the closure, models may be provided by using a Grad's moment method (Grad, 1949) or by means of quadrature-based moment methods (QBMMs) or kinetic-based-moment methods (KBMMs) (McGraw, 1997; Marchisio and Fox, 2005; Fox, 2008; Fox et al., 2008; Desjardins et al., 2008; Passalacqua et al., 2010; Kah et al., 2010; Yuan and Fox, 2011; Vié et al., 2011; Chalons et al., 2012 ). Grad's, QBMM and KBMM approaches rely on a presumed PDF written in the phase space; mathematical arguments are then used in order to address the closure question. These methods are particularly interesting since their mathematical formulation of the problem does not require further efforts about the formulation of physical assumptions needed for modeling the closures. However, they may require a large number of moments in order to converge toward an accurate solution if the shape of the presumed PDF is not sufficiently close to that of the actual PDF, with the consequence that additional high-order-moment transport equations could be necessary. This would involve additional costs which must be considered when modeling fully unsteady three-dimensional turbulent flows in realistic configurations.
An alternative is to close the unknown higher-order moments by using algebraic closures derived by analogy with the kinetic theory or with turbulence models. Hereinafter, we will refer to this approach as ACBMM (algebraic-closure-based moment method). Contrary to QBMM/KBMM or Grad's methods, ACBMM is a semi-empirical model derived directly in the physical space. In isothermal conditions, Simonin et al. (2002) and Kaufmann et al. (2008) suggested an ACBMM in which the transport equations of the low-order moments (the particle number density and the particle mesoscopic velocity) are numerically solved. The second-order moment appearing in the particle momentum equation, the RUM particle kinetic stress tensor, is closed by solving an additional equation for its isotropic part and by using a viscosity assumption for the deviatoric part. The timescale involved in the viscosity modeling is the particle response time.
The appropriateness of such a closure is investigated by the present work. ACBMM has then been used to derive the Eulerian-Eulerian LES modeling (Moreau et al., 2010) in order to predict accurate unsteady particle-laden turbulent flows in more realistic situations as, for instance, in complex geometries (Riber et al., 2009) . Indeed, the originality of the ACBMM approach comes out in the framework of the LES modeling. Using the partitioning of the particle velocity in two contributions makes it possible to separate quantities which are intrinsically different as they stem from interactions with different scales of the turbulence. Moments of these contributions show different scaling laws when spatially filtered (Moreau, 2006) which means that they need to be modeled separately. Recently, MEF was extended to non-isothermal conditions and ACBMM used to model evaporating droplet-laden turbulent flows (Masi et al., 2011) .
Objective
So far, the ACBMM using the aforementioned algebraic closure based on a standard viscosity assumption has shown to be able to predict particle-laden HIT (Kaufmann et al., 2008) at moderate Stokes numbers, St K . In the meantime and while performing preliminary a posteriori tests (Riber, 2007) in meansheared flow conditions and large Stokes numbers, this approach failed. The reason must be sought in the failure of the viscosity assumption which is no longer able to predict the RUM stress tensor in such conditions. In very dilute regime in which the particle velocity distribution can be far from equilibrium, such an assumption seems indeed questionable, especially in the presence of a mean shear and large Stokes numbers. The aim of this work is to address the concern of the algebraic closure of the RUM stress tensor in order to enable ACBMM to successfully predicts the unsteady dispersed phase in mean-sheared turbulent flows and large Stokes numbers as well.
The manuscript is organized as follows. In Section 2 the unsteady Eulerian statistical approach and the local and instantaneous particle Eulerian equations are presented. At the first order, the equation system needs a closure for the RUM particle kinetic stress tensor. In order to provide such a closure, which relies on a relationship between the RUM and the particle rate-of-strain tensors, in Section 3 the two tensors are described and a previous analysis about their structure is recalled. Finally, several algebraic closures are proposed and presented in Section 4. They are developed by means of some techniques used in turbulence for closing the one-point second-order velocity moments. Eulerian-Lagrangian DNS and the methodology adopted for the a priori analysis are described in Section 5. From the Eulerian particle database extracted from the Lagrangian particle data, the closures developed by the present study are assessed. Results of the assessment are presented in Section 6. Summary and conclusions are given in Section 7.
Unsteady Eulerian statistical approach for the inertial dispersed phase
In this section, the conditional PDF approach (Février et al., 2005) as well as the local and instantaneous Eulerian equations of the dispersed phase are briefly presented; they will be used in the framework of the ACBMM approach.
The conditional PDF approach
The dispersed phase is described in terms of a conditional PDF. The statistical approach uses ensemble averages over a large number N p of particulate phase realizations H p , slightly differing in their initial conditions, conditional on one-fluid flow realization H f . According to this formalism, information concerning spatial and/or temporal correlations between particles are maintained. In dilute regime where there is neither turbulence modulation nor inter-particle interactions, the one-particle conditional PDF provides a complete description of the particle spatially-correlated motion. It is defined as f ð1Þ p ðx; c p ; t; H f Þ ¼ lim
with N p the whole particle number of any realization and W ðmÞ p ðx; c p ; t;
p ðtÞÞ the refined-grid density (Reeks, 1991) accounting for particles with centre x p located in the volume [x, x + dx] and translation velocity u p in [c p , c p + dc p ], at the time t. The mesoscopic average of any Lagrangian quantity g p (t) which can be written as a function of the particle velocity, 
From the latter it is possible to write the macroscopic particle properties, obtained by the standard ensemble averaging on turbulent two-phase realizations derived in the frame of the RANS approach (see, e.g. Simonin, 2000) as
which corresponds to the standard, i.e. no longer conditional, oneparticle PDF f ð1Þ p ðx; c p ; tÞ ¼ lim 
The macroscopic average G p (x, t) of any Lagrangian property g p (t) can be directly linked to the ensemble average of the mesoscopic variable on the fluid turbulent realizations as
where n p ðx; tÞ ¼<ñ p >. In the following, we shall use the simplified notation
The above equality is consistent with Eq. (3) 
The first contribution is a correlated continuous field shared by all the particles and written in an Eulerian framework, it represents the first-order moment of the conditional PDF, namely the mesoscopic particle velocitỹ
the second contribution is a random spatially-uncorrelated component, associated to each particle and defined along the particle path.
In the Eulerian equations, it is characterized in terms of Eulerian fields of particle velocity moments. The second-order moment of the conditional PDF is the RUM particle kinetic stress tensor dR p;ij ðx; tÞ ¼ hdu p;i ðtÞdu p;j ðtÞjx p ðtÞ ¼ x; H f i, whose trace is twice the RUM particle kinetic energy, 2dh p = dR p,ii . The third-order moment of the RUM is dQ p;ijk ðx; tÞ ¼ hdu p;i ðtÞdu p;j ðtÞdu p;k ðtÞjx p ðtÞ ¼ x; H f i. Defining the mean mesoscopic particle velocity as U p;i ðx; tÞ ¼ hñ pũp;i i=hñ p i ¼ hũ p;i i p , the Lagrangian velocity turbulent fluctuation associated to each particle may be obtained as u 0 p;i ðtÞ ¼ u p;i ðtÞ À U p;i ðx p ðtÞ; tÞ, and the partitioning written in terms of fluctuating contributions as well u 0 p;i ðtÞ ¼ũ 0 p;i ðx p ðtÞ; tÞ þ du p;i ðtÞ. Hereinafter, the contracted notation in Eq. (6) will be retained and used whenever defining macroscopic quantities from mesoscopic ones, i.e. mean mesoscopic quantities.
The local instantaneous particle Eulerian equations
In the framework of the moment approach, the transport equations of the moments of the PDF are obtained by analogy with the kinetic theory of dilute gases (Chapman and Cowling, 1939) . Without gravity, in isothermal conditions and mono-dispersed regime, when the particle-to-fluid density ratio is large, only the drag force needs to be taken into account and the PDF transport equation is written as @ @tf
The first term on the r.h.s. accounts for the effect of external forces acting on the particle. It is closed according to the same assumptions used for closing the Lagrangian particle equations (see, e.g. Zaichik, 1999 , and the particle Lagrangian description recalled in Appendix A). The last term in Eq. (9) accounts for the modification in the distribution function due to the particle interactions (collisions, coalescence). In very dilute regimes, it may be neglected provided that the typical collision time is much greater than the particle response time. Nevertheless, the formalism may theoretically include inter-particle collisions assuming that they do not directly induce spatial correlations in the particle velocity distribution. Local and instantaneous Eulerian equations are then obtained from Eq. (9) by multiplying by any function c(u p ) and integrating over the particle-velocity space. In order to account for non-linearities between fluid and particle properties, a mesoscopic particle response time is also introduceds p ¼< 1=s p jH f > À1 p where s p is the well known single-particle response time recalled in Appendix A. At the first order, the local and instantaneous dispersed phase is described by the evolution of the mesoscopic particle number density and velocity (Simonin et al., 2002) :
In Eq. (11), the first term on the r.h.s. accounts for the effects of the drag force and the second term is the transport due to RUM. At the second order, the statistical modeling leads to an equation for the RUM particle kinetic stress tensor (Moreau, 2006) :
In Eq. (12), the first term on the r.h.s. is the dissipation of the RUM stresses by the fluid drag. Second and third terms represent the production of RUM by mesoscopic velocity gradients; however, they may have local negative sign corresponding to an inverse energy exchange. The last term in Eq. (12) is the contribution to the transport by the third-order RUM correlation. System (10)-(12), represents an unclosed set of equations which requires the modeling of the thirdorder velocity moment in order to be used for predicting the local and instantaneous dispersed phase. As an alternative, the first order modeling (i.e. Eqs. (10) and (11)) may be used, provided that a closure for the RUM stress tensor is given. In this work, a first-order ACBMM is developed. Its success depends on the accuracy of the RUM algebraic closure.
The RUM particle kinetic stress tensor
The goal of this study is to provide a constitutive relation which makes it possible to write the RUM tensor as a function of known quantities. A quantity that seems to be appropriate for this purpose is the particle rate-of-strain tensor. In this section the two tensors are described and some important results of a previous analysis carried out on the structure of the tensors briefly exposed (further details may be found in Masi et al. (2010) ).
Analogy with the kinetic theory and RANS algebraic closures
The RUM tensor, dR p,ij , may be considered as the equivalent of the stress tensor in the Navier-Stokes (NS) equations, similarly derived by using the Boltzmann kinetic theory. It consists of an isotropic and a deviatoric parts:
By analogy with fluids, the isotropic part may be assimilated to a mechanical pressure and the deviatoric part to a viscous contribution. The isotropic part, involving the RUM kinetic energy dh p , may be obtained by an additional transport equation (Simonin et al., 2002) 
and only the deviatoric part needs to be modeled (in addition with the contracted triple velocity correlation dQ p,nnm for which closures are given elsewhere (Moreau, 2006; Kaufmann et al., 2008) ). In order to close the stress tensor in the NS equations, the wellknown hypotheses leading to formulate the constitutive relations for Stokesian and Newtonian fluids are formulated. To the general principles of determinism, indifference from the reference frame and local effect, a linear relationship between the stresses and the rate-of-strain tensor, for Newtonian fluids, is assumed. It may be supposed that the behavior of the dispersed phase (modeled as a continuum) is instead far from that of Newtonian fluids. If time-history and non-local effects could be disregarded as a first approximation, a linear relationship between the RUM and the particle rate-of-strain tensors seems instead inadequate. For the NS stress tensor, Chen et al. (2004) provided an analytical expression using a Chapman-Enskog expansion applied to the Boltzmann equation. They showed that the first-order approximation leads to the well-known constitutive relation for Newtonian fluids, while the second-order approximation leads to a ''non-Newtonian'' expression in which the stresses are related to a ''memory-effect'' term, represented by the Lagrangian derivative of the strain, and to non-linear tensorial terms. Assuming analogy between thermal fluctuations and turbulent fluctuations of the fluid (DNS versus RANS tensor), Chen et al. (2004) provided an expression for the Reynolds stresses accounting for the second-order approximation in the Chapman-Enskog expansion. It is noteworthy that this expression turned out very similar to the second-order turbulence models, encouraging the analogy between turbulent eddies and thermal fluctuations. Using a similar analogy for the dispersed phase, but in reverse (RANS versus DNS), linear and non-linear constitutive relations for the RUM tensor may be provided by means of algebraic closures which are derived by analogy with first-order and second-order approximation models in turbulence. However, the reader is cautioned against confusing the RUM particle kinetic stress tensor, which is local and instantaneous, with a Reynoldslike stress tensor, which is not. In this work, the non-linearity aspect of the constitutive relation will be emphasized.
RUM, anisotropy, and particle rate-of-strain tensors
The particle rate-of-strain tensor, S p,ij , represents the symmetric part of the mesoscopic particle velocity-gradient tensor which is defined as follows:
the deviatoric part of the strain, S Ã p;ij , accounts for shearing or distortion of any element of the dispersed phase while the isotropic part, 1 3 S p;kk d ij , accounts for contraction or expansion. The angular rotation of any element of the dispersed phase is then represented by the antisymmetric contribution of the particle velocity-gradient tensor, namely the mesoscopic particle vorticity tensor, X p,ij . Hereinafter, matrix notation will be frequently used. When associated with a tensor, bold notation denotes three-dimensional second-order tensors, curly brackets {Á} represent the trace, and the asterisk means traceless tensor. The inner product of two second-order tensors is then defined in a matrix notation as C = AB = A ik B kj = C ij , B 2 = BB and I is the identity matrix.
In order to study the structure of the deviatoric RUM, R ⁄ , and the particle rate-of-strain, S ⁄ , tensors the authors (Masi et al., 2010 ) used a local dimensionless parameter, s ⁄ , originally proposed by Lund and Rogers (1994) and employed by several authors involved in one-phase turbulent flow analyses (see, e.g. Tao et al., 2002; Higgins et al., 2003) . This parameter, originally called ''strain-state parameter'' and used to study the ''shape'' of the deformation caused by the fluid rate-of-strain tensor, may be used to investigate the structure of any traceless real and symmetric tensor giving local information about the relative magnitude of the tensor eigenvalues, reproducing information similar to that provided by the invariant Lumley's map (Lumley, 1978) but for local and instantaneous (not averaged) tensors. An important finding of the authors's analysis was to show that in very dilute regime the tensors R ⁄ and S ⁄ behave, in principal axes, as in a state of axisymmetric contraction and expansion respectively, regardless of the particle inertia. The state of axisymmetric expansion of S ⁄ (particle strain) was found to be the most probable among all the possible states of the tensor during the simulation. It is comparable to the state of axisymmetric expansion of the fluid rate-of-strain tensor (turbulent local and instantaneous strain); the latter observation is consistent with the study of Lund and Rogers (1994) who found the expansion the most probable state of the fluid strain in HIT. But most important, the authors showed that, in very dilute regime, the RUM tensor behaves as in a one-component state which represents the limit case of an axisymmetric contraction (based on the shape of the RUM tensor, implying that the smallest eigenvalues of RUM tend to zero). From a physical point of view, this means that the RUM agitation develops in one preferred (local and instantaneous) direction while it is damped in the others. In turbulent fluid flows, the one-component limit is the long-time asymptotic solution provided by the rapid distortion theory (Rogers, 1991) of a HIT submitted to a strong shear. Then, a redistribution of energy between the stresses is ensured by the action of the pressure-strain correlations. The authors conjectured that in very dilute regimes, where inter-particle collisions are negligible, the dispersed phase submitted to a strong shear develops anisotropy which achieves and preserves the theoretical asymptotic values of the one-component limit, as no redistribution between stresses is possible neglecting collisions. In contrast, accounting for collisions should introduce a new term in the RUM stress transport equation which accounts for a redistribution effect. In the frame of the Grad's theory, this term may be modeled (Simonin, 1991b) similarly to the return-to-isotropy Rotta's model developed for pressure-strain correlation in turbulent flows (Rotta, 1951) . For larger values of the solid volume fraction, the dispersed phase should move away from the one-component limit state as the collision frequency increases. This effect of redistribution by collisions has been clearly shown by Vance et al. (2006) in their numerical simulations of a fully developed particle-laden turbulent channel flow. From a modeling point of view, the one-component limit state is very helpful as, in this case, the eigenvalues of anisotropy are known with the consequence that also its invariants are. Indeed, according to Lumley (1978) , the eigenvalues of the (generic) anisotropy tensor
corresponding to the one-component limit state are
. The same applies for the local and instantaneous RUM particle anisotropy tensor which is defined as follows:
These information will be used for building some of the constitutive relations proposed in Section 4 and for an analysis purpose.
Modeling the deviatoric RUM particle kinetic stress tensor
This section is devoted to the modeling of the deviatoric RUM particle kinetic stress tensor. A brief description of existing algebraic closures is given and new algebraic closures are developed.
Local equilibrium assumption of the stresses
In order to close the deviatoric RUM tensor, an equilibrium hypothesis over the tensor components is first retained. The equation for dR 
This expression may be further simplified assuming light anisotropy; in this case the second-order approximation in Eq. (17) may be neglected and the expression turns into the well known viscosity-like model proposed, for the dispersed phase, by Simonin et al. (2002) . It may be reformulated in terms of a RUM viscosity as
where m t ¼s p dh p =3. Hereinafter, Eq. (18) will be referred to as VIS-CO model.
Viscosity-like model from axisymmetric tensors
The model presented in this section is based on the work of Jovanović and Otić (2000) originally proposed for turbulent flows. According to numerical observations (Masi et al., 2010) tensors are assumed axisymmetric with respect to a (same) direction and written in a bilinear form (Batchelor, 1946; Chandrasekhar, 1950) as
Defining the magnitude of the particle rate-of-strain tensor as S ¼ II 1=2 S , where II S = {S ⁄2 } is the second dimensional invariant of the tensor, the quantity A may be expressed as a function of S and used to re-formulate Eq. (19) as a function of the unique unknown quantity k i k j . The latter is then explicitly obtained and injected into Eq. (20) from which the deviatoric RUM stress tensor is obtained, provided that the magnitude of the anisotropy tensor is known (i.e. its second invariant). Further manipulations (detailed in Masi et al. (2010) ) lead to the expression
where III S = {S
⁄3
} is the third (dimensional) invariant of the particle rate-of-strain tensor. In the above model, the axisymmetry of the tensors, their alignment, and the one-component limit state of stresses are assumed. Under such assumptions, the sign of III S reproduces both positive and negative viscosities corresponding to an axisymmetric particle rate-of-strain tensor which moves from a configuration of expansion to contraction and vice versa. Contracting Eq. (21) by multiplying by the tensor S Ã p;ij gives an expression for the scalar quantity dR Ã p;ij S Ã p;ij which represents the production of the RUM kinetic energy by shear (corresponding to the deviatoric-RUM contribution of the first r.h.s. term in Eq. (14)) multiplied by À1=ñ p . This makes it possible to write dR Ã p;ij S Ã p;ij as a function of the second invariant of the particle rate-of-strain tensor, the RUM kinetic energy, both positive quantities, and the sign of III S . The correlation between the sign of III S and that of dR Ã p;ij S Ã p;ij will be investigated in Section 6. Hereinafter, the model (21) will be referred to as AXISY-C. For a comparison purpose, it will be also tested accounting for only a positive viscosity (negative sign into the model which represents the most probable sign), and the model referred to as AXISY.
Quadratic algebraic approximation
Assuming equilibrium of the components of the RUM stress tensor, as in Section 4.1, Zaichik (2009) suggested a model which, from Eq. (17), applies an iteration procedure invoking the isotropic approximation at the zero-order iteration (i.e. dR Ãð0Þ p;ij ¼ 0), assuming that ¼s p S is a small parameter. The first-order approximation is equivalent to the model suggested by Simonin et al. (2002) and recalled in Section 4.1, namely the model VISCO. The second-order approximation is obtained from Eq. (17) using the first-order approximation (18), leading to
According to Zaichik (2009) , Eq. (22) agrees with the second-order approximation obtained by solving the BGK form Bhatnagar et al. (1954) of the Boltzmann kinetic equation by means of a Chapman-Enskog expansion technique (Chapman and Cowling, 1939) . Chen et al. (2004) used such an expansion to obtain deviations from equilibrium at various orders of the Knudsen number ðKÞ. The latter was defined as the ratio between the turbulent time and a representative timescale of the mean field, and used as a small parameter in their perturbation expansion of the turbulent Boltzmann equation (similarly to the parameter of the Zaichik's model). The small parameter legitimates the use of a perturbation expansion around a state of equilibrium and defines the accuracy of the truncated approximate solution. In the model of Chen et al. (2004) , developed to provide high-order terms for the Reynolds stress tensor, the BGK equation is expanded neglecting only the terms due to the finite compressibility. In their second-order approximation, a term accounting for the Lagrangian time derivative of the rate-of-strain tensor appears, unlike the Zaichik's model. The difference is due to the fact that in the Zaichik's model the iteration procedure is applied to an equilibrium expression devoid of transport terms as a starting point, while in Chen et al. (2004) the differential operators included in the original transport equation are also expanded. The Lagrangian time derivative of the rate-of-strain tensor would make appear additional terms in the constitutive relation. This point will not be addressed in the frame of a quadratic algebraic approximation. Instead, an improved model which does not rely on neglecting transport terms in the stress transport equations and which contains additional tensors is developed by the next section. Hereinafter, Eq. (22) will be referred to as QUAD model.
Self-similarity assumption: 2UEASM models
Inspired from the well-known model suggested by Rodi (1972) for closing the Reynolds stress tensor in turbulence, an equilibrium assumption over the components of the RUM anisotropy is proposed. This model relies on the assumption that the RUM stress tensor is a self-similar tensor which means that its temporal and spatial variations are related to that of its trace. The self-similarity assumption leads to write
Using definition (16), the above relation is re-written as follows
Then, injecting Eqs. (12) and (14) into Eq. (24) yields
Finally, assuming equality between third-order correlations and rearranging some terms, the equation takes the form
The term within the parentheses represents the normalized (by 2dh p ) production of the RUM kinetic energy by shear and compression, which may be written as
fSg. Before tackling the problem of the solution of the system (26), the system is re-written in terms of anisotropy and particle rate-of-strain and vorticity tensors, by using definitions (15) and (16). Dividing Eq. (26) by 2dh p , subtracting the trace from both the l.h.s. and r.h.s. tensors and accounting for compressibility (the trace of S is not null), the equation takes the form
The system (27) is nonlinear and implicit since the production term (on the l.h.s.) also involves the anisotropy tensor, and because the system is expressed in terms of b ⁄ , as well as of S ⁄ and X. Eq. (27) is a novel implicit 2UASM closure for the RUM stress tensor. Hereinafter, all the models arisen from an explicit solution of this set of linearized equations will be referred to as 2UEASM models. It is worth of note that a hypothesis of self-similarity of the RUM stress tensor leads to an Eq. (26) devoid of drag dissipation terms. Indeed, as the dissipations in Eqs. (12) and (14) are linear terms, under a self-similarity hypothesis their contribution disappear. For this reason, the particle response time is no longer accounted for into the model. This result is extremely important as it shows that an assumption of equilibrium of anisotropy does not rely directly on the particle inertia. This finding will reveal a focal point of the modeling.
The problem of the explicit algebraic solution
Since a numerical solution of the implicit 2UASM closure (27) is not straightforward and may be computationally expensive, an explicit solution is sought. In this section we describe the explicit solution of the system assuming to be linear, tackling in a second time the problem of the linearization. Eq. (27) is rewritten as follows:
where
}) are the normalized traceless particle rate-of-strain and vorticity tensors, respectively. According to Pope (1975) , the anisotropy can be expressed by the form
which represents the linear combination of a set of non-dimensional independent, symmetric and deviatoric second-order tensors T 1 , using scalar coefficients G 1 which are functions of the invariants of S + and X + . Using the Cayley-Hamilton theorem, Pope (1975) showed that a set of ten (1 = 10) tensors T 1 needs to form an integrity basis Spencer (1971) in order to express every symmetric deviatoric second-order tensor formed by S + and X + . The ten tensors are recalled in Table 1 . Concerning coefficients G 1 , Gatski and Speziale (1993) gave the general solution for fully three-dimensional flows involving ten coefficients. They are functions of the five invariants
According to Eq. (29), the resulting solution is fully explicit and its implementation straightforward. The use of the complete ten-tensor basis is referred to as 3D form of the model. As an alternative, a two-dimensional approximation using only a three-tensor basis may also apply for three-dimensional flows. Two-dimensional flows are mean-quantity free in one of the three directions. According to Gatski and Speziale (1993) , in that case only three tensors are needed as integrity basis, which are T 1 , T 2 , T 3 . Moreover under the two-dimensional assumption the invariants g 3 and g 4 are zero and g 5 is equal to 1 2 g 1 g 2 . The resulting 2D expression is
Eq. (31) is easier to handle than Eq. (29) when the denominator vanishes and singularities appear (details may be found in Gatski and Speziale (1993) ). A regularization procedure is indeed available for the 2D form (Gatski and Speziale, 1993) while, to the best of our knowledge, no regularization procedure exists for the fully three-dimensional solution because of its cumbersome form. In our case, because of the assumptions detailed in Section 4.4.2, no regularization procedure is necessary. In the literature of turbulent fluid flows, explicit solutions of an equilibrium anisotropy assumption are often referred to as EASM (as explicit algebraic stress models) or EARSM (as explicit algebraic Reynolds stress models). In the past decades, several studies on the theoretical and numerical aspects of these models have been carried out; an overview may be gained from the works of Pope (1975) , Rodi (1976) , Taulbee (1992) , Speziale and Xu (1996) , Girimaji (1997a) , Wallin and Johansson (2002) , Weis and Hutter (2003) , Gatski and Wallin (2004) , Grundestam et al. (2005) in which many different aspects of the modeling have been addressed as, for example, non-equilibrium flows, invariance from the frame of reference, numerical methods. This bibliography is clearly not exhaustive, but it is enough to understand the multitude of questions arisen from the EASM approaches. Concerning an analogous formulation for modeling the local deviatoric RUM particle kinetic stress tensor in the framework of an Eulerian approach for the dispersed phase, no literature exists. This is why we stay on the simpler original idea on which the approach is based, leaving as a perspective the handling of more sophisticate aspects of such models. Table 1 The integrity basis for fully three-dimensional flows.
Modeling the non-linearity Unfortunately, the explicit solution procedure described in Section 4.4.1 does not address the concern of the system linearization. Indeed, Gatski and Speziale (1993) needed to add further assumptions to express their analogous term P/, evoking equilibrium for homogeneous turbulent flows which leads to set P/ as a constant. Similarly, in order to use this method, we need an expression for the term À2{b ⁄ S ⁄ }. As recalled in Section 3, a previous analysis about the structure of the tensors showed that R ⁄ and S ⁄ are both axisymmetric, behaving as in a one-component limit and as in axisymmetric expansion (as most probable state), respectively. In this case, the eigenvalues of RUM anisotropy are
and that of the rate-of-strain tensor are k 1 = À2S k , k 2 = k 3 = S k where S k is the largest eigenvalue of S ⁄ . Then assuming alignment between tensors and between axisymmetric directions, the contracted product b 
This term is invariant by definition, hence it may be used in any coordinate system. Injecting Eq. (32) into the fully 3D form (29) or into the 2D form of the model (31), the system is then linearized and a solution may be explicitly obtained. While there is no mathematical guarantee that singularities do not occur in the 3D solution, we can demonstrate that in our case, in which tensors are normalized using Eq. (32), the 2D form is always nonsingular. Indeed, writing the denominator D = 3 À 2g 2 + 6f 2 using the quanti-
which explicitly account for the sign of the invariants, in the limit case in which f 2 is zero, otherwise it is always greater than zero because positive, it should be g 2 < 1.5 in order to avoid that D vanishes. Computing g 2 = g 1 from the normalized tensor S + , it is clear that this condition is always accomplished. Therefore, stable solutions may always be obtained using the linearized explicit 2D-form of the system, Eq. (31), in conjunction with approximation (32). In this study, only the 2D-model predictions will be presented and referred to as 2UEASM1 model. Indeed, results from the 3D form of the model have shown that no improvement is obtained when the full-tensor basis is used in conjunction with the approximation (32). The 3D form is therefore discarded.
An explicit solution accounting for the non-linearity
In the literature of turbulent fluid flows, fully-explicit and selfconsistent solutions directly accounting for the nonlinearity were suggested, for example, by Girimaji (1996) and Wallin and Johansson (2000) . In the framework of the two-dimensional approximation, these two techniques lead to the same solution. However, the technique of Wallin and Johansson (2000) additionally provides a three-dimensional form of the model and it is thus retained in this study. Originally conceived for the turbulence equations, it is here applied to our 2UASM model (27) . In order to facilitate the reading, we will use the same notation as in Wallin and Johansson (2000) . According to the Wallin & Johansson's notation, the dispersed-phase anisotropy equation is written as
where N, by analogy with Wallin and Johansson (2000) , is defined as N = A 3 + A 4 (À{b ⁄ S + }), and S + and X + are the dimensionless (by the quantity II 1=2 S , for example) particle rate-of-strain and vorticity tensors (note that dimensional tensors may also be used; in that case dimensional invariants have to be employed). Comparing the systems (27) and (33) (33) . This leads to formulate the ten coefficients as a function of N and the latter becomes the only unknown term which needs to be solved. The ten scalar coefficients are functions of the five invariants (30). For fully three-dimensional flows, the solution gives a sixth-order polynomial in N, which is complex to handle. Alternatively, a two-dimensional solution, consisting in a third-order polynomial in N, may be retained and used in both the 2D and 3D forms of the model. The latter may be considered as an approximate 3D solution and it will be referred to as 3D-A. In very dilute regime in which A 3 is zero, the third-order polynomial is depressed to a pure quadratic equation as follows
For fully-three dimensional flows the ten coefficients provided by Wallin and Johansson (2000) are recalled in Table 2 where Q is
Instead, according to the two-dimensional approximation the coefficients become
For both the 2D and 3D forms, an explicit solution for the anisotropy tensor is finally obtained inserting coefficients (36) and Table 2 , respectively, into the tensor polynomial expression (29), using the integrity basis in Table 1 . However, only the 2D form of the model ensures nonsingular solutions. Indeed, injecting Eq.(34) into the definition of the denominator (36), it is clear that Q never vanishes if g 1 -0. Examinations of Eq.(34) leads to conclude that as g 2 is always negative, the polynomial admits real solutions only for
. In order to use this model, local negative values of the discriminant will be set to zero. The legitimacy of such an approximation will be checked in Section 6. Alternatively, one could assume dilute rather than very dilute regime. The latter implies that the inter-particle collision time is much larger than the particle relaxation time, so that collisions may be neglected. If the two timescales are instead of the same order of magnitude and the volume-fraction rate is small (a p 6 0.01), the regime can still be considered as dilute, i.e.no modulation of the turbulence by the presence of the particles occurs, but collisions should be taken into account. In this case the model coefficient A 3 is no longer zero, as it accounts for the effects of collisions on the anisotropy, and N is found as the solution of a third-order polynomial. This concern is not addressed by the present study as we assumed very dilute regime. Concerning the sign of Table 2 Coefficients associated to the integrity basis.
N, the following considerations are done. According to the twodimensional approximation, the general representation of the three-dimensional anisotropy tensor is
Multiplying the latter by the particle rate-of-strain tensor and taking the trace by invoking the two-dimensional property for cubic terms leads to writeb (Girimaji, 1996) . According to the definition of the production of the RUM kinetic energy by shear, À{R ⁄ S ⁄ }, and to the expression of G 1 (36), in the simplest case N should be taken as positive. In this study both the 2D and the 3D-A forms will be assessed. For both we will use the same second-order polynomial in N (34). Hereinafter this model will be referred to as 2UEASM2.
Model correction
In Sections 4.2 and 4.4.3 it has been shown, with restriction to two-dimensional flows, that a reverse sign in the energy exchange is related to the sign of the coefficient G 1 which is the same of the scalar quantities {R ⁄ S ⁄ } and {b ⁄ S ⁄ }. This sign was shown to be negative in turbulence, in the domain of the applicability of the ''weakequilibrium'' assumption (Girimaji, 1996) . Instead, for the dispersed phase interacting with turbulent flows, it is usual to have a reverse exchange of energy from the RUM to the mesoscopic contribution (Moreau et al., 2010 ) which corresponds to a reverse sign of the first-order approximation coefficient. The model 2UEASM1 cannot predict such a state since the term {b ⁄ S ⁄ } is modeled in that special case in which the two tensors R ⁄ and S ⁄ behave as in axisymmetric contraction and expansion respectively (negative sign) being observed as the most probable state. The models 2UEASM2 admits instead both positive and negative signs of G 1 since the solution is obtained by means of a polynomial in N which is depressed to a pure quadratic equation. As we have no additional information, we first choose the most probable sign on the base of the above considerations. In Section 4.2 it has been shown that the sign of the third invariant of S ⁄ may be used to reproduce a reverse sign into model AXISY in that special case in which this is due to a change of state, from expansion to contraction, of the particle rate-of-strain tensor. In this section we will use the same quantity for modeling reverse energy exchanges in 2UEASM models. Its pertinence will be checked in Section 6. Accounting for the correction, Eq. (32) corresponding to the model 2UEASM1 is replaced by
S , and the quantity N (34) corresponding to the models 2UEASM2 by N ¼ Àsignðg 3 Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2g 1 þ 2g 2 p .
III S and g 3 are dimensional or dimensionless invariants, depending on the model. Besides the model AXISY, also 2UEASM1 and 2UEASM2 will be assessed with and without correction. When accounting for the correction, models will get the notation -C.
Characteristic timescale analysis
In Section 4.1 the viscosity model VISCO was recalled. This model assumes that the deviatoric RUM and the particle rateof-strain tensors are related by a linear relationship through an eddy viscosity which uses the particle relaxation time as a typical timescale. This assumption may be compared to the fundamental hypothesis of the kinetic theory of dilute gases which is at the origin of the constitutive relation for Newtonian fluids. It involves the molecular motion adjusts rapidly to the change imposed by the local strain. Hence, for similarity, the basic assumption from which the viscosity model arises is violated when the ratio between the particle relaxation time and the mesoscopic strain timescale is large, i.e.s p S > 1. This ratio is classically referred to as Knudsen number. The question about the domain of validity of a local eddy-viscosity assumption for large values of such a number, was already raised by Sakiz and Simonin (1998) and Simonin et al. (2002) . In fact, when the strain is high, models which use the particle relaxation time as a typical timescale have little chance to work, in particular at large particle inertia. In order to address the question of the timescales, the two viscosity models presented in this manuscript are here compared. The models VISCO and AXI-SY are, respectively,
It is easy to recognize that the difference resides in the two different timescales used by the models, that iss p =3 versus II 1=2 b =S. In the onecomponent limit state, the relation between the times may be rewritten as
showing that VISCO and AXISY are viscosity-like models using two different timescales F ðs p Þ and F ðS À1 Þ, respectively. The 2UEASM models, arisen from an assumption of equilibrium of anisotropy, also use F ðS À1 Þ as a typical timescale. It should be noted that these models are independent of the quantity which is used for the nondimensionalization of the tensors. Their timescale is characterized by the dimensional term j2{b ⁄ S ⁄ }j À1 which is $S À1 in axisymmetric sheared flows. Finally, the quadratic approximation QUAD is characterized by the particle response time F ðs p Þ. As discussed in the introduction of this section, models which use F ðs p Þ have little chance to work at high Knudsen numbers. This is why an alternative quadratic approximation using F ðS À1 Þ is suggested and presented in Section 4.7.
''Rescaled'' quadratic algebraic approximation
Eq. (38), which relates the timescales of the two viscosity models, is here used to construct a new non-linear viscosity model based on the derivation proposed by Zaichik (2009) and presented in Section 4.3. Replacings p with the new timescale and applying the same iteration procedure for which the second-order approximation is obtained by using the first-order approximation, the new model takes the form
If the particle inertia is not small enough, the assumption of small parameter ¼s p S allowing to justify the expansion procedure is no longer valid. Accounting for the new timescale makes it possible to extend the range of applicability of the model. The above expression, at the first order, leads to the viscosity model AXISY if the one component limit state and a positive viscosity are used. Eq. (39) written in term of anisotropy, using dimensionless (by II
The latter has the same form as the 2UEASM models previously presented (asterisks are kept here to distinguish the traceless dimensionless tensor S ⁄+ from the trace of the non-traceless dimensionless tensor {S + } appearing in this equation). Indeed, comparing the rescaled quadratic approximation developed in this section with the two-dimensional approximation of the explicit solution given in Section 4.4.3 leads to write G 1 = À[(2/3) 1/2 À 2/ 3{S + }], G 2 = À1 and G 3 = 2. However, it should be noted that in order to be consistent with the anisotropy-equilibrium assumption and the non-dimensionalization of the tensors by II 1=2 S , the above coefficients should be divided by 2. In such a case, Eq. (39) would be a particular case of the 2D form of 2U EASM2. The assessment of the model have shown that a coefficient 0.5 is indeed appropriate. Hereinafter, Eq. (39) divided by 2 will be referred to as QUAD-MOD.
A summary of the models investigated by the present study, including their main assumption, characteristic timescale and treatment of the reverse energy exchange is given in Table 3 .
5. Numerical simulations: Eulerian-Lagrangian DNS for building the particle Eulerian database Fig. 1 is a stylized picture showing the numerical configuration used in this study. The slab is a temporal turbulent planar jet laden with small and heavy particles (Vermorel et al., 2003) . The simulation domain is a cube of length size L box = 2pL ref and mesh composed of 128 3 or 256 3 cells, depending on the simulation. The initial gas velocity has hyperbolic-tangent mean profile supplemented with statistically homogeneous and isotropic velocity fluctuations. The fluid initial set up is summarized in Table 4 . The turbulence is initialized by a Passot-Pouquet spectrum (Passot and Pouquet, 1987) setting the energetic lengthscale to Le = 0.0637L box . A certain amount of experimentations led to chose this value. Results showed that larger values of Le lead to a decaying turbulence. Instead, the energetic lengthscale employed in this study, being it close to the large scales of the turbulent jet, makes it possible to develop additional turbulent velocity fluctuations from the mean shear. As a consequence, at the end of the simulations, in the high-shear zones of the jet, the intensity of the turbulence is doubled. For the 128 3 DNS, at the final time, the Reynolds number based on the turbulent dissipation lengthscale, The sample size N S approximates the statistical population of particles over all the particle realizations H p conditional on one given flow realization H f (Kaufmann et al., 2008) . The larger is the sample size the more accurate is the approximation. Numerical simulations are performed using the Eulerian-Lagrangian NTMIX3D-2U code. This code solves the compressible NS equations in dimensionless form by a third order Run- Table 3 Summary of the models investigated by the present study and their main assumption, characteristic timescale and capability to reproduce reverse energy exchange. The linear/ nonlinear nature of the constitutive relations is defined in terms of particle velocity gradient. 2UEASM2 is also tested using the 2D approximation for N together with a tentensors basis (referred to as 3D-A solution). Fig. 1 . Stylized picture of the particle-laden slab by Vermorel et al. (2003) . 
ge-Kutta time stepping and a sixth-order compact finite-difference scheme on a Cartesian grid (Lele, 1992) . The Lagrangian particle tracking is ensured by a third order Runge-Kutta scheme. The interpolation of the turbulent fields at the particle location is performed by a third-order Lagrange polynomial algorithm. Periodic boundary conditions are applied to both the carrier and the dispersed phase in all the directions due to the contained jet expansion. The computations are parallelized using three-dimensional domain decomposition and message passing. Eight EulerianLagrangian 128 3 DNSs are carried out. The point-particle Lagrangian approach used in this study is described in Appendix A. Simulations correspond to a Stokes number, St, ranging between $0.1 and $10, computed over a characteristic macroscale of the turbulence seen by the particles T f@p (Deutsch and Simonin, 1991) . Only one 256 3 DNS is instead performed and it corresponds to St of about unity. The technique employed for estimating the Stokes numbers as well as the definition retained in this study are given in Appendix B. For all the simulations the particle diameter is set to d p = 0.0005L ref and the particle-to-gas density ratios is chosen such to obtain the wished Stokes numbers. From such deterministic simulations, a particle Eulerian database is obtained using the projection procedure suggested by Moreau et al. (2010) , Kaufmann et al. (2008) . The ''exact'' particle Eulerian fields are then used for an a priori analysis purpose.
Results of the a priori analysis
The analysis presented in this section, and in general when not mentioned, refers to the 128 3 DNSs; results corresponding to the 256 3 DNS are shown in Appendix C. Statistics are computed, using the Eulerian database, over all the planes of the slab; however, for the sake of synthesis, results are shown for that planes considered representative of the jet and referred to as ''the centre'' and ''the periphery''. The former corresponds to the plane in the middle of the box (y = 0), the latter represents a portion of the slab located in the upper (lower) part of the box, of y (dimensionless) coordinates ranging between 0.6 and 0.8 (À0.6 and À0.8) being y = ±0.8 the periphery of the jet at the initial time. This portion of the slab is chosen in order to ensure particle sample sizes large enough to provide accurate statistics. Results which are shown as a function of the Stokes number are computed by averaging Eulerian fields over planes and over the six last times of each simulation. Times are shown as a function of T r f @p which represents the timescale of the turbulence seen by the particles of a simulation of reference (St $ 1, as explained in Appendix B). The analysis is performed at both tensor and scalar levels (Clark et al., 1979) . At the tensor level, the assessment is made over each component of the deviatoric RUM by comparison between actual and modeled mean profiles computed by density-weighted averaging the Eulerian fields over the homogeneity planes of the planar jet. At the scalar level, the models' accuracy is evaluated through the assessment of the predictions of the RUM kinetic energy production (14). This term accounts for both the productions by shear and compression. As only the deviatoric-RUM closures are investigated, the only contribution by shear is retained. The latter is referred to asñ p P Ã RUM . Splitting in mean and fluctuating velocity-gradient contributions, it is
The quantityñ p P Ã RUM is initially chosen for assessing the models. Its right prediction is of extreme importance as the mechanisms of inter-particle collision and coalescence are functions of the local amount of the RUM kinetic-energy intensity which relies oñ n p P Ã RUM . However, an analysis carried out by Février et al. (2005) and the authors has shown that only the turbulent-velocity gradient contribution,ñ p P Ã0 RUM , is responsible for the energy transfer from mesoscopic to the RUM component and that, in addition, its local magnitude prevails on the mean-velocity gradient contribution. For this reason,ñ p P Ã0 RUM needs to be carefully evaluated. Indeed, a kinetic-energy transfer rate which is badly predicted may dramatically affect the numerical simulation. For example, an overestimation could give rise to re-laminarization phenomena as that observed by Riber (2007) when performing Eulerian-Eulerian simulations of a mean-sheared particle-laden turbulent jet. For this reason, the models will be assessed over the quantityñ p P Ã0 RUM as well. At the scalar level, the accuracy of each model is evaluated by means of correlation coefficients computed between actual (A) and modeled (M) quantities as
and by the magnitude ratio between actual and modeled mean quantities M (A,M) = hAi/hMi (where brackets denote averages over xz-planes).
The latter represents an ideal multiplicative coefficient which should be accounted for into the model in order to predict the exact mean magnitude. Point-wise functions, as PDFs, are also used for the investigation of the model accuracy.
Approximation of complex solutions in 2UEASM2 and model correction
Through the a priori analysis, we first investigate the legitimacy of the assumption used in Section 4.4.3. In that section we developed a model, 2UEASM2, as an explicit solution of the novel implicit and non-linear equation system (27). 2UEASM2 was obtained Fig. 2 . Average of the quantity g 1 + g 2 conditional on g 1 , for the simulation corresponding to St $ 3, at the centre (left) and at the periphery (right) of the jet, at the time
using a technique (Wallin and Johansson, 2000) which involves the solution of a polynomial in N which, in absence of collisions, reduces to the pure quadratic equation N 2 = 2g 1 + 2g 2 . In order to ensure real solutions, we introduced the approximation N = 0 in correspondence of (g 1 + g 2 ) < 0. Fig. 2 shows the average of (g 1 + g 2 ) conditional on the invariant g 1 , over two planes of the slab, for the simulation corresponding to St $ 3. Results indicate that negative values involving complex solutions are mainly concentrated in zones where the two invariants g 1 and g 2 are very small and the approximation N = 0 is therefore legitimate. Second, we check the appropriateness of the sign of the third invariant III S introduced in Sections 4.2 and 4.5 (and referred to as ''correction'' -C) in order to enable the models AXISY, 2UEASM1 and 2UEASM2 to predict reverse energy exchanges. The pertinence of the correction is evaluated correlating the sign of the third invariant III S with the sign of the quantity {b ⁄ S ⁄ } by using the conditional average. Results of the simulations corresponding to the Stokes numbers St $ 2 and St $ 7 are displayed in Fig. 3 . A strong correlation between the signs of the two quantities is found, which motivates the use of the correction in the models.
2D versus 3D-A 2UEASM2
Before to assess all the models by comparing their predictions, 2D and 3D-A forms of 2UEASM2 are investigated. For the sake of brevity, only the corrected model is presented and only at the tensor level over the main components. Fig. 4 shows the mean profiles of the normal, dR Ã p;11 , and the shear, dR Ã p;12 , components of the deviatoric RUM for the simulation corresponding to St $ 1, as an example. The two components are assessed using both the 2D and the 3D-A forms of 2UEASM2-C. Results show that despite the improvement of the predictions obtained by using the threedimensional approximation, the latter cannot ensure stable solutions since local singularities occur. Such singularities are due to the local null values of the denominator Q (Eq. (35)) involved in the definition of the ten coefficients (Table 2 ) which multiply the integrity basis composed of the ten tensors recalled in Table (1) . In order to use the 3D-A form of the model, a regularization procedure or additional approximations are necessary. This concern is not addressed by this study as the 2D form gives satisfactory results. It is conjectured that when in the presence of a mean shear, the local agitation may be larger in the streamwise direction with respect to the others and this may explain the success of a 2D assumption. However, it should be stressed that the dispersed phase is locally fully three dimensional since the particle fields are non-null in all the three directions. An effort on the modeling for improving predictions in three-dimensional flows could be very effective. In turbulent flows, a 3D approximation using a ten-tensor basis together with an approximate anisotropy equation was derived by Wallin and Johansson (2000) . They used argument about the value of the coefficients multiplying high-order terms in the anisotropy equation in order to neglect one of them as already suggested by Taulbee (1992) . In the dispersed phase where the anisotropy equation is devoid of variable coefficients, a similar approximation needs an analysis of the influence of each term on the predictions in order verify the legitimacy of an approximate anisotropy equation. An alternative 3D approximate solution could be derived using an incomplete tensor basis including cubic or quartic terms combined with the full anisotropy equation. Moreover, alternative techniques of derivation of an explicit solution using an incomplete basis, as a Galerkin method (Jongen and Gatski, 1998) or a least-squares method (Grundestam et al., 2005) could be adopted. This concern represents a challenge and is left to a future work. Hereinafter, 2UEASM2 (with or without correction) will refer to the 2D form of the model.
Tensor-level model assessment
A first assessment of the deviatoric-RUM models developed by the present study is given by comparing actual and modeled mean profiles corresponding to the numerical simulation St $ 3. In fact, as these results are found scarcely affected by the particle inertia at tensor level, the selected numerical simulation gives valuable information which may be reasonably generalized to all the Stokes number simulations (differences between Stokes-number predictions are mainly found on the shear component, not shown). Fig. 5 (a) displays the predictions obtained using the linear models VISCO, AXISY and AXISY-C. Results show the inability of these models to reproduce the normal stresses. AXISY gives even worse results than VISCO. The use of the correction, i.e. AXISY-C, certainly improves the predictions of the normal stresses but does not remove this deficit. Further, the shear stress results to be slightly underestimated by AXISY-C. Nevertheless, it is worth of note that the two axisymmetric models reproduce decisively better the shear component with respect to VISCO which largely overestimates it. The poor predictions over the normal stresses of the axisymmetric models are a manifestation of the limits of an axisymmetric assumption for particle rate-of-strain tensor. Contrary to the RUM tensor for which the one-component limit behavior is found decisively prevalent (as also proved by the magnitude of the normal deviatoric RUM components), an axisymmetric configuration for the particle rate-of-strain tensor is instead one of the local and instantaneous state, even if the most probable, among the others observed by numerical simulations. Other states, as the plane shear, cannot accurately support a linear relationship for the dispersed phase. Predictions from the quadratic approximations are given by Fig. 5(b) . Here, the mean profiles of QUAD are shown multiplied by a factor 0.05. Results indicate that this model hugely overestimates (of about two orders of magnitude) the stresses at any level. It is conjectured that the particle relaxation time does not represent the correct timescale in the constitutive relationship which uses the particle rate-of-strain tensor as a basis. As already discussed in Section 4.6, models which use F ðs p Þ as a timescale may only be effective for Knudsen numbers smaller than unity and they cannot be used at large particle inertia. The inappropriateness of the timescale is more evident in QUAD than in VISCO because the former uses powers of s p in the series expansion. QUAD-MOD is the proof of such a conjecture. This model, which uses F ðS À1 Þ as the timescale, slightly overestimates the shear component reproducing very well the normal stresses. Results of the predictions obtained using the models which arise from a similarity assumption, i.e. 2UEASM, are displayed in Fig. 5(c and  d) . Examination of these figures shows that 2UEASM1 underestimates the magnitude of all the deviatoric-RUM components and that the use of the correction only slightly improves the predictions. Satisfactory results are instead provided by 2UEASM2 (Fig. 5(c) ) in particular when the correction is used (Fig. 5(d) ). It is worth of note the excellent agreement between the components of modeled by 2UEASM2-C and actual stresses. As a further evidence of the excellent performance of this model, mean profiles are assessed for the simulation corresponding to St $ 7 and results shown by Fig. 6. 6.4. Scalar-level model assessment overñ p P Ã RUM Fig. 7(a) shows the models' assessment at the scalar level over the quantityñ p P Ã RUM . Fig. 7(b) shows the assessment of that models which use the correction introduced in Section 4.5. Both the figures display correlation coefficients computed as detailed above. Comparing VISCO to AXISY (or QUAD to QUAD-MOD), arising from the same formalism but using two different timescales, no large differences are found in terms of correlation coefficients. Instead, strong differences are found when comparing linear models (VISCO and AXISY) to non-linear models (QUAD and QUAD-MOD). QUAD and QUAD-MOD provide higher correlation values, scarcely affected by the particle inertia. QUAD-MOD gives even better results corresponding to correlation coefficients as well as or larger than 0.9. Instead, the accuracy of VISCO and AXISY decreases as the particle inertia increases, leading to very poor correlations at large Stokes numbers. It is conjectured that such a decrease of the model accuracy as the particle inertia increases is mainly due to the increasing of the reverse energy exchange from the RUM to the mesoscopic contribution rather than to a failure in the alignment assumption. Linear models which use a positive viscosity cannot indeed predict such reverse energy exchanges and they are doomed to fail at large Stokes numbers. The evidence of such a conjecture is given by the predictions of the linear model which uses both positive and negative viscosities, namely AXISY-C (Fig. 7(b) ). Its results appear quite insensitive to the particle inertia. Concerning the 2UEASM models, results indicate that globally they give satisfactory predictions and that, as expected, 2UEASM2 performs better than 2UEASM1 since it represents a self-consistent explicit solution of the 2UASM closure (Eq. (27) ). It is noteworthy the agreement of these models with the actual local quantity when the correction is used. Among all the models, 2UEASM2-C is that which best reproduces the local production of the RUM particle kinetic energy. Its results are excellent and give correlation coefficient close to unity (perfect agreement). In Fig. 8 , the magnitude ratios between actual and predicted mean productions, < P Ã RUM > p , are displayed. Looking at the results, the differences between models are surprising. Models VISCO and QUAD which are based on the particle relaxation timescale F ðs p Þ, dramatically loose their ability to predict the good magnitude of the mean production when the particle inertia increases; comparing the largest with the smallest Stokes-number simulation, a decrease up to three orders of magnitude is observed. This great variability makes these models not adequate to predict the RUM agitation, in particular when in the presence of a locally varying particle Stokes number as, for instance, in evaporating or polydisperse particle-laden turbulent flows. Moreover, large particle inertia are also prohibitive if a well calibrated ''very small'' coefficient is not accounted for into these models. Unfortunately, results obtained at the tensor level, see e.g. the model VISCO, have shown that accounting for a small coefficient ((1) would reduce the magnitude of the stresses, making the model fail at the tensor level. Results give the evidence that the models which use the inverse of the particle strain F ðS À1 Þ as a typical timescale are less sensitive to the particle inertia. In addition results indicate that the models which are able to reproduce both positive and negative value of the local quantityñ p P Ã RUM , as for instance the models which use the correction, give the best agreement. An ideal prediction should reproduce magnitude ratios equal to unity regardless of the particle Stokes number. In order to conclude the assessment of the model accuracy overñ p P sessed by multiplying the local value of the modeledñ p P Ã RUM by the magnitude ratio computed from each model, and the results compared to the actual PDF; by this way, only the shape of the PDFs is investigated (Moreau, 2006) . First, we check the predictions of all the models at one selected Stokes number (St $ 3); they are displayed in Fig. 9 . Results indicate that the two viscosity-like models, VISCO and AXISY, are not able to reproduce reverse energy exchanges, as expected. Similar behavior is found for 2UEASM1 which uses a positive production approximation (Eq. (32)) for the linearization of the 2UASM closure. Local negative values are instead provided by all the other non-linear models. It is interesting to note that the predictions by QUAD cover a larger range of negative values than QUAD-MOD, and that the predictions by QUAD-MOD, which uses the inverse of the particle strain as a timescale, are very close to that of 2UEASM2. In order to check the influence of the model correction on the shape of the PDF, we specifically analyze that models for which the correction do apply. It is noteworthy the excellent agreement between exact and modeled quantities when the correction is used, as illustrated by Fig. 10 . Among all the models, 2UEASM2-C gives the best local representa- tion ofñ p P Ã RUM at this selected Stokes number. The assessment over different Stokes numbers (not shown for sake of brevity) points out that for some models as VISCO, QUAD and QUAD-MOD, the increase of the Stokes number worsens the predictions. A slight decrease of the model accuracy is also found for the models AXISY-C and 2UEASM1-C. An exception is the model 2UEASM2-C which gives excellent results, on the shape of the PDF, regardless of the particle inertia. This model has given proof of its ability to model the deviatoric RUM kinetic stress tensor at both scalar and tensor levels.
6.5. Scalar-level model assessment overñ p P Ã0 RUM Finally, the models' accuracy over the only fluctuating contribution of the RUM kinetic energy production, namelyñ p P Ã0 RUM , is investigated. This quantity is supposed to play a crucial role in the numerical simulations since it contributes to ensure the correct level of the mean dissipation rate (Février et al., 2005) . Correlation coefficients (not shown for brevity) show that no noticeable difference is observed comparing these results to that obtained over the quantityñ p P Ã RUM . Instead, some significant differences are found when assessing the magnitude ratios at large Stokes numbers. This parameter is an index of the ability of the models to reproduce exact mean magnitudes. As illustrated by Fig. 11, for andñ p P Ã0 RUM are nearly identical. For larger Stokes numbers (St $3 as an example) the difference becomes more noticeable but not yet dramatic, in particular if the model correction is used. For Stokes numbers even larger (not shown), the predictions of the mean magnitude progressively deteriorate at the periphery of the jet where, in contrast, the accuracy of some models remains excellent at the tensor level, almost irrespective of the particle inertia in particular over the normal components (Section 6.3). A crucial point of the modeling is that the two productions, by mean and fluctuating mesoscopic velocity gradients, do not have the same response to the modeling. In order to analyze this point more in detail, the profiles of the most relevant components of the RUM kinetic-energy production, decomposed in mean and fluctuating particle-velocity gradients, hP Ã RUM i p and hP Ã0 RUM i p , are investigated. They are computed using the model which gives the best predictions, namely 2UEASM2, accounting or not for the correction; results for the simulation corresponding to St $3 are displayed in Figs. 12 and 13. Results show that for this Stokes number, 2UEASM2 overestimates the contributions which stem from the fluctuating velocity gradients, while it matches very well the contributions arising from the mean velocity gradients (Fig. 12 ). When the model correction is used (2UEASM2-C), predictions are strongly improved as illustrated by Fig. 13 ; however, a slight overestimation persists at this Stokes number. The overestimation is expected to increase with the particle inertia in high shear zones of the jet. The analysis at the tensor level have shown (Section 6.3) that even for large Stokes numbers, the mean deviatoric RUM kinetic stress tensor is successfully represented by the algebraic closures developed by the present study, but different strategies should be adopted to enable the models at the scalar level, i.e. to ensure the right level of the RUM particle kinetic energy. As the modeling of the RUM tensor depends on the accuracy of the RUM kinetic energy, if the latter is not well reproduced during the DNS, the model for the deviatoric RUM will fail. This problem is slightly smoothed in the framework of the LES, because of the filtering operation which acts to reduce the reverse energy exchanges (not shown). For large Stokes numbers, an alternative second-order ACBMM using transport equations for the RUM stresses should be adopted.
Conclusion
An algebraic-closure-based moment method has been developed for unsteady Eulerian particle simulations coupled with DNS of turbulent flows in very dilute regime and up to large Stokes numbers St K (based on the Kolmogorov timescale) or moderate Stokes numbers St (based on the turbulent macroscale seen by the particles). It relies on a conditional statistical approach (Février et al., 2005) which provides a local and instantaneous characterization of the dispersed-phase dynamic as it accounts for the effect of crossing between trajectories of inertial particles. ACBMM entails the numerical integration of a set of closed equations describing the evolution of the low-order moments of the conditional PDF, namely the mesoscopic particle number density and the mesoscopic particle velocity. Closures for the second-order velocity correlation, the RUM particle kinetic stress tensor, appearing in the particle momentum equation, are provided by means of an additional transport equation for the trace of the tensor and an algebraic closure for its deviatoric part. The ACBMM approach bases its efficiency and accuracy on such an algebraic closure; in this study, this concern has been addressed. The main results of the current study together with some important observations from previous analyses of the authors are summarized below. In very dilute regime, the RUM stress tensor is found to behave, in principal axes, as in a one-component limit state (line shape) which means that the RUM agitation develops in one preferred direction while it is damped in the others. In turbulent fluid flows, the one-component limit is the long-time asymptotic solution provided by the rapid distortion theory (Rogers, 1991) of a HIT submitted to a strong shear. Then, a redistribution of energy between the stresses is ensured by the action of the pressure-strain correlations. It is conjectured that in very dilute regimes, where inter-particle collisions are negligible, the dispersed phase submitted to a strong shear develops anisotropy which achieves and preserves the theoretical asymptotic values of the one-component limit, as no redistribution between stresses is possible. For larger values of the solid volume fraction, the inter-particle collisions should lead to a returnto-isotropy mechanism similar to the pressure-strain correlation effect in turbulent fluid flows (Simonin, 1991b ) and the dispersed phase should move away from the one-component limit state as the collision frequency increases. Such a high anisotropy arise some doubts about the legitimacy of a viscosity assumption based on the particle response time as a typical timescale. In kinetic theory of dilute gases this assumption, at the origin of the constitutive relation for Newtonian fluids, involves that the molecular motion adjusts rapidly to the change imposed by the local strain. Hence, for similarity, the basic assumption from which a particleresponse-time-based viscosity model arises is violated when the ratio between the particle response time and the mesoscopic strain timescale, namely the Knudsen number, is large (i.e.s p S > 1). This consideration motivated the authors to develop alternative linear and nonlinear algebraic closures based on the inverse of the particle rate-of-strain as a typical timescale. Moreover, since it was observed that in the dispersed phase it is frequent to have reverse energy exchanges, a positive and negative viscosities were also considered when developing alternative linear relationships. By this study, a variety of algebraic closures have been developed. It is apparent that the most fruitful are the explicit algebraic stress models (2UEASM) which are based on a self-similarity assumption of the RUM tensor and which use a polynomial representation for tensor functions. At the tensor level, they provide an excellent representation of the RUM tensor, almost independent of the particle inertia. However, the analysis performed at the scalar level, and based on the predictions of the RUM-kinetic-energy production, has pointed out as the accuracy of the models degenerates at large turbulent macroscale Stokes numbers (St > 3) in high shear zones of the jet. The term responsible for the energy exchange between contributions and identified as a production of the RUM kinetic energy, at large inertia and in high shear zones of the jet, tends toward zero-mean values despite its high local magnitudes. For large Stokes numbers, when in the presence of a mean shear, this term changes its nature and alternative strategies of modeling should be adopted. For such particle inertia, the limits pointed out by a first-order ACBMM could be overcame by a second-order ACBMM using transport equations of the RUM stresses.
Recently Balachandar (2009) and Balachandar and Eaton (2010) provided a schematic representation of the different approaches which may be employed in DNS/LES of multiphase flows. In DNS, they used the Kolmogorov timescale in order to separate the range of applicability of the different approaches, suggesting that the existing particle Eulerian models may provide effective predictions up to St K of the order of unity. With restriction to the regime considered in this study and for the relatively low Reynolds-number simulations carried out, the present work has shown that using an ACBMM approach with an adequate closure for the RUM kinetic stress tensor, the range of applicability of the Eulerian approaches may be extended up to turbulent-macroscale Stokes numbers, St, of the order of unity (i.e. large Stokes numbers based on the Kolmogorov timescale or moderate turbulent-macroscale Stokes numbers). Further questions on the constitutive relation as, for example, indifference from the reference frame and realizability are left as a future work. 
Appendix C. Higher Reynolds number model assessment
The higher-Reynolds-number particle-laden slab (256 3 DNS) corresponds to a Stokes number St $ 1. According to the analysis presented in Section 6, the assessment for this particle inertia may be performed indifferently usingñ p P Ã0 RUM andñ p P Ã RUM , since they give similar results for St $ 1. For this reason, at the scalar level, only the latter will be evaluated. At the tensor level, for sake of brevity, only the predictions of 2UEASM2-C are shown. Mean profiles of the deviatoric RUM are displayed in Fig. C.16 . Results indicate a very good agreement between actual and modeled quantities, as expected. Fig. C.17 shows the correlations coefficients computed using all the models, with and without correction, overñ p P Ã RUM . Fig. C.18 shows the magnitude ratios between actual and modeled mean productions < P Ã RUM > p . These results are consistent with the outcomes from the equivalent lower Reynolds number simulation (St $ 1), both from a qualitative and from a quantitative viewpoint. Excellent predictions are provided using the 2UEASM models at this Stokes number. However, in Section 6.3 it has been shown that the models 2UEASM1/-C tend to underestimate the stress components. For this reason, 2UEASM2 (with or without correction) should be preferred. 
