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Zusammenfassung
Diese Arbeit untersucht das Finite Element von Mardal, Tai und Winther im Hinblick
auf seine Eignung als robustes Element fu¨r einen variationellen reinen Verschiebungs-
Ansatz zur Lo¨sung der partiellen Differentialgleichung der linearen, isotropen homoge-
nen Elastizita¨t. Da es sich um ein nichtkonformes Element handelt, werden zuna¨chst die
Fragen nach Existenz und Eindeutigkeit einer diskreten Na¨herungslo¨sung gekla¨rt; dazu
wird fu¨r polygonal berandete, beschra¨nkte Gebiete fu¨r verschiedene Kombinationen von
Randbedingungen die diskrete Version der zweiten Kornschen Ungleichung fu¨r diese
Elemente bewiesen. Es wird eine Abscha¨tzung des Diskretisierungsfehlers bewiesen, die
dessen Energie-Norm mit einer vom Inkompressibilita¨tsparameter λ unabha¨ngigen Kon-
stante C durch Ch nach oben abscha¨tzt, wobei der Diskretisierungsparameter h die
Maschenweite des zugrundeliegenden Gitters bezeichnet.
Nachdem bewiesen ist, dass es sich um einen robusten Ansatz handelt, soll ein robu-
stes Iterationsverfahren zur na¨herungsweisen Berechnung der diskreten Na¨herungslo¨sun-
gen entwickelt werden. Genauer soll ein Mehrgitterverfahren konstruiert werden, das
einen Vorkonditionierer bereitstellt, so dass das Spektrum der vorkonditionierten Sy-
stemmatrizen unabha¨ngig vom Inkompressibilita¨tsparameter λ und der Maschenweite h
des Gitters durch positive Konstanten beschra¨nkt ist. Die Konstruktion eines Mehrgitter-
Vorkonditionierers mit diesen Eigenschaften basiert zum einen auf der Entwicklung eines
geeigneten Gla¨tters; dazu werden bekannte Gla¨tter untersucht. Zum anderen ist ein den
obigen Anforderungen genu¨gender Prolongationsoperator zu entwickeln. Es wird ein
Zusammenhang zu den linearen Brezzi-Douglas-Marini-Ra¨umen hergestellt, mit dessen
Hilfe ein problemangepasster Prolongationsoperator angegeben wird.
Schlagwo¨rter: Mehrgitter, Vorkonditionierung, lineare Elastizita¨t, Finite Elemente
Abstract
This thesis analyses the finite element of Mardal, Tai and Winther in view of its ability
to be a robust element for a pure displacement variational formulation for the partial
differential equations of planar, linear, isotropic, homogeneous elasticity. Due to the
nonconformity of the element, first, the questions concerning existence and uniqueness
of a discrete approximative solution is treated; for this purpose, the discrete version of
Korn’s second inequality is proven for different combinations of boundary conditions
and bounded polygonal domains. An estimation of the discretization error is proven:
the energy norm of the discretization error is bounded by Ch, where the constant C ist
independent of the incompressibility parameter λ and h denotes the mesh width of the
underlying triangulation.
Having shown the ansatz to be robust, a robust iterative solution method shall be
developed to compute approximations for the discrete approximative solution. More pre-
cisely, a multigrid method shall be constructed, which provides an preconditioner, such
that the spectrum of the preconditioned system matrices will be bounded independent-
ly of the incompressibility parameter λ and the mesh width h by positive constants.
On the one hand the construction of such an multigrid preconditioner is based on the
design of an appropriate smoother; therefore established smoothers will be considered.
On the other hand a suitable prolongation operator has to be designed. A connection
to the linear Brezzi-Douglas-Marini spaces will be established, whereby a prolongation
operator adopted to the problem will be quoted.
Key words. multigrid, preconditioning, linear elasticity, finite element
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Kapitel 0
Einleitung
0.1 Finite Elemente und Variationsformulierung
Zur Beschreibung von Pha¨nomenen aus Natur und Technik werden entsprechende ma-
thematische Modelle entwickelt, die fast immer ein System von (Un-)Gleichungen bein-
halten, das zur Simulation und Voraussage von Ereignissen gelo¨st werden muss. Diese
Systeme bestehen ha¨ufig aus partiellen Differentialgleichungen.
Diese Arbeit bescha¨ftigt sich mit dem Pha¨nomen der elastischen Verformung von
isotropen Materialien: Das Material wird einer Kraft ausgesetzt und nimmt eine be-
stimmte neue Form an. Fasst man das Material als eine Menge von Punkten auf, so soll
etwa vorausgesagt werden, wohin jeder Punkt verschoben wird; ihre Verschiebung ist
gesucht. Neben ihr ko¨nnten andere Gro¨ßen von Interesse sein, wie die Verzerrung oder
Spannungen im Material. Das in diesem Fall zur Anwendung kommende physikalische
Gleichgewichtsgesetz ist eine elliptische partielle Differentialgleichung (s. Kapitel 1).
Fu¨r partielle Differentialgleichungen kann meist keine explizite Lo¨sung angegeben
werden, sie sind aber ha¨ufig in einer schwa¨cheren Form als so genannte Variations-
probleme mit einer Bilinearform darstellbar. Die Lo¨sungen der Variationsprobleme sind
i. d. R. verha¨ltnisma¨ßig gut numerisch approximierbar. Die Finiten Elemente sind dabei
die am ha¨ufigsten angewandten Hilfsmittel zur numerischen Behandlung solcher Pro-
bleme – mit modernen Rechnern ko¨nnen sehr genaue Approximationen der Lo¨sungen
berechnet werden. Wegen der steigenden Anzahl von zu berechnenden Variablen zum Er-
halt einer besseren Approximationsgu¨te ist es wu¨nschenswert, dass die Berechnungszeit
des Lo¨sungsalgorithmus asymptotisch nur linear in der Anzahl der Unbekannten wa¨chst.
Dies erreicht man durch Verwendung von Mehrgitterverfahren, die in Anlehnung an die
angelsa¨chsische Literatur auch ha¨ufig
”
Multigrid-Methoden“ genannt werden.
Unter der zahlreichen Literatur zum Thema Finite Elemente und Mehrgitterverfah-
ren sind die Bu¨cher von Braess [Bra03] und Brenner/Scott [BS02] zwei neue-
re mit einer Einfu¨hrung in das Thema. Das Lehrbuch [Hac85] von Hackbusch ist
ein Standardwerk zur Einfu¨hrung in Mehrgitterverfahren und Konvergenzanalyse. Die
neuere Quelle [Bra93] bzw. deren Erweiterung [BZ00] von Bramble/Zhang liefert
eine recht umfangreiche und abstrakte Behandlung des Themas Konvergenzanalyse von
Mehrgitterverfahren. Dort werden in Form von nachzuweisenden Ungleichungen Bedin-
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gungen an die in den Mehrgitterverfahren verwendeten Gla¨ttungsoperatoren und die
zur Informationsu¨bertragung zwischen den Gittern verwendeten Prolongations- und Re-
striktionsoperatoren gestellt, die die Konvergenz der Mehrgitterverfahren sichern; diese
Bedingungen sind aber i. Allg. schwer fu¨r die speziellen Operatoren nachzuweisen.
0.1.1 Parameterabha¨ngige Probleme, Robustheit
Oft ist das Variationsproblem von gewissen Gro¨ßen, z. B. Materialparametern µ, λ, . . .,
abha¨ngig. Man erha¨lt eine zu erfu¨llende Variationsgleichung vom Typ
(1) ∀v ∈ V : aλ(u, v) := a˜(u, v) + λ c˜(Λu,Λv) = (f, v) ,
wobei a˜, c˜ stetige symmetrische nicht-negative Bilinearformen auf Hilbertra¨umen V,Q
sind, und Λ : V → Q ein stetiger Operator ist, dessen Kern V0 nicht nur die Null entha¨lt.
Fu¨r die in dieser Arbeit betrachteten Gleichungen der linearen isotropen Elastizita¨t wird
(1) mit Materialparametern µ, λ zu
(2) ∀v ∈ V : aλ(u, v) := 2µ(ε(u), ε(v))0 + λ (div u, div v)0 = (f, v)0 ,
wenn man von den physikalischen Gro¨ßen nur die so genannte Verschiebung u in der
Variationsformulierung bestimmen will. Dann ist also a˜(u, v) = 2µ(ε(u), ε(v))0, weiter
c˜(u˜, v˜) = (u˜, v˜)0 und Λ = div mit an dieser Stelle nicht weiter bezeichneten Ausdru¨cken
(man siehe auch [Bra03, Kap. VI, §3]). Wenn man – was fu¨r alle weiteren Untersuchun-
gen wichtig ist – zeigen kann, dass a1 V -elliptisch ist (dazu beweist man Kornsche
Ungleichungen), dann ist natu¨rlich aλ fu¨r λ ≥ 1 gleichma¨ßig in λ V -elliptisch; die Kon-
stante der Stetigkeitsabscha¨tzung ha¨ngt jedoch i. Allg. von λ ab. Dies fu¨hrt meist dazu,
dass der Fehler ‖u− uh‖ entsprechender Ansa¨tze ha¨ufig nur eine Gleichung der Form
(3) ‖u− uh‖ ≤ CλN−α (α ∈ R>0)
mit Konstanten Cλ erfu¨llt, die mit wachsendem λ beliebig groß werden, so dass fu¨r
”
großes“ λ praktisch keine Aussage mehr vorhanden ist (N = N(h) bezeichnet die
Anzahl der Unbekannten).
Man ist in diesem Zusammenhang an robusten Ansa¨tzen interessiert, bei denen die
Konstanten Cλ fu¨r beliebig große λ durch eine positive Konstante C beschra¨nkt bleiben.
Darauf basierend sollen dann robuste Lo¨sungsmethoden entwickelt werden.
0.1.2 Verschiedene Ansa¨tze
Fu¨r die Herangehensweise mit Finiten Elementen sind zur Gewinnung der Variationsfor-
mulierungen verschiedene Ansa¨tze gebra¨uchlich. Die verschiedenen Variationsformulie-
rungen unterscheiden sich durch die zu bestimmenden Gro¨ßen des Problems; so ko¨nn-
ten neben der Verschiebung auch die Gro¨ßen Spannung oder Verzerrung von Interesse
sein. Ebenso kann die zusa¨tzliche Verwendung solcher Gro¨ßen dazu beitragen, robuste
Ansa¨tze zu erhalten.
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Reiner Verschiebungs-Ansatz
Wenn nur u gesucht ist, bietet es sich an, den Ansatz (1) direkt zu verwenden. Die-
ser sei im Hinblick auf die beim Beispiel der Elastizita¨t zu bestimmende Verschiebung
u mit reiner Verschiebungs-Ansatz und die Formulierung auch mit reine Displacement-
Formulierung bezeichnet. Wenn man FE-Ansatzra¨ume mit stu¨ckweisen Polynomen nied-
rigen Grades wa¨hlt, kann dieser Ansatz zu einem geringeren Aufwand bei der Berechnung
von Na¨herungslo¨sungen fu¨hren, da keine weiteren Variablen eingefu¨hrt werden. Deswe-
gen soll der reine Verschiebungs-Ansatz in dieser Arbeit untersucht werden. Ob dieser
Ansatz robust ist, ha¨ngt aber ebenfalls von der Wahl des Finiten Elements ab. Es ist z. B.
bekannt, dass keine konformen Finiten Elemente, also keine mit stetigen stu¨ckweisen
Polynomen vom Grad kleiner vier verwendet werden ko¨nnen, um einen robusten reinen
Verschiebungs-Ansatz fu¨r das Elastizita¨tsproblem zu erhalten. Die Wahl eines nichtkon-
formen Elements bringt einige Schwierigkeiten mit sich (s. Problemstellung, Abschnitt
0.2).
Gemischte Probleme, Sattelpunktprobleme
Man reformuliert den Ansatz (1) ha¨ufig als Sattelpunktproblem (bzw. als gemischtes
Problem) in geeigneten Ra¨umen X,M : man sucht dann etwa (σ, u) ∈ X ×M mit
∀τ ∈ X : a¯(σ, τ) + b¯(τ, u) = (f¯ , τ)
∀v ∈M : b¯(σ, v) = (g¯, v) .
Fu¨r das Beispiel der linearen Elastizita¨t siehe man z. B. [Bra03, Kap. VI, §3] fu¨r die ge-
mischte Methode nach Hellinger und Reissner, mit der Verschiebung und Spannung
bestimmt werden, oder auch fu¨r die gemischte Methode von Hu-Washizu, mit der
zusa¨tzlich noch die Verzerrung in der Formulierung enthalten bleibt.
Fu¨r diese Ansa¨tze ist zu erwa¨hnen, dass unter anderem die verwendeten Ra¨ume
X,M (bzw. die entsprechenden diskreten Teilra¨ume) nicht in beliebig freier Kombina-
tion gewa¨hlt werden du¨rfen; vielmehr ist eine Bedingung, die inf-sup-Bedingung (auch
Brezzi-, Babuschka-Brezzi oder LBB-Bedingung genannt) zu erfu¨llen ([Bra03],[BS02]).
Um robuste Ansa¨tze zu erhalten, wird z. B. ein zusa¨tzlicher Strafterm eingefu¨gt
(s. [Bra03, Kap. III, §4]).
Gemischte Probleme,
”
Reduced Integration“
Eine weitere Mo¨glichkeit Ansatz (1) zu reformulieren ist das Einfu¨hren einer dualen
Variable p = λΛu (s. [BF91, Kap. VI.7],[Sch99]); man erha¨lt ein gemischtes Problem
der Form
∀v ∈ V : a˜(u, v) + b(v, p) = (f, v)
∀q ∈ Q : b(u, q)− λ−1(p, q) = 0
mit b(v, q) := c˜(Λv, q) in Ra¨umen V,Q. Im linear elastischen Beispiel ist dies also
∀v ∈ V : 2µ (ε(u), ε(v))0 + (div v, p)0 = (f, v)0
∀q ∈ Q : (div u, q)0 − λ−1(p, q)0 = 0 ,
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d. h. b(v, q) = (div v, q) und a˜, c˜, . . . wie oben. Dieses gemischte Problem kann man
als Variationsproblem auf dem Produktraum V × Q mit einer Bilinearform Bλ auffas-
sen. Fu¨r konforme Teilra¨ume Vh, Qh wird eine diskrete Bilinearform Bλ,h eingefu¨hrt.
Diese ist nicht nur die Einschra¨nkung von Bλ auf die Teilra¨ume, sondern beinhaltet
eine
”
Aufweichung“ (eine Modifikation/ein Ersetzen) des Operators Λ durch geeignete
Operatoren Λh.
Unter gewissen Voraussetzungen, die unter anderem durch die gewa¨hlten diskreten
Ra¨ume erfu¨llt werden, ist dieser Ansatz robust.
Es gilt sogar weiter, dass man die duale Variable ha¨ufig wieder eliminieren kann und
man den robusten Ansatz
(4) ∀vh ∈ Vh ⊂ V : a˜(uh, vh) + λ c˜(Λhuh,Λhvh) = f(vh)
fu¨r die Verschiebungen erha¨lt, der ebenfalls zu robusten Methoden fu¨hrt.
Es sei hier bemerkt, dass diese Diskretisierungen i. Allg. zu den nichtkonformen
geho¨ren; zwar wird an der Voraussetzung Vh ⊂ V fu¨r die diskreten Ra¨ume festgehalten,
aber durch die Aufweichung1 gilt nicht
aλ(uh, vh) = a˜(uh, vh) + λ c(Λhuh,Λhvh) ,
da i. Allg. Λ|Vh 6= Λh ist, obwohl auf Vh × Qh Bλ = Bλ,h gilt. Selbstversta¨ndlich gilt
die Gleichung fu¨r konforme Teilra¨ume Vh ⊂ V , die auf jedem Element der Identita¨t
Λ = Λh genu¨gen (im Elastizita¨tsbeispiel: konstante Divergenz besitzen), etwa kompo-
nentenweise lineare Elemente. Diese Wahl der Ra¨ume (P1–P0) fu¨hrt aber an anderer
Stelle zu Problemen und ist leider nicht praktikabel.
Den Unterabschnitt abschließend sei dies nochmal plakativ dargestellt: Man erha¨lt
hier robuste FE-Ansa¨tze, indem man zwar die Ansatzra¨ume konform wa¨hlt, aber die
Bilinearform modifiziert (; nichtkonforme Methode, im Gegensatz zu
”
gewo¨hnlichen“
nichtkonformen Methoden, bei denen die FE-Ansatzra¨ume Vh 6⊂ V keine Teilra¨ume
sind, aber die diskreten, gitterabha¨ngigen, auf V + Vh definierten Bilinearformen aλ,h
fu¨r beliebige u, v ∈ V mit aλ u¨bereinstimmen).
Least-Squares-Verfahren
Seien U, V zwei Vektorra¨ume, b ∈ U und A : V → U eine (lineare) Abbildung. Least-
Squares-Verfahren basieren darauf, dass ein Element x ∈ V die Gleichung Ax = b
genau dann lo¨st, wenn die U -Vektorraumnorm ‖Ax− b‖U (a¨quivalent: deren Quadrat
F(x) := ‖Ax − b‖2U ) Null wird. Man versucht F in Teilra¨umen Vh ⊂ V wachsender
Dimension zu minimieren2. Fu¨r das Beispiel der linearen Elastizita¨t lautet die partielle
Differentialgleichung, aus der die Variationsprobleme resultieren (vgl. Kapitel 1):
(5) −divσ(u) = f˜ .
1Fu¨r das Elastizita¨tsbeispiel wird Λhuh bei [Sch99] auf den Gebieten der einzelnen Elemente u¨ber
die dortige Mittelung von div uh definiert.
2Es kann der Spezialfall U = V vorliegen, und es ko¨nnen Verallgemeinerungen gelten: b ko¨nnte
durch Na¨herungen b˜k ersetzt werden, statt U ko¨nnten Ra¨ume Ul verwendet werden, die Norm ko¨nnte
durch a¨quivalente Normen ersetzt werden, . . .
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Dies ist a¨quivalent zu
(6) ‖f˜ − div Cε(u)‖20 = 0 ,
so dass man versuchen ko¨nnte, die durch F˜(u) := ‖f˜ − Cε(u)‖20 definierte Gro¨ße zu
minimieren. Die Gleichung (5) ist aber auch zum System
−divσ = f˜(7)
σ − Cε(u) = 0(8)
a¨quivalent, und man wu¨rde also etwa
(9) F(σ, u) := ‖f˜ − divσ‖20 + ‖G(σ − Cε(u))‖20
minimieren; dabei ist G eine (lineare) Abbildung mit trivialem Kern (etwa die Identita¨t,
oder G = C−1, in der Praxis wird aber oft G = C− 12 u¨ber die positiv definite Abbildung
C definiert, da dann den Ausdru¨cken in einer assoziierten Norm die Bedeutung von
Energien zukommt).
Im ersten Fall ist div Cε ein Differentialoperator 2. Ordnung, im zweiten Fall ist
sowohl div als auch Cε ein Operator 1. Ordnung.
Das partielle Differentialgleichungssystem sollte 1. Ordnung besitzen – andernfalls
mu¨ssten H2-konforme finite Elemente verwendet werden. Auch im nichtkonformen Fall
ko¨nnen keine stu¨ckweisen Polynome niedrigen Grades (trivialerweise z. B. keine stu¨ck-
weise linearen Polynome) verwendet werden. Fu¨r die zweite Variante siehe etwa [CS04],
[CKS05], oder [AS05].
Die Wahl der Ansatzra¨ume ist im Gegensatz zu den gemischten Methoden (s.o.) in
der Hinsicht beliebig, dass keine inf-sup-Bedingung zu erfu¨llen ist.
Außerdem erha¨lt man immer symmetrisch positiv semidefinite Systeme, die bei ent-
sprechender Wohlgestelltheit (Gu¨ltigkeit von Kornschen Ungleichungen) sogar definit
sind.
Weiter liefert das Least-Squares-Funktional F ha¨ufig einen a-posteriori Fehlerscha¨t-
zer, mit dessen Hilfe man die diskreten Ansatzra¨ume gezielt vergro¨ßern kann.
Durch die Wahl nichtkonformer Ra¨ume Vh 6⊂ V (oder konformer mit stu¨ckweisen
Polynomen hohen Grades) kann man robuste Ansa¨tze mit den beschriebenen Vorteilen
von Least-Squares-Verfahren erhalten. Die zugeho¨rige Konvergenztheorie basiert auf der
A¨quivalenz der Minimierung von F (bzw. der diskreten Analoga Fh) und entsprechen-
der Variationsprobleme. In dieser braucht man zusa¨tzlich den Konsistenzfehler nicht
abzuscha¨tzen (im Ggs. zum in dieser Arbeit gewa¨hlten reinen Verschiebungs-Ansatz,
vgl. Kapitel 2, Abschnitt 2.2.3), da dieser bei Least-Squares-Ansa¨tzen verschwindet
(s. [CKS05]).
0.1.3 Mehrgitterverfahren
Hat man nun durch entsprechende Wahl der Kombination aus Formulierung und Finiten
Elementen einen robusten Ansatz erhalten, verbleibt das Problem des Lo¨sens der dis-
kreten Gleichungssysteme. Durch die Verwendung von Basen der FE-Ra¨ume Vh erha¨lt
man jeweils ein System der Form
(10) Ahuh = fh
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fu¨r den Koordinatenvektor uh. Das exakte Lo¨sen der Systeme verspricht jetzt ”
gu-
te“ Lo¨sungen uh (bei denen von λ unabha¨ngig der relative Fehler ”
mit hα“ gegen 0
strebt). Exaktes Lo¨sen ist aber i. d. R. nicht mo¨glich, und selbst
”
direktes“ Lo¨sen (Gauß-
Verfahren, LR- bzw. Cholesky-Zerlegung) ist bei großer Anzahl von Unbekannten zu
aufwendig. Außerdem ist die diskrete Lo¨sung i. Allg. selber nur der Koordinatenvektor
einer Na¨herungslo¨sung uh fu¨r die gesuchte Lo¨sung u, so dass es wenig Sinn hat, uh
(bzw.uh) exakt zu bestimmen. Geht man davon aus, dass die Lo¨sung uh mit dem
Diskretisierungsfehler ‖u − uh‖ behaftet ist, wird man vielmehr versuchen, eine Na¨he-
rungslo¨sung u
(k)
h zu bestimmen, so dass der Fehler ‖uh − u(k)h ‖ etwa in der gleichen
Gro¨ßenordnung liegt. Wie bereits am Anfang dieses Kapitels erwa¨hnt, ist man deshalb
an Methoden interessiert, die die resultierenden diskreten Gleichungssysteme effizient
lo¨sen. Weiter ist aber bekannt, dass die Konditionszahl des Systems gewo¨hnlich sowohl
in Abha¨ngigkeit von der Anzahl der Unbekannten als auch vom Parameter λ gegen ∞
strebt3. Deswegen ko¨nnen auch
”
gewo¨hnliche“ iterative Verfahren schlecht verwendet
werden. Die speziellen Strukturen der Matrizen solcher Ansa¨tze bieten die Mo¨glichkeit
fu¨r problemspezifische iterative Lo¨sungsverfahren.
Anders formuliert ist man an Vorkonditionierern Nh interessiert, die dazu fu¨hren,
dass die Systemmatrix NhAh des a¨quivalenten Systems
(11) NhAhuh =Nhfh
unabha¨ngig von h und λ gut konditioniert ist. Es ist zu bemerken, dass die als Sattel-
punktproblem formulierten gemischten Ansa¨tze zu indefiniten Systemmatrizen fu¨hren;
fu¨r effiziente Pra¨konditionierung siehe man etwa [KS04]. Weiter ist zu bemerken, dass
der reine Verschiebungs-Ansatz bei der Gu¨ltigkeit von diskretenKornschen Ungleichun-
gen zu symmetrisch positiv definiten Systemmatrizen fu¨hrt. Bekanntermaßen ko¨nnen
problemspezifisch konstruierte Mehrgitterverfahren MG eine Mo¨glichkeit fu¨r das effizi-
ente Lo¨sen (bzw. Vorkonditionieren) bieten. Man erha¨lt ein iteratives Verfahren
1. k = 0, u(0) = 0,
2. u(k) 7→MG(Ah,u(k),fh) =Mhu(k) +Nhfh =: u(k+1),
3. k = k + 1 goto (2),
dessen Anwendung eine Folge von Na¨herungen u(k) liefert, die unabha¨ngig von h und
λ gegen uh konvergiert. Weiter stellt das Verfahren mit Nhc = MG(Ah, 0, c) die
Matrix-Vektormultiplikation von Vorkonditionierer Nh und beliebigem Vektor c passen-
der Dimension zur Verfu¨gung.
0.2 Problemstellung
Mardal, Tai und Winther haben in [MTW02] ein robustes Finites Element, das von nun
an
”
MTW-Element“ genannt wird, fu¨r ein
”
makroskopisches Fließmodell eines ‘fast
3Die Konditionszahl ha¨ngt von der gewa¨hlten Basis ab; es gibt Konzepte, die versuchen, die
Abha¨ngigkeit von der Zahl der Unbekannten durch Konstruktion von hierarchischen Basen zu be-
seitigen.
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poro¨sen’ Mediums“ vorgeschlagen, dessen Bilinearform der Variationsformulierung na-
helegt, dass dieses Element ebenfalls fu¨r die reine Displacement-Variationsformulierung
eines Elastizita¨tsproblems in der Ebene robust ist.
In dieser Arbeit soll gezeigt werden, dass das MTW-Element fu¨r die reine Displace-
ment-Variationsformulierung des Elastizita¨tsproblems als robustes Element verwendbar
ist, und ein effizienter Mehrgitter-Vorkonditionierer zu dessen Lo¨sung soll entwickelt
werden.
Dabei treten verschiedene Probleme auf. Selbst wenn man davon ausgeht, dass es
eine eindeutige Lo¨sung u gibt4, ist fu¨r nichtkonforme Diskretisierungen im Allgemeinen
unklar, ob
(a) das diskrete Problem u¨berhaupt immer eine Lo¨sung uh besitzt,
(b) diese, wenn sie existiert, eindeutig ist,
(c) wie man dann den Diskretisierungsfehler ‖u− uh‖ misst, bzw.
(d) ob/wie in diesem Fall der Fehler ‖u−uh‖ mit wachsender Zahl der Unbekannten
gegen Null strebt.
Außerdem besteht das Problem, die problemangepassten iterativen Verfahren zu ent-
wickeln; fu¨r die Entwicklung der vielversprechenden Mehrgitter-Vorkonditionierer heißt
das insbesondere, dass man
(e) fu¨r die einzelnen Gitter iterative Verfahren (Gla¨tter) und
(f) fu¨r den Informationsaustausch zwischen den Gittern Operatoren
finden muss, so dass der Mehrgitter-Vorkonditionierer unabha¨ngig von der Anzahl der
Unbekannten und dem Inkompressibilita¨tsparameter λ Na¨herungen u˜h einer gewissen
Gu¨te fu¨r uh bereitstellt und zusa¨tzlich der Aufwand fu¨r die Berechnung von u˜h asym-
ptotisch linear von der Anzahl der Unbekannten abha¨ngt.
0.3 U¨berblick
Kapitel 1 gibt eine kurze Einfu¨hrung in die linearisierte, isotrope, planare Elastizita¨ts-
theorie. Dort wird weiter die variationelle Displacement-Formulierung eingefu¨hrt und
Betrachtungen bzgl. Existenz und Eindeutigkeit einer Lo¨sung und konformen und nicht-
konformen Diskretisierungen werden geta¨tigt.
In Kapitel 2 werden die beno¨tigten FE-Ra¨ume eingefu¨hrt und untersucht, insbeson-
dere der MTW-Raum zum nichtkonformen Element von Mardal, Tai und Winther. Das
Kapitel behandelt außerdem die Punkte (a)–(d) des vorigen Abschnitts.
Im dritten Kapitel wird das Mehrgitterverfahren als spezielles lineares Iterationsver-
fahren eingefu¨hrt. Zuna¨chst werden die linearen Iterationsverfahren definiert und fu¨r
den spa¨teren Verlauf werden wichtige Grundlagen gewonnen. Nachdem dann die Mehr-
gitterverfahren definiert und einige Bedingungen zur Konvergenz (bzw. zur Eignung als
4Diese sollte zuna¨chst in gewissen Normen ‖·‖Ni ”stetig“ ‖u‖N1 ≤ c‖f‖N2 von dem Eingabedatum
f abha¨ngen (mit einer von u, f unabha¨ngigen Konstante c).
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Vorkonditionierer) angegeben sind, werden fu¨r die Verfahren problemangepasste Gla¨tter
und Prolongations- sowie Restriktionsoperatoren entwickelt (Punkte (e) und (f) des
vorigen Abschnitts).
Das letzte Kapitel pra¨sentiert und diskutiert die numerischen Ergebnisse.
Kapitel 1
Lineare Elastizita¨t in der Ebene
und Modellbildung
1.1 Grundlagen und Notation
Untersucht werden soll ein als Kontinuum aufgefasstes homogenes isotropes elasti-
sches Material. Unter gewissen Krafteinwirkungen wird ein solches deformiert. Dies
soll zuna¨chst mathematisch beschrieben werden, wobei [LL65] und [BS02] gefolgt wird.
Das Material bestehe aus der Punktmenge Ω ⊂ R2, wobei zuna¨chst vorausgesetzt
sei, dass Ω ein beschra¨nktes Gebiet sei (die sog. Referenzkonfiguration). Es sei x ∈ Ω
der Ortsvektor eines Punktes der Referenzkonfiguration, der (unter Krafteinwirkung) in
der deformierten Konfiguration (einer Punktmenge Ω˜ ⊂ R2) den Ortsvektor x˜ besitze.
Dann definiert man den Verschiebungsvektor u als Differenz u := x˜ − x, die durch
zunehmenden Einfluss der angelsa¨chsischen Sprachen auch als das
”
Displacement“ be-
zeichnet wird. Gesucht wird nun das Displacement u als Funktion von x ∈ Ω (denn
dadurch wird die Deformation vollsta¨ndig bestimmt). Dieses Displacement u genu¨gt in
einer linearisierten Elastizita¨tstheorie im Gebiet Ω der Gleichgewichtsbedingung
(1.1) −divσ(u) = f˜ ,
wobei der Spannungstensor (auch
”
die Spannung“) σ u¨ber den linearisierten Verzer-
rungstensor (auch
”
die Verzerrung“)
(1.2) ε(u) =
1
2
(
gradu+ (gradu)T
)
als
(1.3) σ(u) = 2µ ε(u) + λ div u δ (Hookesches Gesetz)
definiert ist. Dabei sind die positiven Konstanten µ und λ die sog. Lame´-Parameter, und
f˜ repra¨sentiert auf den Gesamtko¨rper wirkende Kra¨fte (wie das Schwerefeld der Erde).
Ein großer Quotient λ/µ modelliert nahezu inkompressible Materialien. Schließlich sei
noch erwa¨hnt, dass grad und div zeilenweise anzuwenden sind, und dass δ hier die
Einheitsmatrix bezeichnet. Die obige Linearisierung
ε(u) =
1
2
(∇u+ (∇u)T )
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Abbildung 1.1: Referenzkonfigurationen
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ΓN
(a) Γ = ΓD ∪ ΓN (b) Γ = ΓN
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Γ
Γ
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SC
ΓSC
(c) Γ = ΓSC ∪ ΓN
der Verzerrung ε, die sonst durch
1
2
(∇u+ (∇u)T +∇u(∇u)T )
definiert ist, wird bei kleinen Deformationen oder bei St. Venant-Kirchhoff-Materialien
benutzt. Das sind Materialien, in denen die Linearisierung nicht nur fu¨r kleine Deforma-
tionen gilt (s. [Bra03, Kap. VI.]).
Zur Beschreibung von Unbeweglichkeiten des Materials an Randstu¨cken und Kraft-
einwirkungen an Randstu¨cken, die jeweils die Deformation beeinflussen, seien ΓD und
ΓN zwei offene Teilmengen des Gebietsrandes ∂Ω, so dass ∂Ω = Γ = ΓD ∪ ΓN mit
ΓD ∩ ΓN = ∅ gilt. Auf ΓD gelte fu¨r die Verschiebung u die Randbedingung
(1.4) u|ΓD = d ,
was fu¨r d = 0 eine Unbeweglichkeit des Materials am Teilrand ΓD beschreibt. Fu¨r die
Beschreibung der Einwirkung von Zugkra¨ften auf den Rand ΓN gelte
(1.5) (σ(u)n)|ΓN = t ,
wobei n der a¨ußere Normaleneinheitsvektor an ΓN sei.
Die Abbildung 1.1 zeigt drei Beispiele fu¨r Gebiete und Randbedingungen. Beim linken
Beispiel stelle man sich vor, dass eine quadratische Membran
”
oben“ fest eingespannt
ist (d = 0 auf ΓD), und die weiter ”
unten“ einer konstanten Last ausgesetzt ist (d. h.
t = (0, const.)T ); am linken und rechten Rand sei die Membran
”
frei“ (t = 0).
Das mittlere Beispiel stellt eine quadratische, in der Mitte gelochte Scheibe dar. Man
stelle sich vor, dass sie
”
oben“ einer zu
”
unten“ entgegengesetzten Last ausgesetzt ist
(so dass die zu erwartende Verformung die Symmetrie des Gebietes erha¨lt). Wegen
der Symmetrie reicht es aus, ein Viertel der Lochscheibe zu betrachten. Dies reduziert
den Aufwand fu¨r die spa¨tere Berechnung von Na¨herungslo¨sungen uh, weiter vermeidet
man Probleme mit der Eindeutigkeit einer Lo¨sung (s. auch Abschnitt 1.2.2). Außerdem
umgeht man so Probleme, die bei mehrfach zusammenha¨ngenden Gebieten auftreten.
Das rechte Beispiel stelle man sich als oberes, rechtes Viertel des mittleren vor. Dabei
ist auf ΓSC ein weiterer Randbedingungstyp einzufu¨hren, der die Symmetriebedingungen
beru¨cksichtigt. Es reicht aber aus, die Theorie fu¨r die Lochscheibe zu entwickeln, da
daraus die Ergebnisse fu¨r das Viertel jeweils wegen der Symmetrie folgen.
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1.2 Die Variationelle Displacement-Formulierung
Es gibt verschiedene Ansa¨tze fu¨r Variationsformulierungen, in denen das zu ermittelnde
Displacement die Gleichgewichtsbedingung in einem schwa¨cheren Sinn erfu¨llt, oder die
neben dem Displacement u noch zusa¨tzliche Gro¨ßen, wie etwa die Spannung σ, ermit-
teln (s. Einleitung, gemischte Ansa¨tze). Hier soll eine reine Displacement-Formulierung
gegeben werden, die gegenu¨ber gemischten Formulierungen bei der Diskretisierung den
Vorteil hat, dass bei vergleichbarem Aufwand die Verschiebung genauer bestimmt wer-
den kann. Interessiert man sich jedoch (auch) fu¨r die Spannungen, dann ist ein ge-
mischter Ansatz vorzuziehen. Will man die Spannung σ(uh) na¨herungsweise aus einer
diskreten Approximation uh einer Lo¨sung u eines reinen Displacement-Ansatzes be-
stimmen, so muss zuna¨chst u¨berlegt werden, wie σ(uh) zu verstehen ist. Es ist auch
bekannt, dass dieser Weg meist zu schlechteren Approximationen fu¨hrt.
1.2.1 Variationelle Displacement-Formulierung
Sei jetzt u ∈ H2(Ω) und genu¨ge der Gleichgewichtsbedingung (1.1). Sei weiter v ∈
V = V(ΓD) mit
(1.6) V :=
{
v ∈ H1(Ω) : v|ΓD = 0
}
.
Es sei vorausgesetzt, dass f˜ ∈ L2(Ω)2 ist und man definiere F (v) =
∫
Ω
f˜ · v dΩ. Dann
folgt aus (1.1) durch Multiplikation mit v und partieller Integration
(1.7) a(u, v ) = F (v) +
∫
ΓN
t · v ds ,
wobei a(u, v ) definiert ist durch
(1.8) a(u, v ) :=
∫
Ω
(
2µ ε(u) : ε(v) + λ div u div v
)
dΩ .
Dabei ist fu¨r zwei Matrizen ε,σ das Produkt ε:σ definiert durch ε:σ := spur (εσT ).
Man erha¨lt also die folgende schwache Formulierung:
(1.9) Finde u ∈ H1(Ω) mit u|ΓD = d und (1.7) fu¨r alle v ∈ V.
Ist ud eine beliebige H1-Funktion, die auf ΓD die Randbedingung erfu¨llt, dann erha¨lt
man mit F (v) :=
∫
Ω
f˜ ·v dΩ−a(ud, v) =:
∫
Ω
f ·v dΩ die a¨quivalente1 Formulierung
(1.10) Finde u ∈ V mit (1.7) fu¨r alle v ∈ V.
Bemerkung (Lochscheibenviertel)
Fu¨r das Lochscheibenviertel definiert man
(1.11) V :=
{
v ∈ H1(Ω) : v|ΓSC · n = 0
}
und erha¨lt mit F (v) := 0 wieder die Formulierung (1.10).
1Eine Funktion u0 ist Lo¨sung von (1.10) genau dann, wenn u0 + ud Lo¨sung von (1.9) ist.
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1.2.2 Lo¨sungen der variationellen Displacement-Formulierung
In dieser Arbeit sei bis auf einige Ausnahmen vorausgesetzt, dass das Maß von ΓD
positiv ist, so dass es sich also nicht um ein reines Zugproblem handelt2. Denn fu¨r
ein reines Zugproblem ist klar, dass eine Lo¨sung u ohne weitere Einschra¨nkungen nicht
eindeutig bestimmt ist, da fu¨r die so genannten Starrko¨rperbewegungen (auch
”
Rigid
(Body) Motions“)
(1.12) RM :=
{
v : v(x1, x2) = (a+ b x2, c− b x1)T , a, b, c ∈ R
}
gilt, dass ε(RM) = { 0 } ist3.
Kein reines Zugproblem
Es sei das Maß von ΓD positiv. Es wird die Verschiebung aus der Ruhelage (f˜ = 0)
betrachtet, und es sei o.B.d.A d = 0 (s. o.), das heißt F (v) :=
∫
Ω
f · v dΩ.
Wegen der zweiten Kornschen Ungleichung (s. [BS02], S. 285),
(1.13) ‖ ε(v) ‖0 & ‖ v ‖H1(Ω) ∀v ∈ V,
folgt sofort (mit dem Rieszschen Darstellungssatz oder dem Theorem von Lax-Milgram)
die Existenz und Eindeutigkeit einer Lo¨sung u der schwachen Formulierung (1.9). Analog
folgt, dass die schwache Formulierung in allen endlichdimensionalen Unterra¨umen von
V genau eine Lo¨sung besitzt4. Somit ist eine theoretische Grundlage fu¨r konforme
Diskretisierungen der Displacement-Formulierung geschaffen.
Reines Zugproblem
Es sei das Maß von ΓD gleich Null. Fu¨r ein reines Zugproblem –wie die Lochscheibe–
erha¨lt man mit der zweiten Kornschen Ungleichung (s. [BS02], S. 284),
(1.14) ‖ ε(v) ‖0 & ‖ v ‖H1(Ω) ∀v ∈ V̂,
die Existenz und Eindeutigkeit einer Lo¨sung von (1.7) im Raum
(1.15) V̂ :=
{
v ∈ H1(Ω) :
∫
Ω
v dx = 0,
∫
Ω
rot v = 0
}
.
Fu¨r Diskretisierungen reiner Zugprobleme siehe man auch [BS02] und [Fal91].
Lochscheibenviertel
Unter Verwendung der Transformationsformel und Ausnutzung von Linearita¨ten la¨sst
sich die zweite Kornsche Ungleichung auf den zum Lochscheibenviertel geho¨renden
Raum V u¨bertragen. (Man siehe fu¨r den diskreten Fall auch den Beweis der Kornschen
Ungleichung; die analoge Vorgehensweise soll nicht hierher u¨bertragen werden.) Es folgt
Existenz und Eindeutigkeit einer Lo¨sung fu¨r das Lochscheibenviertel.
2Fu¨r ein solches siehe man z. B. [BS02] und [Fal91].
3Man kann zeigen, dass genau diese Funktionen den Kern von ε bilden.
4Meistens wird ‖ ε(v) ‖0 statt ‖ ε(v) ‖L2(Ω)2×2 geschrieben.
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1.3 Diskretisierungen der Displacement-Formulierung
Die Diskretisierungen der Displacement-Formulierungen haben die Form
(1.16) Finde uh ∈ Vh mit
 uh|ΓD = 0uh|ΓSC ·n = 0 und (1.7) fu¨r alle v ∈ Vh,
wobei die Vh endlichdimensionale Ra¨ume sind, deren Dimension mit h→ 0 wa¨chst.
1.3.1 Konforme Diskretisierungen
Die konforme Diskretisierung, also das Lo¨sen der schwachen Formulierung auf geschach-
telten Unterra¨umen Vh ⊂ V mit fu¨r h → 0 wachsender Dimension, hat den Nachteil,
dass erst bei Verwendung konformer Elemente hohen Polynomgrades kein Locking auf-
tritt. Dabei soll Locking hier bedeuten, dass die Konvergenzrate der diskreten Lo¨sungen
(uh) bei nahezu inkompressiblen Materialien (d. h. fu¨r großen Quotienten λ/µ) so stark
sinkt, dass praktisch keine Konvergenz mehr stattfindet.
1.3.2 Nichtkonforme Diskretisierungen
Bei nichtkonformen Diskretisierungen sind die Operatoren wie grad, ε, . . . (jeweils von
H1(Ω)→ L2(Ω)2×2) streng genommen zuna¨chst nicht auf den nichtkonformen Ra¨umen
Vh 6⊂ H1(Ω) definiert. In dieser Arbeit werden nichtkonforme finite Dreiecks-Elemente
verwendet; dabei wird das Gebiet Ω in Dreiecke T ∈ Th einer Zerlegung Th unterteilt,
und die Funktionen aus Vh sind derart, dass sie auf den Dreiecken jeweils Polynome
sind. Sie sind also insbesondere beliebig oft differenzierbar. Deswegen ist es mo¨glich und
natu¨rlich, die Operatoren
”
dreiecksweise“ (ohne die Ra¨nder, also bis auf Nullmengen)
zu definieren, so dass der Bildraum L2(Ω)2×2 derselbe bleibt, und insbesondere die
Integrale des Produkts solcher Bilder definiert sind.
Fu¨r H1(Ω)-Funktionen liefert diese Definition jeweils das gleiche Bild, weswegen
i. d. R. in der Schreibweise zwischen diesen Operatoren nicht unterschieden wird (außer
dort, wo es sonst zu Verwirrung fu¨hren kann).
Weiter sei erwa¨hnt, dass auch die Randbedingungen evtl. nicht exakt erfu¨llt sind.
Sie sind also nicht im eigentlichen Sinne zu verstehen, sondern nur
”
schwach“ erfu¨llt.
Das bedeutet, dass nur fu¨r gewisse Funktionale L, z. B. fu¨r die Punktauswertung an
bestimmten Punkten x ∈ ΓD, die Bedingung L(uh) = 0 gilt.
Nichtkonforme Diskretisierungen ko¨nnen verwendet werden, um Locking zu vermei-
den. Sie haben aber den Nachteil, dass die gesamte Theorie (Existenz und Eindeutigkeit,
Konvergenzaussagen) u¨bertragen bzw. erneut hergeleitet werden muss.
Es ist natu¨rlich erstrebenswert, mo¨glichst einfache nichtkonforme Diskretisierungen
zu verwenden:
”
Einfach“heißt hier, dass die oben erwa¨hnten Polynome mo¨glichst nied-
rigen Grad haben bzw. dass der Raum Vh (bei einer ”
festen“ Anzahl Dreiecke der Zer-
legung) mo¨glichst niedrige Dimension hat.
”
Einfach“ kann sich weiter auf das Erfu¨llen
schwacher Randbedingungen beziehen.
Ein typisches Beispiel fu¨r eine einfache Diskretisierung ist die Verwendung von
Crouzeix-Raviart-Elementen; d. h. dass eine Funktion v ∈ Vh auf jedem Dreieck T der
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Zerlegung Th komponentenweise linear ist, v weiter jeweils am Mittelpunkt der Verbin-
dungskante zweier benachbarter Dreiecke stetig ist, und dieser Wert an allen Randkanten
⊂ ΓD Null ist.5 Diese Diskretisierung ist aber problematisch, denn die diskrete Versi-
on der Kornschen Ungleichung ist fu¨r diese i. Allg. nicht erfu¨llt. Dies folgt leicht aus
Dimensionsgru¨nden (vgl. [Fal91], S. 544): Es bezeichne ne die Anzahl der Kanten, nD
die Anzahl der Randkanten mit Dirichlet-Randbedingung, nT die Anzahl der Dreiecke
und nb die Anzahl der Randkanten. Die Dimension des Gesamtraums ist 2 (ne − nD);
im Unterraum der verzerrungsfreien Funktionen gilt auf jedem Dreieck T die Gleichung
ε(v) = 0; die Funktion ist dort also von der Form v|T (x, y) = (a, b)
t + c (−y, x)t. Dies
stellt zusa¨tzlich zu den Stetigkeits- und Null-Randbedingungen maximal 3nT linear
unabha¨ngige Bedingungen an die stu¨ckweisen Vektorpolynome ersten Grades. Die Di-
mension d des Unterraums der verzerrungsfreien Crouzeix-Raviart-Funktionen la¨sst sich
mittels der Ungleichung d ≥ 2 (ne−nD)−3nT = nb−2nD abscha¨tzen (man beachte:
2ne − 3nt = nb). Die Dimension des Unterraums kerngrad ist jedoch Null. Sobald
nb > 2nD gilt, gibt es Funktionen, die die diskrete Version der zweiten Kornschen Un-
gleichung nicht erfu¨llen. Auch numerische Ergebnisse zeigen, dass die Verwendung dieser
Elemente –selbst bei nur einer Kante ohne Dirichlet-Randbedingung– problematisch ist.
Die im na¨chsten Kapitel eingefu¨hrten Elemente sind verha¨ltnisma¨ßig einfach, und
die zugeho¨rige Theorie wird dort bereitgestellt.
5Man denke sich Ω als beschra¨nktes Polygon-Gebiet und die Zerlegung derart, dass eine Teilmenge
der Randkanten mit ΓD u¨bereinstimmt.
Kapitel 2
Der Finite-Element-Raum von
Mardal, Tai & Winther
Mardal, Tai und Winther schlagen in ihrer Arbeit (s. [MTW02]) den in diesem Abschnitt
eingefu¨hrten Teilraum Vh zur Diskretisierung vor, der mittels eines Finiten Elements
V(T ) definiert wird.
2.1 Der Finite-Element-Raum
2.1.1 Das MTW-Element
Das MTW-Element (T,V(T ),N ) ist wie folgt definiert.
Definition. Sei V(T ) definiert durch
(2.1) V(T ) :=
{
v ∈ P23
∣∣∣ div v ∈ P0 , (v ·ne)|e ∈ P1 ∀e ∈ E(T ) } ,
wobei T ⊂ R2 ein offenes Dreieck, Pk die Menge der Polynome vom Grad ≤ k und E(T )
die Menge der Kanten von T sei. Außerdem sei ne der a¨ußere Normaleneinheitsvektor an
die Kante e (bzgl. einer mathematisch positiven Orientierung der Kanten). Schließlich
sei te der Tangenteneinheitsvektor an e, und τ = τe sei die Bogenla¨nge von e.
Der Raum V(T ) hat die Dimension 9. Eine Funktion v ∈ V(T ) hat die Freiheits-
grade ∫
e
(v ·ne) τk dτ (e ∈ E(T ), k = 0, 1) ,(2.2) ∫
e
(v ·te) dτ (e ∈ E(T )) .(2.3)
Die Menge dieser 9 Funktionale sei mit N˜ bezeichnet. Wegen der Linearita¨t von v ·ne
auf den Kanten kann man statt (2.2) auch die Normalkomponente am Anfangs- und
Endpunkt einer jeden Kante als Freiheitsgrad vorgeben. Die Menge N = (N1, . . . , N9)
besteht nun aus den 9 Funktionalen Ni, die sich durch die soeben angesprochene Mo-
difikation ergeben. 4
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Abbildung 2.1: Das MTW-Element
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Jede Funktion v ∈ V(T ) ist also durch Vorgabe der 9 Werte Ni(v) eindeutig be-
stimmt. Unter
”
der“ Basis von V(T ) versteht man die nodale Basis (φ); das ist die
Dualbasis von N (also diejenige mit Ni(φj) = δij).
Bemerkung. Fu¨r jede Kante e ∈ E(T ) ist diejenige nodale Basisfunktion φte , die
durch
∫
e
(v · te) dτ = 1 definiert ist, ein Vielfaches derjenigen Funktion φ˜te , fu¨r die
stattdessen φ˜te(me) = 1 ist. Wenn man allerdings statt (2.3) die Punktauswertung
am Mittelpunkt verwendet, erha¨lt man einen anderen FE-Raum, sobald dieser auf einer
Triangulierung mit mehr als einem Dreieck gebildet wird.
2.1.2 Der MTW-Raum Vh
Es wird jetzt zuna¨chst eine – einfache, aber etwas ungenaue – umgangssprachliche
Beschreibung des Raumes Vh gegeben.
Umgangssprachliche Beschreibung von Vh
Sei T := { Th} eine nicht entartete Familie von Zerlegungen von Ω, wobei h jeweils der
maximale Durchmesser sei. Dann entha¨lt der RaumVh := Vh(T ) diejenigen Funktionen
v ∈ L2(Ω)2, die
• eingeschra¨nkt auf jedes Dreieck T ∈ Th aus V(T ) sind
und fu¨r jede Kante e (bis auf eine Teilmenge der Randkanten) genau die drei Freiheits-
grade
• Normalkomponente am Anfangspunkt,
• Normalkomponente am Endpunkt und
• Integral der Tangentialkomponente
besitzen. Dieser Sachverhalt wird mit den nun folgenden Definitionen formal korrekt
angegeben.
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Definitionen. Sei T := { Th} eine quasiuniforme Familie von Zerlegungen von Ω, der
maximale Durchmesser einer Zerlegung Th sei h. Sei Xh die Menge der Eck- und Mh
die Menge der Mittelpunkte. Weiter sei Eh die Menge der Kanten. Fu¨r letztere werde
eine positive Richtung festgelegt und die Menge dieser gerichteten Kanten mit E+h
bezeichnet1. Entsprechend sei E−h definiert, und E+/−h sei die Menge der gerichteten
Kanten von Th. Sei ERh die Menge der Randkanten und EIh die Menge der inneren
Kanten: Eh = ERh ∪EIh. Eine entsprechende Bedeutung kommt XRh , X Ih , MRh und MIh
zu. Dann kommt jede innere Kante e ∈ Eh genau zweimal in E+/−h vor (bezeichnet
mit e+ und e−), jede a¨ußere Kante genau einmal. Seien xAe , me und x
E
e der Anfangs-,
Mittel- und Endpunkt einer Kante e ∈ E+/−h . Es gilt dann xAe− = xEe+ fu¨r eine innere
Kante e ∈ EIh. Zu einer Kante e ∈ EIh seien Te+ und Te− die beiden ”zugeho¨rigen“
Dreiecke. Fu¨r eine positiv/negativ gerichtete Kante e ∈ E+/−h seien ne der a¨ußere/innere
Normaleneinheitsvektor und te/−te der Tangenteneinheitsvektor in Richtung e (so dass
also fu¨r e ∈ Eh sowohl ne = ne+ = ne− als auch te = te+ = te− eindeutig definiert ist).
Außerdem sei ∅ ⊂ EDh ⊂ ERh die Menge der Dirichlet-Randkanten. Selbstversta¨ndlich ist
fu¨r eine Funktion f , die auf einem offenen Dreieck T definiert ist, und fu¨r einen Punkt
x0 auf dessen Rand ∂T mit f(x0) der Wert limx→x0 f(x) gemeint.
Fu¨r das Lochscheibenviertel bezeichne ESCh die Menge der Kanten mit den Symme-
trierandbedingungen. 4
Definition. Mit den vorigen Definitionen ist der Raum Vh := Vh(T ) := Vh(T , EDh )
definiert durch
Vh :=
{
v ∈ L2(Ω)2
∣∣∣ ∀T ∈ Th : v|T ∈ V(T ) ,
∀e ∈ EDh :
∫
e
v|Te·te ds = 0 ,
∀e ∈ EDh : (v ·ne)|Te
(
xAe
)
= 0 ,
∀e ∈ EDh : (v ·ne)|Te
(
xEe
)
= 0 ,
∀e ∈ EIh :
∫
e
v|Te−
·te ds =
∫
e
v|Te+
·te ds,
∀e ∈ EIh : (v ·ne)|Te−
(
xAe−
)
= (v ·ne)|Te+
(
xEe+
)
,
∀e ∈ EIh : (v ·ne)|Te−
(
xEe−
)
= (v ·ne)|Te+
(
xAe+
) }
.
4
AKS-Raum. Es sei noch einmal erwa¨hnt: Wenn man den dritten Freiheitsgrad (2.3)
dahingehend aba¨ndert, dass man statt des Integrals der Tangentialkomponente deren
Funktionswert am Kantenmittelpunkt verwendet, dann erha¨lt man einen anderen FE-
Raum. Dieser ist dem MTW-Raum sicher in gewissem Sinne a¨hnlich, aber nicht mit
ihm identisch. Der entsprechend vera¨nderte Raum heißt AKS-Raum.
Fu¨r diesen Raum ergibt sich eine entsprechende Definition; dabei ist allerdings zu
beachten, dass bei einer homogenen Dirichlet-Randbedingung auf einer Teilmenge EDh
1Man kann sich eine solche gerichtete Kante als Quadrupel (e,+, xAe , x
E
e ) vorstellen.
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Abbildung 2.2: Dreieck T







AA
A
A
A
A
A
AAr
x(1)
r
x(2)
rx(3)
r
m(1)
rm(3) rm(2)rmT
der Randkanten auf diesen zuna¨chst nicht notwendig das Integral der Tangentialkom-
ponente gleich Null ist. Dies ist aber der Fall, wenn man bei solchen Randkanten den
Funktionswert an den Kantenenden gleich Null setzt. Dies erreicht man durch Nullsetzen
von Basisfunktionen angrenzender Kanten, also durch Streichen weiterer Freiheitsgrade.
Lochscheibenviertel. Fu¨r das Lochscheibenviertel definiert man den Raum entspre-
chend, wobei von den drei Bedingungen auf EDh die an die Tangentialkomponente ge-
stellte zu streichen ist, und bei den beiden u¨brigen EDh durch ESCh zu ersetzen ist.
Skalierung. Versieht man den Raum Vh mit dem Energie-Skalarprodukt a = ah =
ah,λ, la¨sst sich fu¨r den Teil a1 := (·, ·)ε des Skalarproduktes folgendes bemerken: Die
Werte a1(φj , φj) liegen fu¨r Basisfunktionen φj , die zu Normalkomponenten geho¨ren, in
der Gro¨ßenordnung von 1, wohingegen die zu Tangentialkomponenten in der Gro¨ßen-
ordnung von |e|−2 liegen, wenn e die entsprechende Kante bezeichnet. Das heißt, die
Diagonaleintra¨ge der Matrix (a1(φi, φj))i,j sind unterschiedlich skaliert. Das bedeutet,
dass fu¨r h→∞ die Konditionszahl der so aufgestellten Matrix gegen ∞ strebt. Wenn
man die entsprechenden Freiheitsgrade (2.3) hingegen zu |e|−1 ∫
e
v · te dτ a¨ndert2,
liegen alle Diagonaleintra¨ge in derselben Gro¨ßenordnung.
Fu¨r λ → ∞ streben die Diagonaleintra¨ge der Matrix (ah,λ(φi, φj))i,j von Basis-
funktionen zu Normalkomponenten gegen ∞, wa¨hrend die anderen Diagonaleintra¨ge
unvera¨ndert bleiben. Selbst bei gro¨bsten Triangulierungen kann dies fu¨r große λ schon
beim Aufstellen der entsprechenden Matrix zu einer beliebig schlecht konditionierten
Matrix fu¨hren.
2.1.3 Elementweise Darstellung des MTW-Raumes
Es sei T ∈ Th ein Dreieck mit Mittelpunkt mT , Eckpunkten x(1),x(2) und x(3) sowie
Kantenmittelpunkten m(1),m(2) und m(3) (s. Abb. 2.2).
2Im Ggs. zu der vorher angesprochenen A¨nderung des entsprechenden Freiheitsgrades (2.3) ist diese
Bedingung offensichtlich nur eine Skalierung der zugeho¨rigen nodalen Basisfunktionen.
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Es sei jetzt (φ1, φ2, φ3) die Standard-Basis der linearen Funktionen auf T (definiert
durch φi(x(j)) = δij). Weiter sei b die Bubble-Funktion, normiert auf b(mT ) = 1,
definiert durch b = b˜/b˜(mT ) mit b˜ = φ1 φ2 φ3. Schließlich seien ψ1, ψ2 und ψ3 die
linearen Crouzeix-Raviart Basisfunktionen, definiert durch ψi(m(j)) = δij .
Elementweise Darstellung
Jede Funktion v ∈ Vh mit vT := v|T la¨sst sich auf jedem Dreieck T der Zerlegung lokal
darstellen als
(2.4) vT = αφ1 + β φ2 + γ φ3 + ρ∇⊥(ψ1b) + σ∇⊥(ψ2b) + τ∇⊥(ψ3b) ,
wobei α,β,γ ∈ R2 und ρ, σ, τ ∈ R sind.
Beweis. Sei V˜(T ) := { vT : α,β,γ ∈ R2, ρ, σ, τ ∈ R }. Es wird gezeigt, dass
V˜(T ) Teilraum von V(T ) gleicher Dimension ist. Es ist klar, dass es sich um Polynome
dritten Grades handelt, dass deren Divergenz konstant ist und die Normalkomponente
der ersten drei Summanden linear ist. Fu¨r V˜(T ) ⊂ V(T ) bleibt zu zeigen, dass die
Normalkomponente der letzten drei Summanden linear ist. Es seien nj , tj der Normalen-
und Tangenteneinheitsvektor der zum Mittelpunkt m(j) geho¨renden Kante ej . Man
berechnet leicht3
(2.5) ∇⊥(ψi b) |ej (nj , tj) = (ψi∇
⊥b)|ej (nj , tj) = ψi|ej∇b |ej (±tj ,±nj)
und (die Indizes sind von nun an modulo 3 zu verstehen)
(2.6) ∇b |ej = c
[
nTj−1 (· − x(j−1))
] [
nTj+1 (· − x(j+1))
]
nj
mit einer Konstante c 6= 0. Also ist die Normalkomponente der letzten drei Basisfunk-
tionen sogar jeweils Null, und es gilt V˜(T ) ⊂ V(T ). Es bleibt zu zeigen, dass V˜(T )
Dimension 9 hat. Es gelte
v = α(1)φ1 +α(2)φ2 +α(3)φ3 + α1∇⊥(ψ1 b) + α2∇⊥(ψ2 b) + α3∇⊥(ψ3 b) = 0 .
Dann ist zu zeigen, dass alle Koeffizienten Null sind. Es ist
(v · nj)|
x(i)
= nj ·α(i) i = j, j + 1; j = 1, 2, 3 .
Wegen v = 0 sind insbesondere die Normalkomponenten an den Eckpunkten x(i) Null,
und es folgt α(i) = 0 fu¨r i = 1, 2, 3. Es gilt weiter
(v · tj)|
m(j)
=
(
1
2
(
α(j) +α(j+1)
)
+ (∇⊥b)|
m(j)
αj
)
tj = αj tj · (∇⊥b)|
m(j)
,
und da wegen (2.5) und (2.6) stets tj · (∇⊥b)|
m(j)
6= 0 gilt, folgt schließlich
αj = 0 fu¨r j = 1, 2, 3; denn auch die Tangentialkomponenten mu¨ssen –insbesondere
am Mittelpunkt– jeweils verschwinden. 
3Die Kombination der Vorzeichen vor tj und nj ha¨ngt von der Orientierung dieser beiden Vektoren
und von der Orientierung von ∇⊥ ab.
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Es soll jetzt noch eine Darstellung der nodalen Basisfunktionen ξ
(j)
x(i)
und ξ
(j)
m(j)
fu¨r
i = j, j+1 und j = 1, 2, 3 gegeben werden. Bei den Funktionen ξ(j)
m(j)
ist offensichtlich
jeweils nur der Koeffizient αj 6= 0. Exakte Integration mit der Simpson-Regel liefert∫
ej
ξ
(j)
m(j)
· tj ds = αj 23 |ej | (∇
⊥b)|
m(j)
tj = αj
9
4
|ej |2
|T | ,
also
(2.7) ξ
(j)
m(j)
=
4
9
|T |
|ej |2 ∇
⊥(ψj b) .
Die Funktionen ξ
(j)
x(i)
sind demnach offensichtlich von der Form
ξ
(j)
x(j)
=
1
nj · tj−1φj tj−1 + cj,j ξ
(j−1)
m(j−1) + dj,j ξ
(j)
m(j)
und
ξ
(j)
x(j+1)
=
1
nj · tj+1φ
(j+1) tj+1 + cj,j+1 ξ
(j)
m(j)
+ dj,j+1 ξ
(j+1)
m(j+1)
.
Mit der Trapezregel (TR) erha¨lt man zur Berechnung von cj,j , dj,j∫
ej−1
ξ
(j)
x(j)
· tj−1 ds = 1
nj · tj−1
∫
ej−1
φj ds+ cj,j
TR=
|ej−1|
2nj · tj−1 + cj,j = 0
und analog ∫
ej
ξ
(j)
x(j)
· tj ds = |ej |2
tj−1 · tj
nj · tj−1 + dj,j = 0 .
Ebenso verfa¨hrt man mit cj,j+1, dj,j+1 und erha¨lt
(2.8) ξ
(j)
x(j)
=
φj tj−1 − 2 |T |9
(
1
|ej−1|∇⊥
(
ψ(j−1) b
)− tj−1·tj|ej | ∇⊥(ψ(j) b))
nj · tj−1
und
(2.9) ξ
(j)
x(j+1)
=
φ(j+1) tj+1 − 2 |T |9
(
tj+1·tj
|ej | ∇⊥
(
ψ(j) b
)− 1|ej+1|∇⊥(ψ(j+1) b))
nj · tj+1 .
Bemerkung. Sollen die Basisfunktionen gema¨ß der Bemerkung zur Skalierung im vo-
rigen Abschnitt skaliert werden, so muss man nur den Wert der Konstante aus (2.7) zu
4
9
|T |
|ej | a¨ndern.
2.2 Schwache Formulierung und zugeho¨rige Theorie
2.2.1 Schwache Formulierung im MTW-Raum
Fu¨r die schwache Formulierung im MTW-Raum sei vorausgesetzt, dass es sich bei Ω
um ein beschra¨nktes Polygon-Gebiet handelt; die Triangulierungen seien derart, dass
∂Ω = ERh und vor allem ΓD = EDh (bzw. ΓSC = ESCh ) gilt. Die schwache Formulierung
lautet nun wie folgt:
(2.10) Finde u = uh ∈ Vh mit (1.7) fu¨r alle v ∈ Vh,
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wobeiVh der in den vorigen Abschnitten eingefu¨hrte MTW-Raum ist; d. h. insbesondere,
dass die homogenen Dirichlet-Randbedingungen nicht mehr exakt erfu¨llt sein mu¨ssen.
Es ergeben sich sofort Fragen nach der Existenz und Eindeutigkeit einer Lo¨sung
uh und nach Konvergenzaussagen fu¨r h → 0. Im Falle der Konvergenz ist neben der
Ordnung auch interessant, ob die Konvergenz unabha¨ngig von λ stattfindet. Diesen
Fragen soll in den na¨chsten beiden Abschnitten nachgegangen werden.
2.2.2 Diskrete Kornsche Ungleichung
Fu¨r die Existenz und Eindeutigkeit einer Lo¨sung uh des diskreten Problems (2.10) muss
die diskrete Bilinearform ah positiv definit sein. Fu¨r den Nachweis der Konvergenz der
diskreten Lo¨sungen uh gegen die Lo¨sung u der schwachen Formulierung des Elastizita¨ts-
problems (1.10) beno¨tigt man die Koerzivita¨t von ah. Beides kann aus der diskreten
Version der (zweiten) Kornschen Ungleichung gefolgert werden.
Satz (Kornsche Ungleichung fu¨r MTW-Ra¨ume)
Sei Ω ein beschra¨nktes, zusammenha¨ngendes Gebiet, das von einem Polygonzug beran-
det wird, und sei T := (Th) eine Folge quasiuniformer geschachtelter Triangulierungen
dieses Gebietes. Handelt es sich nicht um das Lochscheibenviertel, so seien auf min-
destens einer Randkante e0 der gro¨bsten Triangulierung die drei Freiheitsgrade einer
Funktion uh gleich Null. Dann gilt
(2.11) ‖uh‖1 ≤ C ‖ε(uh)‖0 ,
wobei die Konstante C neben e0 und Ω nur vom Infimum der Winkel der Dreiecke der
Familie T der Triangulierungen Th abha¨ngt.
Beweis. Es handle sich zuna¨chst nicht um die Diskretisierungen des Lochscheiben-
viertels. Nach dem Artikel von Brenner (s. [Bre04]) gilt
(2.12) ‖uh‖21 ≤ C
{
‖ε(uh)‖20 + sup
m∈RM
(m,uh )
2
0,e0
‖m‖20,e0
+
∑
e∈EI
1
he
‖P 1e([uh]e)‖20,e
}
.
Dabei bezeichnet RM = RM(Ω) den Raum der Rigid-Body-Motions,
RM =
{
m
∣∣∣∣ m(x1, x2) = (αβ
)
+ γ
(−x2
x1
)
, α, β, γ ∈ R
}
,
und P 1e bezeichnet die komponentenweise L2(e)-orthogonale Projektion auf den Raum
der affin-linearen Vektorfunktionen.
Wegen der Null-Randbedingung an die affin-lineare Normalkomponente von uh
erha¨lt man (m,uh )0,e0 = (m · te0 , uh · te0 )0,e0 , wenn man uh und m jeweils
in Tangential- und Normalkomponente aufteilt. Sei γ eine Parametrisierung von e0
bzgl. der Kantenla¨nge, also von der Form γ(s) = a + s te0 . Dann hat m die Form
m(γ(s)) = b + sne0 , weshalb die Tangentialkomponente m · te0 bei der Integration
konstant ist. Wegen
∫
e0
uh · te0 ds = 0 vereinfacht sich (2.12) zu
(2.13) ‖uh‖21 ≤ C
{
‖ε(uh)‖20 +
∑
e∈EI
1
he
‖P 1e([uh]e)‖20,e
}
.
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Jetzt soll auf der rechten Seite noch der hintere Term durch den vorderen abgescha¨tzt
werden.
Dazu erha¨lt man ebenfalls durch Aufspaltung in Normal- und Tangentialkomponen-
ten zuna¨chst P 1e([uh]e) = P
1
e ([uh]e ·te) te, wobei P 1e die L2(e)-orthogonale Projektion
auf den Raum der affin-linearen reellwertigen Funktionen bezeichnet. Sei γ eine Para-
metrisierung von e bzgl. der Kantenla¨nge. Zur Vereinfachung sei f = [uh]e·te, p = f(γ)
und pˆ = p(he·). Da das Integral des Sprungs der Tangentialkomponente einer MTW-
Funktion an einer Kante Null ist, ist P 0e (f) = 0, und es ergibt sich
‖P 1e([uh]e)‖20,e = ‖P 1e (f) te‖20,e
= ‖P 1e (f)‖20,e
≤ ‖f‖20,e
= ‖f − P 0e (f)‖20,e
= ‖p− P 0e (p)‖2L2([0,he])
= he ‖pˆ− P 0e (pˆ)‖2L2([0,1])(2.14)
. he ‖
(
pˆ− P 0e (pˆ)
)′ ‖2L2([0,1])
= h3e ‖p′(he·)‖2L2([0,1])
= h2e ‖p′‖2L2([0,he])
= h2e ‖(gradf) (γ) · te‖2L2([0,he])
= h2e ‖∂tef‖20,e ,
wobei he = |e| die La¨nge der Kante e ist und die zweite Ungleichung gilt, da alle Nor-
men auf dem endlich-dimensionalen Vektorraum
{
p˜ : p˜ = pˆ− P 0e (pˆ), pˆ ∈ P3 ([0, 1])
}
a¨quivalent sind. Dabei soll das Zeichen
”
.“ fu¨r
”
≤ c“stehen, und c ist jeweils eine Kon-
stante, die von denjenigen Gro¨ßen unabha¨ngig ist, bzgl. derer unabha¨ngig abgescha¨tzt
werden soll (hier: he, h).
Seien wieder Te+ und Te− die beiden an eine innere Kante e angrenzenden Dreiecke;
dann ist
∂tef = ∂te([uh]e · te) = ∂te(uh · te)|Te+
− ∂te(uh · te)|Te−
auf ganz e. Dies ergibt
‖∂tef‖0,e =
∥∥∥∥(tTe ∇uh te)|Te+ − (tTe ∇uh te)|Te−
∥∥∥∥
0,e
=
∥∥∥∥(tTe ε(uh) te)|Te+ − (tTe ε(uh) te)|Te−
∥∥∥∥
0,e
≤
∥∥∥∥ ‖(ε(uh) te)|Te+ ‖Eukl
∥∥∥∥
0,e
+
∥∥∥∥ ‖(ε(uh) te)|Te− ‖Eukl
∥∥∥∥
0,e
(2.15)
≤
∥∥∥∥ ‖ε(uh)|Te+ ‖Frob
∥∥∥∥
0,e
+
∥∥∥∥ ‖ε(uh)|Te− ‖Frob
∥∥∥∥
0,e
=
∥∥∥∥ε(uh)|Te+
∥∥∥∥
0,e
+
∥∥∥∥ε(uh)|Te−
∥∥∥∥
0,e
.
Es ist
‖ε(uh)|T ‖0,e ≤ ‖ε(uh)|T ‖0,∂T .
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Es sei Tˆ das Referenzdreieck und FT (x) = Bx + b eine affin-lineare Transformation
von Tˆ → T . Sei uˆh := uh ◦FT , also uh = uˆh ◦F−1T und ∂Tˆ = F−1T (∂T ). Den hinteren
Term kann man mit Substitutionen/Transformationen dann wie folgt abscha¨tzen:
‖ε(uh)|T ‖
2
0,∂T =
1
4
‖∇uh +∇uTh ‖20,∂T
=
1
4
‖∇uˆh◦F−1T B−1 + (∇uˆh ◦ F−1T B−1 )T ‖20,∂T
. ‖B‖ ‖∇uˆhB−1 + (∇uˆhB−1 )T ‖20,∂Tˆ
. ‖B‖ ‖∇uˆhB−1 + (∇uˆhB−1 )T ‖20,Tˆ(2.16)
= ‖B‖ ‖∇uh◦FT + (∇uh◦FT )T ‖20,Tˆ
= ‖B‖ |detB|−1‖∇uh +∇uTh ‖20,T
. h−1T ‖ ε(uh) ‖20,T ;
denn ‖·‖0,∂Tˆ und ‖·‖0,Tˆ sind auf dem endlichdimensionalen Vektorraum P2 a¨quivalent.
Also gilt
‖ε(uh)|T ‖
2
0,e . h−1e ‖ ε(uh) ‖20,T .(2.17)
Mit (2.14), (2.15) und (2.17) ergibt sich
‖P 1e([uh]e)‖20,e . he
(
‖ ε(uh) ‖20,Te+ + ‖ ε(uh) ‖
2
0,Te−
)
,
was mit Summation u¨ber die inneren Kanten∑
e∈EI
1
he
‖P 1e([uh]e)‖20,e .
∑
T∈Th
‖ ε(uh) ‖20,T = ‖ε(uh)‖20(2.18)
liefert, da jedes Dreieck ho¨chstens dreimal vorkommt. Dies beweist schließlich mit (2.13)
die Diskrete Kornsche Ungleichung fu¨r den Fall, das es sich nicht um das Lochschei-
benviertel handelt.
Fu¨r die Diskretisierungen4 des Lochscheibenviertels Ω1 = Ω1,h wird zuna¨chst die
Gu¨ltigkeit der zweiten Kornschen Ungleichung fu¨r die Diskretisierungen der Lochscheibe
Ω = Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω4 bewiesen. Dazu sei
(2.19) V̂h :=
{
v ∈ Vh(Ω) :
∫
Ω
v dx = 0,
∫
Ω
rot v = 0
}
.
Nach dem Artikel von Brenner (s. [Bre04]) gilt zuna¨chst
(2.20)
‖uh‖21 ≤ C
‖ε(uh)‖20 + ∣∣∣∣∫
Ω
uh dx
∣∣∣∣2 + ∣∣∣∣∫
Ω
rotuh dx
∣∣∣∣2 + ∑
e∈EIh
‖P 1e([uh]e)‖20,e
he
 ,
wobei die Konstante C die im Satz angegebenen Eigenschaften hat5. Dies impliziert
(zusammen mit der vorangegangenen Abscha¨tzung des letzten Summanden) sofort die
zweite Kornsche Ungleichung fu¨r jede Diskretisierung der Lochscheibe:
‖uˆh‖21 . ‖ε(uˆh)‖20 fu¨r alle uˆh ∈ V̂h .
4Der Index h wird fu¨r die Diskretisierungen hier im Beweis unterdru¨ckt.
5Das bedeutet, dass auf einer Familie von geschachtelten Triangulierungen die Konstante nur vom
kleinsten Winkel abha¨ngt.
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Um die diskrete Kornsche Ungleichung fu¨r Ω1 (bzw. Vh) zu zeigen, reicht es aus, zu
v ∈ Vh eine Funktion vˆ ∈ V̂h mit
(2.21) ‖ε(vˆ)‖0 . ‖ε(v)‖0 und ‖v‖1 . ‖vˆ‖1
zu konstruieren – es folgt dann sofort
‖v‖1 . ‖vˆ‖1 . ‖ε(vˆ)‖0 . ‖ε(v)‖0 .
Mit
Q1 =
(
1 0
0 1
)
= −Q3 und Q2 =
(
−1 0
0 1
)
= −Q4
definiert man vˆ|Ωi (x) := Qi v(Qix). Es gilt offensichtlich vˆ ∈ Vh(Ω); fu¨r vˆ ∈ V̂h
verbleibt,
∫
Ω
vˆ dx = 0 und
∫
Ω
rot vˆ dx = 0 zu zeigen.
Dies folgt sofort aus der Linearita¨t des Integrals und der Transformationsformel
(L ∈ {id, rot})
∫
Ω
Lvˆ dx =
4∑
i=1
∫
Ωi
L(Qi v(Qix)) dx
=
4∑
i=1
∫
Ω1
L(Qi v(x)) dx
=
∫
Ωi
L
(
(
∑4
i=1Qi) v(x)
)
dx = 0 .
Jetzt bleibt noch (2.21) zu zeigen; es gilt
(grad vˆ|Ωi )(x) = Qi grad v(Qix) Qi ,
und somit auch
(ε vˆ|Ωi )(x) = Qi ε (v(Qix)) Qi ,
und also schließlich
‖grad vˆ‖20 =
4∑
i=1
∫
Ωi
‖Qi grad v(Qix) Qi‖2F dx
=
4∑
i=1
∫
Ωi
‖grad v(Qix)‖2F dx
=
4∑
i=1
∫
Ω1
‖grad v(x)‖2F dx
= 4 ‖grad v‖20 ,
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Abbildung 2.3: Schlechte Triangulierung am gekurvten Rand der Lochscheibe.
(und analog direkt die Behauptung ‖ε(vˆ)‖0 . ‖ε(v)‖0) sowie
‖vˆ‖20 =
4∑
i=1
∫
Ωi
‖Qi v(Qix) ‖2F dx
=
4∑
i=1
∫
Ωi
‖v(Qix)‖2F dx
=
4∑
i=1
∫
Ω1
‖v(x)‖2F dx
= 4 ‖v‖20 .
Also ist schließlich die diskrete Kornsche Ungleichung auch fu¨r das Lochscheibenviertel
bewiesen. 2
Folgerung
Die gestellten diskreten Variationsprobleme haben genau eine Lo¨sung.
Bemerkung. Die Abscha¨tzung
”
fu¨r die Lochscheibe“ ist hier
”
unabha¨ngig von h“
nur fu¨r eine geschachtelte, quasiuniforme Familie von Triangulierungen eines polygonal
berandeten Gebietes bewiesen worden. Bei dem
”
gekurvten“ Randstu¨ck der Lochscheibe
sind die Dreiecke der Triangulierungen polygonale Approximationen an krummlinige
Dreiecke. Es ist z. B. klar, dass, wenn man die gro¨bste Triangulierung schlecht wa¨hlt,
das Infimum des kleinsten Winkels der nichtgeschachtelten Triangulierungen gegen Null
strebt (s. Abb. 2.3).
Bemerkung. Die diskrete Kornsche Ungleichung gilt auch fu¨r die AKS-Elemente, die
die Normalkomponenten am Kanten-Anfangs- und Endpunkt sowie die Tangentialkom-
ponenten am Kanten-Mittelpunkt als Freiheitsgrade haben (und nicht deren Integral),
wenn man als Null-Randbedingung auf e0 zusa¨tzlich fordert, dass auch noch die ”
e0-
nahen“ Normalkomponenten an den an e0 angrenzenden Kanten gleich Null sind; denn
dies impliziert sofort
∫
e0
uh · te0 ds = 0, womit sich der Beweis wo¨rtlich u¨bertra¨gt.
Numerische Ergebnisse legen allerdings die Vermutung nahe, dass die Ungleichung
sogar gilt, wenn man dies nicht zusa¨tzlich fordert.
Es verbleibt die Frage nach Konvergenzaussagen von ‖u− uh ‖a (fu¨r h → 0). Mit
dieser bescha¨ftigt sich der folgende Abschnitt.
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2.2.3 Der Diskretisierungsfehler
Nach dem zweiten Lemma von Strang (s. [Bra03, Kap. III]) erha¨lt man fu¨r den Diskre-
tisierungsfehler in der H1-Norm, ‖u− uh ‖1, zwischen schwacher Lo¨sung u von (1.10)
und diskreter Lo¨sung uh von (2.10) eine Abscha¨tzung, die sich wegen
(2.22) |a(u, v)| . ‖u‖a ‖v‖a
sofort auf den Diskretisierungsfehler ‖u− uh ‖a in der Energie-Norm u¨bertragen la¨sst:
Lemma von Strang
Es gilt mit einer von h und λ unabha¨ngigen Zahl c:
(2.23) ‖u− uh ‖a ≤ c
(
inf
v∈Vh
‖u− v ‖a + sup
v∈Vh
| a(u, v)− lf (v) |
‖ v ‖a
)
.
Dabei ist lg(v) := (v, g)0 +
∫
ΓN
t · v ds fu¨r v ∈ V + Vh, was bedeutet, dass fu¨r
v ∈ Vh die Identita¨t lf (v) = ah(uh, v) gilt. Der erste Summand von (2.23) zwischen
den Klammern wird als Approximations-, der zweite als Konsistenzfehler bezeichnet. Es
soll jetzt eine Abscha¨tzung der Form
(2.24) ‖u− uh ‖a ≤ Ch
hergeleitet werden. Dazu werden nacheinander der Konsistenz- und der Approximati-
onsfehler abgescha¨tzt. Zur Abscha¨tzung des Diskretisierungsfehlers sei angenommen,
dass die Lo¨sung u sogar aus H2(Ω) ist. Wegen der diskreten Kornschen Ungleichung
gilt
(2.25)
| a(u, v)− lf (v) |
‖ v ‖a .
| a(u, v)− lf (v) |
‖ v ‖1 ,
und es reicht, den rechten Term abzuscha¨tzen. Man kann jetzt gut [Bra03, Kap. III]
folgen. Nicht nur fu¨r v ∈ Vh, sondern sogar fu¨r v ∈ Vh + V ist
Lf (v) := a(u, v)− lf (v)
=
∑
T∈Th
((−divσ(u)︸ ︷︷ ︸
=f
, v
)
0,T
+
(
σ(u)n, v
)
0,∂T
)
− (f, v)0 − (t, v)0,ΓN
=
∑
T∈Th
∑
e∈∂T\ΓN
∫
e
(σ(u)ne) · v ds .
Bezeichnet ve den Integral-Mittelwert von v auf der Kante e, so folgt, da jede innere
Kante zweimal vorkommt und ve = 0 auf ∂Ω \ ΓN gilt (bzw. ∂Ω \ ΓN im Fall der
”
Lochscheibe“6 leer ist),
Lf (v) =
∑
T∈Th
∑
e∈∂T\ΓN
∫
e
(σ(u)ne) · (v − ve) ds .
6Dabei wa¨re die Lochscheibe wegen der Voraussetzung, dass das Gebiet durch einen Polygonzug be-
randet ist, als eine Lochscheibe zu verstehen, bei der der Kreisrand durch einen Streckenzug angena¨hert
worden ist.
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Da nun aber
∫
e
(v−ve) ds = 0 ist, kann man ein beliebiges Vielfaches dieses Integrals
abziehen und erha¨lt mit ζ ∈ R2×2 die Identita¨t
Lf (v) =
∑
T∈Th
∑
e∈∂T\ΓN
∫
e
((
2µ (ε(u)− ζ) + λ div u)ne) · (v − ve) ds .
Mit der Cauchy-Schwarzschen Ungleichung erha¨lt man
|Lf (v)| ≤
∑
T∈Th
∑
e∈∂T
I(v)
(
2µ
(∫
e
|ε(u)− ζ|2 ds
) 1
2
+ λ
(∫
e
|div u|2 ds
) 1
2
)
mit der Vereinfachung I(v) :=
(∫
e
|v − ve|2 ds
)1/2
. Bezeichnet I1 die Interpolation
von H2 → P21 , also die Interpolation durch Vektor-Polynome vom Grad ≤ 1, so erha¨lt
man durch ζ = ε(I1u)
(2.26) |Lf (v) | ≤ S1 + S2
mit
(2.27) S1 =
∑
T∈Th
∑
e∈∂T
2µ I(v)
(∫
e
|ε(u− I1 u)|2 ds
)1/2
und
(2.28) S2 =
∑
T∈Th
∑
e∈∂T
λ I(v)
(∫
e
(div u)2 ds
)1/2
.
Man scha¨tzt leicht bei S1 das hintere Integral mit einer von h und λ unabha¨ngigen
Konstante C durch C
∫
e
|∇(u−I1 u)|2 ds nach oben ab. Jetzt kann man weiter wie
in [Bra03] vorgehen; durch Anwendung des Spursatzes, des Bramble-Hilbert Lemmas
und der Transformationsformel erha¨lt man
(2.29) |Lf (v) | . h (|u|2 + λ ‖div u‖1) ‖v‖1 .
Dabei verwendet man zum Abscha¨tzen des zweiten Integrals von S2 nur den Spursatz
und nicht das Bramble-Hilbert Lemma.
Es verbleibt, den Approximationsfehler infvh∈Vh ‖u − vh‖a abzuscha¨tzen, fu¨r den
zuna¨chst
(2.30) inf
vh∈Vh
‖u− vh‖a . inf
vh∈Vh
√
2µ ‖u− vh‖21 + λ ‖div u− div vh‖20
gilt. Wie u¨blich ist eine geeignete Funktion vh zu wa¨hlen. Es sei vh = vh(u) ∈ Vh ein
Interpolant mit
(2.31)
∫
e
(vh · n) ds =
∫
e
(u · n) ds .
Dann gilt ∀T ∈ Th
(2.32)
∫
T
div vh dx =
∫
∂T
(vh · n) ds =
∫
∂T
(u · n) ds =
∫
T
div u dx ,
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und somit fu¨r jedes Dreieck
(2.33) div vh|T =
1
|T |
∫
T
div u dx ,
d.h. div vh = P 0hdiv u ist die L2-Projektion von div u auf stu¨ckweise konstante
Polynome. Mit dem Bramble-Hilbert-Lemma [Bra03, S. 72ff] erha¨lt man
(2.34) ‖div u− div vh ‖0 . h ‖div u ‖1 .
Es verbleibt, ‖u − vh‖21 abzuscha¨tzen. Dazu sei vh = vh(u) der durch (2.31) und die
zusa¨tzlichen Bedingungen
(2.35)
∫
e
(vh · n) s ds =
∫
e
(u · n) s ds
und
(2.36)
∫
e
(vh · t) ds =
∫
e
(u · t) ds
eindeutig bestimmte Interpolant aus dem diskreten MTW-Raum Vh. Es gilt (man siehe
[MTW02, S. 1617, Gleichung (4.5)])
(2.37) ‖u− vh‖1 . h |u |2 ,
und es ergibt sich mit der Cauchy-Schwarzschen Ungleichung sofort die
Folgerung
Unter obigen Voraussetzungen erha¨lt man mit einer von der Schrittweite h und vom
Parameter λ ≥ 1 unabha¨ngigen Konstante C
(2.38) ‖u− uh ‖a ≤ C h (|u|2 + λ ‖div u‖1) .
Bemerkung. Unter der schwa¨cheren Voraussetzung u ∈ H1+α ko¨nnte man statt
(2.38) noch
(2.39) ‖u− uh ‖a ≤ C hα (|u|1+α + λ ‖div u‖α)
erwarten.
2.3 Der Unterraum divergenzfreier Funktionen
Untersuchungen divergenzfreier Unterra¨ume im Zusammenhang mit der Entwicklung
von robusten Formulierungen oder Verfahren findet man z. B. auch in [BF91, VI.8],
[Hip97], [AFW97] oder [Sch98]. In den Abschnitten 3.1.3 und 3.3 wird gezeigt, dass bei
genauer Kenntnis des Unterraums der divergenzfreien Funktionen ein vom Parameter
λ unabha¨ngig konvergentes Iterationsverfahren vom Typ eines symmetrischen Gauß-
Seidel-Verfahrens konstruiert werden kann. Aus diesem Grund erfolgt jetzt eine genaue
Untersuchung dieses Unterraums.
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Abbildung 2.4: Das modifizierte Morley Element
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2.3.1 Das modifizierte Morley Element
Den Unterraum der divergenzfreien Funktionen kann man u¨ber das modifizierte Morley
Element charakterisieren, das (vgl. [NTW01], S. 496) wie folgt definiert ist.
Definition. Sei (T,W (T ),N ) definiert durch
W (T ) :=
{
w ∈ P4
∣∣∣ w|e ∈ P2 ∀e ∈ E(T ) }(2.40)
=
{
q + p b
∣∣ q ∈ P2 , p ∈ P1 } ,(2.41)
wobei T ⊂ R2 wieder ein offenes Dreieck, b die Bubble-Funktion7 und E(T ) die Menge
der Kanten von T bezeichnet. Außerdem sei ne der a¨ußere Normaleneinheitsvektor an
die Kante e (bzgl. einer mathematisch positiven Orientierung der Kanten). Schließlich
sei s = se die Bogenla¨nge der Kante e. Die Menge der eine Funktion w ∈ W (T )
eindeutig bestimmenden Funktionale N ist durch die folgenden 9 Funktionale gegeben:
w(x) (x ∈ X (T )),(2.42)
w(m) (m ∈M(T )),(2.43) ∫
e
(gradw·ne) ds (e ∈ E(T )).(2.44)
4
2.3.2 Der Raum Wh
Wie bei Vh wird jetzt zuna¨chst eine – einfache, aber etwas ungenaue – umgangssprach-
liche Beschreibung des Raumes Wh gegeben.
Umgangssprachliche Beschreibung von Wh
Sei wieder T := { Th} eine nicht entartete Familie von Zerlegungen von Ω, wobei h
jeweils der maximale Durchmesser sei. Dann entha¨lt der RaumWh :=Wh(T ) diejenigen
Funktionen w ∈ C 0(Ω), die
7b = λ1λ2λ3 mit λi(xj) = δij fu¨r Eckpunkte xj ∈ X (T ) und Polynome λi ∈ P1
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Abbildung 2.5: Divergenzfreie Basisfunktionen
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• eingeschra¨nkt auf jedes Dreieck T ∈ Th aus W (T ) sind,
• fu¨r jede innere Kante e ∈ EIh genau die zwei Freiheitsgrade Funktionswert w(me)
und Integral des Gradienten
∫
e
gradw·ne ds und
• fu¨r jeden inneren Eckpunkt x ∈ X Ih als Freiheitsgrad den Funktionswert w(x)
besitzen (und alle diese Werte auf den Randkanten jeweils Null sind). Dieser Sachverhalt
wird im Folgenden formal korrekt angegeben.
Definition. Mit den Definitionen der letzten Abschnitte ist der Raum Wh :=Wh(T )
definiert durch
Wh :=
{
w ∈ C 0(Ω)
∣∣∣ ∀T ∈ Th : w|T ∈W (T ) ,
∀e ∈ ERh : w(me) =
∫
e
∇w|Te·ne ds = 0 ,
∀x ∈ XRh : w(x) = 0 ,
∀e ∈ EIh :
∫
e
∇w|Te−
·ne ds =
∫
e
∇w|Te+
·ne ds
}
.
4
2.3.3 Einige divergenzfreie Unterra¨ume
Den Bezeichnungen von Mardal, Tai und Winther (s. [MTW02], S. 1616) folgend sei Qh
der Raum der (bzgl. der Triangulation Th) stu¨ckweise konstanten, skalaren Funktionen.
Dann folgt sofort divVh ⊂ Qh. Sei weiter
(2.45) Zh := { v ∈ Vh : ( div v, q )0 = 0 ∀q ∈ Qh }
der Unterraum der divergenzfreien Funktionen von Vh. Es werden jetzt drei Teilra¨ume
Z(1)h , Z
(2)
h und Z
(3)
h von Zh vorgestellt, u¨ber die sich Zh charakterisieren la¨sst. Der
Einfachheit der Formulierung halber werden diese fu¨r das reine Verschiebeproblem vor-
gestellt.
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Unterraum Z(1)h der Tangentialkomponenten
Eine Basis
{
ζ
(1)
i
}
des Unterraums Z(1)h ist gerade durch die nodalen Basisfunktionen
ζ
(1)
i ∈ Vh gegeben, fu¨r die auf genau einer (inneren) Kante ei Integral der Tangential-
komponente
∫
ei
ζ
(1)
i ·tei ds = 1 gilt (s. Abb. 2.5(a) auf der vorherigen Seite). Es folgt
dimZ(1)h = ]EIh.
Unterraum Z(2)h der entgegengesetzten Normalkomponenten
Eine Basis
{
ζ
(2)
i
}
des Unterraums Z(2)h ist gegeben durch diejenigen Funktionen ζ
(2)
i ∈
Vh, die auf genau einer (inneren) Kante ei die durch
ζ
(2)
i (xA)·nei = 1 und ζ(2)i (xE)·nei = −1
definierte Normalkomponente haben und bei denen alle anderen Freiheitsgrade Null sind
(s. Abb. 2.5(c) auf der vorherigen Seite). Es folgt dimZ(2)h = ]EIh.
Unterraum Z(3)h der Wirbel-Funktionen
Eine Basis
{
ζ
(3)
i
}
des Unterraums Z(3)h ist gegeben durch diejenigen Funktionen ζ
(3)
i ∈
Vh, die fu¨r genau einen inneren Eckpunkt xi auf jeder angrenzenden Kante e jeweils
• am Endpunkt xE = xi einer zum Punkt xi hinfu¨hrenden Kante e die Normal-
komponente ζ
(3)
i (xi)·nei = 1/|ei| besitzen,
• am Anfangspunkt xA = xi einer von xi wegfu¨hrenden Kante e die Normalkom-
ponente ζ
(3)
i (xi)·nei = −1/|ei| besitzen und bei denen
• sonst alle Freiheitsgrade Null gesetzt sind (s. Abb. 2.5(b) auf der vorherigen Seite).
Es folgt dimZ(3)h = ]X Ih .
Bemerkung (Andere Randbedingungen). Bei anderen Randbedingungen (ΓN 6= ∅)
kommen fu¨r die zusa¨tzlichen Randkanten noch die entsprechenden Funktionen hinzu.
2.3.4 Charakterisierung des divergenzfreien Unterraums
Fu¨r die hier gegebene Charakterisierung sei zusa¨tzlich vorausgesetzt, dass das Gebiet
einfach zusammenha¨ngend ist, und der Rand in die zwei (jeweils wegzusammenha¨ngen-
den) Teile ΓN und ΓD (und keine weiteren) unterteilt ist.
Fu¨r das reine Verschiebeproblem mit ΓN = ∅ gilt (s. [MTW02], S. 1616)
(2.46) Zh = curlWh ,
wobei Wh der im vorigen Abschnitt eingefu¨hrte Raum (basierend auf dem modifizier-
ten Morley Element) ist. Das heißt, dass der Unterraum der divergenzfreien Funktio-
nen im Fall homogener Null-Randbedingungen auf dem gesamten Rand die Dimension
2 ]EIh + ]X Ih besitzt; deswegen sind in MTW-Ra¨umen etwa drei Viertel der Funktionen
divergenzfrei.
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Man sieht leicht, dass die Funktionenmenge Bh :=
{
ζ
(j)
i , j = 1, 2, 3
}
eine Basis
fu¨r den divergenzfreien Teilraum Zh bildet. Denn sie ist linear unabha¨ngig, und es gilt
(2.47) dim [Bh] = 2 (]Eh − ]ERh )︸ ︷︷ ︸
=]EIh
+ ]Xh − ]ERh︸ ︷︷ ︸
=]X Ih
= dim Wh = dim curlWh .
Fu¨r das letzte Gleichheitszeichen beachte man, dass Funktionen aus Wh wegen der
Randbedingungen keinen konstanten Anteil besitzen ko¨nnen. Genauer gilt Wh ⊂ H1;
wenn die Dimension sinken wu¨rde, mu¨sste es eine Funktion mit curlwh = 0 und wh 6= 0
geben, was aber wegen der Poincare´-Friedrichs-Ungleichung nicht sein kann. Es sei jetzt
auf die Gleichung
(2.48) ]Th = ]Eh − ]Xh + 1
hingewiesen. Es muss also im Fall homogener Nullrandbedingungen einen Unterraum
divergenzbehafteter Funktionen der Dimension ]Th − 1 geben; denn die Dimension des
gesamten Raumes ist 3(]Eh − ]ERh ).
Hat man nun genau eine freie Randkante, also genau ]ERh − 1 Randkanten, auf
denen die homogene Dirichlet-Randbedingung gilt, dann erho¨ht sich die Dimension des
MTW-Raumes Vh um 3. Die Dimension des divergenzfreien Unterraums wa¨chst wie die
von Wh um 2, und es gibt einen Unterraum divergenzbehafteter Funktionen mit Di-
mension ]Th. Denn diejenige Funktion, die am an die freie Kante angrenzenden Dreieck
alle a¨ußeren Normalkomponenten identisch 1 gesetzt hat, ist offensichtlich divergenz-
behaftet und nicht durch die anderen Funktionen linear kombinierbar, da insbesondere
die Normalkomponente auf der Randkante konstant 1 ist.
Fu¨r jede weitere freie Randkante erho¨ht sich die Dimension des MTW-Raumes Vh
um jeweils 3, die Dimension des divergenzfreien Unterraums offensichtlich auch (wie
auch die von Wh). Bezeichnet n < ]ERh die Anzahl der Dirichlet-Randkanten, dann gilt
also
(2.49) 2 (]Eh − n) + (]Xh − n)− 1︸ ︷︷ ︸
dim Zh
+]Th = 3 (]E − n)︸ ︷︷ ︸
dim Vh
.
Bei der letzten frei werdenden Kante ist dabei zu beachten, dass die Dimension durch
Hinzufu¨gen divergenzfreier Funktionen der oben beschriebenen Art nur um 2 wa¨chst;8
sie wa¨chst sogar um 3, da auch die konstanten Funktionen hinzukommen (man beachte,
dass die Dimension vonWh um 4 wa¨chst, jetzt aber nicht mehr die Poincare´-Friedrichs-
Ungleichung gilt und in diesem Fall die Dimension von curlWh nur um 3 wa¨chst).
Bemerkung (Andere Randbedingungen). Ist das Gebiet mehrfach zusammenha¨ng-
end, oder gibt es mehrere wegzusammenha¨ngende Randstu¨cke mit Dirichlet-Randbe-
dingungen, so mu¨ssen divergenzfreie Funktionen von einem anderen,
”
globalen“, Typ
hinzugefu¨gt werden, um eine Basis des divergenzfreien Unterraums zu erhalten (s. [BF91,
Kap. VI.8]).
8Man beachte, dass die Summe aller divergenzfreien Basisfunktionen der oben beschriebenen Art
(ohne die Tangentialkomponenten) konstant Null ist, wenn keine Randbedingungen existieren.
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Abbildung 2.6: Divergenzbehaftete Funktion und das BDM -Element
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2.3.5 Ein Unterraum divergenzbehafteter Funktionen
Es mo¨gen die gleichen Bedingungen wie bei der Charakterisierung des divergenzfreien
Unterraums gelten. Eine Basis des Unterraums divergenzbehafteter Funktionen bildet
wegen der lokalen Tra¨gereigenschaft die Menge derjenigen Funktionen, die auf jeweils
genau einem Dreieck alle mo¨glichen (z. B. a¨ußeren) Normalkomponenten gleich 1 gesetzt
haben, wobei fu¨r das reine Verschiebeproblem aus dieser Menge eine beliebige Funktion
zu streichen ist (diese ist genau das Negative der Summe aller anderen). Man siehe
auch Abbildung 2.6.
Die Menge Bh kann man um die hier beschriebenen Basisfunktionen erga¨nzen, um
eine Basis von Vh zu bekommen; wenn diese Funktionenmenge na¨mlich nicht linear
unabha¨ngig wa¨re, dann mu¨sste eine Linearkombination der divergenzbehafteten Funk-
tionen divergenzfrei sein.
2.4 Der Brezzi-Douglas-Marini-Raum BDM1
Der BDM1-Raum spielt eine Rolle fu¨r die Definition eines geeigneten Prolongations-
Operators fu¨r den Mehrgitter-Algorithmus. Er ist auf gewisse Weise im MTW-Raum
”
enthalten“, ohne jedoch Teilraum zu sein.
2.4.1 Das BDM1 Element
Der FE-Raum der BDM1,h-Funktionen wird u¨ber folgendes Element definiert (siehe
auch [BF91], S. 113ff).
Definition. Sei (T,BDMT ,N ) definiert durch
(2.50) BDMT := P21 (T ) ,
wobei T ⊂ R2 wieder ein offenes Dreieck bezeichnet.
Mit gleichen Bezeichnungen wie fu¨r die anderen Elemente ist die Menge der eine
Funktion v ∈ BDMT eindeutig bestimmenden Funktionale N durch die folgenden 6
Funktionale gegeben:∫
e
(v ·ne) τk dτ (e ∈ E(T ), k = 0, 1) .(2.51)
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Alternativ kann man natu¨rlich auch die Normalkomponente am Anfangs- und Endpunkt
einer jeden Kante als Freiheitsgrad vorgeben (vgl. MTW-Element). 4
2.4.2 Der Raum BDM1,h
Es wird auf eine umgangssprachliche Beschreibung des Raumes verzichtet.
Definition. Der Finite Element-Raum zu einer Triangulierung ist wie gewo¨hnlich u¨ber
das Finite Element definiert. 4
Bemerkung. Das heißt insbesondere, dass die BDM1,h-Funktionen im Gegensatz zu
jeder MTW-Funktion u ∈ Vh keinerlei Stetigkeitsbedingungen an die Tangentialkom-
ponente unterliegen. Es gilt also nicht BDM1,h ⊂ Vh, außer die Triangulierung besteht
aus nur einem Dreieck (vgl. Abbildung 2.6).
Kapitel 3
Iterative Verfahren
Durch die im vorigen Abschnitt definierten FE-Ra¨ume erhielt man finite Probleme
(3.1) ∀v ∈ Vh : ah(uh, v) = (f, v)0 .
Das Folgende beschreibt kurz die bekannte FE-Sicht und LGS-Sicht der Probleme.
Definiert man die linearen Operatoren
(3.2) Aˆh : Vh → V∗h , v 7→ ah(v, ·) und Fˆh := (f, ·)0 ∈ V∗h ,
so ist das Finden von uh ∈ Vh mit (3.1) a¨quivalent dazu, uh ∈ Vh mit
(3.3) Aˆh uh = Fˆh
zu bestimmen. Der Rieszsche Darstellungssatz sichert einen isometrischen Isomorphis-
mus Ψ : V∗h → Vh, so dass mit den Definitionen Ah = ΨAˆh und Fh := ΨFˆh (3.3)
a¨quivalent durch
(3.4) Ah uh = Fh
ersetzt werden kann und noch zusa¨tzlich ‖Aˆh‖V∗h = ‖Ah‖Vh und ‖Fˆh‖V∗h = ‖Fh‖Vh
gilt. Durch Einfu¨hren einer Basis Bh = (bh,i), etwa der nodalen Basis, erha¨lt man einen
Isomorphismus Φ : Rn → Vh (mit n = dim Vh)
(3.5) v 7→
n∑
i=1
vi bh,i ,
so dass es mit Ah := (ah(bh,i, bh,j))1≤i,j≤n ∈ Rn×n (beachte Ah = Φ−1AhΦ) a¨qui-
valent ist, den Koordinatenvektor u(h) ∈ Rn von uh =
∑n
i=1 ui bh,i aus dem linearen
Gleichungssystem
(3.6) Ah u
(h) = f (h) := ( (f, bh,1)0, . . . , (f, bh,n)0 )T
zu bestimmen. Dadurch erha¨lt man schließlich auch eine
”
programmierbare Formulie-
rung“ der Probleme. Die Systemmatrizen sind du¨nn besetzt, da die Basisfunktionen
lokalen Tra¨ger besitzen. Dies bietet die Mo¨glichkeit zu effizienten iterativen Lo¨sungs-
verfahren (siehe Abbildung 3.1 auf der na¨chsten Seite). Zusa¨tzlich sind die Matrizen
wegen der diskreten Kornschen Ungleichung symmetrisch positiv definit.
Im ersten, einleitenden Abschnitt wird vorwiegend [Hac85] und [Hac91] gefolgt.
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Abbildung 3.1: Du¨nn besetzte Systemmatrix
Du¨nn besetzte Systemmatrizen bieten die Mo¨glichkeit fu¨r Iterationsverfahren, bei denen
der Aufwand eines Schrittes nur linear von der Anzahl der Unbekannten abha¨ngt.
3.1 Lineare Iterationsverfahren
Die meisten der folgenden Definitionen und einige U¨berlegungen fu¨r lineare Iterations-
verfahren gelten auch im Komplexen. In den na¨chsten Abschnitten wird aber jeweils
gleich mit Augenmerk auf die Diskretisierung des Elastizita¨tsproblems dieser Arbeit for-
muliert; insbesondere liegt der Fokus auf Verfahren zu symmetrisch positiv definiter
Systemmatrix A.
3.1.1 Grundlagen und Bezeichnungen
Betrachtet wird ein lineares Gleichungssystem
(3.7) Au = f
mit
”
beliebig aber festem“ f ∈ Rn und regula¨rer Matrix A ∈ Rn×n. Man beachte,
dass die Matrizen A, die bei der Diskretisierung entstehen, symmetrisch und wegen der
diskreten Kornschen Ungleichung sogar positiv definit sind. Ein iteratives Verfahren φ
zur Lo¨sung der Gleichung (3.7) ist eine Abbildung
(3.8) φ : Rn × Rn −→ Rn ,
die sukzessive Na¨herungslo¨sungen um+1 = φ(um,f) fu¨r m ∈ N0 bei beliebig gewa¨hl-
tem Startvektor u0 ∈ Rn liefert. Sie heißt linear, falls Matrizen M ,N ∈ Rn×n existie-
ren, so dass
(3.9) φ(u,f) =M u+N f
gilt. Dabei heißtM Iterationsmatrix undM ,N sind durch die Iterationsvorschrift ein-
deutig bestimmt. Man interessiert sich vor allem fu¨r zur Matrix A konsistente, konver-
gente Iterationsverfahren, wobei konsistent zu A heißt, dass fu¨r alle f ∈ Rn die Lo¨sung
A−1 f Fixpunkt von φ(·,f) ist. Konvergent bedeutet, dass fu¨r alle f ,u0 ∈ Rn ein
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vom Startwert x0 unabha¨ngiger Grenzwert uˆ = limm→∞ φ(um−1,f) existiert. Denn
fu¨r solche Verfahren ist offensichtlich uˆ = A−1 f die eindeutige Lo¨sung von (3.7).
Des Weiteren ist bekannt, dass ein Iterationsverfahren genau dann konsistent zur
Matrix A ist, wenn
(3.10) M = I −N A
gilt, weswegen man ein solches auch als Pra¨konditionierte Richardson-Iteration
(3.11) φRich(u,f) = u+N(f −Au)
verstehen kann, und genau dann konvergent ist, wenn fu¨r den Spektralradius ρ(M) der
Iterationsmatrix M
(3.12) ρ(M) < 1
gilt. Fu¨r symmetrisch positiv definites A ist die A-Selbstadjungiertheit AM =MT A
der IterationsmatrixM (a¨quivalent dazu ist: NT =N ist symmetrisch) a¨quivalent zur
Symmetrie von A1/2MA−1/2, und man erha¨lt
ρ(M) = ρ(A1/2MA−1/2) = ‖A1/2MA−1/2‖2 = ‖M‖A ,
weiter
‖um+1 − uˆ‖A ≤ ‖M‖A ‖um − uˆ‖A
= ρ(M) ‖um − uˆ‖A
und somit
‖um − uˆ‖A ≤ ρ(M)m ‖u0 − uˆ‖A .
Bezu¨glich der Energie-Norm ‖ · ‖A ist die Konvergenzrate fu¨r A-selbstadjungierte Ver-
fahren also direkt durch den Spektralradius der Iterationsmatrix gegeben.
Generieren einer A-selbstadjungierten Iteration. Aus einem Iterationsverfahren
mit Vorkonditionierungsmatrix N zu symmetrisch positiv definitem A kann ein konsi-
stentes Verfahren
(3.13) M¯ = I − N¯A = (I −NTA)(I −NA) = (I −NA)∗(I −NA)
mit einer symmetrischen Matrix N¯ schematisch generiert werden (s. etwa [Xu92]). Ein
Schritt der Iteration mit M¯ entspricht also dem Hintereinanderausfu¨hren von jeweils
einer Iteration von zuna¨chst dem durch N und dann dem durch NT definierten Ver-
fahren. Es gilt
(3.14) N¯ =N +NT −NTAN
und wegen (3.13) nach Multiplikation mit A fu¨r beliebiges v
(3.15) ‖v‖2A −
{
‖(I −NA)v‖2A(
(I − N¯A)v,v)
A
}
= (N¯Av, v)A .
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Daraus schließt man durch einfaches Rechnen mit der unteren Variante, dass das neu
generierte Verfahren genau dann konvergiert, wenn die symmetrische Matrix N¯ positiv
definit ist! Dies ist u¨berdies fu¨r eine regula¨re Matrix N , also fu¨r Splitting-Methoden
(s. u.), a¨quivalent zur positiven Definitheit von
(3.16) N−T +N−1 −A .
Jetzt kann man sich noch u¨berlegen, dass aus der Konvergenz der generierten Variante
die Konvergenz der urspru¨nglichen Verfahren folgt (ist N selber symmetrisch, so gilt
auch die Umkehrung). Diese U¨berlegungen motivieren die na¨chste
Definition (Symmetrie, symmetrisierbar). Ein Iterationsverfahren heißt symme-
trisch oder symmetrisierbar, falls N symmetrisch und positiv definit ist. 4
Jede symmetrisch positiv definite MatrixN kann als Vorkonditionierer fu¨r das (nicht
zu den linearen Iterationsverfahren geho¨rende) pcg-Verfahren zur iterativen Lo¨sung von
(3.7) dienen. Dies wird in der Praxis auch getan: Man kann zeigen, dass, wenn man
in der pra¨konditionierten Richardson-Iteration die Vorkonditionierungsmatrix N = τN˜
durch entsprechende Wahl von τ optimal skaliert, der Fehler ‖em‖A derm-ten Iterierten
in der Energie-Norm der Abscha¨tzung (man siehe etwa [BZ00])
‖em‖A ≤
(
κ(NA)− 1
κ(NA) + 1
)m
‖e0‖A ,
genu¨gt. Dabei ist κ(NA) in (3.18) definiert (s. u.). Fu¨r das pcg-Verfahren kann man
hingegen sogar
(3.17) ‖em‖A ≤ 2
(√
κ(NA)− 1√
κ(NA) + 1
)m
‖e0‖A
zeigen (fu¨r eine noch scha¨rfere Abscha¨tzung siehe z. B. [Hac91]). Es besteht der folgende
Zusammenhang mit Vorkonditionierung. Denkt man an die im vorigen Kapitel
vorgestellten Diskretisierungen des Variationsproblems, so sollte der Spektralradius der
Iterationsmatrizen M = I −NA unabha¨ngig vom Inkompressibilita¨tsparameter λ und
von der Dimension des diskreten Lo¨sungsraumes Vh (”
unabha¨ngig von h“) durch eine
Konstante kleiner 1 beschra¨nkt sein. Dies ist offensichtlich a¨quivalent dazu, dass es Kon-
stanten γ,Γ > 0 gibt, so dass die Betra¨ge der Eigenwerte von NA in (γ,Γ) ⊂ (0, 2)
liegen. Es ergibt sich eine interessante Folgerung zur Pra¨konditionierung der System-
matrizen A:
Es sei S = spec(NA) das Spektrum von NA. Die Konditionszahlen
(3.18) κ(NA) :=
maxλ∈S{|λ|}
minλ∈S{|λ|} ≤
Γ
γ
mu¨ssen unabha¨ngig von den obigen Gro¨ßen beschra¨nkt sein. Man beachte aber, dass
das Verfahren auch einen guten Vorkonditionierer bereitstellen kann, ohne selber zu
konvergieren.
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Fu¨r symmetrisch positiv definite Matrizen la¨sst sich das folgendermaßen umformu-
lieren: Gesucht sind Konstanten γ,Γ mit
(3.19) γN−1 ≤ A ≤ ΓN−1 ,
wobei fu¨r spd-Matrizen A,B die Relation A ≤ B bedeutet, dass B −A symmetrisch
positiv semidefinit ist. Natu¨rlich liefert die Wahl von N = A−1 einen
”
optimalen“
Vorkonditionierer mit γ = Γ = 1; vielmehr geht es aber darum, die Operation Nu
effizient bereitzustellen (effizient betrifft hier sowohl den Speicherplatzbedarf als auch
den Berechnungsaufwand). Dies ist z. B. durch Mehrgitterverfahren zu erreichen.
Bemerkung (FE-Sicht). In der im einleitenden Abschnitt dieses Kapitels beschrie-
benen FE-Sicht heißt das, dass ein Pra¨konditionierer C−1h := Nh : Vh → Vh gesucht
wird, der fu¨r die pra¨konditionierte Gleichung
(3.20) C−1h Ah uh = C
−1
h Fh
ein lineares Iterationsverfahren
(3.21) uk+1h = (Ih − C−1h Ah)ukh + C−1h Fh
bereitstellt.
Splitting-Methoden. Ist N regula¨r und das Verfahren konsistent, dann nennt man
das Verfahren auch Splitting-Methode, da nach (3.10) fu¨r die Iterationsmatrix
(3.22) M = I −N A = −N (A−N−1)
gilt und man das Verfahren als aus der Aufteilung A =N−1 + (A−N−1) gewonnen
interpretieren kann. 4
Der Abschnitt 3.1.1 legt zur Konstruktion von linearen Iterationsverfahren fu¨r ei-
ne symmetrisch positiv definite Matrix A folgendes Vorgehen nahe: Konstruiere eine
Splitting-Methode u¨ber N−1 derart, dass
N−T +N−1 −A
symmetrisch positiv definit ist. Dann ist der generierte Vorkonditionierer N¯ symmetrisch
positiv definit, und die zu N¯ , N und NT geho¨renden Verfahren sind konvergent.
Produkte linearer Iterationsverfahren. Aus [Hac91] entnimmt man auch das fol-
gende Lemma:
Lemma (Produktiteration). Sind φ, ψ zwei lineare Iterationsverfahren mit den
Iterationsmatrizen Mφ und Mψ, dann gilt:
1. Mit φ und ψ ist auch die Produktiteration φ ◦ ψ konsistent.
2. Die Iterationsmatrix Mφ◦ψ der Produktiteration hat die Form
Mφ◦ψ =MφMψ .
3. Die Verfahren φ ◦ ψ und ψ ◦ φ besitzen die gleichen Konvergenz-Eigenschaften.
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3.1.2 Beispiele fu¨r Iterationsverfahren
Dieser Abschnitt entha¨lt einige
”
einfache“ Beispiele fu¨r lineare Iterationsverfahren; dabei
bezieht sich
”
einfach“ einerseits auf die Konstruktion und Beschreibung der Verfahren,
andererseits auch auf den verha¨ltnisma¨ßig geringen Berechnungsaufwand der Operation
NhAh (bzw. NA). Das Beispiel des Gauß-Seidel-Gla¨tters eignet sich zudem gut zum
Versta¨ndnis des Zusammenhangs zwischen LGS- und FE-Sicht. Auf der Basis des Gauß-
Seidel-Verfahrens werden spa¨ter problemangepasste Vorkonditionierer entwickelt.
Gauß-Seidel- und Jacobi-Verfahren
Alle Diagonalelemente von A seien ungleich Null. Es bezeichne L resp.R den strikten
unteren resp. oberen Dreiecksanteil und D =DA den Diagonalteil von A, so dass also
A =D +L+R gilt.
Gauß-Seidel-Verfahren. Ist N = ω(D+ωL)−1 resp.N = ω(D+ωR)−1, so heißt
die entsprechende Splitting-Methode (relaxiertes) Vorwa¨rts-GS-Verfahren (auch SOR,
fu¨r ω = 1 vGS) resp.Ru¨ckwa¨rts-GS-Verfahren (auch SOR, fu¨r ω = 1 rGS). Die Pro-
duktiterationen heißen symmetrische GS-Verfahren (sSOR, sGS) und sind (fu¨r ω 6= 0)
wegen
N−T +N−1 −A = ω−1 (D + ωL+D + ωR− ωA) = (2− ω)
ω
DA
fu¨r symmetrisch positiv definites A und ω ∈ (0, 2) tatsa¨chlich symmetrische Verfahren;
außerdem folgt somit fu¨r symmetrisch positiv definitesA die Konvergenz all dieser Gauß-
Seidel-Verfahren. Weiter ist fu¨r das symmetrische Verfahren -wie fu¨r alle symmetrisch
generierten Verfahren- die Iterationsmatrix positiv semidefinit; d. h., eine mo¨gliche obere
Schranke in (3.19) ist Γ = 1.
Sei ω = 1. Alternativ kann man das vGS-Verfahren als Produktiteration verstehen
(
”
zeilenweise“ Ausfu¨hrung der Iterationsvorschrift). Dazu sei
(3.23) P i = eieTi A
−1
ii︸ ︷︷ ︸
=:NGS,i
A ,
also die A-orthogonale Projektion auf den von ei aufgespannten eindimensionalen Un-
terraum span {ei}, falls A symmetrisch positiv definit ist. Offensichtlich gilt
(3.24) MvGS := (I − P n) . . . (I − P 1) ,
(3.25) M rGS := (I − P 1) . . . (I − P n) .
Diese Sicht korrespondiert mit der FE-Sicht der Gauß-Seidel-Verfahren:
Gauß-Seidel-Verfahren (FE-Sicht). Fu¨r i = 1, . . . , n bezeichne V(i)h = span {bh,i}
den von bh,i erzeugten eindimensionalen Unterraum V
(i)
h ⊂ Vh. Man kann zeigen,
dass den Iterationsoperator Mh := I − C−1h Ah der Gauß-Seidel-Iteration das Produkt
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einzelner Iterationen Mh,i := (I − Pi) ist, wobei Pi : Vh → V(i)h die a-orthogonale
Projektion bezeichnet:
(3.26) Mh = (I − Pn) . . . (I − P1) .
Dementsprechend definiert M∗h = (I − P1) . . . (I − Pn) den Iterationsoperator des
Ru¨ckwa¨rts-GS-Verfahrens, und schließlich Mh,sGS :=M∗hMh und MhM
∗
h die a-selbst-
adjungierten Iterationsmatrizen der sGS-Verfahren.
Beachtet man u¨brigens, dass Mh,sGS =: I − NhAh ein konsistentes Verfahren
definiert, so folgt aus der a-Selbstadjungiertheit wieder sofort die Symmetrie von Nh
bzgl. des (·, ·)0-Skalarproduktes.
Jacobi-Verfahren. Das durchN =D−1 definierte Verfahren heißt Jacobi-Verfahren.
U¨berpru¨fen der Bedingung (und Ausnutzen vonN =NT ) liefert, dass fu¨r symmetrisch
positiv definites A
”
alle“ Jacobi-Verfahren genau dann konvergieren, wenn D−L−R
positiv definit ist. (Insbesondere konvergieren sie also, wenn A das starke Zeilensum-
menkriterium erfu¨llt.)
Jacobi-Verfahren (FE-Sicht). Das Verfahren entspricht in der FE-Sicht dem Ah-
selbstadjungierten Iterationsverfahren Mh,Jac = Mh = I −
∑n
i=1 Pi = M
∗
h (mit den-
selben Pi wie beim Gauß-Seidel Verfahren). Das Jacobi-Verfahren konvergiert seltener
und i. d. R. langsamer als die GS-Verfahren, wofu¨r eine einzelne Iteration weniger Be-
rechnungsaufwand hat und parallel ausfu¨hrbar ist. Auch fu¨r die Konvergenz-Theorie der
Mehrgitterverfahren sind solche, additive, Verfahren hilfreich.
Block-Versionen. Wa¨hlt man statt n eindimensionaler Unterra¨ume V(i)h m der Di-
mension ni und bezeichnet Pi : Vh → V(i)h die entsprechenden a-orthogonalen Projek-
tionen, so erha¨lt man sog.
”
Block-Versionen“
(3.27) Mh,vGS = (I − Pm) . . . (I − P1) und Mh,Jac = I −
m∑
i=1
Pi
der Verfahren. In der Vorkonditionierungs-Matrix N der entsprechenden LGS-Sichten
”
sieht“ man
”
Blo¨cke“ am besten, wenn
∑
ni = n gilt und man etwa die zu den
Einheitsvektoren korrespondierenden Unterra¨ume
(3.28) V(i)h = Φ(span {esi−1+1, . . . , esi})
wa¨hlt, wozu noch die Zwischensumme si =
∑i
j=1 ni definiert sei. Man erha¨lt dann
”
auf“ der Diagonalen Blo¨cke der Gro¨ße ni × ni (i = 1, ...,m).
3.1.3 Der Gauß-Seidel-Gla¨tter fu¨r parameterabha¨ngige Probleme
Sei a eine auf einem Hilbertraum (Vˆ , (·, ·)V ) symmetrisch positiv definite Bilinearform,
V sei ein endlichdimensionaler Untervektorraum und Λ : V → W ein stetiger linearer
Operator in den Hilbertraum (W, (·, ·)W ) mit nichttrivialem Kern V0 ⊂ V . Auf W sei
eine symmetrisch positiv definite Bilinearform b definiert. Es sei jetzt fu¨r λ > 0 die
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Bilinearform aλ(u, v) = a(u, v) + λ b(Λu,Λv) definiert. Klar ist b(Λ·,Λ·) auf V positiv
semidefinit.
Es sei jetzt φ1, . . . , φm eine Basis von V0. Diese sei durch φm+1, . . . , φn zu einer
Basis von V erga¨nzt. Alle Basisfunktionen seien von λ unabha¨ngige Funktionen. Jetzt
sei wieder Pi : V → span(φi) jeweils die aλ-orthogonale Projektion auf den Unterraum
span(φi). Mit den bisher eingefu¨hrten Bezeichnungen ist
(3.29) M¯λ = (I − N¯Aλ) = (I − P1) . . . (I − Pn) (I − Pn) . . . (I − P1)
das symmetrisch generierte Punkt-Gauß-Seidel-Verfahren fu¨r den zu aλ korrespondie-
renden Operator Aλ : V → V .
Dann ist der entsprechende vorkonditionierte Operator N¯Aλ gleichma¨ßig symme-
trisch positiv definit, d. h., es gibt ein γ > 0 mit (N¯λAλ v, v)V ≥ γ(v, v)V .
Beweis. Der Beweis erfolgt bzgl. der kanonischen Basis im Rn zu
φ1, . . . , φm,
φm+1√
λ
, . . . ,
φn√
λ
,
die klar dieselben eindimensionalen Unterra¨ume Vi = span(φi) der nicht skalierten Basis
aufspannen. Fu¨r eine quadratische Matrix K sei L(K) die untere Dreiecksmatrix von
K mit Diagonale D(K). Mit den Standard-Bezeichungen lautet das Verfahren
(3.30) M¯λ = (I − N¯λAλ) = (I −NTλAλ)(I −NλAλ)
mit Nλ = L(Aλ)−1. Pru¨fen der Standard-Bedingung (3.16) ergibt, dass
(3.31) N¯ = L(Aλ)−T D(Aλ)L(Aλ)−1
symmetrisch positiv definit ist, was auch die multiplikative Schwarz Theorie sagt (etwa
[Sch99]). Es reicht jetzt zu zeigen, dass der Grenzwert lim
λ→∞
N¯Aλ existiert und eine
regula¨re Matrix ist. Die Matrix Aλ besitzt offensichtlich die folgende Blockstruktur:
Aλ =
(
K1
√
λ−1CT√
λ−1C λ−1K2
)
+
(
0 0
0 B
)
.
Mit
A = lim
λ→∞
Aλ =
(
K1 0
0 B
)
gilt auch D(Aλ)→D(A) und analoges fu¨r die unteren und oberen Dreiecksmatrizen,
und zwar jeweils gegen regula¨re Grenzwerte. Schließlich konvergieren somit auch die
Inversen und das Produkt (3.31) gegen regula¨re Matrizen. 
Bemerkung. Dies besagt zuna¨chst, dass in einer geeigneten Basis, die insbesonde-
re eine gesamte Basis von V0 enthalten muss, das ”
gewo¨hnliche“ Gauß-Seidel-Verfahren
ein vom Parameter λ unabha¨ngig konvergentes Iterationsverfahren ist.
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Bemerkung. Rechnet man in einer beliebigen Basis, so ko¨nnte man denken, dass
das Ergebnis nicht von Nutzen ist, da man evtl. zuna¨chst versucht ist, den Koordinaten-
Vektor der Iterierten u(n) in die geeignete Basis zu transformieren und man die erhalten-
de Korrektur dann zuru¨cktransformieren mu¨sste. Es sieht also so aus, als mu¨sste man
ein Gleichungssystem in der Gro¨ße der Anzahl der Unbekannten lo¨sen.
Dem ist aber nicht so, denn der entsprechende Algorithmus ist a¨quivalent zu einem
ohne Inversion der Basistransformationsmatrix.
Bemerkung. Sei B˜ = QBQT ein weiterer symmetrisch positiv semidefiniter Ope-
rator; dann kann in der Mitte der symmetrisch generierten Iteration (3.30) die Aλ-
selbstadjungierte Iteration (I − B˜Aλ) eingefu¨gt werden, so dass mit Nalt = N¯
Nneu = (I −Mneu)A−1λ
= Nalt + (I −NTλAλ) B˜ (I −NTλAλ)T
gilt, und die entsprechend vorkonditionierte Matrix NneuAλ klar von λ unabha¨ngig
symmetrisch positiv definit bleibt. Ist der Einschub selber symmetrisch generiert, so la¨sst
sich dies induktiv beliebig oft wiederholen. Auch bleibt dann das Iterationsverfahren vom
Parameter λ unabha¨ngig konvergent. Ist der Einschub nicht symmetrisch generiert, la¨sst
sich direkt kein Ru¨ckschluss mehr auf die Konvergenz der Iteration ziehen.
Plakativ heißt das, dass, wenn die 1-Level-Gla¨tter symmetrisch positiv definit sind,
sowohl Zweigitterverfahren als induktiv auch V-Zyklen symmetrisch positiv definite Vor-
konditionierer bereitstellen. Ist der Gla¨tter auf dem feinsten Gitter entsprechend kon-
struiert, so ist die vorkonditionierte Systemmatrix unabha¨ngig von λ positiv definit mit
einer Konstante γ = γh, die natu¨rlich noch von der Maschenweite des Gitters abha¨ngig
sein kann. Dieses –ohne Parameterabha¨ngigkeit– klassische Resultat ([BZ00, Theorem
7.5.]) ist also enthalten. Natu¨rlich braucht unter diesen Voraussetzungen der V-Zyklus
selber nicht zu konvergieren. Beim V-Zyklus hat man auf jedem Level k eine Iterations-
matrix der Form
(3.32) (I −NTk Ak)(I −QTk−1Bk−1Qk−1Ak)(I −NkAk) .
Es wa¨re also scho¨n, wenn man die mittlere Iteration selber als zu Ak symmetrisch
generierte Iteration verstehen ko¨nnte.
3.1.4 Da¨mpfungseigenschaft und die Kombination iterativer Ver-
fahren
Es werde noch einmal ein konvergentes lineares Iterationsverfahren der Form (3.11) mit
Iterationsmatrix M = I −NA und symmetrisch positiv definitem Vorkonditionierer
N sowie symmetrisch positiv definiter Systemmatrix A betrachtet.
Betrachtet man fu¨rm ∈ N0 die Fehler em := um−uˆ der Iterierten um in einer Basis
aus Eigenvektoren (v˜1, . . . , v˜n) zu Eigenwerten (µi) von M , so sieht man, dass Koor-
dinaten zu betragskleinen Eigenwerten von M sich schon bei wenigen Iterationen stark
verringern (man sagt auch, diese Komponenten des Fehlers werden stark geda¨mpft), wo-
hingegen die Fehlerkomponenten zu betragsgroßen Eigenwerten nur schwach geda¨mpft
werden (Da¨mpfungseigenschaft).
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Eine grundlegende Idee ko¨nnte sein, das Iterationsverfahren
”
geschickt“ (und fu¨r all-
gemeine Anwendung am besten auch schematisch) zu konstruieren. Betrachtet man den
”
einfachen“ Vorkonditionierer c−1I mit c > λmax(A) (wie etwa in [KA00, S. 243]), so
la¨sst sich wegen der speziellen Form der Iterationsmatrix ein direkter Zusammenhang zu
den Eigenwert-Eigenvektor-Paaren der Systemmatrix herstellen: die Fehlerkomponenten
zu großen Eigenwerten λi von A werden schon bei wenigen Iterationen stark geda¨mpft,
wohingegen die Fehlerkomponenten zu kleinen Eigenwerten nur schwach geda¨mpft wer-
den. Eine analoge Betrachtung la¨sst sich mit dem Jacobi-Verfahren fu¨r Matrizen mit
konstanter Diagonale durchfu¨hren (s. [Bra03, Kap. V, § 1]); eine solche Matrix entsteht
z. B. bei Diskretisierungen der Poisson-Gleichung.
Bemerkung. Das Richardson-Verfahren (s. o.) konvergiert auch schon mit dem Da¨mp-
fungsparameter 2c˜ > λmax(A), aber dann werden auch Fehlerkomponenten zu Eigen-
werten λ˜i ≈ −1 (der vorkonditionierten Matrix) kaum geda¨mpft; dasselbe Problem gibt
es beim Jacobi-Verfahren. Alternativ zur oben beschriebenen Da¨mpfung jedes Schrittes
mit dem Faktor einhalb ko¨nnte abwechselnd ein derart geda¨mpfter und ein ungeda¨mpf-
ter Schritt ausgefu¨hrt werden. An dieser Stelle sei abschließend zusa¨tzlich bemerkt, dass,
wenn man statt obiger Verfahren das symmetrische Gauß-Seidel-Verfahren verwendet,
die eben beschriebene Problematik von Eigenwerten λi ≈ −1 der Iterationsmatrix nicht
vorkommen kann. Dies liegt daran, dass die Eigenwerte einer generierten symmetrischen
Iteration nichtnegativ sind [s. (3.15)].
Gla¨ttungseigenschaft und Idee der Mehrgitterverfahren
Betrachtet man noch einmal das soeben angesprochene Modellproblem mit einer Sy-
stemmatrix Ah zu einer Triangulierung Th mit FE-Raum Vh, die aus regula¨rer Verfeine-
rung einer Triangulierung T2h mit FE-Raum V2h hervorgegangen ist, so la¨sst sich weiter
feststellen, dass die zu den Eigenvektoren der kleinen Eigenwerte (von Ah) geho¨renden
Funktionen des Fehlers
”
glatter“ sind: sie lassen sich gut durch Funktionen aus V2h ap-
proximieren; deswegen nennt man die Da¨mpfungseigenschaft auch Gla¨ttungseigenschaft
und spricht von Gla¨ttern.
Damit bietet sich fu¨r eine
”
geschickte, schematische“ Konstruktion eines Schrit-
tes des (kombinierten) Iterationsverfahrens folgende Vorgehensweise an: Man fu¨hrt
zuna¨chst einige wenige Vorgla¨ttungsschritte mit einem
”
einfachen“ Verfahren auf dem
”
feinen“ Gitter durch, stellt dann das Residuum auf dem gro¨beren Gitter dar, fu¨hrt dort
einige Gla¨ttungsschritte mit einem einfachen oder gleichartigen Verfahren aus (oder lo¨st
dort direkt), u¨bertra¨gt die Korrektur wieder auf das feinere Gitter, korrigiert dort die
Na¨herungslo¨sung und fu¨hrt abschließend einige Nachgla¨ttungsschritte durch. Wendet
man sofort auf dem gro¨beren Gitter einen direkten Lo¨ser an, so nennt man das kombi-
nierte Verfahren wegen der Konstruktion Zweigitterverfahren; wendet man stattdessen
jeweils vom feinsten bis zum gro¨bsten Gitter dieselbe Technik an, so nennt man das Ver-
fahren Mehrgitterverfahren. Bei den Mehrgitterverfahren unterscheidet man zusa¨tzlich
Varianten, die davon abha¨ngen, wie viele Schritte des inneren Verfahrens (des Verfahrens
zwischen Vor- und Nachgla¨ttungsschritten) ausgefu¨hrt werden; fu¨hrt man einen Schritt
durch, so spricht man von einem V-Zyklus, bei zwei Schritten von einem W-Zyklus. Fu¨r
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weitere Varianten (F-Zyklus, cascadisches Mehrgitterverfahren oder die Verwendung
einer geschachtelten Iteration zur Bestimmung eines Startwertes) siehe man [Bra03,
Kap. V, § 3f]. Auf dem gro¨bsten Gitter wird normalerweise ein direkter Lo¨ser und kein
Na¨herungsverfahren verwendet.
Bemerkung. Da ha¨ufig eine multiplikative Variante des (einfachen) Iterationsverfah-
rens (z. B. Gauß-Seidel statt Jacobi) fu¨r das Mehrgitterverfahren verwendet werden soll,
sto¨rt bei den obigen Motivationen natu¨rlich, dass schlecht zu sehen ist, wie die Eigenwer-
te der entsprechenden Iterationsmatrix mit denen der Systemmatrix im Zusammenhang
stehen. Andererseits ist bekannt, dass das Gauß-Seidel-Verfahren i. d. R. nicht schlechter
konvergiert als das Jacobi-Verfahren.
Es sei an dieser Stelle explizit darauf hingewiesen, dass zwei Punkte fu¨r die Kon-
struktion eines effektiven Mehrgitterverfahrens von fundamentaler Bedeutung sind:
1. Gla¨ttungseigenschaft. Der Gla¨tter auf dem feineren Gitter muss mit wenigen Ite-
rationen dafu¨r sorgen, dass der Fehler nur noch aus Komponenten besteht, fu¨r
die 2. gilt.
2. Approximationseigenschaft. Zum Fehler nach wenigen Gla¨ttungsschritten existiert
ein (Restriktions-)Operator, der diesen
”
gut“ auf das gro¨bere Gitter, und ein
(Prolongations)-Operator, der die erhaltene Korrektur mo¨glichst fehlerfrei auf das
feinere Gitter u¨bertra¨gt.
3.2 Mehrgitterverfahren
Mehrgitterverfahren basieren einerseits auf der Gla¨ttungseigenschaft
”
einfacher“ Itera-
tionsverfahren (s. voriger Abschnitt): Die Idee besteht darin, alle Komponenten des
Residuums, die auf dem feinsten Gitter J der Gro¨ße h = h(J)
”
leben“, durch relativ
wenige Iterationen mitKJ := (I−NhAh) =: (I−RJAJ) relativ stark zu verringern; der
Rest wird dann mit dem entsprechenden Iterationsoperator KJ−1 zum na¨chstgro¨beren
Gitter ebenso behandelt. Fu¨r die Behandlung der Komponenten zum gro¨bsten Gitter
wird i. d. R. ein direkter Lo¨ser R1 = A−1h(1) benutzt. Damit ist selbstversta¨ndlich, dass
ein wesentlicher Bestandteil der Konstruktion eines effizienten Mehrgitterverfahrens in
der Konstruktion effizienter Gla¨tter besteht. Ebenso ergibt sich die Frage, wie die Da-
ten zwischen den verschiedenen Gittern ausgetauscht werden. Die Operatoren, die die
Daten zu einem feineren Gitter in die eines gro¨beren umwandeln, heißen Restriktions-,
die in umgekehrter Richtung fungierenden heißen Prolongations-Operatoren. Gerade im
nichtgeschachtelten Fall
(3.33) Vh(1) 6⊂ Vh(2) 6⊂ . . . 6⊂ Vh(J)
kommt der Konstruktion dieser Operatoren auch eine wesentliche Bedeutung zu; de-
ren Gu¨te, die so genannte Approximationseigenschaft, ist der andere wesentliche Be-
standteil, auf dem die Konstruktion von Mehrgitterverfahren basiert (die Approxima-
tionseigenschaft wird auch durch die Regularita¨t des zu Grunde liegenden Problems
beeinflusst).
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3.2.1 Bezeichnungen des Mehrgitterverfahrens
Es soll ein unserem Problem entsprechender Mehrgitter-Algorithmus formuliert werden.
Dazu mo¨gen die folgenden Definitionen gelten (s. [Bra93, S. 59ff]).
1. Gegeben seien fu¨r k = 1, . . . , J die MTW-Ra¨ume Vh = Vh(k) =: Vk, die aus
Vh = Vh(1) = V1 durch regula¨re Verfeinerungen einer zugrunde liegenden Trian-
gulierung Th = Th(1) =: T1 der Gro¨ße h(1) ≤ 1 hervorgegangen sind. Dabei wird
die Voraussetzung h(1) ≤ 1 nur fu¨r die Wohldefiniertheit der Bezeichnungsver-
einfachung Vh(k) = Vk beno¨tigt.
2. Gegeben seien fu¨r k = 1, . . . , J−1 die J−1 linearen Operatoren Ik : Vk−1 → Vk,
die so genannten Prolongationsoperatoren.
3. Die symmetrisch positiv definiten Formen ak := ah(k) auf Vk×Vk; dazu sei noch
bemerkt, dass derselbe Term, der aJ definiert, auch alle anderen Formen definiert.
4. Mit (·, ·)k sei jeweils das L22-Produkt auf Vk × Vk bezeichnet; auch hier kann
(·, ·)k = (·, ·) fu¨r alle k geschrieben werden, da immer Vk ⊂ L22 gilt.
5. Die Operatoren Ak : Vk → Vk seien entsprechend der Ah(k) (vgl. Anfang des
Kapitels) definiert, d. h., es gilt
(3.34) ∀ v, w ∈ Vk : (Akw, v) = ak(w, v) .
6. Die Restriktionsoperatoren Qk−1 : Vk → Vk−1 seien die (·, ·)-Adjungierten der
Ik, bezeichnet mit Qk−1 := Itk, so dass also gelte
(3.35) ∀ v ∈ Vk−1, ∀w ∈ Vk : (Qk−1w, v) = (w, Ikv) .
Es seien auch noch die Operatoren Pk−1 : Vk → Vk−1 u¨ber
(3.36) ∀ v ∈ Vk−1, ∀w ∈ Vk : ak−1(Pk−1w, v) = ak(w, Ikv)
definiert.
7. Abschließend seien fu¨r jeden der Ra¨ume Vk die Gla¨tter (Vorkonditionierer linearer
Iterationsverfahren) Nh(k) = Rk : Vk → Vk gegeben. Zur schreibtechnischen
Vereinfachung sei hier gleich angenommen, dass Rk = Rtk symmetrisch ist; die
Iterationsmatrix I − RkAk des zum Gla¨tter geho¨renden Verfahrens sei also Ak-
selbstadjungiert.
3.2.2 Definition Mehrgitterverfahren
Mit den obigen Bezeichnungen ist das zu den Gittern 1, . . . , J geho¨rende Mehrgitter-
verfahren MGMJ = MGMJ(p,mJ) dasjenige lineare Iterationsverfahren mit Vorkon-
ditionierer NJ = BJ , dessen Vorkonditionierer BJ (s. auch obige Voru¨berlegungen)
durch den folgenden Mehrgitter-Algorithmus rekursiv u¨ber lineare konsistente Iterati-
onsverfahren mit Vorkonditionierer Bk (k = 1, . . . , J − 1) definiert ist:
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Mehrgitter-Algorithmus. Mit den Initialisierung
1. B1 = A−11
sei BJ : VJ → VJ , gJ 7→ BJgJ wie folgt rekursiv definiert: Fu¨r k = 2, . . . , J und
gk ∈ Vk sei Bkgk zu gegebener Anzahl von Gla¨ttungsschritten mk ∈ N definiert durch
2. u0 = 0 ∈ Vk; q0 = 0 ∈ Vk−1.
3. Vorgla¨ttung. Fu¨r l = 1, . . . ,mk sei ul ∈ Vk definiert durch
(3.37) ul = ul−1 +Rk(gk −Akul−1) .
4. Grobgitter-Korrektur. Im Fall k > 2 sei fu¨r i = 1, . . . , p und im Fall k = 2 sei
fu¨r i = 1 die Iterierte qi ∈ Vk−1 definiert durch
(3.38) qi = qi−1 +Bk−1gk−1,i
mit gk−1,i := [Qk−1(gk −Akumk)−Ak−1qi−1]; setze dann vmk := umk + Ikqp.
5. Nachgla¨ttung. Fu¨r l = mk + 1, . . . , 2mk sei vl ∈ Vk definiert durch
(3.39) vl = vl−1 +Rk(gk −Akvl−1) .
6. Abschließend sei Bkgk := v2mk .
Bemerkungen. Der Mehrgitter-Algorithmus wird meistens mit p = 1 als V-Zyklus
oder p = 2 alsW-Zyklus verwendet. Bei der Grobgitter-Korrektur hat der Autor die u¨bli-
che Formulierung der Mehrgitter-Algorithmen ([Bra03],[BZ00],[Sch99]) dahingehend
abgea¨ndert, dass fu¨r k = 2 und B1 = A−11
qi = qi−1 +Bk−1gk−1,i = qi−1 +A−11 gk−1,i = A
−1
1 Qk−1(gk −Akxmk)
nur einmal berechnet wird; i. d. R. du¨rfte das zweimalige
”
exakte“ Lo¨sen auch in der
Praxis unno¨tig sein. Dies a¨ndert den Algorithmus theoretisch nicht; deswegen wird im
weiteren Verlauf auch auf die den Lesefluss sto¨rende Fallunterscheidung k > 2, k = 2
verzichtet.
3.2.3 Einfache Eigenschaften.
Es ist klar, dass mit Kk := I − RkAk wegen Rtk = Rk die ak-Selbstadjungiertheit
K∗k = Kk folgt und fu¨r die Iterationsoperatoren Mk := I −BkAk
(3.40) Mk = Kmkk
[
I − IkPk−1 + IkMpk−1Pk−1
]
Kmkk
gilt. Wegen (3.36) gilt fu¨r ak−1-selbstadjungiertes M˜k−1
ak(IkM˜k−1Pk−1u, v) = ak−1(M˜k−1Pk−1u, Pk−1v)(3.41)
= ak−1(Pk−1u, M˜k−1Pk−1v)
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offensichtlich, dass IkM˜k−1Pk−1 ak-selbstadjungiert ist, weswegen aus (3.40) induktiv
sofort folgt, dass Mk ak-selbstadjungiert bzw. dass Bk symmetrisch
1 ist. Da der Itera-
tionsoperator Mk die Fortpflanzung eines Fehlers e
(m) := uex − u(m) beschreibt, sind
Konstanten 0 ≤ δk < 1 gesucht, so dass wegen
(3.42) ‖e(m+1)‖ak = ‖Mke(m)‖ak ≤ δk ‖e(m)‖ak
jede
”
Anwendung“ vonMk den Fehler verkleinert. Fu¨r einen selbstadjungierten Operator
Mk ist bekannt, dass
(3.43) max
v∈Vk\{0}
|ak(Mkv, v)|
ak(v, v)
= ρ(Mk) = ‖Mk‖ak
gilt, so dass man aus
(3.44) |ak(Mkv, v)| ≤ δk ak(v, v)
fu¨r v = e(m) sofort die Ungleichung (3.42) erha¨lt. Selbstversta¨ndlich ist die linke Sei-
te der Ungleichung (3.44) nichtnegativ, falls Mk bzgl. ak nicht nur selbstadjungiert,
sondern sogar positiv semidefinit ist. Dass Mk positiv semidefinit ist, folgt z. B. aus
(A.9) ∀u ∈ Vk−1 : ak(Iku, Iku) ≤ ak−1(u, u) .
Fu¨r den Beweis und a¨quivalente Bedingungen siehe man [Bra93, S. 62f]. Es sei hier noch
einmal erwa¨hnt, dass aus (3.44) auch folgt, dass der Vorkonditionierer Bk positiv definit
ist, was eine einfache Rechnung zeigt. Dass Bk symmetrisch positiv definit ist, folgt aber
auch schon, wenn es u¨ber den V-Zyklus mit einem Gla¨tter Rk definiert wird, dessen
Anwendung den Fehler mindestens so gut da¨mpft wie die des schlechtesten Richardson-
Gla¨tters mit Da¨mpfung der Form Rk,ω˜ = ω˜λ−1k I mit ω˜ ∈ (0, 1). Dabei bezeichnet λk
den gro¨ßten Eigenwert von Ak. Bezeichnen Kk := I −RkAk und Kk,ω˜ := I −Rk,ω˜Ak
die Iterationsoperatoren der entsprechenden Gla¨ttungsprozesse, so lautet die Bedingung
(A.4) ∃ω˜ ∈ (0, 1) : a(Kk, v,Kkv) ≤ a(Kk,ω˜, v,Kk,ω˜v) ;
dazu (und fu¨r a¨quivalente Bedingungen) siehe man ebenfalls [Bra93, (A.4)]. Eine weitere
Bedingung fu¨r alle Aussagen u¨ber Konvergenz der Mehrgitterverfahren und Eignung von
Bk als Vorkonditionierer sind die Bedingungen
(A.10) ∃α ∈ (0, 1], ∃C ∈ R : |ak((I − IkPk−1)u, u)| ≤ C
(‖Aku‖2k
λk
)α
ak(u, u)1−α
und die Ungleichung (A.9), bzw. deren schwa¨chere Form
(A.11) ∀u ∈ Vk−1 : ak(Iku, Iku) ≤ 2 ak−1(u, u)
an den Prolongationsoperator. Fu¨r einen alternativen Zugang zur Konvergenz von Mehr-
gitterverfahren (mit geschachtelten Ra¨umen) siehe man etwa [Bra03]; auch dieser ba-
siert aber auf Bedingungen an den Gla¨tter, der Gla¨ttungseigenschaft und Bedingungen
an den Restriktions-/Prolongationsoperator (Approximationseigenschaft).
1bzgl. des Skalarproduktes (·, ·)
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3.3 Problemspezifische Gla¨ttung und Prolongation
Nach den vorigen U¨berlegungen ist es wichtig, dass jeder Gla¨tter (Vorkonditionierer) Rk
den Fehler
”
gut“ gla¨ttet; mo¨chte man, dass das Mehrgitterverfahren unabha¨ngig vom
Inkompressibilita¨tsparameter λ konvergiert (oder
”
schwa¨cher“: es einen Vorkonditionie-
rer bereitstellt, so dass fu¨r λ → ∞ die Konditionszahl des vorkonditionierten Systems
beschra¨nkt bleibt), dann sollten insbesondere mit den Vorkonditionierern Rk solche Er-
gebnisse erzielt werden. Grundlegend fu¨r die Idee von Mehrgitterverfahren war, dass
diejenigen Fehleranteile, die durch den Feingitter-Gla¨tter nicht behandelt werden, gut
auf dem gro¨beren Gitter approximiert werden ko¨nnen. Betrachtet man die Systemmatrix
A = Aε + λAdiv bzw. das mit λ−1 skalierte Spektrum2
(3.45) λ−1spec(A) = spec(λ−1Aε +Adiv) ,
so ergibt eine einfache Folgerung aus dem Satz von Courant-Fischer, dass diese Eigen-
werte fu¨r λ → ∞ gegen die Eigenwerte von Adiv konvergieren; dies ist in Anbetracht
der Voru¨berlegungen denkbar schlecht, da ja Adiv etwa 70% Null-Eigenwerte besitzt,
zu denen u¨berdies noch die Basis der divergenzfreien Funktionen bekannt ist, welche
auf Grund ihrer Gestalt sicher
”
lokalen“ Charakter haben und somit nicht gut auf einem
gro¨beren Gitter darstellbar sind.
3.3.1 Gewo¨hnliche Verfahren: Symmetrisches GS-Verfahren
Fu¨r
”
einfache“ Verfahren, wie das Gauß-Seidel-, Jacobi- oder das (nur mit einer Kon-
stante vorkonditionierte) Richardson-Verfahren, wird man nach den gerade geta¨tigten
U¨berlegungen erwarten, dass etwa 3/4 der Eigenwerte fu¨r λ→∞
”
gegen Null gescho-
ben“ werden, was insbesondere zur Folge hat, dass die Konditionszahl der durch ein
solches Verfahren vorkonditionierten Systemmatrix bestimmt gegen ∞ divergiert und
das iterative Verfahren praktisch nicht konvergiert.
Fu¨r die Untersuchung solcher Verfahren wird hier stellvertretend das symmetrische
Gauß-Seidel-Verfahren untersucht, da davon auszugehen ist, dass dieses –verglichen mit
den anderen hier aufgefu¨hrten Verfahren– die beste Approximation an die Inverse und
somit den besten Vorkonditionierer bereitstellt.
Symmetrisches Gauß-Seidel-Verfahren als Vorkonditionierer fu¨r pcg
Die Tabelle 3.1 dokumentiert die Verwendung des symmetrischen Gauß-Seidel-Gla¨tters
Rk als Vorkonditionierer fu¨r das Pra¨konditionierte CG-Verfahren (pcg) am Beispiel des
Quadrats [s. Kapitel 1 und 4 und Abbildung 3.2 auf der nachfolgenden Seite]. Da-
bei entspricht eine Anwendung des Vorkonditionierers fu¨nfzig Gla¨ttungsschritten. Sie
entha¨lt die Anzahl der beno¨tigten Iterationen, um eine Na¨herungslo¨sung zu erhalten,
deren Norm des relativen Residuums ≤ 10−6 ist.
2Diese Skalierung a¨ndert nicht die Eigenwerte der durch einfache Verfahren wie das Jacobi- oder
Gauß-Seidel-Verfahren vorkonditionierten Systemmatrix. (Bei dem mit c ∈ (0, 1) durch c/λmax(A)
vorkonditionierten Richardson Verfahren auch nicht.)
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Tabelle 3.1: Anzahl der Iterationen, pcg mit sGS als Vorkonditionierer
Level dofs λ = 0 λ = 104 λ = 105 λ = 106 λ = 107 λ = 108
1 42 8 29 32 37 41 48
2 156 14 101 118 130 148 169
3 600 26 222 275 317 370 (428)
Abbildung 3.2: Einfache Triangulierung des Quadrats
0 1
0 
1 
Dabei bedeutet (428) bei Level 3 und λ = 108, dass die vorgegebene Reduktion nicht
erreicht wurde, weil die Methode stagnierte. Betrachtet man die Eigenwerte der mit
dem sGS-Vorkonditionierer vorkonditionierten Matrix fu¨r dieses Beispiel, so erha¨lt man
die Ergebnisse aus Tabelle 3.2.
Tabelle 3.2: Gerundete Eigenwerte µi der Systemmatrix mit sGS-Vorkonditionierer
λ µ1 . . . µ6 µ7 µ12
0 1.1e-02 . . . 4.8e-01 0.61 0.77 1.0 1 1 1
103 1.5e-04 . . . 1.4e-02 0.79 0.96 1.0 1.0 1 1
106 1.5e-07 . . . 1.4e-05 0.79 0.96 1.0 1 1 1
109 1.5e-10 . . . 1.4e-08 0.79 0.96 1 1 1 1
Man beachte noch, dass fu¨r dieses Beispiel Adiv genau zehn Null-Eigenwerte hat, und
zwar fu¨r folgende Funktionen: Je eine mit entgegengesetzten Normalkomponenten und
eine mit Tangentialkomponente fu¨r jede der vier
”
freien“ unteren Kanten, und weiter je
eine wirbelartige fu¨r die unteren Eckpunkte. Also erwartet man evtl. nach den Voru¨ber-
legungen, dass fu¨r λ→∞ auch zehn Eigenwerte der (mit einem
”
einfachen“ Verfahren)
vorkonditionierten Systemmatrix gegen Null konvergieren. Dies tun aber offensichtlich
nur sechs.
Fazit. Offensichtlich ist das Verfahren so nicht verwendbar. Es weist aber durchaus
einen Weg zur Konstruktion eines problemangepassten Verfahrens. Auf Grund der Wahl
der nodalen Basis werden na¨mlich vom sGS-Verfahren auch diejenigen (divergenzfreien)
Fehleranteile speziell behandelt, die nur aus Tangentialkomponenten bestehen - dies
sind genau vier. Die Beobachtungen legen nahe, dass ein problemangepasstes Verfahren
alle Basisfunktionen des divergenzfreien Unterraums speziell behandeln muss.
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3.3.2 Problemangepasste Gla¨tter
Hiptmair (s. [Hip97]) und Arnold, Falk und Winther (s. [AFW97]) schlagen Gla¨tter vor,
bei denen die divergenzfreien Anteile des Fehlers zusa¨tzlich gesondert gegla¨ttet werden;
das ist nach den bisherigen Betrachtungen unmittelbar einsichtig.
Im Abschnitt 2.3.3 wurde gezeigt, dass fu¨r eine Triangulierung, deren Dirichlet-
Rand ΓD eine nichtleere und wegzusammenha¨ngende Vereinigung von Randkanten der
Triangulierung ist, der Unterraum Zh der divergenzfreien Funktionen als
(3.46) Zh = Z
(1)
h + Z
(2)
h + Z
(3)
h
geschrieben werden kann, oder –noch einmal anders– die dort definierten Funktionen
ζ
(j)
i ∈ Z(j)h in diesem Fall eine Basis
(3.47) Bh :=
{
ζ
(j)
i , j = 1, 2, 3 , i = 1, . . . , nj
}
(und im Falle ΓD = ∅ noch ein Erzeugendensystem) von Zh bilden. Arnold, Falk und
Winther schlagen fu¨r eine ah a¨hnliche Bilinearform einen (Block-)Gla¨tter vor, der sukzes-
sive alle
”
lokalen“ Fehleranteile eliminiert: Fu¨r jeden
”
freien“ Punkt3 x wird die Menge
Ωx der den Punkt x direkt umgebenden Dreiecke gebildet; zu Ωx\∂Ωx geho¨rt eine Men-
ge von Basisfunktionen Bx, die den zum Punkt x geho¨renden Unterraum Vx := spanBx
aufspannen. (Wenn es –wie bei den MTW-Ra¨umen– nur Kanten-assoziierte Basisfunk-
tionen gibt, ha¨tte Vx auch u¨ber die Menge der von x ausgehenden Kanten definiert
werden ko¨nnen.) Bezeichnet ux die aus
(3.48) ∀v ∈ Vx : ah(ux, v) = (f, v)
erhaltene Korrektur, so ist klar, dass insbesondere
(3.49) ah(ux, ζ
(j)
i ) = (f, ζ
(j)
i )
fu¨r alle zum Punkt x und von ihm ausgehenden Kanten geho¨renden Basisfunktionen
ζ
(j)
i ∈ Zh gilt. Somit werden insbesondere alle divergenzfreien Fehleranteile behandelt.
Es soll allerdings zuna¨chst eine Version betrachtet werden, die nur eindimensionale
Unterra¨ume verwendet (s. [Hip97]).
Gauß-Seidel Gla¨ttung im Unterraum der divergenzfreien Funktionen
Definition. Seien b1, . . . , bm(h) und bm(h)+1 = ζ
(1)
1 , . . . , bn(h) = ζ
(1)
n(h) die nodalen
Basisfunktionen des MTW-Raums Vh und weiter die eindimensionalen Unterra¨ume
V1,i := span{bi} definiert; weiter seien fu¨r jede Funktion ζ(2)i ∈ Z(2)h die eindimen-
sionalen Unterra¨ume V2,i := span{ζ(2)i } und fu¨r jeden Punkt xi die eindimensionalen
Unterra¨ume V3,i := span{ζxi} der wirbelartigen Funktion ζxi definiert; dabei wird fu¨r
einen beliebigen Punkt die Funktion ζxi als entsprechend gewichtete Summe (s. voriges
Kapitel) der an den Punkt angrenzenden Basisfunktionen gebildet (wobei o.B.d.A. fu¨r
die divergenzfreien dieser Art ζ
(3)
i = ζxi ∈ Z(3)h gelte). Insbesondere gibt es also zu jeder
Funktion der Basis des divergenzfreien Unterraums einen
”
zugeho¨rigen“ eindimensiona-
len Unterraum.
3Ein Punkt, bei dem keine hin-/wegfu¨hrende Randkante einer Neumann-Randbedingung genu¨gt
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Es mo¨gen P1,i, P2,i und P3,i die ah-orthogonalen Projektionen auf die entspre-
chenden Unterra¨ume bezeichnen. Dann ist der (symmetrische) Gauß-Seidel Gla¨tter
mit zusa¨tzlicher Gla¨ttung (in den eindimensionalen Unterra¨umen Z(2)h und Z
(3)
h ), kurz
sGS+, mit
(3.50) MGS+,h :=
∏
(Ih − P3,i) ·
∏
(Ih − P2,i)
∏
(Ih − P1,i)
u¨ber den Iterationsoperator
(3.51) MsGS+,h :=M∗GS+,hMGS+,h·
definiert. Dazu sei noch bemerkt, dass die Produkte in einer beliebigen aber bestimm-
ten Reihenfolge gebildet werden, von der das Ergebnis aber zumindest dahingehend
unabha¨ngig ist, dass der Spektralradius (und in diesem Sinne das Konvergenzverhal-
ten) jeweils derselbe ist, so dass der Iterationsoperator entweder fu¨r jede oder fu¨r keine
Reihenfolge ein konvergentes Iterationsverfahren liefert.
Symmetrie. Man kann sich leicht u¨berlegen, dass dieser Gla¨tter symmetrisch posi-
tiv definit ist, da
”
außen“ das symmetrische Gauß-Seidel Verfahren angewendet wird.
Bemerkung: Es wird weiter unten noch eine Variante dieses Gla¨tters gema¨ß den U¨ber-
legungen in Abschnitt 3.1.3 auf Seite 41 eingefu¨hrt.
Konvergenzverhalten. Tabelle 3.3 dokumentiert den Effekt der zusa¨tzlichen derarti-
gen Gla¨ttung, dass die gesamte Basis des divergenzfreien Unterraums speziell behandelt
wird. Es ist deutlich zu sehen, dass die Eigenwerte der vorkonditionierten Matrix durch
eine Konstante c > 0 nach unten beschra¨nkt (und natu¨rlich kleiner oder gleich 1) sind.
Tabelle 3.3: Gerundete Eigenwerte µi der Systemmatrix mit sGS
+-Vorkonditionierer
λ µ1 . . . µ6 µ7 . . . µ12
0 0.017 . . . 0.57 0.84 . . . 1
103 0.028 . . . 0.82 0.92 . . . 1
109 0.015 . . . 0.83 0.92 . . . 1
1011 0.015 . . . 0.83 0.92 . . . 1
Im Gegensatz zum naiven symmetrischen Gauß-Seidel Vorkonditionierer ergibt sich unter
gleichen Bedingungen [s. dort] fu¨r den problemangepassten Gla¨tter (hier: eine Anwen-
dung des Vorkonditionierers entspricht zehn Gla¨ttungsschritten) die Tabelle 3.4.
Tabelle 3.4: Anzahl der Iterationen, pcg mit angepasstem Vorkonditionierer
Level dofs λ = 0 λ = 104 λ = 105 λ = 106 λ = 107 λ = 108
1 42 11 12 12 12 12 12
2 156 25 29 29 29 29 29
3 600 54 72 73 73 73 74
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Fazit. Die Tabelle legt nahe, dass der Gla¨tter einen Vorkonditionierer bereitstellt, so
dass die Konditionszahl der vorkonditionierten Matrix unabha¨ngig von λ beschra¨nkt
bleibt.
Bemerkung. Wenn der Dirichlet-/Symmetrie-Rand statt aus einer aus n > 1 Kompo-
nenten wegzusammenha¨ngender Randkanten besteht, dann sollten n− 1 divergenzfreie
Basisfunktionen zusa¨tzlich gegla¨ttet werden (vgl. [BF91, S. 270]). Sicherlich haben diese
Funktionen
”
globalen“ Charakter, weswegen auf Grund der Idee des Mehrgitterverfah-
rens evtl. auf eine zusa¨tzliche Behandlung solcher Funktionen auf dem feinen Gitter
verzichtet werden kann (vgl. [Sch99]); es sei aber hier bemerkt, dass gerade im nichtge-
schachtelten Fall die Gefahr besteht, dass der beim U¨bertragen der Grobgitterkorrektur
auf das feine Gitter unvermeidbare Fehler selber wieder solche Komponenten besitzen
ko¨nnte. Auch numerische Ergebnisse besta¨tigen, dass es ratsam ist, eine gesamte Basis
zu gla¨tten.
Arbeitsaufwand. Wegen der Konstruktion ha¨ngt der Berechnungsaufwand bei jeder
Anwendung des Gla¨tters linear von der Anzahl der Unbekannten ab (man beachte,
dass die Anzahl der von einem Punkt ausgehenden Kanten wegen der Quasiuniformita¨t
der Familie von Triangulierungen Th durch eine Konstante ηmax unabha¨ngig von h
beschra¨nkt ist).
Variante. Es sei noch die folgende
”
Variante“ eines Punkt-Gauß-Seidel-Gla¨tters de-
finiert: Es bezeichne n0 die Dimension des divergenzfreien Unterraums. Weiter sei
P : Vh → Vh eine Basistransformation, wobei die ersten n0 Basisfunktionen auf die
divergenzfreie Basis abgebildet werden mo¨gen. Die Variante ist das mit
N := PL−1PTAPP
T
u¨ber die Iterationsmatrix
(3.52) M = (I −NTsGSA)(I −NTA)(I −NA)(I −NsGSA)
symmetrisch generierte Verfahren, wobei fu¨r eine beliebige quadratische Matrix B die
Matrix LB die entsprechende untere Dreiecksmatrix bezeichne.
Block-Gauß-Seidel-Gla¨ttung im Unterraum divergenzfreier Funktionen
In Anlehnung an Arnold, Falk und Winther (s. o.) wird die Block-Version des soeben
vorgestellten Gla¨tters verwendet. Jede Funktion v, die vom sGS+-Gla¨tter speziell be-
handelt wurde, ist selber eine nodale Basisfunktion (fu¨r v ∈ V 1,i), liegt in einem zwei-
dimensionalen Unterraum V B2,i (fu¨r v ∈ V 2,i), oder (fu¨r die restlichen Funktionen) in
einem bis zu ηmax-dimensionalen Unterraum V
B
3,i, wobei fu¨r eine quasiuniforme Familie
von Zerlegungen die Ho¨chstzahl ηmax der von einem Dreiecks-Eckpunkt ausgehenden
Kanten (a¨quivalent die Ho¨chstzahl ηmax − 1 der Dreiecke) beschra¨nkt ist.
Es werden jetzt sukzessive diese mehrdimensionalen Unterra¨ume behandelt.
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Definition. Es mo¨gen P1,i, P2,i und P3,i die ah-orthogonalen Projektionen auf die
Unterra¨ume V B1,i = V 1,i, V
B
2,i und V
B
3,i bezeichnen. Dann ist der (symmetrische)
Block-Gauß-Seidel Gla¨tter mit zusa¨tzlicher Gla¨ttung, kurz sBGS+, mit
(3.53) MBGS+,h :=
∏
(Ih − P3,i) ·
∏
(Ih − P2,i)
∏
(Ih − P1,i)
u¨ber den Iterationsoperator
(3.54) MsBGS+,h :=M∗BGS+,hMBGS+,h·
definiert. (Wieder ist das Iterationsverfahren entweder fu¨r jede
”
beliebige aber feste“
Reihenfolge konvergent oder divergent.)
Symmetrie. Dass der Gla¨tter zumindest symmetrisch positiv definit ist, ist aus Sicht
der multiplikativen Schwarz Theorie klar (s. [Sch99]), aber auch sonst folgt es durch
Pru¨fen der Standard-Bedingung sofort: Das Verfahren ist die geschachtelte Produktite-
ration
φ = φ1 ◦ φ3 ◦ φ5 ◦ . . . . . . ◦ φ4 ◦ φ2 ◦ φ0
einzelner symmetrisch generierter Verfahren φ2i+1 ◦φ2i. Die a¨ußeren Iterationen φ0, φ1
ergeben (bei entsprechender Zusammefassung der Faktoren zu V B1,k) als φ1 ◦ φ0 wie-
der das symmetrische Gauß-Seidel-Verfahren. Sind die inneren
”
zusammengeho¨renden“
Produkte symmetrisch positiv semidefinit, so ist das Verfahren konvergent. Pru¨fen der
Standard-Bedingung fu¨r die inneren Blo¨cke Ni =Nj,i (j = 2, 3) liefert
N¯ i = P Ti A˜
−1
i Pi , A˜i := PiAP
T
i
mit Pi ∈ Rmi×n und mi = dim(V Bj,i), so dass also die N¯i wegen der positiven
Definitheit von A positiv semidefinit sind.
Konvergenzverhalten. Im Gegensatz zum naiven symmetrischen Gauß-Seidel-Vor-
konditionierer ergibt sich unter gleichen Bedingungen [s. dort] fu¨r den problemangepas-
sten Gla¨tter (hier: eine Anwendung des Vorkonditionierers entspricht zehn Gla¨ttungs-
schritten) die folgende Tabelle.
Tabelle 3.5: Anzahl der Iterationen, pcg mit angepasstem Block-Vorkonditionierer
Level dofs λ = 0 λ = 104 λ = 105 λ = 106 λ = 107 λ = 108
1 42 6 10 10 10 10 10
2 156 13 23 23 23 23 23
3 600 24 61 63 63 63 63
Die Verwendung des Gla¨tters als Iterationsverfahren (nicht als Vorkonditionierer fu¨r das
pcg-Verfahren, sondern fu¨r die Richardson-Iteration) wird (Genauigkeit: ≤ 10−3, sonst
gleiche Bedingungen) in Tabelle 3.6 dokumentiert.
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Tabelle 3.6: Anzahl der Iterationen, angepasster Gla¨tter
Level dofs λ = 0 λ = 104 λ = 105 λ = 106 λ = 107 λ = 108
1 42 26 107 120 121 121 121
2 156 114 510 1069 1133 1139 1140
Fazit. Die Tabellen legen nahe, dass die spezielle Behandlung der divergenzfreien
Funktion tatsa¨chlich dazu fu¨hrt, dass die Konditionszahl der vorkonditionierten Ma-
trizen fu¨r große Werte von λ beschra¨nkt bleibt und auch deren Spektralradien durch
eine Konstante kleiner Eins beschra¨nkt bleiben.
Da nur diejenigen hochfrequenten und divergenzfreien Fehleranteile gegla¨ttet wer-
den, die auf dem jeweiligen Level darstellbar sind, wird der Vorkonditionierer mit stei-
gender Anzahl der Verfeinerungen schlechter. Um dies zu vermeiden muss fu¨r den
Mehrgitter-Algorithmus noch ein geeigneter Prolongationsoperator definiert werden.
Arbeitsaufwand. Der Gla¨tter la¨sst sich bei kanonischer Basiswahl als Produktiteration
mit einer von der Anzahl der Unbekannten unabha¨ngigen Anzahl von Vorkonditionierern
implementieren, die die Permutation einer unteren Block-Dreiecksmatrix einer Permuta-
tion der SystemmatrixAh sind. Somit ha¨ngt der Berechnungsaufwand einer Anwendung
des Gla¨tters klar linear von der Anzahl der Unbekannten ab (man beachte dazu auch
wieder, dass die Gro¨ße der Blo¨cke unabha¨ngig von der Anzahl der Unbekannten durch
ηmax beschra¨nkt ist).
3.3.3 Problemangepasste Prolongation
Dieser Abschnitt bescha¨ftigt sich mit der Frage, wie ein Prolongationsoperator zu de-
finieren ist. Um einen Algorithmus zu erhalten, der
”
unabha¨ngig“ vom Inkompressibi-
lita¨tsparameter λ ist, muss man insbesondere darauf achten, dass der Fehler, den man
durch die Prolongation macht,
”
unabha¨ngig von λ klein bleibt“. Dazu sei zuna¨chst
bemerkt, dass die FE-Ra¨ume nicht geschachtelt sind, so dass man keine triviale Prolon-
gation hat, die zudem noch exakt wa¨re.
Eine erste Idee wa¨re die Verwendung eines Prolongationsoperators, der an den Frei-
heitsgraden, an denen die Werte nicht eindeutig sind, das arithmetische Mittel der
vorhandenen Werte verwendet (
”
AM-Prolongation“). Ein solcher erfu¨llt aber die obigen
Anforderungen nicht: der Spektralradius der Iterationsmatrix des Mehrgitterverfahrens
wa¨chst mit λ und ist fu¨r große λ sogar gro¨ßer als eins, so dass die Lo¨sungsalgorithmen
fu¨r große λ divergieren (s. Abbildung 3.3 auf der nachfolgenden Seite). Damit der Fehler,
den man durch die Prolongation macht
”
unabha¨ngig von λ“ ist, muss man insbesondere
divergenzfreie Grob- auf divergenzfreie Feingitterfunktionen abbilden (s. auch [Sch98]):
Es werden fu¨r die Beweise der Konvergenz von Mehrgitterverfahren gewo¨hnlich Unglei-
chungen (vgl. (A.9) und (A.11)) der Form
(3.55) ∀u ∈ Vk−1 : ak(Iku, Iku) . ak−1(u, u)
beno¨tigt. Das bedeutet im Fall der Elastizita¨t fu¨r jede divergenzfreie Funktion ud
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Abbildung 3.3: Mehrgitterverfahren mit AM-Prolongation
Die Abbildung zeigt den Fehler auf dem feinsten Gitter in der Energienorm wa¨hrend
vier Schritten des Mehrgitterverfahrens, und zwar jeweils nach dem Vorgla¨tten, nach
der Prolongation auf das feinste Gitter und nach dem Nachgla¨tten.
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(3.56) ∀ud ∈ Vk−1 : 2µ ‖Ikud‖2ε + λ ‖Ikud‖2div . 2µ ‖ud‖2ε ,
was unabha¨ngig von λ sicher nur bei Interpolationsoperatoren mit ‖Ikud‖2div = 0 erfu¨llt
ist. Man kann mit
(3.57) BkAk = R¯kAk + (I −RTkAk) IkBk−1Ak−1 A−1k−1ITk Ak︸ ︷︷ ︸
Pk−1
(I −RkAk)
induktiv zeigen, dass die Voraussetzung beim (variablen) V-Zyklus hinreichend dafu¨r ist,
dass das Spektrum des vorkonditionierten Operators BkAk durch positive Konstanten
fu¨r λ → ∞ beschra¨nkt bleibt. Der Operator I2B1A1 = I2 ha¨ngt nicht von λ ab. Die
anderen Terme der rechten Seite sind in Abschnitt 3.1.3 untersucht worden, außer Pk−1.
Mit einer zu dort analogen Beweistechnik zeigt man, dass der Grenzwert limλ→∞ Pk−1
exisitiert, falls der Prolongationsoperator Ik divergenzfreie Grob- auf divergenzfreie Fein-
gitterfunktionen abbildet.
Außerdem muss der Prolongationsoperator selbstversta¨ndlich die Grobgitterfunktion
in einem gewissen Sinne
”
gut“ darstellen - wa¨hlt man als Operator den Nulloperator,
so werden natu¨rlich auch die divergenzfreien Grobgitterfunktionen auf die (divergenz-
freie) Nullfunktion abgebildet. Dies heißt dann aber, dass de facto keine gro¨beren Gitter
genutzt werden; man erzielt zwar bei
”
guten“ Gla¨ttern von λ unabha¨ngige Ergebnisse,
die aber mit zunehmender Verfeinerungstiefe schlechter werden (s. Tabellen im vorigen
Abschnitt).
Prolongation und Brezzi-Douglas-Marini-Raum
Zur Definition eines Prolongationsoperators, der divergenzfreie Grob- auf divergenz-
freie Feingitterfunktionen abbildet, ko¨nnen die Brezzi-Douglas-Marini-Ra¨ume BDM1,h
(s. 2.4f) verwendet werden.
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Zuna¨chst sei aber vorweggenommen, dass die Werte der zu den Tangentialkom-
ponenten geho¨renden Basisfunktionen fu¨r diese Eigenschaft egal sind, da die entspre-
chenden Basisfunktionen alle divergenzfrei sind. Es liegt deswegen auch nahe, fu¨r alle
Grobgitterbasisfunktionen die Werte solcher Feingitterbasisfunktionen u¨ber arithmeti-
sche Mittelbildung der durch die Grobgitterbasisfunktionen gegebenen Werte zu defi-
nieren.
Es verbleibt die Frage, wie die Werte derjenigen Feingitterbasisfunktionen zu defi-
nieren sind, die zu den Normalkomponenten geho¨ren. Fu¨r die Grobgitterbasisfunktionen
zu den Tangentialkomponenten, deren Normalkomponente zumindest auf dem gesam-
ten Rand jedes Grobgitterdreiecks Null ist, ist ein einfacher Ansatz, die Feingitterba-
sisfunktionen zu den Normalkomponenten Null zu setzen. Die Grobgitterbasisfunktion
bi,h ∈ Vh zu den Normalkomponenten wird jetzt zuna¨chst auf wBDM1,h ∈ BDM1,h ab-
gebildet, wozu die Werte der Normalkomponenten u¨bernommen werden. Selbstversta¨nd-
lich kann sich die Funktion wBDM1,h auf dem Tra¨ger von bi,h um divergenzfreie Grobgit-
terbasisfunktionen zu Tangentialkomponenten unterscheiden. Dies ko¨nnen natu¨rlich an
einem Kantenmittelpunkt fu¨r die beiden angrenzenden Dreiecke verschiedene Grobgit-
terbasisfunktionen sein (es gilt eben nicht BDM1,h ⊂ Vh, fu¨r BDM1,h-Funktionen gibt
es keine Stetigkeitsbedingung an die Tangentialkomponente). Die entsprechende Funk-
tion wBDM1,h hat aber dennoch klar die gleiche lineare Normalkomponente auf jedem
Dreiecksrand und somit klar punktweise dieselbe konstante Divergenz an jedem inneren
Punkt eines Dreiecks. Die Funktion wBDM1,h la¨sst sich wegen BDM1,h ⊂ BDM1,h/2
exakt auf wBDM1,h/2 aus BDM1,h/2 abbilden. Sie hat insbesondere auf jedem Fein-
gitterrand identische Normalkomponenten und in jedem Feingitterdreieck punktweise
dieselbe konstante Divergenz. Fu¨r jedes Feingitterdreieck kann man nun eine Funkti-
on Ibi,h ∈ Vh/2 berechnen, die auf jedem Rand eines jeden Feingitterdreiecks dieselbe
lineare Normalkomponente hat, und die eindeutig wird, wenn man fu¨r die Werte der
Feingitterbasisfunktionen zu den Tangentialkomponenten etwa jeweils das Mittel der
durch die Funktion bi,h gegebenen Werte verwendet. Die Funktion Ibi,h ∈ Vh/2 defi-
niert die Werte der Feingitterbasisfunktionen fu¨r das Bild der Grobgitterbasisfunktion
bi,h ∈ Vh. Dadurch, dass fu¨r jede Grobgitterbasisfunktion das Bild aus Vh/2 definiert
wurde, ist der Prolongationsoperator vollsta¨ndig beschrieben. Um den Effekt zu sehen,
vergleiche man die Abbildungen 3.3 auf der vorherigen Seite und 3.4 auf der nachfol-
genden Seite.
Bemerkung zur Implementierung. Die Berechnung der Ibi,h ∈ Vh/2 ist wegen der
Struktur der Ra¨ume in der
”
AM-Prolongation“ enthalten und einfach durch Nullsetzen
einiger Terme zu implementieren.
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Abbildung 3.4: Mehrgitterverfahren mit BDM -Prolongation
Die Abbildung zeigt den Fehler auf dem feinsten Gitter in der Energienorm wa¨hrend
vier Schritten des Mehrgitterverfahrens, und zwar jeweils nach dem Vorgla¨tten, nach
der Prolongation auf das feinste Gitter und nach dem Nachgla¨tten.
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Kapitel 4
Beispiele und numerische
Ergebnisse
4.1 Anwendungsbeispiele
4.1.1 Die Lochscheibe
Bei der Lochscheibe (s. Abbildung 1.1 auf Seite 10) handelt es sich um eine quadratische
Membran eines isotropen elastischen Materials mit einem kreisfo¨rmigen Loch in der
Mitte, deren obere und untere Randkante mit einer konstanten Spannung σ · n =
4.5n belastet wird (vgl. z. B. [CS04]). Wegen der Symmetrie des Gebietes und der
Randbedingungen genu¨gt es, nur ein Viertel der Scheibe zu betrachten. Dieses Gebiet
ist gegeben durch
ΩL =
{
x ∈ R2 : 0 < x1 < 10, 0 < x2 < 10, x21 + x22 > 1
}
.
Die Randbedingungen sind an der
• rechten Kante (x1 = 10, 0 < x2 < 10) und am Kreisviertel σ · n = 0,
• oberen Kante (x2 = 10, 0 < x1 < 10) σ · n = 4.5n = (0, 4.5)T ,
• unteren Kante (x2 = 0, 1 < x1 < 10) (σ11, σ12) · n = 0, u2 = 0 und an der
• linken Kante (x1 = 0, 1 < x2 < 10) (σ21, σ22) · n = 0, u1 = 0.
Die Bedingungen an der linken und unteren Kante ergeben sich aus der Symmetrisierung
und werden Symmetriebedingungen genannt.
4.1.2 Das Quadrat
Betrachtet wird eine quadratische Membran (vgl. [CS03])
ΩQ =
{
x ∈ R2 : 0 < x1 < 1, 0 < x2 < 1
}
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eines isotropen elastischen Materials, das an der Oberkante (x2 = 1, 0 < x1 < 1)
fest eingespannt ist (u = 0) und an der Unterkante mit einer konstanten Spannung
σ · n = n belastet wird. Das Gebiet ist also gegeben durch
ΩQ =
{
x ∈ R2 : 0 < x1 < 1, 0 < x2 < 1
}
.
Die Bedingung fu¨r die linke Kante (x1 = 0, 0 < x2 < 1) und fu¨r die rechte lautet
σ · n = 0.
Variante des Quadrats
Mit der Variante des Quadrats soll das Quadrat bei folgender Aba¨nderung verstan-
den werden: Die Dirichlet-Randbedingungen seien durch Symmetrie-Randbedingungen
ersetzt (
”
symmetrischer Zug“, wie bei der Lochplatte).
Bemerkung. Die Lo¨sung u des entsprechenden Problems ist aus H2, und es gilt
(4.1) ‖u‖2 + λ ‖div u‖1 ≤ C ,
wobei die Konstante C nur von der Zug-Randbedingung und nicht vom Parameter λ
abha¨ngt ([BS02, S. 287]).
4.2 Numerische Ergebnisse mit direktem Lo¨ser
Ausgehend von einer Starttriangulierung Th0 , deren Dreiecke maximal den Durchmesser
h0 haben, besteht dann die betrachtete Familie T von Zerlegungen aus Zerlegungen
Thn , die durch gleichma¨ßige Verfeinerung aus Th0 hervorgehen (und deren Dreiecke
somit maximal den Durchmesser hn = (1/2)nh0 haben).
Falls H2-Regularita¨t vorliegt, ist nach den Untersuchungen des Diskretisierungsfeh-
lers in Abschnitt 2.2.3 damit zu rechnen, dass sich der Diskretisierungsfehler in etwa
halbiert, wenn man eine gleichma¨ßige Verfeinerung durchfu¨hrt, da ja
‖u− uh ‖a ≤ C hα
mit α = 1 gilt. Zur na¨herungsweisen Bestimmung von α setzt man
‖u− uhn ‖a
‖u− uhn+1 ‖a
≈
(
hn
hn+1
)α
an, was in unserem Fall auf
(4.2) α ≈ log2
( ‖u− uhn ‖a
‖u− uhn+1 ‖a
)
fu¨hrt. Fu¨r schwa¨chere Regularita¨t u ∈H1+β (β < 1) ist ein kleinerer Exponent α < 1
zu erwarten.
Der Parameter µ wurde auf µ = 1 normiert. Statt u wurde mit uFSh,λ gerechnet, wobei
uFSh,λ eine Lo¨sung aus einer Least-Squares-Formulierung eines gemischten Ansatzes mit
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Tabelle 4.1: Diskretisierungsfehler in der Energienorm, Lochplatte
Level l λ = 100 λ = 101 λ = 102 λ = 103 λ = 104 λ = 105 λ = 106
l = 0 1.606 1.253 1.178 1.170 1.169 1.169 1.169
l = 1 0.897 0.663 0.616 0.611 0.610 0.610 0.610
l = 2 0.467 0.338 0.313 0.310 0.310 0.310 0.310
l = 3 0.234 0.168 0.155 0.154 0.153 0.153 0.153
l = 4 0.117 0.083 0.076 0.076 0.076 0.076 0.076
Tabelle 4.2: Approximation des Exponenten aus (4.2), Lochplatte
Level l λ = 100 λ = 101 λ = 102 λ = 103 λ = 104 λ = 105 λ = 106
l = 0 0.8 0.9 0.9 0.9 0.9 0.9 0.9
l = 1 0.9 1.0 1.0 1.0 1.0 1.0 1.0
l = 2 1.0 1.0 1.0 1.0 1.0 1.0 1.0
l = 3 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Fortin-Soulie-Elementen fu¨r die Verschiebung ist (s. [CKS05]), fu¨r die ‖u− uFSh,λ ‖a ≤
C hα gilt, so dass aus der Ungleichung ‖uFSh,λ − uMTWh,λ ‖a ≤ C hα
(4.3) ‖u− uMTWh,λ ‖a ≤ ‖u− uFSh,λ ‖a + ‖uFSh,λ − uMTWh,λ ‖a ≤ C hα
folgt. Alle Integrale zur Berechnung von ‖uFSh,λ − uMTWh,λ ‖a ≤ C hα wurden mit der
Quadraturformel von Atkinson mit genu¨gend hohem Exaktheitsgrad (7 Punkte im
Dreieck, Exaktheitsgrad 5) berechnet. Fu¨r die Berechung von ‖u ‖0 wird die Formel
von Gatermann [Gat88] verwendet (12 Punkte, Exaktheitsgrad 7). Sa¨mtliche Be-
rechnungen wurden mit Matlab durchgefu¨hrt; insbesondere wurde uMTWh,λ jeweils mit
dem direkten Lo¨ser von Matlab berechnet.
4.2.1 Die Lochscheibe
Nach [R0¨0] erwartet man, dass das gestellte Problem auf der gesamten Lochscheibe
H2-regula¨r ist. Fu¨r jede Lo¨sung uˆ gilt uˆ ∈ H2; klar gilt somit fu¨r jede Lo¨sung u = uˆ|ΩL
der symmetrisierten Problemstellung u ∈ H2, so dass dann ebenfalls H2-Regularita¨t
vorliegt.
Die Tabelle 4.1 auf dieser Seite entha¨lt die Werte
(4.4) ‖uFSh,λ − uMTWh,λ ‖a (h = hl, l = 0, . . . , 4, λ = 100, 101, . . . , 106) ,
als Abscha¨tzungen fu¨r den Diskretisierungsfehler. Die H2-Regularita¨t ist deutlich zu
erkennen (Halbierung der Werte von einer Zeile l zur na¨chsten l + 1). Tabelle 4.2
entha¨lt die zugeho¨rigen Na¨herungen an den Exponenten α (s.o.).
4.2.2 Das Quadrat
Es ist zu erwarten, dass die Konvergenz fu¨r das Quadrat langsamer ist ([R0¨0]); dies
liegt zum einen an den
”
zu großen“ Winkeln (90 Grad) bei gleichzeitigem Sprung der
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Tabelle 4.3: Diskretisierungsfehler in der Energienorm, Quadrat
Level l λ = 100 λ = 101 λ = 102 λ = 103 λ = 104 λ = 105 λ = 106
l = 0 0.098 0.202 0.227 0.230 0.230 0.230 0.230
l = 1 0.062 0.124 0.138 0.140 0.140 0.140 0.140
l = 2 0.042 0.082 0.092 0.093 0.093 0.093 0.093
l = 3 0.027 0.054 0.060 0.060 0.061 0.061 0.061
l = 4 0.017 0.035 0.039 0.040 0.040 0.040 0.040
l = 5 0.011 0.023 0.026 0.026 0.026 0.026 0.026
l = 6 0.007 0.015 0.017 0.017 0.017 0.017 0.017
Tabelle 4.4: Konvergenzraten in der Energienorm, Quadrat
Level l λ = 100 λ = 101 λ = 102 λ = 103 λ = 104 λ = 105 λ = 106
l = 0 0.628 0.611 0.607 0.606 0.606 0.606 0.606
l = 1 0.675 0.668 0.666 0.665 0.665 0.665 0.665
l = 2 0.646 0.652 0.653 0.653 0.653 0.653 0.653
l = 3 0.636 0.653 0.657 0.657 0.658 0.658 0.658
l = 4 0.626 0.652 0.659 0.660 0.660 0.660 0.660
l = 5 0.617 0.652 0.660 0.661 0.661 0.661 0.661
Randbedingung von
”
fest eingespannt“ (oben) auf
”
spannungsfrei“ (links und rechts),
zum anderen an der Kombination aus Winkelgro¨ße und Sprung der Randbedingung von
”
spannungsfrei“ auf vorgegebene Randspannung 6= 0 (unten). In der Tabelle 4.3 sind die
zugeho¨rigen Werte fu¨r den Fehler ‖uFSh,λ − uMTWh,λ ‖a zu finden, und diese ergeben als
Na¨herung fu¨r den Exponenten α . 0.6. Zur Illustration der gerade in diesem Abschnitt
beschriebenen Abha¨ngigkeit von den Winkeln wurde die Berechnung auf einem Trapez
mit kleineren Winkeln
”
oben“ (und gro¨ßeren
”
unten“) wiederholt (s. Abb. 4.1). Die
zugeho¨rigen Approximationen fu¨r α liefern α . 0.84 (vgl. Tab. 4.5 auf der na¨chsten
Seite).
Abbildung 4.1: Trapezfo¨rmiges Pendant zum Quadrat
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Tabelle 4.5: Konvergenzraten in der Energienorm
Level l λ = 100 λ = 101 λ = 102 λ = 103 λ = 104 λ = 105 λ = 106
l = 0 0.706 0.528 0.505 0.503 0.502 0.502 0.502
l = 1 0.718 0.677 0.667 0.666 0.666 0.666 0.666
l = 2 0.642 0.657 0.661 0.662 0.662 0.662 0.662
l = 3 0.593 0.594 0.594 0.594 0.594 0.594 0.594
l = 4 0.566 0.566 0.568 0.569 0.569 0.569 0.569
l = 5 0.552 0.553 0.558 0.558 0.558 0.558 0.558
4.3 Numerische Ergebnisse mit iterativen Verfahren
Die in Kapitel 3 vorgestellten Gla¨tter zusammen mit dem Prolongationsoperator sollen
nun numerisch getestet werden. Die Konvergenzanalyse nach [Bra93] fußt auf dem
Nachweis der Bedingung (A.4) an die Gla¨tter, der
”
Regularita¨ts- und Approximations-
Annahme“ (A.10), sowie der Bedingung (A.9) oder deren schwa¨cherer Form (A.11) an
die Prolongationsoperatoren. Die Bedingung (A.11) ist aber i. Allg. mit den vorgestellten
Prolongationsoperatoren nicht erfu¨llt. D. h., dass diejenigen Konvergenzaussagen fu¨r den
V- oder W-Zyklus als eigensta¨ndiges Itertionsverfahren nicht mehr anwendbar sind, die a
priori unabha¨ngig von der Anzahl der Gla¨ttungsschritte sind. Das gibt Anlass zur Frage,
ob der Prolongationsoperator nicht entsprechend modifiziert werden kann.
Da der Gla¨tter symmetrisch generiert und konvergent ist, sind die durch den V- oder
variablen V-Zyklus bereitgestellten Vorkonditionierer symmetrisch positiv definit; weiter
wurde gezeigt, dass diese Eigenschaft unabha¨ngig vom Inkompressibilita¨tsparameter λ
gilt. Deswegen ist zu erwarten, dass die Konditionszahl der durch den V- oder variablen
V-Zyklus-Vorkonditionierer vorkonditionierten Systemmatrizen fu¨r λ → ∞ beschra¨nkt
bleibt. Wu¨rde (A.10) fu¨r eine Kombination aus Gebiet und Randbedingungen nachge-
wiesen werden, lieferte dafu¨r die Mehrgittertheorie, dass die Konditionszahl fu¨r h→∞
beschra¨nkt bliebe. Weiter wa¨re dann gesichert, dass der Spektralradius des W-Zyklus
als Iterationsverfahren fu¨r genu¨gend hohe Anzahl von Gla¨ttungschritten pro Level durch
eine Konstante c < 1 beschra¨nkt bliebe.
Das bedeutet, dass bei den Mehrgitterverfahren als Iterationsverfahren, Konvergenz
–wenn u¨berhaupt– nur fu¨r
”
genu¨gend hohe Anzahl von Gla¨ttungschritten“ zu erwarten
wa¨re. Ein Indiz, was das heißen ko¨nnte, liefert Braess [Bra03, S. 214]:
”
Der Parameter ν steuert die Zahl der Gla¨ttungsschritte, im Standardfall ist
1 ≤ ν ≤ 3. [...] Bei komplexeren Problemen (dazu geho¨ren nichtkonforme
Elemente und gemischte Methoden) kann durchaus eine gro¨ßere Anzahl von
Gla¨ttungen erforderlich sein.“
Der na¨chste Unterabschnitt bescha¨ftigt sich noch einmal kurz mit der
”
zusa¨tzlichen“
Gla¨ttung einer divergenzfreien Funktion im Falle, dass der Dirichlet-Rand aus mehre-
ren Wegzusammenhangskomponenten besteht. Der darauf folgende testet den V- und
variablen V-Zyklus in seiner Eigenschaft als Vorkonditionierer fu¨r das pcg-Verfahren.
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4.3.1 Gla¨tter
Wie schon im Zuge des Vorstellens der Gla¨tter geschrieben wurde, ist fu¨r die Entwick-
lung eines parameterunabha¨ngigen 1-Level-Vorkonditionierers wichtig, dass bei nicht
wegzusammenha¨ngendem Symmetrie-/Dirichlet-Rand mit k + 1 Wegzusammenhangs-
komponenten nochmal k divergenzfreie Funktionen zusa¨tzlich gegla¨ttet werden.
Lochscheibe
Das Beispiel der Lochscheibe eignet sich wegen der zwei Wegzusammenhangskompo-
nenten gut zur Demonstration. Die Tabelle 4.6 auf dieser Seite zeigt in der oberen
Ha¨lfte die beno¨tigten Iterationen des pcg-Verfahrens, um das relative Residuum um den
Faktor 10−3 ohne Gla¨ttung der zusa¨tzlichen divergenzfreien Funktion zu reduzieren.
Tabelle 4.6: pcg-Verfahren mit 1-Level-Vorkonditionierer, Lochscheibe
Oben/unten: Ohne/mit Gla¨ttung der zusa¨tzlichen divergenzfreien Funktion bei zweifach
zusammenha¨ngendem Rand.
Level dofs λ = 104 λ = 108 λ = 109 λ = 1010 λ = 1011
0 241 29 36 48 52 57
1 950 80 93 120 153 (186)
0 241 27 28 28 28 28
1 950 76 79 79 79 80
Dabei bedeutet (186), dass das Verfahren die Reduktion nicht in der Maximalzahl von
500 Iterationen bewa¨ltigt hat (und dass die 186. Iterierte diejenige mit dem kleinsten
relativen Residuum war). Die untere Ha¨lfte zeigt die beno¨tigten Iterationen mit zusa¨tz-
licher Gla¨ttung. Der Effekt ist gut zu sehen.
4.3.2 Das pcg-Verfahren mit vV-Zyklus-Vorkonditionierer
Jetzt soll das auf den entwickelnden Gla¨ttern und dem BDM -Prolongationsoperator
basierende Mehrgitterverfahren in seiner Eigenschaft als Vorkonditionierer getestet wer-
den. Der Parameter µ ist weiterhin auf µ = 1 normiert. Die n-te Iterierte u(n) des
pcg-Verfahrens minimiert den Fehler ‖u(n) − uh,λ‖Ah,λ in der Energie-Norm in ge-
schachtelten Untervektorra¨umen, den Krylov-Ra¨umen. Dabei bezeichnet u = uMTWh,λ
den Koordinatenvektor der Lo¨sung uMTWh,λ (und u
(n) den einer Na¨herungslo¨sung u(n)).
Da die Lo¨sung i. Allg. nicht bekannt ist, wird fu¨r das pcg-Verfahren ha¨ufig als Abbruch-
kriterium eine Reduktion der Euklid-Norm des relativen Residuums (f −Au(n))/f um
einen gewissen Faktor verwendet. Hier werden abermals die mit dem direkten Lo¨ser
von Matlab u¨ber einmalige Defekt-Korrektur berechneten Lo¨sungen uh,λ verwendet.
Man beachte, dass zumindest fu¨r die Lochplatte und das Quadrat fu¨r diese im vori-
gen Abschnitt eine gewisse Gu¨te gezeigt wurde. Als Abbruchkriterium wurde bei allen
Berechnungen, ausgehend von Startvektor Null, die Reduktion des Fehlers der zwei-
ten Iterierten in der Energie-Norm um einen Faktor von mindestens 10−3 verwendet.
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Abbildung 4.2: Triangulierung des Quadrats nach einer Verfeinerung
0 1
0
1
(Das entspricht bei den gerechneten Problemen etwa einer Reduktion des Fehlers der
Startlo¨sung um den Faktor 10−5.)
Das Quadrat, seine Variante und die Lochscheibe
Es wird zuna¨chst der durch den V-Zyklus bereitgestellte Vorkonditionierer numerisch
getestet.
Das Quadrat und die Variante. Das Quadrat selber und die angesprochene Vari-
ante unterscheiden sich hinsichtlich der Regularita¨t: Die Variante ist (s. o.) H2-regula¨r,
wohingegen fu¨r das Quadrat ermittelt wurde, dass die Lo¨sung u = uλ aus H1+α mit
α ≈ 0.6 ist. Es wird deswegen mit dem
”
Vorzeigebeispiel“ der Variante begonnen.
Variante des Quadrats. Es wurde der Punkt-Gauß-Seidel-Gla¨tter (Variante, s.
Definition (3.52) auf Seite 53) mit einem Gla¨ttungsschritt pro Aufruf, also zwei pro
Level, verwendet. Die gro¨bste Zerlegung wurde durch initmesh(geom,’Hmax’,0.3)
von Matlab erzeugt, wobei geom die entsprechende Geometrie-Datei des Quadrats
bezeichnet (s. Abb. 4.2). Die Ergebnisse sind in Tabelle 4.7 auf der nachfolgenden Seite
zu sehen. Die Werte zeigen deutlich, dass die Anzahl der Iterationen unabha¨ngig vom
Inkompressibilita¨tsparameter λ beschra¨nkt bleibt. Weiter besta¨rken sie die Vermutung,
dass dies auch fu¨r die Abha¨ngigkeit vom Level gilt.
Die Iterationszahlen bei Vorkonditionierung durch den variablen V-Zyklus sind in Tabel-
le 4.8 auf der na¨chsten Seite dokumentiert. Bei Wechsel auf das gro¨bere Gitter wurde
die Anzahl der Gla¨ttungsschritte ausgehend von 1 jeweils verdoppelt.
Bei diesem Problem scheinen die Iterationszahlen auch bei Vorkonditionierung mit dem
durch den V-Zyklus bereitgestellten Vorkonditionierer beschra¨nkt zu bleiben.
66 KAPITEL 4. BEISPIELE UND NUMERISCHE ERGEBNISSE
Tabelle 4.7: pcg-Verfahren mit V-Zyklus-Vorkonditionierer, Variante des Quadrats
Level dofs λ = 0 λ = 102 λ = 104 λ = 106
1 664 8 8 9 9
2 2624 9 9 10 10
3 10432 9 10 11 11
4 41600 9 10 11 11
5 166144 9 10 11 11
6 664064 9 10 11 11
Tabelle 4.8: pcg-Verfahren mit vV-Zyklus-Vorkonditionierer, Variante des Quadrats
Level dofs λ = 0 λ = 102 λ = 104 λ = 106
1 664 8 8 9 9
2 2624 8 9 9 9
3 10432 8 9 10 10
4 41600 8 9 9 9
5 166144 8 8 9 9
6 664064 8 8 9 9
Das Quadrat. Es wurde derselbe Gla¨tter wie bei der Variante verwendet, eben-
falls mit einem Gla¨ttungsschritt. Auch wurde die gro¨bste Triangulierung mit demselben
Matlab-Befehl erzeugt. Die Ergebnisse befinden sich in Tabelle 4.9.
Tabelle 4.9: pcg-Verfahren mit V-Zyklus-Vorkonditionierer auf dem Quadrat
Level dofs λ = 0 λ = 102 λ = 104 λ = 106
1 672 7 9 10 10
2 2640 8 10 12 12
3 10464 9 12 14 14
4 41664 9 12 16 16
5 166272 10 13 17 17
6 664320 10 13 17 17
Es ist zu bemerken, dass fu¨r dieses nicht H2-regula¨re Problem wesentlich mehr Itera-
tionen zur Reduktion des Fehlers beno¨tigt werden; die Iterationszahlen sind unabha¨ngig
vom Parameter λ. Es ist interessant, den variablen V-Zyklus zu betrachten: Man siehe
Tabelle 4.10 auf der na¨chsten Seite.
Bei dem Wechsel auf das gro¨bere Gitter wurde wieder die Anzahl der Gla¨ttungsschritte
ausgehend von 1 jeweils verdoppelt. So wird auch weiterhin beim variablen V-Zyklus
verfahren werden.
Die Lochscheibe. Zur Lochscheibe sei bemerkt, dass das Problem zwar H2-regula¨r
ist, das kreisfo¨rmige Randstu¨ck jedoch einige Probleme bereitet. Zuna¨chst einmal be-
sitzen die Gebiete der Triangulierungen einspringende Ecken, so dass ein auf diesen
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Tabelle 4.10: pcg-Verfahren mit vV-Zyklus-Vorkonditionierer auf dem Quadrat
Level dofs λ = 0 λ = 102 λ = 104 λ = 106
1 672 7 9 10 10
2 2640 8 10 11 11
3 10464 8 11 13 13
4 41664 8 11 12 12
5 166272 8 11 12 12
6 664320 8 11 12 12
Gebieten gestelltes Problem nicht H2-regula¨r wa¨re. Weiter sei erwa¨hnt, dass die Drei-
ecke zu den zum Kreisrand geho¨renden Kanten nicht regula¨r verfeinert werden. Das
bedeutet insbesondere, das dort die Bedingung verletzt ist, dass bei der Prolongati-
on divergenzfreie Grobgitter- auf divergenzfreie Feingitterfunktionen abgebildet werden
sollen. Die zugeho¨rigen Iterationszahlen befinden sich in Tabelle 4.11.
Tabelle 4.11: pcg-Verfahren mit V-Zyklus-Vorkonditionierer, Lochscheibe
Level dofs λ = 0 λ = 102 λ = 104 λ = 106
1 950 9 11 11 11
2 3772 12 12 14 14
3 15032 14 15 18 18
4 60016 14 16 19 19
5 239840 14 16 20 20
6 958912 14 16 20 20
Jetzt ist natu¨rlich wieder interessant zu sehen, wie sich die Vorkonditionierung mit dem
durch den variablen V-Zyklus bereitgestellten Gla¨tter auswirkt; denn erstens ist davon
auszugehen, dass die angesprochenen Probleme bei feineren Diskretisierungen weniger
ins Gewicht fallen und zweitens wird beim variablen V-Zyklus ja gerade auf den groben
Gittern die Anzahl der Gla¨ttungsschritte erho¨ht: man siehe Tabelle 4.12.
Tabelle 4.12: pcg-Verfahren mit vV-Zyklus-Vorkonditionierer, Lochscheibe
Level dofs λ = 0 λ = 102 λ = 104 λ = 106
1 950 9 11 11 11
2 3772 11 12 13 13
3 15032 12 13 15 16
4 60016 11 13 15 15
5 239840 11 12 14 14
6 958912 10 12 14 14
Abschließend wird hier nocheinmal der variable V-Zyklus-Vorkonditionierer fu¨r eine Va-
riante der Lochscheibe verwendet; die einzige A¨nderung besteht darin, dass das gekurvte
Randstu¨ck der gro¨bsten Triangulierung durch die entsprechende Verbindungstrecke er-
setzt worden ist. Die Iterationszahlen befinden sich in Tabelle 4.13 auf der na¨chsten
Seite.
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Tabelle 4.13: pcg-Verfahren mit vV-Zyklus-Vorkonditionierer, Variante der Lochscheibe
Level dofs λ = 0 λ = 102 λ = 104 λ = 106
1 950 9 10 11 11
2 3772 10 10 11 12
3 15032 10 10 11 11
4 60016 10 10 11 11
5 239840 10 10 11 11
Poissonzahl ν und Elastizita¨tsmodul E
Die Tabelle 4.14 zeigt Poisson-Zahl ν und Elastizita¨tsmodul E in Abha¨ngigkeit des
Lame´-Parameters λ fu¨r µ = 1.
Tabelle 4.14: Poisson-Zahl ν und Elastizita¨tsmodul E
Die Tabelle zeigt Poisson-Zahl ν und Elastizita¨tsmodul E in Abha¨ngigkeit des Lame´-
Parameters λ fu¨r µ = 1 ([Bra03, S. 271]).
λ ν E
0 0 2.000000000000000e+00
1e+02 4.950495049504950e-01 2.990099009900990e+00
1e+04 4.999500049995000e-01 2.999900009999000e+00
1e+06 4.999995000005000e-01 2.999999000001000e+00
1e+08 4.999999950000000e-01 2.999999990000000e+00
1e+10 4.999999999500000e-01 2.999999999900000e+00
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