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Abstract
We give a complete algorithm and source code for constructing general
multifactor risk models (for equities) via any combination of style factors,
principal components (betas) and/or industry factors. For short horizons we
employ the Russian-doll risk model construction to obtain a nonsingular factor
covariance matrix. This generalizes the heterotic risk model construction to
include arbitrary non-industry risk factors as well as industry risk factors
with generic “weights”. The aim of sharing our proprietary know-how with
the investment community is to encourage organic risk model building. The
presentation is intended to be essentially self-contained and pedagogical. So,
stop wasting money and complaining, start building risk models and enjoy!4
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2 Willie Yu, Ph.D., is a Research Fellow at Duke-NUS Medical School. Email: willie.yu@duke-
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to indicate his professional affiliation as is customary in publications. In particular, the contents
of this paper are not intended as an investment, legal, tax or any other such advice, and in no
way represent views of Quantigicr Solutions LLC, the website www.quantigic.com or any of their
other affiliates.
4 This is the last paper in the trilogy, which contains “Russian-Doll Risk Models” (Kakushadze,
2015c) and “Heterotic Risk Models” (Kakushadze, 2015d).
1 Introduction
Quantitative traders build their own alphas and trading strategies. However, only
a small fraction of quantitative traders build their own risk models. How come?
Especially considering that it is precisely the risk models – one way or another –
that turn alphas (or expected returns, trading signals, etc.) into portfolio holdings.
A typical answer is “we focus on alphas”,5 “we do not have the required data”,
“we do not have time/human resources”, etc. So, most quantitative traders end
up buying off-the-shelf standardized commercial risk models with at least some
understanding that what they are buying is not built for their kind of trading or
tested on real-life alphas.6 In fact, many quant traders even complain about this.
The prosaic answer to the above question is actually much simpler. Most quant
traders do not know how to build high quality risk models from scratch. It takes
time and experience to develop expertise for such model building and most quant
traders indeed spend much of their time developing alphas. There are some quant
shops that develop their own risk models, but they appear to be in the minority.
The purpose of this paper is to change the aforesaid landscape by giving a com-
plete algorithm and source code for constructing general multifactor risk models7
for equities8 via any combination of style factors, principal components and/or in-
dustry factors. For short horizons we employ the Russian-doll risk model construc-
5 To traders, alphas make money. Risk models just help make money. Hence the priorities.
6 The majority of clients of the standardized commercial risk model providers are large in-
stitutionals such as mutual and pension funds that have no need for customization but require
standardization for inter- and intra-institutional risk reporting, etc. (Kakushadze and Liew, 2015).
7 For a partial list of works related to factor risk models, see (Acharya and Pedersen, 2005), (Ang
et al, 2006), (Anson, 2013/14), (Asness, 1995), (Asness and Stevens, 1995), (Asness et al, 2001),
(Bai, 2003), (Bai and Li, 2012), (Bai and Ng, 2002), (Bansal and Viswanathan, 1993), (Banz, 1981),
(Basu, 1977), (Black, 1972), (Black et al, 1972), (Blume and Friend, 1973), (Brandt et al, 2010),
(Briner and Connor, 2008), (Burmeister and Wall, 1986), (Campbell, 1987), (Campbell et al, 2001),
(Campbell and Shiller, 1988), (Carhart, 1997), (Chamberlain and Rothschild, 1983), (Chan et al,
1985), (Chen et al, 1986, 1990), (Chicheportiche and Bouchaud, 2015), (Cochrane, 2001), (Connor,
1984, 1995), (Connor and Korajczyk, 1988, 1989, 2010), (Daniel and Titman, 1997), (DeBondt
and Thaler, 1985), (Dhrymes et al, 1984), (Fama and French, 1992, 1993, 1996, 2015), (Fama and
McBeth, 1973), (Ferson and Harvey, 1991, 1999), (Forni et al, 2000, 2005), (Forni and Lippi 2001),
(Goyal et al, 2008), (Goyal and Santa-Clara, 2003), (Grinold and Kahn, 2000), (Hall et al, 2002),
(Haugen, 1995), (Heaton and Lucas, 1999), (Heston and Rouwenhorst, 1994), (Jagannathan and
Wang, 1996), (Jegadeesh and Titman, 1993, 2001), (Kakushadze 2015a,b,c,d), (Kakushadze and
Liew, 2015), (King, 1966), (Korajczyk and Sadka, 2008), (Kothari and Shanken, 1997), (Lakonishok
et al, 1994), (Lee and Stefek, 2008), (Lehmann and Modest, 1988), (Liew and Vassalou, 2000),
(Lintner, 1965), (Lo, 2010), (Lo and MacKinlay, 1990), (MacKinlay, 1995), (MacQueen, 2003),
(Markowitz, 1952, 1984), (Menchero and Mitra, 2008), (Merton, 1973), (Miller, 2006), (Motta et
al, 2011), (Mukherjee and Mishra, 2005), (Ng et al, 1992), (Pastor and Stambaugh, 2003), (Roll and
Ross, 1980), (Rosenberg, 1974), (Ross, 1976, 1978a, 1978b), (Scholes andWilliams, 1977), (Schwert,
1990), (Shanken, 1987, 1990), (Shanken and Weinstein, 2006), (Sharpe, 1963, 1964), (Stock and
Watson, 2002a, 2002b), (Stroyny, 2005), (Treynor, 1999), (Vassalou, 2003), (Whitelaw, 1997),
(Zangari, 2003), (Zhang, 2010), and references therein.
8 Albeit the general methods we discuss here can be applied to other instruments as well.
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tion (Kakushadze, 2015c) to obtain a nonsingular factor covariance matrix. This
generalizes the heterotic risk model construction (Kakushadze, 2015d) to include
arbitrary non-industry as well as industry risk factors with generic “weights”. By
sharing our proprietary know-how we hope to encourage organic risk model building.
The main difficulty in dealing with generic risk factors is that using the standard
“lore” for computing the factor covariance matrix and specific (idiosyncratic) risk,
which is done via a (weighted) regression, yields total variances for stocks which do
not agree with sample variances. The exception is when the risk factors are based
on principal components of the sample covariance (or correlation) matrix or its sub-
matrices corresponding to “clusters” such as sub-industries as in the heterotic risk
model construction. In this case the total risks automatically work out. However, if
we include, e.g., style factors, this method produces incorrect total variances, which
is often overlooked in practice. Our algorithm rectifies this shortcoming by design.
In Section 2 we review multifactor models, the requirement that a factor model
reproduce sample variances, and why it is (not) satisfied for principal component
(general) risk factors. In Section 3 we discuss industry risk factors and the heterotic
risk model construction. In Section 4 we give our algorithm for dealing with general
risk factors. However, the paper does not end there. This is because for short
historical lookbacks, which is the case in short-horizon models, the sample factor
covariance matrix is singular and itself needs to be modeled. This, in turn, is
due to the fact that the number of industry factors is too large (in three digits).
In Section 5 we apply the Russian-doll construction to general factor models and
give a complete embedding resulting in a nonsingular factor covariance matrix and
consequently, an invertible multifactor model covariance matrix. We also explain
why adding a few style or other non-industry risk factors (e.g., principal components)
to ubiquitous industry risk factors adds little to no value.9 We further illustrate
this via out-of-sample backtests using intraday mean-reversion alphas. In Section 6
we introduce risk models we refer to as “heterotic CAPM”, which are constructed
similarly to the heterotic risk models, but the “weights” for industry risk factors are
based on style factors instead of principal components. In this novel, nontraditional
implementation some style factors do add value. We briefly conclude in Section 7.
Appendix A contains R source code,10 which implements our algorithm for general
risk models, the complete Russian-doll embedding, style factor computation, etc.
9 And this is how style factors are traditionally treated including in standardized commercial
risk models. These offerings aver that style factors do add value. However, there are a few caveats
there. First, in such models the industry factors are not taken at the most granular level and
consequently are not as numerous, typically, around 60 or fewer, so augmenting them with 10 or so
style factors a priori may add some value. Second, these models are not necessarily tested on real-
life trading alphas. Third, they are geared toward longer horizons, i.e., lower turnover strategies
with lower Sharpe ratios. As we discuss in Section 5, adding industry classification granularity
increases Sharpe ratios. (In fact, for short-horizon models there are fewer (4 or so) style factors.)
10 The source code given in Appendix A is not written to be “fancy” or optimized for speed or
in any other way. Its sole purpose is to illustrate the algorithms described in the main text in a
simple-to-understand fashion. Important legalese relating to this code is given in Appendix B.
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2 Multifactor Risk Models
2.1 Sample Covariance Matrix
So, we have N stocks and the associated time series ofN returns Ri(ts), i = 1, . . . , N ,
where ts, s = 0, 1, 2, . . . ,M (s = 0 corresponds to the most recent time), are the
M + 1 points in time in our time series (i.e., we have M + 1 observations for each
return). E.g., we could consider daily close-to-close returns, albeit the frequency is
not critical here. Let Cij be the N × N sample covariance matrix computed based
on these time series of returns. When M < N , the sample covariance matrix Cij
is singular with M positive eigenvalues.11 In this case we cannot invert Cij , which
is required in optimization (mean-variance optimization (Markowitz, 1952), Sharpe
ratio maximization (Sharpe, 1994), etc.). Furthermore, unless M ≫ N , which is
almost never (if ever) the case in practical applications, the off-diagonal elements of
Cij (covariances) generally are not expected to be stable out-of-sample. In contrast,
the diagonal elements (variances) typically are much more stable out-of-sample and
can be relatively reliably computed even forM ≪ N (which, in fact, is often the case
in practical applications). So, we need to replace the sample covariance matrix Cij
by another constructed matrix – call it Γij – that is much more stable out-of-sample
and invertible (positive-definite). That is, we must build a risk model.
2.2 Total Variances
In this regard, a lot of headache (see below) can be avoided by making the following
simple observation. The main goal of a risk model is to predict the covariance
matrix out-of-sample as precisely as possible, including the out-of-sample variances.
However, even though this requirement is often overlooked in practical applications,
a well-built risk model had better reproduce the in-sample variances. That is, we
require that the risk model variances Γii coincide with the in-sample variances Cii:
Γii = Cii (1)
Furthermore, as mentioned above, the N variances Cii are relatively stable out-of-
sample. It is therefore (a half of) the N(N − 1) off-diagonal covariances, which
are generally unstable out-of-sample, we must actually model. Put differently, we
must model the correlations Ψij, i 6= j, where Ψij = Cij/
√
Cii
√
Cjj is the sample
correlation matrix, whose diagonal elements Ψii ≡ 1. So, we need to replace the
sample correlation matrix by another constructed matrix – call it Γ˜ij – that is much
more stable out-of-sample and invertible (positive-definite) subject to the conditions
Γ˜ii = Ψii ≡ 1 (2)
Once we build Γ˜ij, the risk model covariance matrix is given by Γij =
√
Cii
√
Cjj Γ˜ij.
11 The positive eigenvalue count can be lower if some returns are 100% (anti-)correlated.
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2.3 Factor Models
A popular way of constructing Γij is via a factor model. However, here we wish to
construct Γ˜ij , not Γij . Nonetheless, the factor model construction applies just as
well. Instead of the returns Ri(ts) we simply use the “normalized” returns R˜i(ts) =
Ri(ts)/
√
Cii. Then Ψij is the sample covariance matrix of these normalized returns:
Ψij = Cov(R˜i(ts), R˜j(ts)) = Cor(Ri(ts), Rj(ts)), where Cov(·, ·) and Cor(·, ·) are
serial. I.e., we build a factor model for Ψij by treating R˜i(ts) as returns.
Then, we have N random processes Υi, which model the returns R˜i (we omit ts
dependence for notational convenience):
Υi = χi +
K∑
A=1
ΩiA fA (3)
Cov(χi, χj) = Ξij = ξ
2
i δij (4)
Cov(χi, fA) = 0 (5)
Cov(fA, fB) = ΦAB (6)
Cov(Υi,Υj) = Γ˜ij (7)
where (in matrix notation)
Γ˜ = Ξ + Ω Φ ΩT (8)
and δij is the Kronecker delta; ξi is the specific risk (a.k.a. idiosyncratic risk) for
each stock; ΩiA is an N × K factor loadings matrix; and ΦAB is a K × K factor
covariance matrix, A,B = 1, . . . , K, where K ≪ N . I.e., the random processes
Υi are modeled via N random processes χi (specific risk) together with K random
processes fA (factor risk). Assuming all ξi > 0 and ΦAB is positive-definite, then
Γ˜ij is automatically positive-definite (and invertible). Furthermore, Γ˜ij is expected
to be much more stable out-of-sample than Ψij as the number of risk factors, for
which the factor covariance matrix ΦAB needs to be computed, is K ≪ N .
Since R˜i are normalized, so are the specific risk and factor risk; indeed, (2) gives
the following N conditions12 for N +K(K + 1)/2 unknowns:
ξ2i +
K∑
A,B=1
ΩiA ΦAB ΩiB ≡ 1 (9)
There are no “natural” K(K + 1)/2 conditions we can impose in terms of out-
of-sample unstable off-diagonal correlations Ψij, i 6= j. So, we need additional
assumptions to compute ξi and ΦAB. Intuitively, one such assumption is that the
total risk should be attributed to the factor risk to the greatest extent possible, i.e.,
the part of the total risk attributed to the specific risk should be minimized.
12 With additional assumptions not all of these conditions are independent (see below).
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2.4 Linear Regression
One way to formulate this requirement mathematically is via least squares. Thus,
mimicking (3), we decompose the returns R˜i via a linear model
R˜i = ǫi +
K∑
A=1
ΩiA fA (10)
Here the residuals ǫi are not the same as χi in (3); in particular, generally the
covariance matrix Cov(ǫi, ǫj) is not diagonal (see below). We can require that
N∑
i=1
ǫ2i → min (11)
where the minimization is w.r.t. fA. This produces a linear regression.
13 The
solution to (11) is given by (in matrix notation)
f =
(
ΩT Ω
)−1
ΩT R˜ (12)
ǫ = [1−Q] R˜ (13)
Q = Ω
(
ΩT Ω
)−1
ΩT (14)
where Q = QT is a projection operator: Q2 = Q. Consequently, we have:
Ξ̂ = Cov
(
ǫ, ǫT
)
= [1−Q] Ψ [1−Q] (15)
Ω Φ ΩT = Ω Cov
(
f, fT
)
ΩT = Q Ψ Q (16)
Note that the matrix Ξ̂ is not diagonal. However, the idea is to identify ξ2i with the
diagonal part of Ξ̂:
ξ2i = Ξ̂ii = ([1−Q] Ψ [1−Q])ii (17)
and we have
Γ˜ij = ξ
2
i δij + (Q Ψ Q)ij (18)
Note that ξ2i defined via (17) are automatically positive (nonnegative, to be precise
– see below). However, we must satisfy the conditions (2), which reduce to
Xii = 0 (19)
X = 2 Q Ψ Q−Q Ψ−Ψ Q (20)
The N conditions (19) are not all independent. Thus, we have Tr(X) = 0.
13 Without the intercept, that is, unless the intercept is already subsumed in ΩiA. Also, this is
a regression with unit weights. Since the returns R˜i are normalized, there are no “natural” out-of-
sample stable candidates for the regression weights excepting the unit weights. This is the beauty
of factoring out the sample volatilities
√
Cii: the sample correlation matrix Ψij knows nothing
about volatility, hence – naturally – unit weights. Also, note that for a large enough universe the
sample volatilities have a skewed – roughly log-normal – distribution cross-sectionally. In contrast,
Ψii are nicely uniform. This makes (9) easier to satisfy (see below).
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2.5 Principal Components
The conditions (19) are nontrivial. They are not satisfied for an arbitrary factor
loadings matrix ΩiA. Thus, consider the simplest case of a single risk factor (K = 1),
so that the loadings matrix ΩiA consists of a single column, call it ωi. Without loss
of generality we can normalize it such that
∑N
i=1 ω
2
i = 1. Further, without loss of
generality we can assume that all ωi 6= 0 – indeed, for any vanishing ωi factor risk
vanishes and we only have specific risk, the matrix Γ˜ij is block-diagonal, and we can
ignore the block corresponding to the vanishing ωi. Then (19) reduces to
N∑
j=1
Ψij ωj = ωi
N∑
j,k=1
Ψjk ωj ωk (21)
This invariably implies that ωi is an eigenvector (principal component) of Ψij .
2.5.1 Multiple Principal Components
More generally, (19) is automatically satisfied if we take the columns of the factor
loadings matrix to be, say, the first K of the N principal components V
(a)
i , a =
1, . . . , N , of Ψij forming an orthonormal basis
N∑
j=1
Ψij V
(a)
j = λ
(a) V
(a)
i (22)
N∑
i=1
V
(a)
i V
(b)
i = δab (23)
such that the eigenvalues λ(a) are ordered decreasingly: λ(1) > λ(2) > . . . . More pre-
cisely, some eigenvalues may be degenerate. For simplicity – and this is not critical
here – we will assume that all positive eigenvalues are non-degenerate. However, we
can have multiple null eigenvalues. Typically, the number of nonvanishing eigenval-
ues14 is M , where, as above, M+1 is the number of observations in the stock return
time series. We can readily construct a factor model with K < M :15
ΩiA =
√
λ(A) V
(A)
i , A = 1, . . . , K (24)
Then the factor covariance matrix ΦAB = δAB and we have
Γ˜ij = ξ
2
i δij +
K∑
A=1
λ(A) V
(A)
i V
(A)
j (25)
ξ2i = 1−
K∑
A=1
λ(A)
(
V
(A)
i
)2
(26)
14 This number can be smaller if some stock returns are 100% correlated or anti-correlated. For
the sake of simplicity – and this not critical here – we will assume that there are no such returns.
15 For K =M we have Γ˜ = Ψ, which is singular. Null eigenvalues do not contribute into (25).
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so Γ˜ii = Ψii ≡ 1. See (Kakushadze, 2015d) for source code for building a risk model
based on principal components (including for fixing the value of K).16
An evident limitation of the principal component approach is that the number of
risk factors is limited by M . If long lookbacks are unavailabe/undesirable, as, e.g.,
in short-holding quantitative trading strategies, then typically M ≪ N . Yet, the
number of the actually relevant underlying risk factors can be substantially greater
than M , and most of these risk factors are missed by this approach.17 Thus, it is
unclear what to do with the principal components with null eigenvalues. They do
not contribute to any sample factor covariance matrix. We need additional input.
3 Industry Risk Factors
While the number of risk factors based on principal components is limited, especially
for shorter lookbacks,18 risk factors based on a granular enough industry classifica-
tion can be ubiquitous. Furthermore, they are independent of the pricing data –
industry classification is based on fundamental/economic data (such as companies’
products and services and more generally their revenue sources, suppliers, competi-
tors, partners, etc.) – and, in this regard, are essentially insensitive to the lookback.
In fact, typically industry classification based risk factors tend to be rather stable
out-of-sample as companies seldom jump industries (let alone sectors).
For terminological definiteness, here we will use the BICS19 nomenclature for the
levels in the industry classification, albeit this is not critical here. Also, BICS has
three levels “sector → industry → sub-industry” (where “sub-industry” is the most
granular level). The number of levels in the industry hierarchy is not critical here
either. So, we have: N stocks labeled by i = 1, . . . , N ; K sub-industries labeled by
A = 1, . . . , K; F industries labeled by a = 1, . . . , F ;20 and L sectors labeled by α =
1, . . . , L. More generally, we can think of such groupings as “clusters”. Sometimes,
loosely, we will refer to such “cluster” based factors as “industry” factors.21
3.1 “Binary” Property
The binary property implies that each stock belongs to one and only one sub-
industry, industry and sector (or, more generally, “cluster”). Let G be the map
16 Note that ξ2i =
∑M
a=K+1 λ
(a)
(
V
(a)
i
)2
≥ 0. We are assuming λ(a) ≥ 0, which (up to compu-
tational precision) is the case if there are no N/As in the stock return times series.
17 Another limitation is that the principal components are based on off-diagonal elements of
Ψij and tend to be unstable out-of-sample, the first principal component typically being the most
stable. In many applications one uses only the first principal component (see below).
18 The number of style factors is also limited, of order 10 or fewer (see below).
19 Bloomberg Industry Classification System.
20 The subscript index a should not be confused with the superscript (a) in (22).
21 Albeit in the BICS context we may be referring to, e.g., sub-industries, while in other classi-
fication schemes the actual naming may be altogether different.
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between stocks and sub-industries, S be the map between sub-industries and indus-
tries, and W be the map between industries and sectors:
G : {1, . . . , N} 7→ {1, . . . , K} (27)
S : {1, . . . , K} 7→ {1, . . . , F} (28)
W : {1, . . . , F} 7→ {1, . . . , L} (29)
The beauty of the binary property is that the “clusters” (sub-industries, industries
and sectors) can be used to identify blocks (sub-matrices) in the correlation matrix
Ψij. E.g., for sub-industries the binary matrix δG(i),A defines such blocks.
3.2 Binary Models
Consider the following factor loadings matrix:
ΩiA =
1√
NA
δG(i),A (30)
where J(A) = {i|G(i) = A} is the set of tickers (whose number N(A) = |J(A)|)
in the sub-industry labeled by A. However, the factor loadings (30) do not satisfy
the conditions (19). I.e., we cannot identify the factor covariance matrix with the
sample covariance matrix of the regression coefficients and the specific risks with the
variances of the regression residuals. There is a way around this difficulty. What
if we continue to identify the factor covariance matrix with the sample covariance
matrix of the regression coefficients and define the specific risks via (as opposed to
(17))
ξ2i = 1− (Q Ψ Q)ii (31)
so we still have (18) and (2)? The issue with the definition (31) is that for a
general factor loadings matrix ΩiA some of the resulting ξ
2
i unacceptably are negative.
However, for the binary factor loadings (30) ξ2i are nonnegative. Indeed, we have
ξ2i = 1−
1
N2(G(i))
∑
k,l∈J(G(i))
Ψkl ≥ 1− 1
N2(G(i))
∑
k,l∈J(G(i))
|Ψkl| ≥ 0 (32)
In fact, since we are assuming that we have no 100% (anti-)correlated pairs of stocks,
the only way we can have ξ2i = 0 is for single-ticker sub-industries (N(A) = 1).
These, in fact, are not problematic (see below). So, for binary factor loadings we
can construct a factor model this way; however, with a caveat: if M < K, which is
often the case, the factor covariance matrix
ΦAB =
1√
NANB
∑
i∈J(A)
∑
j∈J(B)
Ψij (33)
is singular. We will address this issue below via the Russian-doll risk model con-
struction. But first let us discuss heterotic risk models (Kakushadze, 2015d).
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3.3 Heterotic Models
Consider the following factor loadings matrix:
ΩiA = δG(i),A Ui (34)
Ui = [U(A)]i, i ∈ J(A), A = 1, . . . , K (35)
where the N(A)-vector U(A) is the first principal component of the N(A) × N(A)
matrix Ψ(A) defined via [Ψ(A)]ij = Ψij , i, j ∈ J(A). (Note that
∑
i∈J(A)[U(A)]
2
i = 1;
also, let the corresponding (largest) eigenvalue of Ψ(A) be λ(A).)22 With this factor
loadings matrix we can compute the factor covariance matrix and specific risk via
the above linear regression:23
ξ2i = 1− λ(G(i)) U2i (36)
Γ˜ij =
[
1− λ(G(i)) U2i
]
δij + Ui Uj
∑
k∈J(G(i))
∑
l∈J(G(j))
Uk Ψkl Ul (37)
and (19) is automatically satisfied. This simplicity is due to the use of the (first)
principal components corresponding to the blocks Ψ(A) of the sample correlation
matrix.24 However, here too, as in the binary models, for short lookbacks we have
M < K, so (note that ΦAA = λ(A)) the factor covariance matrix
ΦAB =
∑
i∈J(A)
∑
j∈J(B)
Ui Ψij Uj (38)
is singular. This again brings us to the nested Russian-doll risk model construction
we discuss below. However, first we need to introduce one more ingredient.
4 How to Deal with General Risk Factors?
In heterotic risk models, and also when the factor loadings matrix is just a collection
of principal components, the conditions (19) are automatically satisfied. In binary
risk models (19) is not satisfied, but we found a workaround by simply defining the
specific risk via (31). However, in more general cases this trick does not do. E.g.,
if we combine heterotic or binary risk factors with some style factors (see below)
and/or principal components, (19) is not satisfied, and (31) generally will produce
ξ2i at least some of which are negative. However, not all is lost. Thanks to modeling
22 If N(A) = 1, i.e., we have only one ticker in the sub-industry labeled by A, then [U(A)]i = 1
and λ(A) = Ψii = 1, i ∈ J(A).
23 For single-ticker sub-industries (N(A) = 1) the specific risk vanishes: ξ2i = 0; however, this
does not pose a problem as this does not cause the matrix Γ˜ij to be singular (see below).
24 In fact, we can generalize this construction by using multiple principle components per “clus-
ter”; however, out-of-sample instability of the higher principal components mentioned above poses
an issue. See (Kakushadze, 2015d) for details.
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the correlation matrix Ψij via Γ˜ij (as opposed to the covariance matrix Cij via Γij),
if we stick to the definition (17) via the linear regression, then (19) is not satisfied
for general ΩiA, but the violations of the condition (2) are of order 1 as opposed to
some large numbers.25 Then we can simply rescale the matrix Γ˜ij such that (2) is
satisfied, i.e., we can define Γ˜ij via (as opposed to (18))
Γ˜ij =
1
γiγj
[
ξ2i δij +
K∑
A,B=1
ΩiA ΦAB ΩjB
]
=
1
γiγj
[
ξ2i δij + (Q Ψ Q)ij
]
(39)
γ2i = ξ
2
i + (Q Ψ Q)ii (40)
where, as before, ξ2i is defined via (17) and is expressly nonnegative. This is a simple
but powerful prescription that does the job: now we have (2). (The actual factor
loadings and specific risks are Ω̂iA = ΩiA/γi and ξ̂i = ξi/γi.) However, we still need
to deal with the factor covariance matrix ΦAB being singular for short lookbacks.
5 Russian-Doll Construction
5.1 General Idea
The simple idea behind the Russian-doll construction is to model such ΦAB itself
via yet another factor model matrix Γ′AB (as opposed to computing it as a sample
covariance matrix of the risk factor returns fA):
26
Γ′AB =
√
ΦAA
√
ΦBB Γ˜
′
AB (41)
Γ˜′AB =
1
γ′Aγ
′
B
[
(ξ′A)
2 δAB +
F∑
a,b=1
Ω′Aa Φ
′
ab Ω
′
Bb
]
(42)
(γ′A)
2 = (ξ′A)
2 +
F∑
a,b=1
Ω′Aa Φ
′
ab Ω
′
Ab (43)
where ξ′A is the specific risk for the “normalized” factor return f˜A = fA/
√
ΦAA;
Ω′Aa, A = 1, . . . , K, a = 1, . . . , F is the corresponding factor loadings matrix; and
Φ′ab is the factor covariance matrix for the underlying risk factors f
′
a, a = 1, . . . , F ,
where we assume that F ≪ K. If the smaller factor covariance matrix Φ′ab is still
singular, we model it via yet another factor model with fewer risk factors, and so on
– until the resulting factor covariance matrix is nonsingular. If, at the final stage,
we are left with a single factor, then the resulting 1 × 1 factor covariance matrix is
automatically nonsingular – it is simply the sample variance of the remaining factor.
25 Had we tried to do the same in the context of Γij , the violations of the condition (1) would
be much more dramatic and nonuniform owing to the fact that the variances Cii have a highly
skewed (quasi-log-normal) distribution. It is therefore more convenient to model Ψij via Γ˜ij .
26 We use a prime on Γ˜′AB, γ
′
A, ξ
′
A, Φ
′
ab, etc., to avoid confusion with Γ˜ij , γi, ξi, ΦAB, etc.
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5.1.1 When We Have Industry Factors Only
Moving forward we will need to distinguish between industry and non-industry27
factors. Examples of the latter are style factors and principal components. When
we have only industry factors, we can use the natural hierarchy in the industry
classification to implement the Russian-doll construction. For concreteness we will
use the BICS terminology for the levels in the industry classification, albeit this is
not critical here. Also, BICS has three levels “sector → industry → sub-industry”
(where “sub-industry” is the most granular level). For definiteness, we will assume
three levels here, albeit the generalization to more levels is straightforward. So, in the
BICS terminology, we can use sub-industries as the risk factors for stocks, industries
as the risk factors for sub-industries, sectors as the risk factors for industries, and (if
need be) the “market” as the single risk factor for sectors (Kakushadze, 2015c,d).
That is, a binary industry classification provides a natural nested hierarchy of risk
factors. The binary models (30) and the heterotic models (34) discussed above both
contain only industry factors.28
5.1.2 Including Non-Industry Factors
When we have both industry and non-industry factors, things are trickier. Thus,
for non-industry risk factors it is not always as straightforward to identify a nested
hierarchy of risk factors. E.g., for the principal component based risk factors there
is no evident guiding principle to do so. However, not all is lost. In practice, the
number of relevant style factors typically is substantially smaller than the number of
industry factors (especially for (ultra-)short horizon models (Kakushadze, 2015b)),
of order 10 or fewer. The number of principal components one may wish to include
is also limited, either because of a short lookback, or out-of-sample instability of
the higher principal components, or both. Thanks to this, we can start with a few
non-industry (style and/or principal component) factors plus ubiquitous industry
factors (typically, ∼ 100 or more), and build a Russian-doll risk model.
The idea here is simple: there is no need to reduce the number of already-
few non-industry factors, only that of the ubiquitous industry factors. That is, we
apply the sequential nested Russian-doll embedding to the industry factors only,
leaving the non-industry factors intact. At the final stage, we will have to compute
the factor covariance matrix for the remaining factors, which will include all non-
industry factors (along with, e.g., the sectors or the “market”).
We will use the mid-Greek symbols µ, ν, . . . to label the non-industry risk factors,
and we use the i, A, a, α labels as above to label stocks, sub-industries, industries
and sectors. Let A˜ = (A, µ), a˜ = (a, µ) and α˜ = (α, µ). Let Y be the number of
non-binary risk factors. Let K˜ = K + Y , F˜ = F + Y and L˜ = L+ Y . We will also
use the index µ˜ = (0, µ) with Y˜ = Y + 1 values, where “0” labels the “market”.
27 Here “non-industry” means “not based on the industry classification”.
28 In the heterotic risk models the columns of the factor loadings matrix are “weighted” by the
first principal components in the sub-industries, industries, sectors and (if need be) “market”.
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We then have:
ΩiA = ωi δG(i),A (44)
Ω
iA˜
= (ΩiA,Ωiµ) (45)
Ω′Aa = ω
′
A δS(A),a (46)
Ω′
A˜a˜
= diag (Ω′Aa, δµν) (47)
Ω′′aα = ω
′′
a δW (a),α (48)
Ω′′a˜α˜ = diag (Ω
′′
aα, δµν) (49)
Ω′′′α0 = ω
′′′
α (50)
Ω′′′α˜µ˜ = diag (Ω
′′′
α0, δµν) (51)
where: the maps G (tickers to sub-industries), S (sub-industries to industries) and
W (industries to sectors) are defined in (27), (28) and (29); the columns Ωiµ of
the factor loadings matrix Ω
iA˜
correspond to the non-industry factors; and we will
specify the “weights” ωi, ω
′
A, ω
′′
a and ω
′′′
α for the industry factors below.
5.2 Complete Russian-Doll Embedding
We will continue to use the BICS terminology for the levels in the industry clas-
sification, albeit this is not critical here. Also, BICS has three levels “sector →
industry → sub-industry” (where “sub-industry” is the most granular level). For
definiteness, we will assume three levels here, and the generalization to more levels
is straightforward. A nested Russian-doll risk model then is constructed as follows:
Γij =
√
Cii
√
Cjj Γ˜ij (52)
Γ˜ij = ξ̂
2
i δij +
K˜∑
A˜,B˜=1
Ω̂
iA˜
Γ′
A˜B˜
Ω̂
jB˜
(53)
Γ′
A˜B˜
=
√
ΦA˜A˜
√
ΦB˜B˜ Γ˜
′
A˜B˜
(54)
Γ˜′
A˜B˜
= (ξ̂′
A˜
)2 δA˜B˜ +
F˜∑
a˜,˜b=1
Ω̂′
A˜a˜
Γ′′
a˜b˜
Ω̂′
B˜b˜
(55)
Γ′′
a˜b˜
=
√
Φ′a˜a˜
√
Φ′
b˜b˜
Γ˜′′
a˜b˜
(56)
Γ˜′′
a˜b˜
= (ξ̂′′a˜)
2 δ
a˜b˜
+
L˜∑
α˜,β˜=1
Ω̂′′a˜α˜ Γ
′′′
α˜β˜
Ω̂′′
b˜β˜
(57)
Γ′′′
α˜β˜
=
√
Φ′′α˜α˜
√
Φ′′
β˜β˜
Γ˜′′′
α˜β˜
(58)
Γ˜′′′
α˜β˜
= (ξ̂′′′α˜ )
2 δ
α˜β˜
+
Y˜∑
µ˜,ν˜=1
Ω̂′′′α˜µ˜ Φ
′′′
µ˜ν˜ Ω̂
′′′
µ˜ν˜ (59)
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where
ξ̂i = ξi/γi (60)
Ω̂iA˜ = ΩiA˜/γi (61)
γ2i = ξ
2
i + (Q Ψ Q)ii (62)
ξ2i = ([1−Q] Ψ [1−Q])ii (63)
Q = Ω
(
ΩTΩ
)−1
ΩT (64)
ξ̂′
A˜
= ξ′
A˜
/γ′
A˜
(65)
Ω̂′
A˜a˜
= Ω′
A˜a˜
/γ′
A˜
(66)
(γ′
A˜
)2 = (ξ′
A˜
)2 + (Q′ Ψ′ Q′)A˜A˜ (67)
(ξ′
A˜
)2 = ([1−Q′] Ψ′ [1−Q′])
A˜A˜
(68)
Q′ = Ω′
(
Ω′TΩ′
)−1
Ω′T (69)
ξ̂′′a˜ = ξ
′′
a˜/γ
′′
a˜ (70)
Ω̂′′a˜α˜ = Ω
′′
a˜α˜/γ
′′
a˜ (71)
(γ′′a˜)
2 = (ξ′′a˜)
2 + (Q′′ Ψ′′ Q′′)a˜a˜ (72)
(ξ′′a˜)
2 = ([1−Q′′] Ψ′′ [1−Q′′])a˜a˜ (73)
Q′′ = Ω′′
(
Ω′′TΩ′′
)−1
Ω′′T (74)
ξ̂′′′α˜ = ξ
′′′
α˜ /γ
′′′
α˜ (75)
Ω̂′′′α˜µ˜ = Ω
′′′
α˜µ˜/γ
′′′
α˜ (76)
(γ′′′α˜ )
2 = (ξ′′′α˜ )
2 + (Q′′′ Ψ′′′ Q′′′)α˜α˜ (77)
(ξ′′′α˜ )
2 = ([1−Q′′′] Ψ′′′ [1−Q′′′])α˜α˜ (78)
Q′′′ = Ω′′′
(
Ω′′′TΩ′′′
)−1
Ω′′′T (79)
In (64) Ω is the N × K˜ matrix Ω
iA˜
; in (69) Ω′ is the K˜ × F˜ matrix Ω′
A˜a˜
; in (74) Ω′′
is the F˜ × L˜ matrix Ω′′a˜α˜; and in (79) Ω′′′ is the L˜× Y˜ matrix Ω′′′α˜µ˜. Also,
Φ =
(
ΩT Ω
)−1
ΩTΨ Ω
(
ΩT Ω
)−1
(80)
Φ′ =
(
Ω′TΩ′
)−1
Ω′TΨ′ Ω′
(
Ω′TΩ′
)−1
(81)
Φ′′ =
(
Ω′′TΩ′′
)−1
Ω′′TΨ′′ Ω′′
(
Ω′′TΩ′′
)−1
(82)
Φ′′′ =
(
Ω′′′TΩ′′′
)−1
Ω′′′TΨ′′′ Ω′′′
(
Ω′′′TΩ′′′
)−1
(83)
Ψij = Cij/
√
Cii
√
Cjj (84)
Ψ′
A˜B˜
= ΦA˜B˜/
√
ΦA˜A˜
√
ΦB˜B˜ (85)
Ψ′′
a˜b˜
= Φ′
a˜b˜
/
√
Φ′a˜a˜
√
Φ′
b˜b˜
(86)
Ψ′′′
α˜β˜
= Φ′′
α˜β˜
/
√
Φ′′α˜α˜
√
Φ′′
β˜β˜
(87)
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Finally, the “weights” ωi, ω
′
A, ω
′′
a and ω
′′′
α in (44), (46), (48) and (50) are give by
ωi = [U(A)]i, i ∈ J(A) (88)
ω′A = [U
′(a)]A, A ∈ J ′(a) (89)
ω′′a = [U
′′(α)]a, a ∈ J ′′(α) (90)
Here J(A) = {i|G(i) = A} (NA = |J(A)| tickers in sub-industry A), J ′(a) =
{A|S(A) = a} (N ′(a) = |J ′(a)| sub-industries in industry a), J ′′(α) = {a|W (a) = α}
(N ′′(α) = |J ′′(α)| industries in sector α). The “market” contains all N tickers. The
N(A)-vector U(A) is the first principal component of Ψ(A) with the eigenvalue
λ(A) ([Ψ(A)]ij = Ψij, i, j ∈ J(A)); the N ′(a)-vector U ′(a) is the first principal
component of Ψ′(a) with the eigenvalue λ′(a) ([Ψ′(a)]AB = Ψ
′
AB, A,B ∈ J ′(a)); the
N ′′(α)-vector U ′′(α) is the first principal component of Ψ′′(α) with the eigenvalue
λ′′(α) ([Ψ′′(α)]ab = Ψ
′′
ab, a, b ∈ J ′′(α)); finally, ω′′′α is the first principal component of
Ψ′′′αβ with the eigenvalue λ
′′′. The vectors U(A), U ′(a) and U ′′(α) are normalized, so∑
i∈J(A) U
2
i = 1,
∑
A∈J ′(a)(U
′
A)
2 = 1,
∑
a∈J ′′(α)(U
′′
a )
2 = 1, and also
∑L
α=1(ω
′′′
α )
2 = 1.
For the sake of completeness, above we included the step where the sample
factor covariance matrix Φ′′
α˜β˜
for the sectors plus non-industry factors is further
approximated via a Y˜ -factor model Γ˜′′′
α˜β˜
, where Y˜ = Y + 1, i.e., the L risk factors
corresponding to the sectors are modeled via a 1-factor model (the “market”), while
the Y non-industry risk factors are untouched (see above). If Φ′′
α˜β˜
computed via
(82) is nonsingular, then this last step can be omitted,29 so at the last stage we
have L˜ = L + Y factors (as opposed to Y˜ factors).30 Similarly, if we have enough
observations to compute the sample covariance matrix Φ′
a˜b˜
for the industries plus
non-industry factors, we can stop at that stage. Finally, note that in the above
construction we are guaranteed to have (ξ˜′′′α )
2 > 0, (ξ˜′′a)
2 > 0, (ξ˜′A)
2 > 0 and ξ˜2i ≥ 0.
The last equality occurs only for single-ticker sub-industries (see below).
5.3 Model Covariance Matrix and Its Inverse
The model covariance matrix is given by Γij defined in (52). For completeness, let
us present it in the “canonical” form:
Γij = ξ˜
2
i δij +
K˜∑
A˜,B˜=1
Ω˜
iA˜
Φ∗
A˜B˜
Ω˜
jB˜
(91)
29 That is, assuming there are enough observations in the time series for out-of-sample stability.
30 For the sake of completeness, the definitions of the factor returns at each stage are
as follows (in matrix notation): (i) for the sub-industry plus non-industry factor returns f
A˜
:
f =
(
ΩT Ω
)
−1
ΩT R˜, where R˜i = Ri/
√
Cii; (ii) for the industry plus non-industry factor returns f
′
a˜:
f ′ =
(
Ω′TΩ′
)
−1
Ω′T f˜ , where f˜
A˜
= f
A˜
/
√
Φ
A˜A˜
; (iii) for the sector plus non-industry factor returns
f ′′α˜ : f
′′ =
(
Ω′′TΩ′′
)
−1
f˜ ′, where f˜ ′a˜ = f
′
a˜/
√
Φ′
a˜a˜
; and (iv) for the “market” plus non-industry factor
returns f ′′′µ˜ : f
′′′ =
(
Ω′′′TΩ′′′
)
−1
Ω′′′T f˜ ′′, where f˜ ′′α˜ = f
′′
α˜/
√
Φ′′
α˜α˜
.
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where
ξ˜2i = Cii ξ̂
2
i (92)
Ω˜
iA˜
=
√
Cii Ω̂iA˜ (93)
Φ∗
A˜B˜
= Γ′
A˜B˜
(94)
where ξ̂2i is defined in (60), Ui is defined in (61), Γ
′
A˜B˜
is defined in (54), and we use
the star superscript in the factor covariance matrix Φ∗
A˜B˜
(which is nonsingular) to
distinguish it from the sample factor covariance matrix Φ
A˜B˜
(which is singular).
In many applications, such as portfolio optimization, one needs the inverse of
the matrix Γ. When we have no single-ticker sub-industries, the inverse is given by
(in matrix notation)
Γ−1 = Ξ˜−1 − Ξ˜−1 Ω˜ ∆−1 Ω˜T Ξ˜−1 (95)
∆ = (Φ∗)−1 + Ω˜T Ξ˜−1 Ω˜ (96)
Ξ˜ = diag(ξ˜2i ) (97)
However, when there are some single-ticker sub-industries, the corresponding ξ˜2i = 0,
i ∈ H , where H = {i|N(G(i)) = 1}, so (95) “breaks”. Here is a simple “fix”. We
can rewrite Γij via
Γij = ξ
2
i δij +
K˜∑
A˜,B˜=1
Ω˜
iA˜
Φ
∗
A˜B˜ Ω˜jB˜ (98)
where: ξ
2
i = ξ˜
2
i for i 6∈ H ; ξ
2
i =
∑K
A=1 Ω˜
2
iA Φ
∗
AA for i ∈ H ; and Φ
∗
AA = 0 for
A ∈ E, where E = {A|N(A) = 1}, whereas for all other values of A˜ and B˜ we have
Φ
∗
A˜B˜ = Φ
∗
A˜B˜
. Now we can invert Γ via
Γ−1 = Ξ
−1 − Ξ−1 Ω˜ ∆−1 Ω˜T Ξ−1 (99)
∆ = (Φ
∗
)−1 + Ω˜T Ξ
−1
Ω˜ (100)
Ξ = diag(ξ
2
i ) (101)
Note that, due to the factor model structure, to invert the N × N matrix Γ, we
only need to invert two K˜ × K˜ matrices Φ∗ and ∆. If there are no single-ticker
sub-industries, then Φ∗ itself has a factor model structure and involves inverting
two F˜ × F˜ matrices, one of which has a factor model structure, and so on.
5.4 Do Non-industry Factors Add Value?
Above we described an algorithm for constructing general multifactor risk models
containing both industry and non-industry based risk factors. More precisely, for the
industry based risk factors we chose the “weights” ωi, ω
′
A, ω
′′
a and ω
′′′
α in (44), (46),
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(48) and (50) as the first principal components of the correlation (sub-)matrices for
the corresponding “clusters” (sub-industries, industries, sectors, “market”). How-
ever, these “weights” can be chosen at will, e.g., we could have chosen some or
all of them to be binary (i.e., as in (30)). In fact, these choices need not even be
uniform across different “clusters”, e.g., we could choose binary “weights” for some
sub-industries and first (or higher) principal components for other sub-industries.
It is a separate issue whether the resulting model would perform better.
The question we address in this subsection is whether non-industry factors actu-
ally add value. An off-the-cuff answer might appear to be that they do, at least for
style factors.31 However, this “intuition” based on longer-horizon models does us no
good for short-lookback models we are after here. And there is a simple way to test
this, to wit, by utilizing the same intraday mean-reversion alphas as in (Kakushadze,
2015d). In the remainder of this subsection, which very closely follows most parts
of Section 6 of (Kakushadze, 2015d),32 we describe the backtesting procedure.
5.4.1 Notations
Let Pis be the time series of stock prices, where i = 1, . . . , N labels the stocks, and
s = 0, 1, . . . ,M labels the trading dates, with s = 0 corresponding to the most
recent date in the time series. The superscripts O and C (unadjusted open and
close prices) and AO and AC (open and close prices fully adjusted for splits and
dividends) will distinguish the corresponding prices, so, e.g., PCis is the unadjusted
close price. Vis is the unadjusted daily volume (in shares). Also, for each date s we
define the overnight return as the previous-close-to-open return:
Eis = ln
(
PAOis /P
AC
i,s+1
)
(102)
This return will be used in the definition of the expected return in our mean-reversion
alpha. We will also need the close-to-close return
Ris = ln
(
PACis /P
AC
i,s+1
)
(103)
An out-of-sample (see below) time series of these returns will be used in constructing
the risk models. All prices in the definitions of Eis and Ris are fully adjusted.
We assume that: i) the portfolio is established at the open33 with fills at the
open prices POis ; ii) it is liquidated at the close on the same day – so this is a purely
intraday alpha – with fills at the close prices PCis ; and iii) there are no transaction
costs or slippage – our aim here is not to build a realistic trading strategy, but to
test relative performance of various risk models and see what adds value to the alpha
31 If the non-industry factors are based on principal components, one may have a priori doubts
whether they add value considering out-of-sample stability issues (see above).
32 We “rehash” it here not to be repetitive but so that the presentation herein is self-contained.
33 This is a so-called “delay-0” alpha: the same price, POis (or adjusted P
AO
is ), is used in com-
puting the expected return (via Eis) and as the establishing fill price.
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and what does not. The P&L for each stock
Πis = His
[
PCis
POis
− 1
]
(104)
where His are the dollar holdings. The shares bought plus sold (establishing plus
liquidating trades) for each stock on each day are computed via Qis = 2|His|/POis .
5.4.2 Universe Selection
For the sake of simplicity,34 we select our universe based on the average daily dollar
volume (ADDV) defined via (note that Ais is out-of-sample for each date s):
Ais =
1
d
d∑
r=1
Vi,s+r P
C
i,s+r (105)
We take d = 21 (i.e., one month), and then take our universe to be the top 2000
tickers by ADDV. To ensure that we do not inadvertently introduce a universe
selection bias, we rebalance monthly (every 21 trading days, to be precise). I.e.,
we break our 5-year backtest period (see below) into 21-day intervals, we compute
the universe using ADDV (which, in turn, is computed based on the 21-day period
immediately preceding such interval), and use this universe during the entire such
interval. We do have the survivorship bias as we take the data for the universe of
tickers as of 9/6/2014 that have historical pricing data on http://finance.yahoo.com
(accessed on 9/6/2014) for the period 8/1/2008 through 9/5/2014. We restrict this
universe to include only U.S. listed common stocks and class shares (no OTCs,
preferred shares, etc.) with BICS sector, industry and sub-industry assignments as
of 9/6/2014.35 However, as discussed in detail in Section 7 of (Kakushadze, 2015a),
the survivorship bias is not a leading effect in such backtests.36
5.4.3 Backtesting
We run our simulations over a period of 5 years (more precisely, 1260 trading days
going back from 9/5/2014, inclusive). The annualized return-on-capital (ROC) is
computed as the average daily P&L divided by the intraday investment level I (with
no leverage) and multiplied by 252. The annualized Sharpe Ratio (SR) is computed
as the daily Sharpe ratio multiplied by
√
252. Cents-per-share (CPS) is computed
as the total P&L (in cents, not dollars) divided by the total shares traded.37
34 In practical applications, the trading universe of liquid stocks typically is selected based on
market cap, liquidity (ADDV), price and other (proprietary) criteria.
35 The choice of the backtesting window is intentionally taken to be exactly the same as in
(Kakushadze, 2015d) to simplify various comparisons, which include the results therefrom.
36 Here we are after the relative outperformance, and it is reasonable to assume that, to the
leading order, individual performances are affected by the survivorship bias approximately equally
as the construction of all alphas and risk models is “statistical” and oblivious to the universe.
37 As mentioned above, we assume no transaction costs, which are expected to reduce the ROC
of the optimized alphas by the same amount as all strategies trade the exact same amount by
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5.4.4 Optimized Alphas
The optimized alphas are based on the expected returns Eis optimized via Sharpe
ratio maximization using the risk models we are testing, i.e., the covariance matrix
Γij given by (52), which we compute every 21 trading days (same as for the universe).
For each date (we omit the index s) we maximize the Sharpe ratio subject to the
dollar neutrality constraint:
S =
∑N
i=1Hi Ei√∑N
i,j=1 Γij Hi Hj
→ max (106)
N∑
i=1
Hi = 0 (107)
The solution is given by
Hi = −γ
[
N∑
j=1
Γ−1ij Ej −
N∑
j=1
Γ−1ij
∑N
k,l=1 Γ
−1
kl El∑N
k,l=1 Γ
−1
kl
]
(108)
where Γ−1 is the inverse of Γ (see Subsection 5.3), and γ > 0 (mean-reversion alpha)
is fixed via (we set the investment level I to $20M in our backtests)
N∑
i=1
|Hi| = I (109)
Note that (108) satisfies the dollar neutrality constraint (107).
The simulation results are given in Table 1 for (i) the heterotic risk model based
on BICS sectors only (i.e., we have only one level), (ii) the heterotic risk model based
on BICS industries (i.e., we have two levels, sectors and industries), (iii) the heterotic
risk model based on BICS sub-industries (i.e., we have three levels, sectors, industries
and sub-industries), (iv) the heterotic risk model based on BICS sub-industries plus
the “prc” style risk factor of (Kakushadze, 2015b),38 (v) the heterotic risk model
based on BICS sub-industries plus the “hlv” style risk factor of (Kakushadze, 2015b),
(vi) the heterotic risk model based on BICS sub-industries plus the “vol” style risk
factor of (Kakushadze, 2015b),39 (vii) the heterotic risk model based on BICS sub-
design. Therefore, including the transaction costs would have no effect on the actual relative
outperformance in the horse race, which is what we are after here.
38 The corresponding column in the factor loadings matrix Ω
iA˜
is defined as ln(PACi,s+1) for the
first (i.e., earliest) date labeled by s in the aforesaid 21-day backtesting period and kept the same
for the entire such period. Other similar definitions of this factor (such as averaging over, say, the
21-day period immediately preceding the backtesting period) give very similar results.
39 The intraday volatility based “hlv” and average volume based “vol” factors are recomputed
based on 21-day periods, same as the price based “prc” factor. For the formulaic definitions of the
“prc”, “mom”, “hlv” and “vol” factors see (Kakushadze, 2015b) and the qrm.style() function
in Appendix A hereof, where the R code is essentially formulaic (i.e., reads like formulas).
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industries plus the “mom” style risk factor of (Kakushadze, 2015b),40 (viii) the
heterotic risk model based on BICS sub-industries plus the “prc”, “hlv” and “vol”
style risk factors,41 (ix) the heterotic risk model based on BICS sub-industries plus
the first principal component of the sample correlation matrix Ψij, (x) the heterotic
risk model based on BICS sub-industries plus the first 10 principal components of
the sample correlation matrix,42 and (xi) the heterotic risk model based on BICS
sub-industries plus the first principal component of the sample correlation matrix
and the “prc” style risk factor. The results in Table 1 unequivocally suggest that
adding granularity to the industry classification adds sizable value. However, any
improvement from style factors and/or principal components is at best marginal.
How come? The reason is simple. By construction, when we add a new column
to the factor loadings matrix, only its part orthogonal to the already present columns
contributes to the risk model – indeed, the risk model is invariant under the linear
transformations of the form Ω
iA˜
→ ∑K˜
B˜=1ΩiB˜ DB˜A˜, where DB˜A˜ is a nonsingular
matrix. BICS sub-industries cover a large subspace of the (relevant)43 risk space. It
is difficult for a few style risk factors and/or principal components to provide a new
relevant direction not covered by a few hundred sub-industries. And the number of
relevant style risk factors is at most of order 10 for longer-horizon models and even
fewer (around 4) for shorter-lookback risk models. Prosaically, it boils down to a
numbers game, which the ubiquitous industry factors win hands down...44
6 Heterotic CAPM
Does this mean that the style risk factors are useless? Not quite. It is just that
the way to use them is not to trivially append them to the much more numerous
industry factors, which is how it is done traditionally. In this section we discuss a
different way of utilizing the style factors, which does appear to add sizable value.
The idea – or the thought process – is quite simple. We know the industry
factors add value. In fact, we know that adding granularity (i.e., going from sectors
to industries to sub-industries) adds value. I.e., breaking up the universe of tickers
40 For using the prior day’s open-to-close momentum based risk factor (see below) to make
sense, it is necessary to recompute the risk model every day, which is what – unlike all other rows
based on 21-day recalculations – the “mom” row in Table 1 shows. The drop in SR and CPS is
largely due to the noise from daily recalculations. Thus, the heterotic risk model based on BICS
sub-industries (case (iii) above) recomputed daily has ROC 55.94%, SR 14.80 and CPS 2.66. The
“mom” factor for the date labeled by s is defined as ln(PCi,s+1/P
O
i,s+1) (Kakushadze, 2015b).
41 We deliberately omit the “mom” factor – see footnote 40.
42 The principal components are computed out-of-sample based on the 21-day windows, same
as for the heterotic (industry classification based) risk factors.
43 While there is no such thing as a “perfect” industry classification, well-constructed industry
classifications do provide value in covering the risk space as they are based on “economic” consid-
erations, to wit, the products, services, revenue sources, competitors, partners, suppliers, clients,
etc., of the companies they classify.
44 For long horizons, cf. (Hong, Torous and Valkanov, 2007).
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into “clusters” (sectors, industries, sub-industries) makes a lot of sense. So, why
try to apply the style risk factors to the entire universe when we can apply them at
the level of each “cluster” (e.g., sub-industry)? This is analogous to what we did
in the heterotic risk models. Instead of using principal components (of the sample
correlation matrix) for the entire universe, we used them for each “cluster”. So, the
idea is this. What if we use the style factors to define the “weights” ωi in (44) at
the (most granular) level of sub-industries?
6.1 One Factor per Sub-industry
In this subsection we discuss a construction, which we term “Heterotic CAPM” for
the reasons we explain below, which utilizes a single style factor, e.g., “prc”, to define
the “weights” ωi in (44). We will generalize this construction to include multiple
style factors below. Also, we will keep the “weights” ω′A, ω
′′
a and ω
′′′
α in (46), (48)
and (50) based on principal components. We could also utilize style factors at the
levels of industries, sectors and the “market”, but we will not do so here.
Table 2 gives the backtest results for ωi defined as (i) the intercept,
45 (ii) “prc”,
(iii) “hlv”, (iv) “vol”, and (v) “mom”.46 These results appear to be all over the place.
And they are for a good reason. Let us focus on the “prc” based model. Suppressing
the time series index, we have ωi = ln(P
AC
i ). However, there is absolutely no reason
why we could not define ωi = ln(P
AC
i /µ), where µ is some constant. I.e., ωi is only
defined up to a shift proportional to the intercept νi ≡ 1: ωi = ln(PACi )− ln(µ) νi,
and a priori there is no reason to set µ = 1. The backtest results depend on this
choice.47 So, what should this µ be? There is no magic bullet here. We simply
have a 1-parameter family, and this parameter can be optimized based on backtests.
However, neither is it guaranteed to be out-of-sample stable (i.e., it will have to be
recompute frequently), nor is it guaranteed to be independent of the alpha model
which is used in the backtesting. As´ı es la vida. In fact, it is even worse: we could
define ωi = ln(P
AC
i )− ln(µA) νi, i ∈ J(A), i.e., we can have a different normalization
factor µA for each sub-industry labeled by A. However, that would be too many
parameters to deal with, so let us stick to µ uniform over all sub-industries.
In this regard, it is convenient to parameterize the “weights” ωi as follows:
ωi = q ω
∗
i + (1− 2q)ω∗ νi (110)
where ω∗i = ln(P
AC
i ) and ω
∗ = 1
N
∑N
j=1 ω
∗
j . So, for q = 0 we have the intercept (the
overall normalization factor is immaterial), for q = 1 we have demeaned ωi = ω
∗
i−ω∗,
and for q = 1/2 we have ωi = ω
∗
i . The simulation results for the values of q ranging
45 I.e., we take ωi = νi ≡ 1. The intercept νi is just the simplest style factor.
46 In cases (i)-(iv) we recalculate the risk model every 21 days, and daily in case (v) (see above).
47 Thus, when µ = 1, we get the second row in Table 2. However, when µ is large (or close
to zero), we get the first row in Table 2. The normalizations (i.e., their means) of “prc”, “hlv”
and “vol” are all very different, hence the disparate results in Table 2. For “mom” we have an
additional effect from the extra noise due to daily recomputations.
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from 0 (which is equivalent to the intercept) to 0.5 (the style factor “as-is”) to 1.0
(the demeaned style factor) are given for “prc” in Table 3 and “hlv” in Table 4.
For “vol” the best simulated performance is for |q| ≫ 1 (ROC 56.72%, SR 15.23,
CPS 2.67) with inferior performance in between. It is evident that the demeaned
style factor has inferior performance,48 so does the intercept, and the optimal value
of q corresponds to a combination of the two, except that this combination is not
necessarily the same as ω∗i , i.e., it does not necessarily correspond to q = 0.5.
The theoretical reason for this is clear. The factor risk model construction is not
invariant under the shifts ΩiA → ΩiA+χA, which implies that the “centering” of the
style factors matters – the overall multiplicative normalization invariance due to the
invariance under the homogeneous linear transformations ΩiA →
∑K
A=1ΩiB DBA,
where DBA is a nonsingular matrix, does not extend inhomogeneously.
In any event, it is evident that the “prc” style factor potentially adds most value
by sizably improving CPS. However, to make sure we are not dealing with a spuri-
ous improvement, we must check whether it persists once we add position/liquidity
bounds. Therefore, in Table 5 we give the simulation results with bounds for the
vanilla heterotic and the “prc” based heterotic CAPM risk models. The strict
bounds are
|His| ≤ 0.01 Ais (111)
where Ais is ADDV defined in (105). For the sake of simplicity we take q = 0.5
(i.e., the “prc” factor “as-is”, ωi = ω
∗
i ) for the heterotic CAPM model as this choice,
albeit not optimal, does not raise out-of-sample stability questions. We use the R
code in Appendix C of (Kakushadze, 2015d) for optimization with bounds. Table 5
shows that, happily, the improvement in CPS persists even with the bounds (111).
6.2 Multiple Factors per Sub-industry
In the above construction we used only one style factor per sub-industry. We can
readily generalize this construction to utilize multiple style factors. Suppose we have
Y style factors labeled by µ = 1, . . . , Y and K sub-industries. Na¨ıvely, we can take
an N × (KY ) factor loadings matrix of the form Ω
iÂ
= ωiµδG(i),A, where Â = (A, µ)
takes KY values, and ωiµ are the factor loadings for the style factors. However, this
choice will not work for small sub-industries. We can try to do overly complicated
things, but in practice it does not pay off. So, let us do something simple. First,
let YA be the number of style factors for the sub-industry A. So, YA ≤ Y . Thus,
48 This is because roughly half of the values of a demeaned style factor are positive, and the rest
are negative, so roughly half of the correlations within each sub-industry come out to be negative,
which makes little sense financially considering stocks in the same sub-industry on average should
be positively correlated. The same applies to the “mom” factor, which (without demeaning)
has roughly equal numbers of positive and negative values. More precisely, this is the case on
days when the market is not running up or sliding down. In the heterotic CAPM models we have
Γ˜ij = ξ̂
2
i δij+ωi ωj Γ
′
G(i),G(j), so for the pair-wise (i 6= j) correlations within the same sub-industry
(G(i) = G(j)) we have sign(Γ˜ij) = sign (ωi ωj), hence the aforesaid roughly 50-50 split.
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if N(A) < Y , then we can simply have a single style factor (YA = 1) for such a
sub-industry and identify it with the first style factor in ωiµ, i.e., we can order the
columns in ωiµ such that the first column is the default column (e.g., “prc”). If
N(A) ≥ Y , we can set YA = min(N(A)− 1, Y ) and take the first YA of the Y style
factors. We must also make sure that the resulting style factors ωiµ, µ = 1, . . . , YA,
for each sub-industry are linearly independent (see the source code in Appendix A).
The simulated performance (without bounds) for, e.g., “prc + hlv” (Y = 2, “prc” is
the default) has the following characteristics: ROC 53.15%, SR 16.39%, CPS 2.54.
The increase in the Sharpe ratio is not surprising – there are substantially more risk
factors. However, it comes at a price, to wit, the reduction in ROC and CPS.
6.3 A Simple Test for Adding New Factors
As we discussed above, it is understandable that appending a few style factors to
the much more numerous sub-industries makes a little difference. However, using
multiple style factors per each sub-industry as in the heterotic CAPM models does
not appear to add much value either. How come? There are two parts to this story.
First, the entire idea – which is essentially how most (if not all) “fundamen-
tal” commercial multifactor risk models are built – of appending style factors to
industries is not all that justified. Here is why. Consider a 1-factor model for the
correlation matrix: Γ˜ij = ξ
2
i δij + βiβj, where βi is the single column of our factor
loadings matrix (and we have absorbed the 1× 1 factor covariance matrix into the
definition of βi). It makes a lot of sense to take βi to be proportional to the first
principal component V
(1)
i of the sample correlation matrix Ψij. This is because
Ψij = λ
(1)V
(1)
i V
(1)
j + . . . , where the ellipses stand for the higher principal component
terms, which are subleading when N is large.49 It further makes a lot of sense to
do this for each sub-industry, i.e., model the correlation matrix [Ψ(A)]ij for each
sub-industry labeled by A via its first principal component – and this is nothing but
the heterotic risk model of (Kakushadze, 2015d) (see Subsection 3.3). However, a
priori there is no reason why any given style factor βi should be a good candidate for
why the off-diagonal elements of the correlation matrix should be well-approximated
by a bilinear tensor βiβj . The “lore” for justifying using style factors as βi goes as
follows. Suppose we take historical returns and regressed them over some style fac-
tors. If the correlations are sufficiently high (e.g., if we have high Fama-MacBeth
(1973) t-statistic), then using such style factors in a multifactor model is justified.
However, this argument has an evident caveat. A factor model – by construction –
assumes that the residuals of that regression should have low correlations with the
factor returns and the pair-wise correlations between different residuals should also
be low. Furthermore, this should persist out-of-sample. None of this is guaranteed
by simply having sufficiently high correlations between returns and style factors.
49 The out-of-sample stability of V
(1)
i is a separate issue. For large N , in the leading approxi-
mation, we have V
(1)
i ≈ 1/
√
N (the so-called “market mode”), which is evidently stable.
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Second, a simple test for checking whether a style (or any other) factor may add
value is to compute the following coefficient:
κ =
∑N
i,j=1 βi Ψij βj
λ(1)
∑N
i=1 β
2
i
(112)
As above, λ(1) is the largest eigenvalue of the sample correlation matrix Ψij. By
definition, κ ≤ 1 (and κ = 1 only when βi = V (1)i , up to an overall normalization
factor). If κ is small, or is not small in-sample, but is unstable out-of-sample (i.e.,
takes small values from sample to sample), then such βi is not going to add much
value. In (112), whenever possible, βi should be computed based on a time period
prior to the time period based on which Ψij is computed. For short lookbacks, which
we are primarily interested in here, usually this is possible.
We can rewrite (112) as follows:
κ =
M∑
a=1
λ(a)
λ(1)
[
N∑
i=1
β ′i V
(a)
i
]2
(113)
where β ′i = βi/
√∑N
j=1 β
2
j . If N ≫ 1, we usually have λ(1) ≫ λ(2), so assuming∣∣∣β ′i V (1)i ∣∣∣ is not small, we have
κ ≈
[
N∑
i=1
β ′i V
(1)
i
]2
(114)
and κ approximately measures the inner product (i.e., the cross-sectional “correla-
tion”) of β ′i with the first principal component.
In fact, we can compute κ for each sub-industry:
κ(A) =
∑
i,j∈J(A) βi [Ψ(A)]ij βj
λ(A)
∑
i∈J(A) β
2
i
(115)
where λ(A) is the largest eigenvalue of [Ψ(A)]ij and, as above, J(A) is the set of
the values of the index i in the sub-industry labeled by A. For sub-industries with
small enough numbers of tickers N(A) (compared with M), the sample correlation
matrix [Ψ(A)]ij is reliable enough, and therefore so is κ(A). For large sub-industries
[Ψ(A)]ij is not as reliable and, in fact, is singular (when M < N(A)). However, the
first principal component [V (A)]i of [Ψ(A)]ij is relatively reliable, and if N(A) is
large enough, we can apply the approximation (114) to such sub-industries
κ(A) ≈
 ∑
i∈J(A)
β ′i [V (A)]i
2 (116)
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assuming that
∣∣∣∑i∈J(A) β ′i [V (A)]i∣∣∣ is not small (see below). The bottom line is that
κ and κ(A) measure how much value βi is expected to add in a factor model.
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Now, if
∣∣∣∑i∈J(A) β ′i [V (A)]i∣∣∣≪ 1, then this factor cannot possibly give a sizable
improvement. We can always express β ′i, i ∈ J(A), as a linear combination of
the eigenvectors of [Ψ(A)]ij . We have no control over the eigenvectors with null
eigenvalues, which are present for M < N(A). We simply do not have enough data
(owing to the short lookback) to deal with those directions in the risk space. As
to the higher principal components with positive eigenvalues, their contribution to
the performance is at best subleading and unstable out-of-sample. This is aptly
illustrated by taking the vanilla heterotic model construction (Subsection 3.3) and
replacing the first principal component for each sub-industry by the kpc-th principal
component, where kpc > 1. More precisely, we need to deal with small sub-industries,
so for a fixed kpc we replace the first principal component for the sub-industry labeled
by A by the k′pc-th principal component, where k
′
pc = min(kpc, N(A)). The result of
the simulation for the values of kpc from 1 to 5 is given in Table 6. These results
are unequivocal: higher principal components by themselves are suboptimal. Why?
For the same reason as why demeaned style factors are suboptimal: for large N
we know that V
(1)
i ≈ 1/
√
N , so V
(a)
i , a > 1, have approximately vanishing sums.
The same holds for large sub-industries, and also roughly for the rest of the sub-
industries (because the tickers within each sub-industry should be relatively highly
correlated).51 Consequently, as we discussed above, roughly half of the pair-wise
correlations within each sub-industry are negative, which makes little sense.52
So, in plain English, the game of picking a style (or whatever other) factor is in
trying to find a linear combination of the first principal component (with a sizable
weight) and some higher principal components in such a way that it is as stable
out-of-sample as possible. This is a tough game to play, especially when the number
of observations (and, therefore, of the available principal components) is limited.
So, style factors are simply shortcuts or rough intelligent guesses based on some
financial/economic considerations. However, they do not necessarily work well in
50 Another way of approaching this issue is, as in (Kakushadze, 2015e), to pull the off-diagonal
elements of Ψij into a vector and regress it over the similarly-pulled three tensors νiνj , νiβj +βiνj
and βiβj , where, as above, νi ≡ 1 is the intercept. However, this regression makes sense only if
Ψij itself is reliably computed, i.e., if M ≫ N , which is not the case here. We could attempt to
do this for small sub-industries, but this would only give a partial picture, so here we opt to work
with the coefficient κ instead. (In (Kakushadze, 2015e) this regression was applied to alphas and
M was large enough compared with N .)
51 This statement should be understood statistically. Even for a well-built industry classification,
sometimes tickers are “misclassified”, and even if they are properly classified, the correlations do
not always aline with sub-industries, but on average they do, or else the vanilla heterotic risk model
would not work as well as it does.
52 On the flip side, if we replace the first principal component by the intercept, the performance
also worsens (see above). This is because in this case we have uniform correlations within each
sub-industry. The first principal component is close to the rescaled intercept but still captures the
variability in the pair-wise correlations, hence better performance.
24
the factor model context. E.g., using long-horizon style factors such as value or
growth for short-horizon risk models (for use with trading strategies with holding
periods of order of a few days or intraday) makes little sense (Kakushadze and Liew,
2015), and even factors such as size (log of the market cap) must be stripped off of
long-horizon elements (for size one strips off the shares outstanding and arrives at
log of the price) (Kakushadze, 2015b). However, it goes beyond that. The results
in Table 6 indicate that it is just a single linear combination that is expected to
add value, not multiple style factors. This is consistent with our results above, that
“prc” adds most value, albeit this does not imply that “prc” is the most optimal
combination, in fact, above we saw that it is not. However, there is no simple or
“natural” way to determine an out-of-sample stable “optimal” combination.
As they say, a picture is worth a thousand words. In Figure 1 we plot the value
of the coefficient κ(A) vs. N(A), where κ(A) is defined in (115). We emphasize
that the computation of κ(A) in Figure 1 is: (i) 100% out-of-sample (see below),
and (ii) wholly independent of any trading strategy, alpha, etc. To compute it, we
do the following. We take the same backtesting period as in Subsections 5.4.2 and
5.4.3, break it up into 21 day periods as above, take 2,000 top tickers by ADDV
for each period, calculate the correlation matrix [Ψ(A)]ij for each sub-industry
53 for
each such period, and calculate the “prc”, “mom”, “hlv” and “vol” style factors
based on a 21-day period54 immediately preceding such period (so everything is
out-of-sample). Figure 1 combines data for all such 21-day periods. As expected,
“mom” is most unstable, while “prc”, “hlv” and “vol” have similar behavior, κ(A)
is close to 1 for large sub-industries (as these style factors have a large intercept
component), and for smaller industries it is less stable. Again, the bottom line is
that the intercept (or the first principal component) is the Konzertmeister here.55
7 Concluding Remarks
So – at long last – in this paper we give a complete algorithm and source code for
constructing general multifactor risk models (for equities) via any combination of
style factors, principal components and/or industry factors. For short lookbacks, so
53 More precisely, we drop small sub-industries with fewer than 4 tickers.
54 The “prc” factor is computed based on the day immediately preceding said 21-day period
(averaging over the entire preceding 21-day period makes little difference). The “mom” factor
normally would be computed as an intraday open-to-close return based on the day immediately
preceding said 21-day period; however, for this test we define “mom” as a 21-day moving average
of such intraday open-to-close returns to smooth out the noise (albeit this turns out to make a
little difference). The “hlv” and “vol” factors are defined as above, via 21-day moving averages.
55 For the sake of completeness, let us note that if βi corresponds to a sub-industry factor of the
form (30), assuming V
(1)
i ≈ 1/
√
N , we have κ ≈ N(A)/N ≪ 1, where N(A) is the number of tickers
in the sub-industry and we are assuming that the number of sub-industries is large and N(A)≪ N .
I.e., in this case it takes a combination of essentially all or most sub-industries to get a sizable
contribution into the factor model – individual sub-industries have subleading contributions. As
they say, there is strength in numbers...
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that the factor covariance matrix is nonsingular, we employ the Russian-doll risk
model construction (Kakushadze, 2015c). This generalizes the heterotic risk model
construction (Kakushadze, 2015d) to include arbitrary non-industry risk factors as
well as industry risk factors with generic “weights”. When these “weights” for
the sub-industry risk factors are based on a style factor (as opposed to principal
components), we refer to such a construction as heterotic CAPM. The name is due
to the fact that for each sub-industry we have a 1-factor model analogous to CAPM
as the factor loadings are based on a style factor. In the case of the original CAPM
it is (log of) the market cap; in the case of short lookbacks we have log of the price
instead (the “prc” style factor (Kakushadze, 2015b)), albeit in principle it can be
any other style factor such as “hlv” or “vol” or even log of the market cap.56
As we discussed above, generally appending a few style (or principal component)
factors to the much more ubiquitous industry factors (numbering in a few hundred at
the most granular level) adds little value. This is because well-constructed industry
classifications such as BICS or GICS57 already capture a lot of the relevant risk
space at their most granular levels. So, a way to squeeze value from the style factors
is to use them as the “weights” in the industry factors as in our heterotic CAPM
models. However, even there the improvement is not earthshaking: thus, the best
performing “prc” factor based heterotic CAPM does sizably improve CPS, but at
the expense of lowering ROC and SR a bit. Overall, for short-horizon models the
heterotic risk model construction appears to be a safe and stable choice.58
Another remark concerns the factor models generally. When the specific risk is
computed via (17),59 there is some degree of the inherent out-of-sample instability
in the sample correlation matrix Ψij that seeps into ξ
2
i = ([1−Q]Ψ[1−Q])ii via the
QΨ and ΨQ terms. In this regard, note that the bilinear in Q term QΨQ = ΩΦΩT is
different, because it is expressed via the (much more stable) factor covariance matrix
ΦAB. The linear in Q terms QΨ and ΨQ cannot be rewritten via ΦAB, they are
related to the correlations between stock returns and factor returns, which are not
as stable as factor correlations. One way to mitigate this instability is by using the
definition ξ2i = 1− (QΨQ)ii instead. However, as we discussed above, this definition
is not guaranteed to yield positive ξ2i . One way to deal with this is to “squash” the
factor risk as in the qrm.fac() function in Appendix A. However, this “squashing”
itself introduces its own instabilities with a worse net result (see Appendix A).
So, now that we have provided a complete algorithm and source code for con-
56 Log of the market cap would make sense for long horizons. For short horizons “prc” appears
to add most value (compared with the “hlv”, “vol” and “mom” factors).
57 Global Industry Classification Standard.
58 As we discussed above, there is no simple, “natural” way to pick the “centering” of a style
factor such as “prc” or “hlv”, i.e., where its mean should be. Furthermore, any given choice is not
guaranteed to be out-of-sample stable. In this regard, using the first principal components as the
“weights” for the industry risk factors as in the heterotic construction is “natural”, albeit even the
first principal components are not 100% out-of-sample stable. However, unlike higher principal
components, they are sufficiently stable, hence the stability of the heterotic risk models.
59 That in general we must rescale it as in Section 4 does not alter the point we make here.
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structing general multifactor risk models, we hope quantitative traders will build
their own risk models as opposed to wasting money on off-the-shelf alternatives,
which are not optimized for (short-horizon) quantitative trading but are mostly
geared toward standardized risk management in the context of the longer-horizon
investments (mutual/pension funds, etc.) (Kakushadze and Liew, 2015). The usual
excuse that some hard-to-get data is required to build such models is just that, an
excuse. Most serious quant traders already have all the data required to build a sta-
ble short-horizon risk model, such as price-volume and industry classification data.
And complicated “fundamental” data going back many years is not required as it
is not relevant at short-horizons (Kakushadze and Liew, 2015).60 So, stop wasting
money and complaining, start building risk models and enjoy!
A R Code: General Russian-Doll Risk Model
In this appendix we give the R (R Package for Statistical Computing, http://www.r-
project.org) source code for building general risk models, which has options for
building the heterotic risk models, heterotic CAPM models (based on a single or
multiple style factors), and models with the traditional treatment of non-industry
(style and/or principal component) risk factors (whereby they are appended to the
industry based risk factors). See Sections 2-6 for details. The code below is essen-
tially self-explanatory and straightforward as it simply follows the formulas therein.
The function qrm.cov.gen(ret, load, calc.inv = T) calculates the covariance
matrix Γij = σiσjΓ˜ij (σi =
√
Cii) for a general factor loadings matrix ΩiA using
the algorithm of Section 4. The input is as follows: ret is an N × d matrix of
returns Ris (e.g., daily close-to-close returns), where N is the number of tickers,
d = M + 1 is the number of observations in the time series (e.g., the number of
trading days), and the ordering of the dates is immaterial; ii) load is the N × K
factor loadings matrix ΩiA; if calc.inv = T the code also computes and returns the
inverse of Γij ; otherwise it does not. The output is a list: result$spec.risk is the
actual specific risk ξ˜i = σiξi/γi, result$fac.load is the actual factor loadings matrix
Ω˜iA = σiΩiA/γi (see Section 4), result$fac.cov is the factor covariance matrix ΦAB,
result$cov.mat is the factor model covariance matrix Γij , result$inv.cov is the
matrix Γ−1ij inverse to Γij (populated only if calc.inv = T), and result$fac.ret is
the K × d matrix of factor returns fAs. If M < N , the factor loadings matrix is
singular (so the inverse matrix Γ−1ij cannot be computed). This is dealt with by
employing the Russian-doll embedding, which is implemented via the next function.
The function qrm.gen.het(ret, ind, mkt.fac = F, rm.sing.tkr = F, p = 0,
append.style = F, k.style = 0, style = 0) reduces to the function qrm.het(ret,
60 Nor is the implied volatility data, as its relevance at short horizons is expected to be at
best marginal, and there is no empirical evidence that it adds value for short-horizon strategies
(Kakushadze, 2015d). (Cf. an older paper (Ederington and Guan, 2002), which sometimes is
referred to in the context of using implied volatility for “fundamental” (long-horizon) risk models.)
27
ind, mkt.fac = F, rm.sing.tkr = F) in Appendix B of (Kakushadze, 2015d) for
the default values p = 0, append.style = F, k.style = 0, style = 0. The input
is: i) ret, which is the same as above; ii) ind, a list whose length a priori is arbitrary,
and its elements are populated by the binary matrices (with rows corresponding to
tickers, so dim(ind[[·]])[1] is N) corresponding to the levels in the input binary
industry classification hierarchy in the order of decreasing granularity (for BICS
ind[[1]] is the N×K matrix δG(i),A (sub-industries), ind[[2]] is the N ×F matrix
δG′(i),a (industries), and ind[[3]] is the N × L matrix δG′′(i),α (sectors), where the
map G is defined in (27) (tickers to sub-industries), G′ = GS (tickers to industries),
and G′′ = GSW (tickers to sectors), with the map S (sub-industries to industries)
defined in (28), and the map W (industries to sectors) defined in (29)); iii) mkt.fac,
where for TRUE at the final step we have a single industry factor (“market”), while
for FALSE (default) the industry factors correspond to the least granular level in the
industry classification (sectors for BICS); and iv) rm.sing.tkr, where for TRUE the
tickers corresponding to the single-ticker “clusters” at the most granular level in the
industry classification (in the BICS case this would be the sub-industry level) are
dropped altogether, while for FALSE (default) the output universe is the same as the
input universe. When the parameter p is greater than 0, then the first p principal
components of the sample correlation matrix Ψij are appended (via cbind()) to the
N × K sub-industry factor covariance matrix ΩiA. Similarly, when the parameter
append.style = T, then the N × Y style factor matrix style is appended to ΩiA.
When both p is greater than 0 and append.style = T, then both the first p principal
components and the style factors are appended. When p = 0 and append.style =
F, there is another option, to wit, to have positive integer k.style, in which case
the code computes a heterotic CAPM model based on the first kstyle columns in
style. More precisely, for small sub-industries the code adjusts the number of style
factors such that the resulting factor model for a given sub-industry is nonsingular
(see Section 5). The output is a list: result$spec.risk is the actual specific risk
ξi, result$fac.load is the actual factor loadings matrix Ω˜iA˜, result$fac.cov is the
factor covariance matrix Φ
∗
A˜B˜ (see Subsection 5.3), result$cov.mat is the factor
model covariance matrix Γij , and result$inv.cov is the matrix Γ
−1
ij inverse to Γij .
The function qrm.style(prc, do.norm = T) computes the style factors “prc”,
“mom”, “hlv”and “vol” of (Kakushadze, 2015b). The input is: i) prc, a list with
daily price-volume data (prc$close is an N × d matrix with closing prices for the d
days in the time series (first column =most recent date), and similarly for open, high,
low and volume); ii) if do.norm = T the “hlv” and “vol” factors are normalized using
the auxiliary function qrm.normalize(x, center = mean(x), sdev = sd(x)), which
conforms a vector x to a normal distribution with the mean and standard deviation
equal center and sdev, respectively; otherwise, said factors are unnormalized. In all
backtests (see the main text), all tables and Figure 1 we have set do.norm = F.
Finally, we give an alternative version of the function qrm.cov.gen(ret, load,
calc.inv = T) named qrm.cov.gen.alt(ret, load, calc.inv = T). The input and
output are unchanged. The difference is in how the latter handles the Γ˜ii 6= 1 cases.
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The former uses the scale factors γi as in Section 4 to simultaneously rescale the spe-
cific risk and the factor risk. The latter rescales only the factor risk in such a way that
the specific variances defined as sample variances less diagonal elements of the factor
risk are positive. The function qrm.cov.gen.alt() calls another (self-explanatory)
function qrm.fr(fr, tv, low = (.1)^2, high = (.9)^2), which rescales the factor
risk. Generally, qrm.cov.gen.alt() appears to underperform qrm.cov.gen(). E.g.,
the “prc” factor based heterotic CAPM model using qrm.cov.gen.alt() backtests as
follows (without any bounds): ROC 52.23%, SR 13.85, CPS 2.84 (cf. Table 2, row 3).
qrm.cov.gen <- function (ret, load, calc.inv = T)
{
print("Running qrm.cov.gen()...")
tr <- sqrt(apply(ret, 1, var))
r1 <- ret / tr
reg <- lm(r1 ∼ -1 + load)
z <- t(coef(reg))
x <- residuals(reg)
g <- var(z, z)
x.f <- load %*% g %*% t(load)
x.s <- apply(x, 1, var)
tr1 <- sqrt(x.s + diag(x.f))
tr <- tr / tr1
sv <- x.s * tr^2
load <- load * tr
cov.mat <- diag(sv) + t(x.f * tr) * tr
if(calc.inv)
{
v <- load / sv
d <- solve(g) + t(load) %*% v
inv <- diag(1 / sv) - v %*% solve(d) %*% t(v)
}
result <- new.env()
result$spec.risk <- sqrt(sv)
result$fac.load <- load
result$fac.cov <- g
result$cov.mat <- cov.mat
result$fac.ret <- t(z)
result <- as.list(result)
if(calc.inv)
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result$inv.cov <- inv
return(result)
}
qrm.gen.het <- function (ret, ind, mkt.fac = F, rm.sing.tkr = F, p = 0,
append.style = F, k.style = 0, style = 0)
{
print("Running qrm.gen.het()...")
null.elem <- function(z, prec = 1e-10)
{
bad <- sum(z == 0 | z < max(z) * prec)
return(bad)
}
s <- 0
if(length(style) > 1)
s <- ncol(style)
else
append.style <- F
if(append.style | p > 0)
k.style <- 0
if(mkt.fac)
ind[[length(ind) + 1]] <- matrix(1, nrow(ind[[1]]), 1)
if(rm.sing.tkr)
{
bad <- colSums(ind[[1]]) == 1
ind[[1]] <- ind[[1]][, !bad]
bad <- rowSums(ind[[1]]) == 0
for(lvl in 1:length(ind))
ind[[lvl]] <- ind[[lvl]][!bad, ]
ret <- ret[!bad, ]
if(length(style) > 1)
if(ncol(style) > 1)
style <- style[!bad, ]
else
style <- matrix(style[!bad, ], length(style[!bad, ]), 1)
}
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flm <- ind
fac.ret <- list()
spec.risk <- list()
fac.cov <- list()
fac.ret[[1]] <- ret
if(k.style > 0)
{
x <- y <- rep(NA, nrow(ind[[1]]))
for(a in 1:ncol(ind[[1]]))
{
take <- ind[[1]][, a] > 0
k <- sum(take)
for(j in 1:ncol(style))
if(sum(style[take, j] == 0) == k)
style[take, j] <- 1
chk.mat <- k > 1
if(k < k.style)
k <- 1
if(k > 1)
k <- min(k - 1, ncol(style))
if(chk.mat & k > 1)
if(null.elem(eigen(t(style[take, 1:k]) %*%
style[take, 1:k])$values)> 0)
k <- 1
while(chk.mat)
{
z <- residuals(lm(fac.ret[[1]][take, ] ∼ -1 +
style[take, 1:k]))
z <- apply(z, 1, sd)
bad <- null.elem(z)
if(chk.mat <- bad > 0)
if(bad < k)
k <- k - bad
else
{
k <- 1
style[take, 1] <- 1
chk.mat <- F
}
}
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x <- cbind(x, matrix(ind[[1]][, a] * style[, 1:k],
nrow(ind[[1]]), k))
y <- cbind(y, matrix(ind[[1]][, a], nrow(ind[[1]]), k))
}
flm[[1]] <- x[, -1]
ind[[1]] <- y[, -1]
}
calc.load <- function(load, load1)
{
x <- colSums(load1)
load <- (t(load1) %*% load) / x
return(load)
}
for(lvl in 1:length(ind))
{
if(lvl > 1)
flm[[lvl]] <- calc.load(ind[[lvl]], ind[[lvl - 1]])
if(k.style == 0 | lvl > 1)
for(a in 1:ncol(flm[[lvl]]))
{
take <- as.logical(flm[[lvl]][, a])
if(lvl == 1)
k <- nrow(fac.ret[[lvl]])
else
k <- ncol(ind[[lvl - 1]])
x <- matrix(fac.ret[[lvl]][1:k, ][take, ], sum(take),
ncol(fac.ret[[lvl]]))
y <- eigen(cor(t(x)))$vectors
y1 <- y[, 1]
flm[[lvl]][take, a] <- y1 * flm[[lvl]][take, a]
}
if(p > 0 | append.style)
if(lvl == 1)
{
s <- 0
if(length(style) > 1)
s <- ncol(style)
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tmp <- matrix(0, nrow(flm[[lvl]]), p + s)
if(p > 0)
tmp[, 1:p] <- eigen(cor(t(ret)))$vectors[, 1:p]
if(s > 0)
tmp[, (p+1):(p+s)] <- style
flm[[lvl]] <- cbind(flm[[lvl]], tmp)
p <- p + s
}
else
{
tmp <- matrix(0, nrow(flm[[lvl]]) + p, ncol(flm[[lvl]]) + p)
tmp[1:nrow(flm[[lvl]]), 1:ncol(flm[[lvl]])] <- flm[[lvl]]
tmp[(nrow(flm[[lvl]]) + 1):(nrow(flm[[lvl]]) + p),
(ncol(flm[[lvl]]) + 1):(ncol(flm[[lvl]]) + p)]
<- diag(1, p)
flm[[lvl]] <- tmp
}
res <- qrm.cov.gen(fac.ret[[lvl]], flm[[lvl]], calc.inv = F)
spec.risk[[lvl]] <- res$spec.risk
fac.cov[[lvl]] <- res$fac.cov
flm[[lvl]] <- res$fac.load
fac.ret[[lvl + 1]] <- res$fac.ret
}
for(lvl in length(ind):1)
if(lvl > 1)
fac.cov[[lvl - 1]] <- diag(spec.risk[[lvl]]^2) +
flm[[lvl]] %*% fac.cov[[lvl]] %*% t(flm[[lvl]])
else
{
spec.risk <- spec.risk[[1]]
fac.cov <- fac.cov[[1]]
flm <- flm[[1]]
mod.mat <- diag(spec.risk^2) + flm %*% fac.cov %*% t(flm)
}
sv <- spec.risk^2
if(!rm.sing.tkr)
{
k <- ncol(ind[[1]])
sv1 <- colSums((t(flm[, 1:k]))^2 * diag(fac.cov[1:k, 1:k]))
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take <- colSums(ind[[1]]) == 1
x <- diag(fac.cov)
y <- x[1:k]
y[take] <- 0
x[1:k] <- y
diag(fac.cov) <- x
take <- rowSums(ind[[1]][, take]) == 1
sv[take] <- sv1[take]
spec.risk <- sqrt(sv)
}
v <- flm / sv
d <- solve(fac.cov) + t(flm) %*% v
inv <- diag(1 / sv) - v %*% solve(d) %*% t(v)
result <- new.env()
result$spec.risk <- spec.risk
result$fac.load <- flm
result$fac.cov <- fac.cov
result$cov.mat <- mod.mat
result$inv.cov <- inv
result <- as.list(result)
return(result)
}
qrm.normalize <- function(x, center = mean(x), sdev = sd(x))
qnorm(ppoints(x)[sort.list(sort.list(x), method = "radix")],
center, sdev)
qrm.style <- function (prc, do.norm = T)
{
open <- prc$open
close <- prc$close
high <- prc$high
low <- prc$low
vol <- prc$vol
### prc factor
st1 <- log(close[, 1])
### mom factor
st2 <- log(close[, 1]/open[, 1])
### hlv factor
st3 <- .5 * log(apply(((high - low)/close)^2, 1, mean))
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if(do.norm)
st3 <- qrm.normalize(st3)
### vol factor
st4 <- log(apply(vol, 1, mean))
if(do.norm)
st4 <- qrm.normalize(st4)
prc$style <- cbind(st1, st2, st3, st4)
}
qrm.fr <- function(fr, tv, low = (.1)^2, high = (.9)^2)
{
y <- log(fr)
y <- y - .5 * log(tv)
y <- qrm.normalize(y, median(y), mad(y))
min.y <- .5 * log(low)
max.y <- .5 * log(high)
center <- median(y)
sdev <- mad(y)
x <- (y - center) / sdev
min.x <- max((min.y - center) / sdev, min(x))
max.x <- min((max.y - center) / sdev, max(x))
if(min.x < 0)
x[x < 0] <- min.x * (1 - exp(x[x < 0]))
else
x[x < min.x] <- min.x
if(max.x > 0)
x[x > 0] <- max.x * (1 - exp(-x[x > 0]))
else
x[x > max.x] <- max.x
y <- center + x * sdev
y <- exp(y) * sqrt(tv)
return(y)
}
qrm.cov.gen.alt <- function (ret, load, ind, calc.inv = T)
{
print("Running qrm.cov.gen.alt()...")
tr <- sqrt(tv <- apply(ret, 1, var))
r1 <- ret / tr
reg <- lm(r1 ∼ -1 + load)
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z <- t(coef(reg))
g <- var(z, z)
load <- tr * load
x.f <- load %*% g %*% t(load)
fr <- sqrt(diag(x.f))
y <- qrm.fr(fr, tv)
take <- fr > 0
y[!take] <- 0
sv <- tv - y^2
y[take] <- y[take] / fr[take]
load <- load * y
cov.mat <- diag(sv) + t(x.f * y) * y
if(calc.inv)
{
v <- load / sv
d <- solve(g) + t(load) %*% v
inv <- diag(1 / sv) - v %*% solve(d) %*% t(v)
}
result <- new.env()
result$spec.risk <- sqrt(sv)
result$fac.load <- load
result$fac.cov <- g
result$cov.mat <- cov.mat
result$fac.ret <- t(z)
result <- as.list(result)
if(calc.inv)
result$inv.cov <- inv
return(result)
}
B DISCLAIMERS
Wherever the context so requires, the masculine gender includes the feminine and/or
neuter, and the singular form includes the plural and vice versa. The author of this
paper (“Author”) and his affiliates including without limitation Quantigicr Solu-
tions LLC (“Author’s Affiliates” or “his Affiliates”) make no implied or express
warranties or any other representations whatsoever, including without limitation
implied warranties of merchantability and fitness for a particular purpose, in con-
nection with or with regard to the content of this paper including without limitation
any code or algorithms contained herein (“Content”).
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The reader may use the Content solely at his/her/its own risk and the reader
shall have no claims whatsoever against the Author or his Affiliates and the Author
and his Affiliates shall have no liability whatsoever to the reader or any third party
whatsoever for any loss, expense, opportunity cost, damages or any other adverse
effects whatsoever relating to or arising from the use of the Content by the reader
including without any limitation whatsoever: any direct, indirect, incidental, spe-
cial, consequential or any other damages incurred by the reader, however caused
and under any theory of liability; any loss of profit (whether incurred directly or
indirectly), any loss of goodwill or reputation, any loss of data suffered, cost of pro-
curement of substitute goods or services, or any other tangible or intangible loss;
any reliance placed by the reader on the completeness, accuracy or existence of the
Content or any other effect of using the Content; and any and all other adversities
or negative effects the reader might encounter in using the Content irrespective of
whether the Author or his Affiliates is or are or should have been aware of such
adversities or negative effects.
The R code included in Appendix A hereof is part of the copyrighted R code
of Quantigicr Solutions LLC and is provided herein with the express permission of
Quantigicr Solutions LLC. The copyright owner retains all rights, title and interest
in and to its copyrighted source code included in Appendix A hereof and any and
all copyrights therefor.
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Table 1: Simulation results for the optimized alphas discussed in Subsection 5.4.4
using the heterotic risk model with various style and/or principal component risk
factors appended to the industry factors, without any bounds on the dollar holdings.
All quantities are rounded to 2 digits. The result in the third line is the same as
in (Kakushadze, 2015d) with the slight difference in CPS due to rounding down
employed therein. See Subsection 5.4.4 for details.
Risk Model ROC SR CPS
Heterotic, BICS sectors 50.88% 13.04 2.41
Heterotic, BICS industries 54.26% 14.45 2.56
Heterotic, BICS sub-industries 55.90% 15.41 2.68
Heterotic, BICS sub-industries + prc 55.92% 15.47 2.68
Heterotic, BICS sub-industries + hlv 55.88% 15.50 2.68
Heterotic, BICS sub-industries + vol 56.02% 15.46 2.68
Heterotic, BICS sub-industries + mom 56.09% 14.71 2.65
Heterotic, BICS sub-industries + prc + hlv + vol 55.85% 15.80 2.67
Heterotic, BICS sub-industries + 1st prin.comp 55.92% 15.47 2.67
Heterotic, BICS sub-industries + 1st 10 prin.comps 55.19% 15.15 2.66
Heterotic, BICS sub-industries + 1st prin.com + prc 55.97% 15.55 2.68
Table 2: Simulation results for the optimized alphas using the heterotic CAPM risk
model based on various style factors, without any bounds on the dollar holdings.
All quantities are rounded to 2 digits. The result in the first line is the same as
in (Kakushadze, 2015d) with the slight difference in CPS due to rounding down
employed therein. See Subsection 6.1 for details.
Risk Model ROC SR CPS
Heterotic, BICS sub-industries 55.90% 15.41 2.68
Heterotic CAPM, int 55.99% 15.04 2.60
Heterotic CAPM, prc 55.06% 15.24 2.99
Heterotic CAPM, hlv 55.21% 16.07 2.66
Heterotic CAPM, vol 54.82% 14.59 2.50
Heterotic CAPM, mom 45.86% 9.92 1.98
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Table 3: Simulation results for the heterotic CAPM model based on the “prc” style
factor for various values of the weight q defined in (110) in Subsection 6.1. ROC
(return-on-capital) decreases with increasing q, SR (Sharpe ratio) peaks around
q = 0.4, while CPS (cents-per-share) peaks around q = 0.6.
q ROC SR CPS
0 55.99% 15.04 2.60
0.1 55.99% 15.11 2.65
0.2 55.94% 15.19 2.72
0.3 55.83% 15.25 2.80
0.4 55.58% 15.29 2.89
0.5 55.06% 15.24 2.99
0.6 54.01% 14.97 3.03
0.7 51.99% 14.21 2.96
0.8 48.84% 12.81 2.73
0.9 45.36% 11.04 2.31
1.0 42.44% 9.91 1.86
Table 4: Simulation results for the heterotic CAPM model based on the “hlv” style
factor for various values of the weight q defined in (110) in Subsection 6.1. ROC
(return-on-capital) decreases with increasing q, while both SR (Sharpe ratio) and
CPS (cents-per-share) peak around q = 0.7.
q ROC SR CPS
0 55.99% 15.04 2.60
0.1 55.91% 15.16 2.61
0.2 55.81% 15.32 2.62
0.3 55.68% 15.51 2.63
0.4 55.49% 15.76 2.64
0.5 55.21% 16.07 2.66
0.6 54.73% 16.46 2.68
0.7 53.76% 16.82 2.70
0.8 51.23% 16.43 2.64
0.9 46.31% 13.88 2.39
1.0 43.31% 11.02 1.99
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Table 5: Simulation results for the vanilla heterotic and heterotic CAPM models
with the bounds (111). The result in the first line is the same as in (Kakushadze,
2015d) with the slight difference in CPS due to rounding down employed therein.
Risk Model ROC SR CPS
Heterotic, BICS sub-industries 49.00% 19.23 2.37
Heterotic CAPM, int 49.24% 19.04 2.31
Heterotic CAPM, prc 48.47% 18.89 2.64
Table 6: Simulation results for the heterotic model with the first principal component
for each sub-industry replaced by the kpc-th principal component (or the number of
tickers in said sub-industry if this number is smaller than kpc; see Subsection 6.3).
The first row (kpc = 1) corresponds to the original heterotic risk model.
kpc ROC SR CPS
1 55.90% 15.41 2.68
2 37.97% 8.22 1.66
3 38.25% 8.19 1.68
4 38.21% 8.09 1.68
5 38.31% 8.11 1.68
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Figure 1. The values of the coefficient κ(A) defined in (115) vs. the numberN(A) of tickers
in sub-industries for the style factors “prc”, “mom”, “hlv” and “vol”. See Subsection 6.3
for details.
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