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ABSTRACT
Users try to articulate their complex information needs during search
sessions by reformulating their queries. To make this process more
eective, search engines provide related queries to help users in
specifying the information need in their search process. In this paper
we propose a customized sequence-to-sequence model for session-
based query suggestion. In our model, we employ a query-aware
aention mechanism to capture the structure of the session context.
is enables us to control the scope of the session from which we
infer the suggested next query, which helps not only handle the noisy
data but also automatically detect session boundaries. Furthermore
we observe that, based on the user query reformulation behavior,
within a single session a large portion of query terms is retained from
the previously submied queries and consists of mostly infrequent
or unseen terms that are usually not included in the vocabulary. We
therefore empower the decoder of our model to access the source
words from the session context during decoding by incorporating
a copy mechanism. Moreover, we propose evaluation metrics to
assess the quality of the generative models for query suggestion. We
conduct an extensive set of experiments and analysis. e results
suggest that our model outperforms the baselines both in terms of
the generating queries and scoring candidate queries for the task of
query suggestion.
KEYWORDS
Sequence to Sequence Model, ery Suggestion, ery-Aware At-
tention, Copy Mechanism
1 INTRODUCTION
Users interact with search engines during search sessions and try
to direct their search by submiing a sequence of queries. Based
on these interactions, search engines provide a prominent feature,
in which they assist their users to formulate their queries to beer
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represent their intent during Web search by providing suggestions
for the next query.
ery suggestion might address the need for disambiguation of
the user queries to make the direction of the search more clear for
both, the user and the search engine. It might help users by provid-
ing a precise and succinct query when they are not familiar with
the specic terminology or when they lack understanding of the
internal vocabulary and structures in order to be able to formulate
an eective query. It has been shown that in general, query sug-
gestion accelerates search satisfaction by either diving deeper into
the current search direction or by moving to a dierent aspect of a
search task [33, 40].
ere has been a lot of research on the task of query suggestion and
similar tasks like query auto-completion. A large body of methods
leverages the idea of the “wisdom of crowds” by analyzing the search
logs to use either query co-occurrences [22, 33] in the search logs,
or document clicks information [2, 29, 35]. However, co-occurrence
based models suer from data sparsity and lack of coverage for rare
or unseen queries. On the other hand, considering the previously
issued queries in the session, i.e context queries, and their order as
a sequence of aempts for nding relevant information is of crucial
for providing an eective suggestion. Dealing with these highly
diverse sessions makes using co-occurrence based model almost
impossible [6, 19, 42].
Sessions are driven by query reformulations and users modifying
existing queries in order to pursue new search results. Taking the
structure of the context queries into account is important as query
suggestion is well tightened to the understanding of query reformu-
lation behaviors. A good query suggestion system should be able
to reproduce natural reformulation paerns from users. ere are
several paerns in query reformulation like term addition, removal,
and retention [12, 41]. It has been shown that retained terms make
up a large proportion of query reformulation in search sessions. For
example, an average of 62% of the terms in a query are retained from
their preceding queries [41]. More than 39% of the users repeat at
least one term from their previous query [25]. On the other hand
retained terms are clearly core terms indicating the user’s informa-
tion need, hence, they are usually discriminative terms and entities.
Based on statistics from the AOL query log [34], more than 67% of
the retained terms in the sessions are from the boom 10% of terms
ordered by their frequency.
e recent success of sequence-to-sequence (seq2seq) models
in which recurrent neural networks (RNNs) both read and freely
generate text makes it possible to generate the next query by reading
the previously issued queries in the session [42]. Although generic
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q1 bob dylan
q2 forever young dylan
q3 dylan photo
Cop: bob dylan photo
Gen: bob <OOV> bio copy generate copy generate copy generate
Time step #1 Time step #2 Time step #3
q1 bob dylan
q2 forever young dylan
q3 dylan photo
Cop: bob dylan photo
Gen: bob <OOV> bio
q1 bob dylan
q2 forever young dylan
q3 dylan photo
Cop: bob dylan photo
Gen: bob <OOV> bio
Figure 1: Example of generating a suggestion query given the previous queries in the session. e suggestion query is generated
during three time steps. e heatmap indicates the attention, red for query-level attention and blue for word-level attention.
e pie chart shows if the network decides to copy or to generate.
seq2seq models are promising in generating text, they have some
shortcomings in the task of query suggestion. e rst problem of
directly employing the generic seq2seq model for the task of query
suggestion is that it considers the input data as a sequence of words,
ignoring the query level information. To address this, Sordoni et al.
[42] proposed a context-aware seq2seq model in which they use a
hierarchical architecture to encode the previously issued queries in
the session and generate the most likely sequence of words as the
next query. e second shortage of a generic word-based seq2seq
model is that it’s unable to deal with out-of-vocabulary words (OOV).
Besides, these models are less likely to generate terms with very low
frequency [14]. is makes them unable to eectively model term
retention, which is the most common reformulation paerns for the
next query generation.
In this paper, we present an architecture that addresses these two
issues in the context of session-based query suggestion. We augment
the standard seq2seq model with query-aware aention mechanism
enabling the model toAttend to the promising scope of the session
for generating the next query. Furthermore, we incorporate the copy
mechanism by adding a copier component which lets the decoder
Copy terms from the session context that improves the performance
by modeling the term retention and handling of OOVs. e model
still has the ability to Generate new words through a generator
component. Our model, which we are going to callACG in the rest
of the paper, is trained in a multi-objective learning process.
Figure 1 illustrates an example of the output of our model as the
suggestion for the next query, given the previously submied queries
in a session. is example session is composed of three queries: bob
dylan 7−→ forever young dylan 7−→ dylan photo, which were submit-
ted sequentially. Our model outputs the sequence of the words bob,
dylan, andbio. At each time step, the heatmap of the query level aen-
tion (red) and word level aention (blue) is illustrated. Furthermore,
the output of the copier, of the generator, and the probability of the
network deciding to copy a term from the previous queries or to gen-
erate a new term is given for each time step. At time step #1, the rst
query in the session and in this query, word bob has the highest aen-
tion. e outputs of both copier and generator are the same, but the
network decides to copy the term bob (probably from the rst query).
At time step #2, dylan is an OOV. So the output of the generator is
the 〈OOV 〉 token and based on the learned aentions, the network
decides to copy dylan from queries in the session. At time step #3, the
last query in the session and in this session termphoto has the highest
aention, and the network decides to generate the new term bio.
Besides proposing a seq2seq model which learns to eectively
aend, copy and generate for the task of session-based query sugges-
tion, we introduce new metrics for evaluating the output of gener-
ative models for the task of query suggestion. We train and evaluate
ACG on the AOL query log data and compare it to the state-of-the-art
models both in terms of the ability to discriminate and the ability to
generate. e results suggest that ACG as a discriminative model is
able to eectively score good candidates and as a generative model
generates beer queries compared to the baseline models. In the
following, we rst explain our model in detail. en we describe the
evaluation paradigm we use in this paper. Aerward, we present our
results followed by analysis and discussions. In the end, we review
some related work and conclude the paper.
2 OUR PROPOSEDMODEL
In this section, we rst describe the seq2seq model with aention
as one of the baselines and as the base model we build our model
upon. We then introduce the general architecture of our model and
explain the query-aware aention and copy mechanism as two main
components employed in our model.
2.1 Seq2seq with Attention
As the base model, we employ seq2seq (seq2seq) with aention,
proposed by Bahdanau et al. [3] for the task of machine translation,
which is able to jointly learn the translation and the alignment. In
general, the seq2seq model is an RNN-based encoder-decoder in
which the encoder learns the representation for the source sequence,
and the decoder generates the target sequence.
e encoder is a bidirectional recurrent neural network (RNN)
that reads the input sequence X = [x1, x2, ... , xn ] in the le-to-
right direction in the RNN forward pass. It creates sequence of
hidden states, [−→h 1,−→h 2,...,−→h n ], where −→h i =RNN(xi ,−→h i−1) is a dy-
namic function for which we can use for example an LSTM [20] or
a GRU [7]. e RNN backward pass readsX in the reverse direction,
i.e.
←−
h i = RNN(xi ,←−h i+1) resulting in a sequence of hidden states
[←−h n ,←−h n−1,...,←−h 1].
e forward and backward states for each time step are concate-
nated to create the encoder hidden states [h1,h2,...,hn ], in which
hi = [−→h i ;←−h i ] is the encoded information from the corresponding
token xi in the source sequenceX , taking it’s surrounding tokens
into consideration. e encoded hidden state are then summarized
using a function ϕ to generate a xed length vector which is called
context vector : c=ϕ(h1,h2,...,hn ).
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Figure 2: General schema of our proposedmodel for query suggestion.
e decoder is a unidirectional RNN with hidden states st which
unfolds the context vector to the target sequence. During the decod-
ing process, in order to predict the target token at each time step t ,
the aention mechanism is used to dynamically change the context
vector ct . To do so, for each token xi in the source sequence, we
compute a weight ai that determines the contribution ofhi , to the
t th token in the target sequence:
lt,i =η(st−1,hi ) (1)
at,i =
exp(lt,i )∑n
j exp(lt, j )
(2)
where η is a mapping (usually a multilayer perceptron (MLP) or a
bilinear function), st−1 is the previous decoder’s hidden state. is
mapping will give us the logits l which are normalized with a somax
layer to get the nal aention weights a. e context vector ct is
calculated as follow:
ct =
n∑
i
at,ihi (3)
In the decoder, the hidden state is computed based on the previous
state st−1, the context vector ct , and the previous output tokenyt−1:
st =RNN(st−1,yt−1,ct ) (4)
An output projection layer is used to compute the conditional dis-
tribution over the vocabulary:
p(yt |y<t ,X )= fo (st ) (5)
In the seq2seq model encoder and decoder are jointly trained to
maximize the conditional log-likelihood of theYi , givenXi .
2.2 Overview of Proposed Changes
Our proposed model is an extended seq2seq model in which we
employ a hierarchical aention mechanism to create a query-aware
aention. We will show in the experiments that this enables us to
not only control the scope of the queries in the session from which
we generate the next query, but also to automatically detect session
boundaries. Furthermore, regarding the fact that on average 62% of
terms of a query in a session come from the previously submied
queries in the same session [41] and they are mostly rare terms, we
empower our model to access the source words from the session
context during decoding by incorporating a copy mechanism. A
general schema of the proposed model is depicted in Figure 2. In the
following, we describe these two functionalities in detail.
2.3 ery-Aware Attention
We already described the aention mechanism which is in charge
of assigning weights to the hidden states of the encoder. We will call
this the word-level encoder and word-level aention mechanism
in the remainder of this paper. We now add a bidirectional RNN
query-level encoder, that reads the input sequenceQ = [q1,q2,...,qm ],
whereas qj is the encoding of query j (blue component in Figure 2).
To compute qj we employ the fact that at word-level the input is
linearized by concatenating all queries, each followed by a special
token 〈/q〉. Let K ⊂ {1,...,n} be the indices of these special tokens,
i.e. the inputs {xk |k ∈ K} corresponds to 〈/q〉. Note that |K | =m.
We annotate the elements in K so that the following holds true:
ka <kb⇔a<b. We now dene the encoding of query j as:
qj = id(−→h kj ) (6)
with id being the identity function in our experiments. However, this
functioncan alsobe replaced byasmall MLP. equery-level encoder
is again a bidirectional RNN with the sequence of hidden states of
the forward RNN being [−→д 1,−→д 2,...,−→дm ], where дj =RNN(qj ,−→д j−1),
i.e. the query encoding qj is the input to the query-level encoder.
Analog the backward RNN hidden states [←−дm ,←−дm−1, ... ,←−д 1] are
computed by←−д j =RNN(qj ,←−д j+1)
e forward and backward states for each time step are again
concatenated to create the encoder hidden states [д1,д2,...,дm ], in
which дi = [−→д i ;←−д i ].
We now dene the query-level aention weights over the query
encoding:
l
q
t, j =η(st−1,дj ,yt−1) (7)
a
q
t, j =
exp(lqt, j )∑n
i exp(l
q
t,i )
(8)
To get the nal query-aware aention weights (red component
in Figure 2) we multiply the word-level aention weight aw (previ-
ously a in Equation 2) with the corresponding query-level aention
weights and renormalize it as shown below:
at,i =
awt,ia
q
t, j∑n
i′a
w
t,i′a
q
t, j′
, (9)
whereas j and j ′ is the smallest j, respectively j ′, so that i ≤ kj , re-
spectively i ′≤k ′j , holds true. Finally, the context vector is computed
as stated in Equation 3.
2.4 Copy and Generate for Decoding
As already mentioned, we use an output projection layer to compute
the conditional distribution over the vocabulary. is allows us to
generate words, that are part of our vocabulary (yellow components
in Figure 2):
p(yt |y<t ,X ,generate)= fo (st ) (10)
However, a large vocabulary will slow down the training process and
increase the model size. Additionally, some entities or numbers (e.g.
telephone numbers) will not be part of even a very big vocabulary.
We therefore employ a copy mechanism (green component in
Figure 2). is copy mechanism (also know as Pointer Network [46])
computes a probability distribution over the input sequence, not
by using a xed length output projection matrix but by using the
hidden states of the encoder:
l
p
t,i =η(st ,hi ) (11)
p(yt =xi |y<t ,X ,copy)=
exp(lpt,i )∑n
j=1exp(l
p
t, j )
(12)
Note, that this equation is very similar to the aention mechanism.
Instead of using the nal weights as aention weights, we use them
as probabilities for copying the underlying word. In order to be
able to handle words that have to be generated, i.e. are not in the
input, we dene x0 to be the unknown token (〈UNK〉) and change
the equation above as follows:
l
p
t,0=η(st ,e(x0)) (13)
l
p
t,i =η(st ,hi ) i >0 (14)
p(yt =xi |y<t ,X ,copy)=
exp(lpt,i )∑n
j=0exp(l
p
t, j )
(15)
with e being an embedding function. We also include a switch gate,
that decides whether the generated or the copied word is used as the
nal prediction of the decoder (grey component in Figure 2). e
switch gate has to make a binary decision and is dened as follows:
p(copy)=σ (wT st ) (16)
p(generate)=1−p(copy) (17)
whereasw is a weight vector and σ is the sigmoid function, i.e.:
σ (x)= 11−exp(−x) (18)
In other words, we have a fully-connected layer with an output size
1 and the sigmoid as the activation function.
During decoding, we perform a beam search of size b. At each
decoding step t we produce the topb tokens and store them together
with their probabilities:(
y11,p(y11)
)
,...,
(
yb1 ,p(yb1 )
)
(19)
In the following step we again produce the topb tokens, this time
for each of the tokens of the rst step. We store them together with
the probability of predicting the sequencey1,y2:(
y12,p(y12 |y11)
)
,...,
(
yb2 ,p(yb2 |y11)
)
,...,
(
y12,p(y12 |yb1 )
)
,...,
(
yb2 ,p(yb2 |yb1 )
)
(20)
We then drop all but the b most likely decoding paths, which will
be use to produce the next token.
2.5 Multi-Objective Training
To train our model we dene two losses. e loss of the generator
is the averaged cross entropy between our predicted probability dis-
tribution p and the target probability distribution q, i.e. the one-hot
encoding of the target token:
lossgenerate=
1
|V |H (p,q)=
1
|V |
∑
v ∈V
pv logqv (21)
with V being the vocabulary and |V | its size. Similarly we dene
the loss of the copier as being the cross-entropy averaged over the
length of the input:
losscopy=
1
|X |H (p,q)=
1
|X |
∑
x ∈X
px logqx (22)
In order to avoid producing 〈UNK〉, i.e. the output of copier when
the target is not in the source sequence, and 〈OOV 〉, i.e. the output
of generator when the target is not in the vocabulary, we introduce
a set of rules dening if the switch gate should favor the copier or
the generator at a given time step:
(1) target copier is 〈UNK〉 and target generator is not 〈OOV 〉:
the switch gate shall choose generation (tswitch=0).
(2) target copier is not 〈UNK〉 and target generator is 〈OOV 〉:
the switch gate shall choose copying (tswitch=1).
(3) target copier is 〈UNK〉 and target generator is 〈OOV 〉: the
switch gate shall choose generation (tswitch=0).
(4) target copier is not 〈UNK〉 and target generator is not
〈OOV 〉: the switch gate shall choose copying (tswitch=1).
While the rst two rules are an obvious choice, the last two rules
derive from the fact that we want to choose a target label for the
switch gate to copy as much as possible from the input and let the
generator handle the rest. Note that the loss of the generator will be 0
if the target token is 〈OOV 〉 and the generator predicted 〈OOV 〉. e
same applies to the copier choosing 〈UNK〉. Now, based on these
rules we can dene the loss of the switch gate to be the following:
lossswitch= (p(copy)−tswitch)2 (23)
During the backward pass of the back-propagation algorithm, we
update the parameters of the network with respect to the losses in
three separate steps. In step one, we use the gradient calculated from
losscopy to update all parameters of the network, except those just
belonging to the switch gate and the generator, by freezing these
components (yellow and gray components in Figure 2). In step two,
we propagate the gradients calculated from lossgenerate to update all
parameters of the network except the parameters of the switch gate
and the copier (green and gray components in Figure 2). In the last
stage, we update the parameters of the network using the gradients
from lossswitch, while the parameters of copy and generator (green
and yellow components in Figure 2) are xed. We empirically found
that updating parameters in separate stages instead of combining
losses as one loss leads to beer results.
3 EVALUATION
With the increase of interest in generative models and in particular
neural network based models, we believe automatic evaluations
have to be studied as part of this research.
In this paper, we evaluate the performance of our proposed model
and the baselines using two paradigms. In the rst paradigm, sim-
ilar to the previous studies, we assess the ability of the model as a
discriminative algorithm. While in the second one, we introduce
metrics to investigate the quality of the model in terms of generating
data as a step toward evaluation of the generative models for the
query suggestion task.
3.1 Evaluation based on Discrimination
In this paradigm, similar to [31, 33, 36, 42] we evaluate our model as a
feature to score the candidate queries and use it within the learning-
to-rank (L2R) framework for ranking candidate suggestions. For the
sake of a fair comparison, we replicate the experimental setups in the
paper by Sordoni et al. [42] by generating candidates using the co-
occurrence based model they used and also extract the set of features
they employed to be used in an L2R method as the BaseRanker. We
compare the performance of the BaseRanker with a similar ranker
that gets the score from our model as an additional feature.
e score of a query q= [y1,...,yn ] given the contextX is calcu-
lated based on the output of the generator, the copier, and the switch
gate for each term in q as follows:
p(q |X )=
n∏
t=1
(
p(generate|y<t ,X ) p(yt |y<t ,X ,generate)
+p(copy|y<t ,X ) p(yt |y<t ,X ,copy)
) (24)
We use the mean reciprocal rank (MRR) to measure the quality of
the ranking.
3.2 Evaluation based on Generation
Besides the aforementioned evaluation paradigm, we also evaluate
the quality of our model’s output as a generative model. Loosely
speaking, we try to evaluate how similar the generated query is to
the target query taken from ground truth. To do so, we introduce
the following metrics.
WordOverlap Basedery Similarity.As a word overlap based
metrics, we consider Position Independent Word Error Rate (denoted
as PER), which is the minimum number of word insertions and dele-
tions necessary to transform the generated query into the target
query by neglecting the words order, normalized by the length of
the target query.
EmbeddingBasederySimilarity.Word overlap based metrics
are not ecient in assessing the quality of the generative models as
they may generate queries that are as eective as the target query
without sharing any term with it. For example consider the target
query city hall phone number and a system that generated querymu-
nicipality contact information, where the score is zero in terms of PER.
To tackle this issue, we can use so matching metrics. In this paper,
we used an embedding-based query similarity metric (denoted as
simemb) to assess the semantic matching of the target and generated
query. We rst calculate the query-level embeddings using vector ex-
trema [15] for which we use pretrained word embeddings (trained on
the GoogleNews corpus) and for each dimension of the word vectors,
we take the most extreme value amongst all word vectors in the query
and use that value in the query-level embedding. is approach prior-
itizes words carrying important semantic information over common
ones [28]. en, we compute the similarity between the generated
query and the target query vectors using the cosine similarity.
Retrieval Basedery Similarity. In the real world’s application
of the query suggestion task, the suggested query is going to be
submied to a search engine if it was selected by the user. Utilizing
this fact, we can evaluate the quality of the suggested query in terms
of how similar the retrieved results from the search engine with
respect to this query are to the results retrieved using the target
query. To this end, we suggest three dierent evaluation metrics:
To calculate the rst metric, we submit the target query to an
external collection of documents and retrieve the ranked list of top
documents using a retrieval function and consider this list as the
reference list. We do the same but given the generated query. en,
we use a ranking similarity metric to calculate the agreement of these
two ranked lists (denoted as simret). We are not directly measuring if
the suggested query is addressing the actual user information need.
But we can reasonably conclude how well we do in terms of helping
a user which lacks the ability for query reformulation by suggesting
him a query which retrieves results that are similar to those of a
well-reformulated query.
To implicitly tackle this issue of not measuring how we address
the user information need, we dene the second metric. We con-
sider the ranked list retrieved from the expanded target query using
Pseudo Relevance Feedback (PRF) as the reference list. It has been
shown that PRF usually improves the performance of retrieval [9, 18]
by decreasing the vocabulary gap of a query and relevant documents.
Hence considering its results as the reference list, we can estimate
how well the generated query performs in terms of retrieving results
from an (in average) beer version of the target query, which is more
likely to address the user information need (denoted as sim+ret).
In order to even beer evaluate how good the generated query
is addressing the actual user information need, we take all sessions
with length l >2 from the test data. We then use the rst bl/2c queries
in the session as the context for generating the next query. Aer this,
we retrieve the ranked lists of documents for each of the next dl/2e
queries in the session and merge them using normalized scoring.
e merged list is used as the reference ranked list and we calculate
its agreement with the retrieved results given the generated query
(denoted as sim++ret ).
e two last proposed metrics are in fact aiming at beer evalu-
ation of generated suggestions with respect to the actual user infor-
mation needs when the user judgments are not available.
4 EXPERIMENTS ANDRESULTS
In this section, we rst describe the dataset we used for training,
validation, and testing as well as our experimental setups. en we
present the main results of the model followed by discussions and
analysis.
4.1 Dataset and Experimental Setups
‘ We used AOL search logs [34] as the largest publicly available
search log which is also used by similar research works for the evalu-
ation [4, 10, 21, 38, 42]. is query set contains web queries initiated
by 657,426 unique users in the AOL search engine that were sampled
from a three-months period from March 1, 2006, to May 31, 2006. We
preprocessed the data by eliminating non-alphanumeric characters,
spelling error correction, and lowercasing. en we segmented the
log into sessions, using a simple standard segmentation heuristic,
i.e. intervals of at least 30 minutes idle time denotes a session bound-
ary [24]. e nal dataset consists of ∼ 9 million queries in ∼ 3
million sessions. We sorted the sessions time-wise and partitioned
them into three parts: the main training set, consisting of 70% of the
sessions which is used to train our proposed model and the baseline
methods. We also created an L2R training set, which includes 20% of
sessions for training the L2R algorithm (just used in the evaluation
based on discrimination). 10% of sessions are used as a test set.
e evaluation based on discrimination is similar to previous re-
search [36, 42]. Given the anchor query, i.e. the last query in the
context, we rst select top-20 candidate queries ranked based on the
frequency of their co-appearances with the anchor query in the same
session in the main training set, as the Most Popular Suggestions
(MPS). We then extract a set of 17 features employed by Sordoni
et al. [42]. ese include:
(1) Features which capture the whole session history, like the score
calculatedbyeryVariableMarkovModelasoneof thecontext-
aware query suggestion models [19], character n-gram similarity
between the candidate query and the 10 most recent queries in
the context [31, 40], and average Levenshtein distance between
the candidate and queries in the context [25].
(2) Features which only take the most recent query into account,
like frequency of the anchor query in the main training set, the
number of times the candidate follows the anchor query in the
main training set, and Levenshtein distance between the anchor
query and the candidate [25, 33].
(3) Features which characterize the candidate independently, like
frequency of the candidate in the main training set and the length
of the candidate in terms of the number of words and characters.
When we extracted features for all candidates, we train the Lamb-
daMART as the L2R method by labeling the target query as relevant
and all others as non-relevant. We call this trained model BaseR-
anker. We use the BaseRanker in addition to the score from Sordoni
et al. [42] paper as an additional feature, as one of the baselines.
Besides these baselines, we train the original seq2seq model with
aention (explained in Section 2.1) with the whole context aened
to a sequence as the source sequence and the target query as the
target sequence. We also add the score from this model to the BaseR-
anker as an additional feature as one of the baselines. We also add
the score from our model (calculated using 24) to the base-ranker to
assess how it further helps to improve the quality of the ranking of
suggestions. Besides this, we want to investigate how dierent part
of our model including the query-aware aention and the copy mech-
anism (CM) individually aect the performance of query suggestion,
So we also evaluate the seq2seq model with query-aware aention
only (seq2seq + QaA), and seq2seq model with copy mechanism
(seq2seq + CM) only as additional baselines.
In the evaluation based on generation, for the retrieval based
Table 1: Performance of the dierent methods as discrim-
inative models. (x ) indicates that the improvements with
respect to the method in row x is statistically signicant,
at the 0.05 level using the paired two-tailed t-test with
Bonferroni correction.
# Model MRR
1 MPS 0.5216
2 BaseRanker 0.5530(1)
3 BaseRanker + Seq2Seq 0.5679(1,2)
4 BaseRanker + HRED [42] 0.5727(1,2)
5 BaseRanker + (Seq2Seq + QaA) 0.5744(1,2)
6 BaseRanker + (Seq2Seq + CM) 0.5851(1,2,3,4,5)
7 BaseRanker + ACG 0.5941(1,2,3,4,5,6)
metrics, we use ClueWeb09 Category B corpus with over 50 million
English documents as the external collection of documents. As the
retrieval function, we use JS-divergence retrieval model with the
Dirichlet prior smoothing and as the PRF method, we use RM3 [1].
We further use the rank-biased overlap (RBO) [47] at level 100 to
measure the agreement of two ranked lists and report the average
RBOs over all instances in the test set.
We used TensorFlow [13, 44] to implement our model. e param-
eters of our model are optimized employing the Adam optimizer [26]
and using the computed gradient of the loss to perform the back-
propagation algorithm. With respective to the main validation set,
which is 10% of the sessions from the main training set we tuned
some hyper-parameters of the model using batched GP bandits with
an expected improvement acquisition function [11]. In our model,
the number of hidden neurons in each of encoders (forward and back-
ward; word-level and query-level) and the decoder were selected
from [64,128,256]. e initial learning rate and the dropout param-
eter were selected from {10−3,10−5} and {0.0,0.2,0.5}, respectively.
We considered embedding sizes {300,500} for the input embedding
of the word level encoder. e batch size in our experiments was set
to 128. We set the vocabulary size to 90k (the same for the baselines),
and the beam size for the beam search decoding was set to 4.
It is noteworthy that for all the baseline models we also tuned
the hyper-parameters if their optimized value is not reported in the
corresponding papers.
4.2 Main Results
In this section, we rst report the main results of our proposed model
in the task of query suggestion compared to the baselines, both in
terms of discrimination and generation quality.
Evaluation based on Discrimination. First, we evaluate the per-
formance of our model as a discriminative model in the setup ex-
plained in Section 3.1. Table 1 presents the performance of our model
and the baseline models. As it can be seen, by adding the score from
ACG, we can gain the highest improvement compared to the baseline
models. is is mainly because of the fact that in the scoring process
of candidates, rare terms from the true target query that occur in the
candidate query have a chance of geing a high probability in the
distribution learned by ACG if they appear in one of the previously
submied queries.
Table 2: Performance of the dierentmethods as generativemodels.
# Method Overlap Based Embedding Based Retrieval Based
PER (%) simemb simret sim+ret sim
++
ret
1 seq2seq 84.11 (+− 6.3) 0.5170 (+− 0.003) 0.1630 (+− 0.008) 0.2424 (+− 0.009) 0.1955 (+− 0.008)
2 BaseRanker + seq2seq (top-1) 72.23 (+− 8.1) 0.5019 (+− 0.006) 0.4375 (+− 0.009) 0.3751 (+− 0.008) 0.3916 (+− 0.008)
3 seqsSeq + QaA 80.90 (+− 5.0) 0.5517 (+− 0.004) 0.2012 (+− 0.009) 0.2916 (+− 0.008) 0.2330 (+− 0.008)
4 seq2seq + CM 71.16 (+− 3.5) 0.6119 (+− 0.003) 0.3563 (+− 0.009) 0.4173 (+− 0.009) 0.3950 (+− 0.008)
5 HRED [42] 81.50 (+− 4.9) 0.5455 (+− 0.004) 0.2667 (+− 0.008) 0.3250 (+− 0.009) 0.3443 (+− 0.007)
6 BaseRanker + HRED [42] (top-1) 72.36 (+− 7.3) 0.5200 (+− 0.004) 0.4504 (+− 0.009) 0.3812 (+− 0.009) 0.4091 (+− 0.007)
7 ACG 68.03 (+− 3.6) 0.6473 (+− 0.004) 0.3612 (+− 0.008) 0.4366 (+− 0.009) 0.4315 (+− 0.008)
8 BaseRanker + ACG (top-1) 70.66 (+− 7.1) 0.5196 (+− 0.004) 0.4594 (+− 0.008) 0.3927 (+− 0.009) 0.4111 (+− 0.007)
It is interesting that the improvement of just having the hierar-
chical setup for reading the session history, i.e. the source sequence
in both HRED and seq2seq with query-aware aention is not statis-
tically signicant with respect to the seq2seq model with a simple
aention mechanism (models 4 and 5 compared to model 3). On the
other hand, when the model is equipped with the copy mechanism,
the performance improvement by adding query-aware aention is
statistically signicant (model 7 compared to model 6). is suggests
that taking query-level aention into account along with the word-
level aention, is particularly important for the copy mechanism
which directly uses the aention weights as output probabilities, but
is less important for the decoder itself.
Evaluation based on Generation. e next set of experiments
aims at assessing the quality of the models in terms of generating the
next query according to the metrics we introduced in Section 3.2. Ta-
ble 2 presents the performance of dierent models. We also evaluate
the top ranked query from dierent models used in the evaluation
based on discrimination setup, but in terms of evaluation based on
generation.
Among the metrics for evaluation based on generation, PER is a
strict metric as it is based on the exact word overlap between gener-
ated query and target query. Nonetheless, the generated next query
by ACG has the lowest error in terms of PER, even lower than the
corresponding discriminative model in which the score from ACG
is used as one of the features (model 7 compared to model 8). e
relatively low error rate of model 4 is an indicator that the success of
ACG to generate exact words in the target query is mostly reasoned
by its ability to copy terms from the context queries. It is supported
by the statistics that we extracted from our test set, where in average
38% of terms in the target queries are retained from the previous
queries in the same session.
Embedding similarity of the generated and the target queries
relaxes the hard assumption in PER by taking words semantic simi-
larity into consideration. ACG performs beer than all the baseline in
terms of generating queries that are semantically similar to the target
queries. Regarding the results of the models we report in this paper,
generative approaches lead to queries with higher simemb scores.
On the other hand, in discriminative approaches are in average more
successful in terms of PER. is is assumed to be reasoned by the
fact that in the generative models in this paper, we explicitly learn
representations for words, in a downstream task of learning query
suggestions, which helps to beer capture the semantic similarity
among the words. During generation, the model tries to generate
the semantically most plausible words for the suggested query based
on the learned representations.
Regarding theretrievalbasedevaluation, withrespect to thesimret
metric, BaseRanker which uses ACG as one of its features outper-
forms all baseline models. In contrast, for both sim+ret and sim
++
ret our
ACG as a generative model is the best performing method. Since PRF
implicitly models the retrieval with so matching, using sim+ret we
also consider cases where the results given the generated query do
not have an immediate agreement with the results given the target
query, but the generated query is semantically related to the target
query. Also with sim++ret , we move one step further by evaluating if
the results given the generated query are going to satisfy the user at
some point in the search session, even if it is not the case given the
immediate target query. is explains why we achieve beer results
using generative approaches with respect to these two metrics.
4.3 Discussions and Analysis
In this section, we rst investigate the generative ability of our model
in a multiple query suggestion setup. We then study the eect of
session length on the performance of ACG. At the end, we will assess
the robustness of ACG compared to the baseline in dealing with
noisy data.
MultipleerySuggestion.Major search engines usually provide
more than one suggestion for the users. Here, we investigate the
quality of the top-10 queries that our model generates. To do so,
during the decoding, aer generating the rst suggestion, we ignore
the fact that the rst suggestion was generated through the beam
search, i.e. 〈/q〉 was generated. Instead, we continue decoding until
the next suggestion is generated. We repeat this process to generate
10 suggestions which lead to a sorted list of queries based on their
likelihood of generation.
e performance of ACG considering the queries at dierent
ranks, i.e. position in the list of queries, with respect to the dierent
metrics, is illustrated in Figure 3.
As it is expected, in general, the quality of the generated queries
decreases as the rank of the query increases. e drops in terms of
simret, sim+ret, and sim
++
ret are less dramatic compared to simemb.
It is also really interesting that the performance of the secondly
generated query is relatively low compared to the rst query in terms
ofallmetrics except thesim++ret , where thescore is evenslightlyhigher
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Figure 3: Performance of the generated queries at dierent
ranks.
than the score for the rst query. Although this boost is not statis-
tically signicant. But regarding the meaning of the sim++ret metric
(Section 3.2), it seems the generated queries in the second and the
third rank are somehow future desirable queries which although
they do not match with the immediate user query, are related to the
ultimate user information need.
Eect of Session Length. In order to investigate the eect of ses-
sion length on the performance of our model, we separate the test
set into three categories:
(1) sessions with 2 queries (short) 66.09% of the test set
(2) sessions with 3−4 queries (medium) 22.36% of the test set
(3) sessions with >4 queries (long) 11.55% of the test set
We report the performance of our model in terms of both ability of
discrimination and generation, compared to the HRED [42], using
test sets with short, medium, and long sessions. e results are
depicted in Figure 4.
In Figure 4a, we evaluate the performance of our model and the
baseline model as an additional feature for the BaseRanker and mea-
sure the MRR of the ranked list of suggestions. ACG appears to
perform best in all test sets and its performance is not only stable
across the test sets with dierent session lengths but also progressive
when the length of the sessions increases. However, HRED seems
to fail for long sessions, which can be the result of topically broad
information needs or changes of the search topic. is problem is
quiet challenging, although our model seems to handle this problem
by dynamically aending to the most promising part of the context.
is is more the case for evaluation based on generation. However,
it has been shown that when the length of a session increases, the
percentage of repeating previously-used terms also increases [25],
which means that the next query is more likely to contain the terms
used before when it appears in the laer steps of a session. is is
where the ability of ACG for copying terms from the context queries
kicks in that compensates the performance loss which might occur
due to the complexity of the long sessions.
Attending the Promising Parts of the Context. Analyzing the
context of a session to understand which part is useful for query
suggestion is considered as one of the most challenging stages of this
task. is is due to the fact that noisy words are common to appear
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Figure 4: Performance of ACG compared to HRED on
sessions with dierent lengths.
in a given context and this can happen in several circumstances:
Either when users switch to another search topic quickly aer one
search session and the assumption of 30 minutes as the idle time
duration for detecting session boundaries fails. Or when users issue
navigational queries during a search session, like e.g. google. Or in
cases where users use non-discriminating words in their query that
are no eective indicators for the search intend.
In this situation, a session-aware query suggestion system should
be able to handle noisy parts by neglecting them. To test the ability
of our model compared to the baselines on being robust against these
noises, we manipulate the sessions in training, test, and validation
sets in three ways. We train and evaluate the query suggestion
models on this manipulated data:
• Noise term insertion: In order to assess the robustness of the mod-
els against noise terms in the session, we rst select the 200 most
frequent terms excluding stopwords from the main training set.
en, for each session in the data, we sample from this list with a
probability that is proportional to the frequency of the terms and
insert the sampled noise term at a random position of a random
query in the session.
• Noise query insertion: In order to assess the robustness of the mod-
els against noise queries, similar to the previous case, we extract a
list of 100 most frequent queries in the main training set as noise
queries. For each session, we sample from the list and insert the
noise query at a random position in the session.
• Noise session insertion: In the last case, we aim at assessing the
ability of the models in session boundary detection. To do so, for
each session, we randomly pick another session from the same
user, if there is any, and insert it at the beginning of the session.
Table 3 presents the results of seq2seq, HRED, and ACG as gener-
ative models in terms of simemb. As shown, ACG achieves a signif-
icantly beer performance in all situations compared to HRED and
seq2seq. In terms of performance loss compared to the non-noisy
case (results Table 2), all models are relatively robust to noise term
insertion. However, seq2seq is not able to handle noise query and
noise session insertion. Although both HRED and ACG seem to be
still robust against noise query insertion, inserting noise sessions
considerably aects the performance of HRED, which is also in accor-
dance with the performance drop of HRED in encoding long sessions
(Figure 4). is is while ACG controls the performance loss in this
situation by providing insight into how dierent parts in the given
context contribute to the next query generation. In other words,
Table 3: Performance (and performance loss) of the dierent
methods as generative models on noisy data, in terms of
simemb.
Method Noise terminsertion
Noise query
insertion
Noise session
insertion
seq2seq 0.4973 (-3.8%) 0.4419 (-14.5%) 0.3969 (-23.2%)
HRED [42] 0.5380 (-1.4%) 0.5140 (-5.8%) 0.4505 (-17.4%)
ACG 0.6366 (-1.6%) 0.6019 (-7.0%) 0.5878 (-9.1%)
ACG is able to detect the boundary of the session by aending to the
promising scope of the context.
Error Analysis.As discussed and showed in the experiments, the
main superiority of the model over the HRED, i.e. the main baseline,
is its ability to copy an arbitrary part of the input sequence during
decoding. We analyzed cases where ACG fails against HRED, in
dierent situations and the main point of failure of ACG is where
we remove the spelling correction from the preprocessing. Looking
into the output of our model we noticed that it usually fails in cases
where the next query in the session is just a spelling correction of
the previous queries and the copy mechanism tends to repeat the
spelling error. For instance, given the query “bebet pediatrician”,
ACG suggests “bebet pediatric center” as the next query, while the
obvious reformulation for the given query would be the replacement
of “bebet” with “benet”. e easiest way to tackle this problem is
to have spell error correction as part of the preprocessing. We also
consider training the model with a spelling correction dataset that
helps to pick generating the correct version of words with errors
instead of copying them. We will leave this for future work.
5 RELATEDWORK
ery Suggestion.e biggest challenge in the task of query sug-
gestion is to understand the actual user intent for suggesting the next
query. To aim this, several studies leveraged the “wisdom of crowds”
by mining the session structure and other information in query log
data to nd alternative queries for suggestions. For example, Huang
et al. [22] tried to nd within session query pairs co-occurrences and
rank suggestions based on the frequency of co-occurrence. Boldi
et al. [5] took the structure of the sessions into account by build-
ing a query-ow graph to estimate how likely a user moves from
one query to the next query in the same session. Another group of
methods tries to nd similar queries in log data. It is assumed that
similar queries have larger overlap between their respective clicks
and based on this assumption. E.g., Mei et al. [29] used a random walk
over a bi-partied query-document graph or Baeza-Yates et al. [2]
used k-means to nd similar queries based on clicked data. He et al.
[19] proposed a session-based method based on Variable Memory
Markov model (QVMM) to build a sux tree to model the user query
sequence for query suggestions. Santos et al. [36] and Ozertem et al.
[33] tried to rst extract candidates and then employed learning-to-
rank methods for ranking suggestions considering several features
(similar to our BaseRanker baseline). ese methods perform poorly
for long-tail queries. To tackle this issue, Vahabi et al. [45] proposed
to nd suggestions for long-tail queries by comparing their search
results. Another group of research tries to generate new suggestions
by leveraging search logs and external resources. E.g., Szpektor et al.
[43] used WordNet along with a template generation method, or Jain
et al. [23] used a CRF for segmenting queries followed by a machine
learning stage to lter out poor suggestions. Recently, Sordoni et al.
[42] proposed a context-aware method which uses a hierarchical
RNN to encode the session information and generate the sequence
of words as the next query. eir work is the most similar to ours.
We additional introduce the query-aware aention for capturing the
hierarchical structure of the session. We also augment our model
with copy mechanism to beer model the query reformulation which
lead to a signicant improvement in the performance.
Hierarchical Structure Decoding.ere are several aempts to
make recurrent neural networks able to deal with structured data.
E.g., Li et al. [27] proposed a hierarchical auto-encoder to encode
and reconstruct multi-sentence paragraphs, taking both word and
sentence levels into account. Serban et al. [39] used a similar archi-
tecture to Sordoni et al. [42] paper in the context of dialogue systems
to encode the context of the dialogue at the uerance level. Chung
et al. [8] proposed a model encodes the temporal dependencies with
dierent timescales by updating probabilities for dierent units to
capture the latent hierarchical structure in the sequence. Yang et al.
[48] proposed a two-level aention mechanism which uses the word
level aention to lean the sentence level aention to improve the
performance of document classication. e query-aware aention
mechanism we propose in this paper is similar to theirs. However, we
learn the query-level and word level aentions in separate processes
and then integrate information from both during decoding.
Incorporating Copy Mechanism. e idea of incorporating a
copy mechanism originally comes from the pointer networks [46],
which is in fact a seq2seq model with aention that produces an
output sequence consisting of elements from the input sequence.
e pointer network has been used to create hybrid approaches that
mix copying (pointing) and generation during decoding in dierent
tasks like neural machine translation [17], language modeling [30],
and summarization [16, 32, 37]. Our approach is the close to Gu et al.
[16] and See et al. [37] works but we considered learning to copy,
to generate, and to make the decision of copying or generating as
separate tasks by using multi-objective learning.
6 CONCLUSIONAND FUTUREWORKS
In this paper, we proposed a session-aware query suggestion model
by augmenting the seq2seq model with a query-aware aention
mechanism to make it able to encode the structure of the session. We
also incorporate a copy mechanism during decoding which helps to
model term retention in query reformulation. Finally, we proposed
new metrics to evaluate generative models on the task of query sug-
gestion. Our experiments show that our proposed model boost the
performance of seq2seq models and outperforms baselines both in
terms of discrimination and generation.
For future work, we are going to extend our model to integrate
information from clicked documents as additional signals in the pro-
cess of generating the next query. is information also can be used
for the evaluation based on generation paradigm. For evaluation
purposes, we can also use the content of documents retrieved using
the generated query and estimate how well the generated query
addresses the user information need in terms of the ability to provide
relevant content. Another interesting direction is to evaluate our
model in a query auto-completion task. is is possible by changing
the seing of the model to have a character-based seq2seq model.
Besides encoding the previously submied queries in the session, we
can feed the decoder with the prex of the new query and generate
the most probable sequence of following characters.
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