Abstract-Color correction, which nonlinearly converts the color coordinates of a scanner into that of a printer, is important and difficult for multimedia applications. An efficient tree-based fuzzy logic approach [1] has been proposed to solve the problem. However, the algorithm design and the implementation in [1] are slow, costly, and of poor color quality, due to the use of maximum criteria for defuzzification. In this paper, a new fuzzy tree inference algorithm for color correction is proposed. It is very simple and efficient and is suitable for adopting the center-average method for defuzzification to obtain better color quality. Therefore, a fast and cost-efficient implementation with good correction effects for tree-based fuzzy color correction is achieved.
complexity. Moreover, an efficient hardware architecture of the proposed algorithm is also presented, which uses less hardware due to the low complexity of the algorithm.
II. NEW ALGORITHM AND ITS HARDWARE ARCHITECTURE

A. New Fuzzy Color Correction Algorithm
In [1] , the color correction process is modeled as a three-level fuzzy tree (see Fig. 2 ) inference process. The function of each fuzzy subtree is to do one color conversion, which is performed by finding a decision path in it. At the beginning, the R-tree is employed to determine the mapping of the red color according to the matching degree of the input, which is processed with eight fuzzy sets (s1; s2; 111 ; s8) for that color [see Fig. 3(a) ]. The eight fuzzy sets are used to represent the different intensities of each color. After determining the decision path of the red color, the subtrees and decision paths of green and blue colors can be found sequentially on the analogy of the red color inference process. The fuzzy tree inference process is simple, adaptive, and has good correction effects. However, the algorithm of it in [1] is inefficient and its hardware implementation is costly and slow. Additionally, in order to save the processing time and cost, the maximum criteria method is used for defuzzification in the implementation. It has been shown in [1] that the maximum criteria defuzzification method usually results in poorer color quality for the correction than the center-average defuzzification method.
To overcome these problems, a new efficient fuzzy tree inference algorithm suitable for the center-average defuzzification method is developed. By carefully inspecting the fuzzy tree inference approach in [1] , we find the following facts for color correction: 1) the triangle membership functions of each fuzzy set shown in Fig. 3 (a) are with the same shape; 2) the distance d between arbitrary two neighbor fuzzy sets of a subtree is fixed, thus s j = s 1 + (j 0 1) 3 d for j = 2; 3; 111 ; 8 where s j denotes the supported value of fuzzy set sj; and 3) the overlap factor of the membership functions is two: that is, at most two membership functions are overlapped so that at most two matching degrees are nonzero, as shown in Fig. 3(a) . With these facts we can design a new efficient fuzzy tree color correction algorithm as follows.
First, we find the minimal j that is used to indicate which fuzzy set the input color X i belongs to so that The decision path of the subtree is then found after the fuzzy set to which X i belongs has been found.
Subsequently, if the center-average method, which has higher computational complexity than that of the maximum criteria method, is used the inference result is calculated as
where (w 1 ; w 2 ; 111; w 8 ) are the supported values of the fuzzy sets which represent the various intensities of color space CMY. The direct calculation of (2) is costly and slow. A new formula, based on the facts described above, is therefore derived as follows. After the k and jDj are obtained, the (2) can be rewritten as
By Fig. 3(b) and the analog of triangles of the fuzzy sets from fact 1) we get
From ( 
Therefore, the computation of Xo now becomes 
Based on the above deduction, a C-like code of the new fuzzy tree color correction algorithm is given in Fig. 4 . In it, L denotes the current level of the three-level fuzzy tree and 1 L 3. If L = 1 then Xi is red, and if L = 2 then Xi is green. Otherwise, Xi is blue.
In addition, PathL denotes the decision path of the current subtree and 0 Path L 7: Its complexity is analyzed in the next section.
B. Time Complexity Analysis
To do one color conversion, the proposed algorithm shown in Fig. 4 requires one addition operation, nine subtraction operations, two multiplication operations, one division operation, and nine comparison operations at most. The algorithm of [1] requires 16 subtraction operations, seven comparison operations, and one decoding operation fixedly. By using the 0.8-m cell library [7] , the 8-bit multiplier and divider require about triple computational time as compared with other 8-bit simple operations, such as addition, subtraction, or comparison. Thus, the algorithm of [1] needs 24 fixed units of computational time to do one conversion. On the other hand, the proposed algorithm needs four units of computational time in the best case and 28 units in the worst case to do one conversion because the defuzzification may, at times, not require any computation and the iteration number I of the inner loop in Fig. 4 is changed according [1] to the input data (0 I 8): If we allow I to be four fixedly, the average computational time of the proposed algorithm for one conversion is about 16 units, which is 1.5 times faster than that of [1] . Four pictures have been used to test the computational complexity of the proposed algorithm. The compared results with [1] are reported in Table I . In it, columns file size, c-time, I; and speedup represents the sizes of these pictures, the total units of computational time, the average number of iterations of the inner loop in the proposed algorithm, and the speedup ratio of our algorithm comparing with that of [1] , respectively. The results show that about 1.4 times speedup can be obtained.
C. Hardware Architecture
To design an efficient architecture of the proposed algorithm, the high-level synthesis tool [6] is applied. The resulting architecture is shown in Fig. 5 . It only requires one comparator, one two's complement converter, one adder, one subtractor, and one arithmetic logic unit (ALU) which can perform multiplication and division operations. Additionally, a 146-byte ROM is used as the rule memory. if L = 1 128 + P athL01 3 2; if L = 2 P ath L02 3 16 + P ath L01 3 2; otherwise.
The storing order shown above significantly simplifies the hardware design and reduces the hardware cost and time for calculating the address, since the multiplication operation in it can be reduced by the shift-left operation.
When the input X i is transmitted to the architecture, first it calculates the rule address according to the level number L and (7), and then it reads s 1 and d from the ROM. The notation n( n) in it denotes that the value is shifted left (right) n bits. Next, the architecture finds out the values of k and jDj to determine Path1 and Path2: The register used to store k is a 4-bit up-count counter.
The condition E8(E0) is one if k = 8 (k = 0): Another condition L0 is one if D > 0: Finally, the center-average method is used for defuzzification and the inferential result Xo is obtained by (6) . In  Fig. 5 , the (w1; w2; 1 1 1 ; w8) are stored in a 8-byte ROM (ROM2) and k is used as its address. The architecture in Fig. 5 has been simulated in Verilog HDL with an 0.8-m CMOS cell library [7] within the Cadence System. The simulation results show that its working frequency can be 50 MHz, which is sufficiently fast for speed-critical applications.
On the other hand, the architecture in [1] requires at least one subtractor and one two's complement converter for fuzzification, and one comparator and one decoder for defuzzification. Comparing both architectures, the architecture in [1] is one adder and one ALU less, but one decoder more, and it uses a 2-kbyte ROM while our architecture only uses a 154-byte ROM (two ROM's). Moreover, a data manager, which is not required in our architecture, is used in [1] to control the desired data flow for processing the coordinates red, green, and blue. Therefore, the proposed architecture uses less hardware than that of [1] .
III. CONCLUSIONS
In this paper, we have proposed a new efficient algorithm and its hardware architecture for fuzzy tree color correction. Experimental results show that not only is the correction effect better and the processing speed faster, but also the hardware cost is lower.
