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ABSTRACT Identification of driving intentions has increasingly attracted wide attention since it can be
a valuable reference input of vehicle intelligent control systems. In this study, the long short-term memory
(LSTM) is employed to identify the longitudinal intention online with high precision. To this end, the driving
intentions when the vehicle runs on a straight and flat road are divided into five categories. The vehicle
driving states such as the vehicle speed and acceleration are pre-processed to label the road test data.
Subsequently, a LSTM classification model is established to identify the driving intention with inputs of
opening degree of the accelerator pedal, vehicle speed and brake pedal force. Identification results reveal
that the highest accuracy of the proposed algorithm attains 95.36%, which is around 20% higher than that of
the traditional back propagation neural network. Finally, a driving intention-perceptive gear shifting strategy
is developed with the help of the built recognition algorithm, and simulation results highlight that the strategy
can effectively reduce the number of shifts and achieve better fuel economy.
INDEX TERMS Driving intention, long short-term memory (LSTM), back propagation neural network
(BPNN), dual clutch transmission (DCT), shift strategy, fuel economy.
I. INTRODUCTION
With the development of modern automobile technologies,
research on driving intention identification has attracted wide
attention, and full consideration of driving intentions can
help optimize control of the vehicle powertrain, and improve
transportation efficiency and traffic safety [1], [2]. In driv-
ing assistance systems, the driving intention identification
technique can assist recognition of the driving pattern and
provide the driver with early warning about the possible
accidents [3], [4]. For the automatic transmission system of
vehicles, effective driving intention identification can be
beneficial to the development of advanced gear shifting
The associate editor coordinating the review of this manuscript and
approving it for publication was Rajeeb Dey.
strategies, which helps to improve the shifting efficiency and
vehicle noise vibration and harshness (NVH) [5], [6].
Drivers need to take certain actions on the accelerator/
braking pedal according to operating state of the vehicle,
surrounding environment and driving habits, so as to attain
the anticipated driving intention. Generally speaking, driv-
ing intentions can be classified into lateral intentions and
longitudinal intentions depending on the control object. The
lateral intentions mainly include the lane change, cornering,
and straight driving with inputs of the yaw angle, steer-
ing wheel angle and steering wheel angular velocity [7]–[9].
On the other hand, the longitudinal intentions can be accel-
eration, deceleration and cruise with references of the open-
ing degree of the acceleration pedal, its variation rate, and
opening degree of the braking pedal together with its variation
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rate [6], [10], [11]. Actually, driving intentions are difficult to
be expressed by precise mathematical models, and accurate
intention identification is a challenging task. Existing identi-
fication methods can be classified into three categories, i.e.,
fuzzy logic control [7], [12], hiddenMarkovmodels (HMMs)
[13], [14], and neural networks (NNs) [15], [16].
Fuzzy logic control usually employs fuzzy logic tables to
represent rules that characterize the driving intention. The
fuzzy logic table is direct and easy to implement when iden-
tifying the driving intention. Reference [17] designs a fuzzy
controller which adopts opening degree of the acceleration
pedal and its variation rate as inputs and the acceleration
intention as the output. On this account, the fuzzy logic rule
table is constructed, and its effectiveness is verified. In [7],
an adaptive fuzzy classification method is proposed to detect
the lane change intention according to the gaze information,
and the identification results highlight that the recognition
accuracy of the left and right lane change is 89.3% and 86.3%,
respectively. Although the result accuracy is relatively high,
it is necessary to notice that the rulemaking of the fuzzy
logic table is mostly achieved by experience or artificially.
Moreover, it is difficult to set up an accurate criterion to
evaluate the identification results.
As well known, hidden Markov models (HMMs) are
widely used for analysis of time series data. As driving
actions are essentially a continuous process varying with
time, no doubt, the HMM can be applied in driving intention
recognition for advanced driving assistant systems (ADASs)
and active safety systems. In [18], to improve recognition
accuracy of the model, a hybrid model based on Gaussian
mixture-HMM (GHMM) and generalized growing and prun-
ing radial basis function neural network (GGAP-RBFNN) is
proposed to identify the braking intention. In [19], two contin-
uous HMMs are constructed to characterize the lane change
and lane keeping intention, and a threshold-based classifi-
cation method is introduced to identify the driving behavior
of the target vehicle. Experimental results manifest that the
lane change intention can be predicted 4 seconds ahead of
action. For estimating the intention at a road intersection,
two algorithms based on the hybrid state framework are
proposed: one is the HMM optimized by genetic algorithm
(GA), and the other one is the discrete HMM method. The
results show that the accuracy of these twomethods is 89.45%
and 97%, respectively [20], [21]. Actually, it is challenging
to identify some confusing intention as it considers only
state sequences with the greatest log likelihood and ignores
other state sequences. Moreover, it is imperative to know the
transition probability among all the hidden states as well as
the output probability between the hidden state and visible
state in advance.
Neural networks (NNs) are capable of learning the nonlin-
ear characteristics inside a control object which is difficult
to model in a deterministic manner. As such, NNs have been
introduced to identify driving intentions in some special cir-
cumstances [22], [23]. In [24], the driver’s starting intentions
are defined as three modes, i.e., slow start, normal start and
fast start, and the statistical law of the accelerator opening
is set as the input of the back propagation NN (BPNN).
In [25], a BPNN model is developed to predict the lane
change intention. Numerical results show that the accuracy
of predicting the lane change 1.5 seconds ahead of time is
85.44%. Since the driving intention is a continuous process,
traditional NNs usually cannot consider the time series infor-
mation therein, and may result in unsatisfactory and even
wrong identification result. Recurrent NN (RNN) can use its
internal state to process sequences of inputs, and is therefore
suitable for driving intention identification. In [9], a RNN
based algorithm is proposed to predict early driving intention
at intersections. In [26], a framework incorporating the RNN
and graphical model is introduced to predict the future lane
change manipulation of neighboring vehicles. Nonetheless,
traditional RNNs cannot deal with information with infinite
distances due to the disadvantage of gradient explosion.
Identification of driving intentions keeps challenging since
it cannot be conducted directly during driving and is iden-
tified only according to the driver’s operations and vehicle
status. In addition, the operations that constitute the driving
intention occur in a specific chronological order. In essence,
a major drawback of existing driving intention studies is
that they are usually subjected to influence of human factors
and do not consider the sequence information during driv-
ing. To overcome this defect, the long short-term memory
(LSTM) algorithm is adopted to identify the driving inten-
tions. LSTM is an improved RNN without any influences
from human factors. By adding a forgotten gate in each hid-
den layer to remember long term information, the LSTM can
avoid gradient explosion of the traditional RNN [27]–[29].
Traditional many-to-one architecture of LSTM takes a time-
series window of feature vectors as input and outputs a classi-
fication vector in the last time step of the time-series window.
In contrast, the sequence-to-sequence LSTM is capable of
holistically exploiting the inherent dependency and correla-
tion between the different sensor data captured at each time
step of real driving cycle segments [15]. Motivated by this,
in this study, the sequence-to-sequence LSTM network is
introduced to train the model with a variety of offline data
and then applied to identify the driving intention. To this
end, the training data is collected by the real vehicle test,
which is marked by acceleration, rapid acceleration, cruise,
deceleration and rapid deceleration through a series of data
preprocessing operation. The opening degree of the acceler-
ator pedal, vehicle speed and brake pedal force are selected
as characteristic parameters when training the LSTM model.
The remaining data are used to verify the accuracy of model
training. Numerical analysis results highlight the rational-
ity of the proposed LSTM algorithm. Additionally, to vali-
date applicability of the driving intention recognized by the
built algorithm, the identification results are implemented
to assist in developing a gear shift strategy. The simulation
results show that the gear shifting strategy incorporating
the proposed identification algorithm can conduct the shift
gear more reasonably and thus lead to better fuel economy,
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compared with that with the BPNN based identification
algorithm.
The main contribution of this study can be attributed to the
following two aspects: 1) the driving intention recognition
problem is defined as a time series classification problem,
and the intention of each step is identified by a sequence-to-
sequence LSTM classification model; and 2) the recognition
result of the driving intention is merged to facilitate the gear
shifting control. The results manifest that the comprehensive
shift strategy considering the LSTM recognition technique
lead to fewer shift actions and better fuel economy.
The remainder of the paper is structured as follows.
In Section II, the identification of the driving intention is
expressed as a time series classification problem, and the
structure of driving intention identification based on the
LSTM is proposed. The data-preprocessing algorithm is
introduced, and the LSTMmodel is established in Section III.
In Section IV, the simulation analysis is conducted, and the
recognition result based on LSTM is evaluated and compared
with that of BPNN. In addition, a comprehensive shifting
strategy based on the driving intention recognition result is
discussed in Section V. Section VI draws the main conclusion
of this study.
II. DRIVING INTENTION PROBLEM FORMULATION
The driver realizes his/her driving intention by manipulating
the accelerator pedal or brake pedal according to the road
condition and state of the vehicle. Consequently, the driving
intention can be identified by analyzing the acceleration and
braking pressure with combination of partial state parameters
of the vehicle. This study focuses on the driving intention in
the straight and flat road conditions, and the whole inten-
tion is divided into five discrete categories, i.e., accelera-
tion, rapid acceleration, deceleration, rapid deceleration, and
cruise, as listed in Table 1. Usually, the driving intention can
be expressed as a nonlinear function related to the vehicle
speed, accelerator pedal opening and brake pedal force:
I (t) = f (v(t), α(t), b(t)) (1)
where I (t) expresses the driving intention, v(t) is the vehicle
speed, α(t) indicates the accelerator pedal opening degree,
and b(t) is the brake pedal force at time t .
As discussed before, the driving information collected by
the sensor is essentially time series data and the simple
mapping formulated in (1) does not take into account the
relationship among time series samples, leading to instability
of the driving intention identification. To further consider
the time-varying characteristics, the identification of driving
intentions issue can be updated, as:
I (1, 2, · · ·, t) = f (x(1), x(2), · · ·, x(t)) (2)
where x(t) is the sample vector at time t , and equals:
x(t) =
 v(t)α(t)
b(t)
 (3)
TABLE 1. Classification of driving intentions.
FIGURE 1. Structure of a driving intention identification model.
Actually, the essence of identifying the driving intention
is determination of the intention category. It is a typical time
series pattern recognition problem correlating to the driver’s
subjective expectation.
The whole identification framework is shown in Fig. 1,
which shows that after determining the driving intention types
and feature variables, the data preprocessing is conducted
including the data collection, speed filtering and clustering
analysis. On this basis, the LSTM model is built and finally,
the driving intention is identified.
III. ESTABLISHMENT OF DRIVING INTENTION
IDENTIFICATION MODEL BASED ON LSTM
A. DATA PREPROCESSING
A vehicle equipped with a 7-speed DCT is tested to acquire
the driving data on a straight road. To simplify the problem,
this study focuses on investigation of the driving intention on
a flat road. The collected data mainly includes the vehicle
speed, opening degree of the accelerator pedal and brake
pedal force. These data are preprocessed with three main
steps to form a database before accessing to the LSTMmodel:
1) DIVISION OF DRIVING CYCLE SEGMENT
To eliminate impact of the data value of zero caused by
frequent stop on the model training, the data segment with
the velocity of zero is removed. The driving process of each
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FIGURE 2. Division of driving cycle segment.
test driver is divided into multiple segments, and each section
takes the speed of zero as the starting and ending point,
as shown in Fig. 2. The sampling frequency is 10 Hz, and
the whole testing cycle is divided into 130 segments in total,
each of which includes 300 to 5000 sampling points.
2) ACCELERATION PROCESSING
The acceleration of the vehicle can be calculated according
to derivation of the vehicle speed. However, direct derivation
of the vehicle velocity often generates certain noise of the
acceleration. By considering influences of sensor accuracy
and road condition on the vehicle speed and acceleration,
we employ the local weighted regression scatter smoothing
(LOWESS) filter to smooth the acceleration signal.
The LOWESS algorithm is a commonly smoothing filter,
of which the main idea is to take a point p as the center and
intercept a piece of data with the length of frac forward and
backward. For each piece of data segment, the weight func-
tion w is leveraged to conduct a weighted linear regression.
For all n sampling points, n weighted regression lines can be
generated, and the line connecting the center values of each
regression line expresses the LOWESS curve of this data. The
data length frac selected in this paper is 10, and the weight
function w is a cubic function, as:
w(p) =
{
(1− p3)3, for |p| < 1
0, for |p| ≥ 1 (4)
where p represents the sampling points that need to be fil-
tered. In this paper, it refers to the speed and derivation of the
vehicle speed.
The smoothing results of the vehicle acceleration is
described in Fig. 3. As can be seen, the filtered acceleration
curve is close to the original data and smoother than before.
3) DETERMINATION OF THE THRESHOLD OF RAPID
DRIVING OPERATION AND NORMAL DRIVING OPERATION
The driver’s manipulation is directly expressed by the open-
ing degree of the accelerating pedal and braking pedal, and
the steering wheel angle. The longitudinal acceleration of the
vehicle can fully reflect the driving intention on a straight line.
Based on the vehicle longitudinal dynamics model, when the
acceleration is zero and the velocity is not zero, we define
FIGURE 3. The filtering results of the vehicle acceleration.
FIGURE 4. Flowchart of K-means clustering algorithm.
now the vehicle is under the cruise state. However, during
the actual driving process, due to unevenness of the road sur-
face and sensitivity of the throttle opening degree, the driver
may have a certain range of fluctuation in the cruise. For
ease of handling it, the interval where the vehicle speed of
greater than 20 km/h and the absolute acceleration of less than
0.2 m/s2 is defined as the cruise action. The rapid and normal
acceleration / deceleration threshold values are decided by
means of the K-means algorithm.
The K-means algorithm is widely applied which features
fast convergence and simple calculation. The K-means algo-
rithm is an unsupervised learning method, and its calculation
flowchart is illustrated in Fig. 4. First, a category number
k (k >0) is given, then the distance between each sample
and the clustering center is calculated, and the sample to the
nearest cluster center is assigned. Next, the cluster center
and sample category are continuously adjusted, and all the
data are finally divided into k categories, which satisfy the
principle of high similarity between the same category and
least similarity among different classes. The similarity is
herein defined by the Euclidean distance, which is expressed
as:
dxy =
√√√√ n∑
i=1
(xi − yi)2 (5)
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FIGURE 5. (a) Threshold of acceleration and rapid acceleration; and
(b) threshold of deceleration and rapid deceleration.
where x denotes the sampling data of acceleration, y
expresses the cluster center, and n represents the number
of characteristic parameters of the clustering center. In this
paper, since the goal of clustering is to distinguish the rapid
operation from the normal action, the acceleration is selected
as the feature of the cluster and n equals 1.
The threshold of acceleration and rapid acceleration as well
as deceleration and rapid deceleration are determined accord-
ing to the K-means clustering algorithm, as shown in Fig. 5.
As can be found, the threshold of acceleration and rapid accel-
eration is set to 0.7 m/s2, and the threshold of deceleration
and rapid deceleration is imposed to be -1.1 m/s2. Through
the clustering of acceleration, the vehicle speed, accelerator
pedal opening and brake pedal force collected by the actual
vehicle is labeled, shown in Fig. 6, and different color denotes
different intention. As can be seen, during 0 to 40 s, the driv-
ing intention belongs to acceleration and rapid acceleration.
In this stage, the throttle opening degree gradually increases,
and the brake pedal force is always zero.
Similar to the definition of the driving cycle segment,
the driving intention segment is defined from the beginning
to the end of a certain interval, as shown in Fig. 6 (a). The
number of driving intention segments included in the marked
130 cycle segments is shown in Table 2. We can find that the
acceleration intention sections appear most frequently during
drivingwith a total number of 1848. The number of cruise and
deceleration sections is almost the same. In addition, the num-
bers of rapid acceleration and rapid deceleration sections
are relatively smaller, which is 656 and 557, respectively.
FIGURE 6. Labeled Data. (a) Speed; (b) opening degree of the acceleration
pedal; and (c) braking pedal force.
TABLE 2. Number of intention segment.
In summary, the driving intention segments marked includes
all possible situations and is suitable for training of the LSTM
model.
B. ESTABLISHMENT OF THE LSTM CLASSIFICATION
MODEL
The structure of a sequence-to-sequence LSTM for classifica-
tion consists of the input layer, LSTM layer, fully connected
(FC) layer, softmax layer and classification output layer. It is
necessary to mention that the LSTM layer consists of five
parts: a cell unit ct for storing the long-term state, a cell state
c˜t for describing the current input, and three gates including a
forget gate ft , an input gate it and an output gate ot . The gate
is essentially a FC layer, of which the input is a vector and the
output is a Boolean vector.
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The sequence sample data after preprocessing and its cor-
responding categories are the input and the desired output of
the LSTM classification model which can be expressed as:{
x(m) = (x1, x2, x3, · · ·, xN )
I (m) ∈ {1, 2, 3, 4, 5} (6)
where x(m) denotes the time series sample of themth segment,
xN expresses the sample vector at step N , and I (m) represents
the category of x(m).
The data on the structure are transmitted between layers by
regulating the weight vectors, bias terms and transfer function
of the neurons within each layer. Therefore, determination
of the weights, biases and transfer functions becomes the
key procedure for training the algorithm. Assuming that the
sample vector at time t is xt , the steps for training the LSTM
model can be detailed as follows:
1) Load the time series sample vector xt :
xt =
 v(t)α(t)
b(t)
 (7)
2) Determine the information of cell states that needs to be
abandoned. By supposing that the input of this step is xt and
the output of the previous LSTM layer is ht−1, the output ft
can be expressed as:
ft = σ (wf [ht−1, xt ]+ bf ) (8)
where wf and bf denote the weight vector and the bias term
of forget gate ft ; and σ is the sigmoid function.
3) Select what information needs to be stored in the new
cell unit ct . First, the sigmoid layer it decides which values
needs to be updated. Then, the tanh layer creates a vector
c˜t of new candidate values. Next, these two procedures are
combined to update the old cell unit ct−1 to a new cell unit
ct , as: 
it = σ (wi · [ht−1, xt ]+ bi)
c˜t = tanh(wc · [ht−1, xt ]+ bc)
ct = ft · ct−1 + it · c˜t
(9)
where wi and wc denote the weight vector of input gate it and
cell unit of the current time c˜t , respectively; and bi and bc
express the bias of the corresponding gate.
4) Update the hidden state ht and calculate the output
gate ot : {
ot = σ (wo · [ht−1, xt ]+ bo)
ht = ot · tanh(ct ) (10)
where wo and bo denote the weight vector and bias term of
output gate ot , respectively. Actually, steps 2) to 4) constitute
the training process of the LSTM layer, and Fig. 7 shows
the flowchart of time series data with three driving feature
quantities trained in the LSTM layer [30].
5) Transmit the output of the LSTM layer to the FC layer.
The main purpose is to convert the previous output into
FIGURE 7. Flow of time series data in the LSTM layer.
the identified intention, and the output is the score of each
category zj, as:
zj = wj · x(t)+ bj (11)
where wj and bj denote the weight vector and bias of cate-
gory j, respectively. Since the driving intentions are divided
into five categories, the size of the full connection layer is
five.
6) Take the output of the FC layer as input and determine
the probability of each category on all possible target classes,
we can get:
yˆj = softmax(zj) = e
zj∑c
j=1 ezj
(12)
where zj is score of category j, and c is the number of
categories and equals 5 in this study.
7) Finally, achieve the recognition and obtain the identifi-
cation result It with highest probability.
Since the adaptive moment estimation (ADAM) is a first-
order optimization algorithm that iteratively updates neural
network weights based on the training data [31], it is conse-
quently herein introduced to specify an initial learning rate
of 0.01, and then the learning rate was lowered by a default
factor of 0.1 after 20 periods. To prevent gradient explosion,
we set the gradient threshold to 1. Subsequently, the gradient
decay factor and squared gradient decay factor are set to
0.9 and 0.999, respectively. When training the LSTM model,
all the above setting process is repeated, and all the weight
vectors and bias terms need to be updated periodically.
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FIGURE 8. (a) Speed; (b) acceleration pedal opening; (c) brake pedal
force; and (d) recognition result of driving intention.
IV. SIMULATION AND ANALYSIS
The simulation validation is divided into two parts. First, the
effectiveness of the LSTM based driving intention recogni-
tion model is analyzed. Then, the driving intention recogni-
tion result of the LSTM model is compared with that of the
BPNN model.
A. ANALYSIS OF EFFECTIVENESS OF DRIVING INTENTION
RECOGNITION MODEL BASED ON LSTM
In this paper, 116 driving cycle segments are used for training
the model and the remaining 14 segments are implemented to
validate the LSTM model. The driving intention is identified
with a time step of 0.1 s and the time window is chosen to
be 1 s. Thus, the main intention of these 10 steps represents
that of the entire sequence. Here, we employ the majority
voting method, rather than the prediction result of each time
step, to determine the sequence intention, and meanwhile to
avoid the influence induced by the prediction error of each
interval. The recognition result is shown in Fig. 8.
Figs. 8 (a), (b) and (c) show the speed, opening degree of
the accelerator pedal and brake pedal force within 100 sam-
pling points of a certain segment. It can be found that the
opening degree of the accelerator pedal decreases from 30%
to 0 in 2 s, and the brake pedal force is always 0 in this
period; after 2 s, the throttle opening degree is 0, and the brake
pedal force gradually increases. As can be seen in Fig. 8 (d),
the driving intention recognition result changes from accel-
eration to cruise after 2 s. Then, it keeps deceleration during
FIGURE 9. Structural sketch of the BPNN.
2 to 4 s. In the following, the intention becomes rapid decel-
eration after 4 s. However, in the last second, the deceleration
is mistakenly recognized as a rapid deceleration.
B. COMPARISON OF RECOGNITION RESULTS
To evaluate the performance of the proposedmethod, the con-
fusion matrix of each class is selected, and the overall accu-
racy and precision are employed as evaluation indicators [32].
The confusion matrix is a popular manner to evaluate the
performance of machine learning algorithms. It is a square
matrix, whose dimension equals the category numbers [33].
For i, j ∈ {1, ...,Nc}, supposing that Mij and Cj represent the
element of confusion matrix and sample set from the class j,
and h(Ik ) expresses the identification output of the sample Ik ,
we can attain:
Mij =
∣∣{Ik ∈ Cj : h(Ik ) = i}∣∣
Accuracy =
Nc∑
j=1
Mij/
Nc∑
j=1
∣∣Cj∣∣
Precision(i) = Mii/
Nc∑
j=1
Mij
(13)
To compare the performance of the proposed algorithm,
the BPNN method is also introduced to conduct the driving
intention identification. BPNN is a typical NN consisting of
an input layer, a hidden layer and an output layer. The number
of neurons in the input and output layer is the same as the
dimension of the input and output data, and the structure
is shown in Fig. 9. In this paper, the input data includes
the accelerator pedal opening degree, brake pedal force, and
vehicle speed; and the output is the driving intention.
Table 3 shows the confusion matrix of two algorithms for
a specific driving segment. Confusion matrix is a standard
format for the accuracy evaluation. In general, accuracy is
an assessment of the overall correctness of the classifier, and
precision is an evaluation of the correct rate for a certain
category. The recognition accuracy and average precision of
LSTM is 92.5% and 94.6%, while that of BPNN is only
80.4% and 83.1% as a contrast. It can be found that the
acceleration intention is easily identified as the rapid acceler-
ation by both algorithms, whereas a small part is identified
as the cruise intention by the BPNN algorithm. A small
portion of the rapid acceleration intention is identified as
acceleration; and the cruise intention is easy to be recognized
VOLUME 7, 2019 128599
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TABLE 3. Confusion matrix.
FIGURE 10. Accuracy of recognition results.
as acceleration and deceleration. In addition, some deceler-
ation is misrecognized as cruise and the rapid deceleration
intention is partly identified as the deceleration intention by
the BPNN algorithm. It is necessary to mention that none of
the deceleration and rapid deceleration is misidentified by the
LSTM algorithm. In summary, we can find that the proposed
LSTM method suggests higher precision in comparison with
the BPNN.
The overall accuracy of the recognition result based on the
two algorithms is compared in Fig. 10. It can be easily found
that among the 14 driving cycle segments, the highest recog-
nition accuracy of LSTM is 95.36%, and the number of
sampling points is 646. Nonetheless, BPNN only shows the
highest accuracy of 84.04% at the sampling point of 564.
However, as can be calculated from Fig. 9, the overall aver-
age accuracy of the LSTM reached 89.11%, which is around
20% higher than that of the BPNN, verifying its feasibility.
In the next step, a case study in optimization of the gear
shifting is investigated to extend application of the proposed
identification algorithm.
V. A CASE STUDY IN OPTIMIZATION OF SHIFTING
STRATEGY
Nowadays, more and more vehicles are equipped with
dual clutch automatic transmissions (DCTs) to improve the
FIGURE 11. Schematic diagram of the vehicle.
transmission efficiency and fast shifting response, wherein
the shifting strategies can show an important influence
on vehicle dynamic performance and fuel economy. Many
researches with respect to the shift schedule design and opti-
mization have been widely investigated. In [34], an intel-
ligent shifting strategy is proposed which is comprised of
three schemes, i.e., the dynamic shifting strategy for uphill,
safety scheme for downhill and economic rules for gentle
slopes. In [35], the fuzzy decision of shifting time and model-
based torque coordinating control strategy are simultaneously
conducted in terms of different driving intention. In [36],
the optimal gear shifting strategy of EVs is developed by
solving a nonlinear time-varying optimal problem, wherein
the equivalent energy consumption including motor power
and travelling distance is chosen as the objective function.
Currently, most of commercial cars equipped with DCTs
conduct the gear shifting by considering two typical param-
eters, i.e., the vehicle speed and throttle opening. However,
these strategies require stable driving actions, and sudden
change of the driver’s intention and dramatic variation of the
throttle opening may easily lead to frequent, accidental, cir-
cular, and undesired shift. It is imperative to devise a compre-
hensive shifting strategy incorporating the driver’s intention,
thereby tuning the DCT into the optimal gear according to
the requirement and thus improving the vehicle’s dynamic
performance and fuel economy. However, the traditional two-
parameter based strategy can be considered as the benchmark
for evaluating control performance of the newly designed
shifting strategy.
A. TRADITIONAL SHIFTING STRATEGY
To investigate the shifting strategy, a conventional engine-
powered vehicle is simulated, shown in Fig. 11, and it mainly
consists of an engine, a clutch as well a DCT. We applied
an interpolation model to describe the nonlinear relationship
among the engine fuel rate, engine torque, throttle opening
and engine speed. The engine torque under different throttle
opening and speed can be determined, as shown in Fig. 12 (a).
In addition, the engine fuel rate with respect to different
torque and speed is calibrated, as illustrated in Fig. 12 (b). By
applying the interpolation-fitting algorithm, the engine torque
and engine fuel consumption can be calculated. The basic
parameters of the vehicle are listed in Table 4. Fig. 13 shows
the traditional shifting strategy based on two typical param-
eters for the studied 7-speed DCT. Fig. 13 (a) describes
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FIGURE 12. Engine map. (a) Engine torque map; and (b) engine fuel
consumption map.
FIGURE 13. Shifting strategy. (a) For optimal power performance; and
(b) for optimal fuel economy.
the strategy for optimal power performance, and Fig. 13 (b)
shows the target of optimal fuel economy.
B. COMPREHENSIVE SHIFT STRATEGY BASED ON
DRIVING INTENTION RECOGNITION RESULTS
After identifying the driving intention, the corresponding
shifting strategy can be designed to verify the effect of driving
TABLE 4. Basic parameters of the vehicle.
FIGURE 14. The shifting process when acceleration.
intention recognition in the gear shifting decision process.
In normal acceleration stage, we adopt the shifting principle
of targeting the preferable driving dynamics. However, it is
imperative to note that since now the driving intention can be
accurately identified, the properly delayed downshift can lead
to unnecessary repetitive shifting action; and in this manner,
the driving comfort can be ensured and meanwhile the fuel
economy can be improved to a degree. Fig. 14 details the
gear shifting process, and we can observe that the vehicle
originally drives with the fourth gear and needs to change to
the third gear once the acceleration is activated, as shown in
the line AB. When the throttle opening is stable, the vehicle
speed increases slowly and the gear ratio would cross the
upshift line. As the line BC indicates, the vehicle is stepped
into the fourth and fifth gear. As such, the vehicle shifts
frequently with the price of loss of dynamic performance and
comfort. On the other hand, when the engine speed and the
throttle opening are determined, the fuel consumption is a
certain value; however, the vehicle speed may be different
due to different gear ratios. Certainly, lower gear may lead
to lower vehicle speed, and the total fuel consumption with
the lower gear in a fixed driving distance is more than that
with the higher gear because of longer driving duration.
In this context, if the algorithm can facilitate the delay of
downshift in acceleration, the frequent shifting phenomenon
can be avoided, and simultaneously the fuel consumption
can be possibly reduced from this point of view. In addition,
the optimal power performance and fuel economy should be
traded off when designing the strategy [37].
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TABLE 5. The value of the shift line correction factor.
Similarly, for the rapid acceleration, the shift strategy for
the optimal power performance should be adopted as the
predominant target. For the cruise process, the current driv-
ing state should be kept, and the gear position does not
need to change. In terms of deceleration, the upshift should
be avoided, and the downshift strategy should be balanced
between the optimal power performance and fuel economy.
With respect to the rapid deceleration, since the driver prefers
stopping as soon as possible, the upshift should be prohibited
and the main target of the downshift strategy should be the
optimal power performance.
According to the identification result of driving intention,
the comprehensive shift strategy is developed by interpolating
between the shift line for the optimal power performance and
fuel economy to adapt to different driving intentions. The
correction can be formulated as:{
vup = αup · vupE + βup · vupP
vdown = αdown · vdownE + βdown · vdownP
(14)
where vup and vdown denote the modified upshift and down-
shift line, respectively; and vupE , v
down
E , v
up
P and v
down
P are
upshift line and downshift line for optimal power perfor-
mance and fuel economy, respectively. αup, βup, αdown and
βdown express the correction factor of the upshift line and
downshift line. Their detailed values are shown in Table 5.
C. SIMULATION ANALYSIS OF COMPREHENSIVE
SHIFTING STRATEGY BASED ON RESULTS OF DRIVING
INTENTION RECOGNITION
The studied vehicle is modeled, and a driving segment of
around 400 s in the WLTC cycle is selected to validate
the gear shifting performance. To achieve the target speed
in the specific driving segment, the driver controller of the
PID algorithm is introduced to regulate the vehicle speed
and throttle opening degree. The main function of the driver
model is to simulate his/her operation and control of opening
degree of the accelerator pedal and braking pedal as well
as the steering wheel angle. Since this study only considers
the longitudinal motion of the vehicle, as shown in Fig. 15,
the cycle velocity is regarded as the controlling target regu-
lated by the PID controller. Since the parameters may show a
great influence on the tracking precision, the three parameters
of the controller are respectively set to 15, 12 and 0 after trail-
and-error. The actual vehicle speed and accelerator opening
degree of the driving cycle segment obtained by the driver
FIGURE 15. The driver model.
FIGURE 16. (a) Actual speed and target speed; and (b) throttle opening
degree.
model is depicted in Fig. 16. As can be seen, the controller can
enable the vehicle to track the target speed with satisfactory
precision.
To analyze the influence of driving intention recognition
results based on the comprehensive shift strategy, the recog-
nition results of LSTM and BPNN are respectively employed
for the gear shifting decision. The driving intention recogni-
tion process is shown in Fig. 17, and the simulated vehicle
speed, accelerator opening and brake pedal force are sent to
the trained LSTM model for the driving intention identifica-
tion.
Fig. 18 shows the driving intention recognition results of
proposed LSTM method and BPNN method for comparison.
As can be seen, most of the recognition results of the two
algorithms are the same. The selected WLTC cycle segment
is simulated by the traditional shift strategies based on two
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FIGURE 17. Process of driving intention identification.
FIGURE 18. Driving intention recognition results of LSTM and BPNN.
typical parameters, as shown in Fig. 19 (a). The economic
shift strategy is mainly to gain the optimal economic per-
formance; by contrast, the dynamic shift strategy is to attain
the optimal driving performance. As a result, with the same
vehicle speed and accelerator pedal opening degree, the eco-
nomic shift strategy tends to select a higher gear; however,
the corresponding number of shifts can increase at the price
of discounting the driving comfort.
Fig. 19 (b) shows the simulation results of the shift strategy
based on LSTM and BPNN driving intention recognition
results. During 0 to 40 s, the vehicle speed and the throttle
opening gradually increases and then decreases, as shown
in Fig. 16 (a). According to the economic shift strategy,
the gearbox is gradually upgraded to the sixth gear and
then lowered to the first gear. After considering the driving
intention, the number of shifts is reduced. During 55 s to
105 s, the economic and dynamic strategy conducts shifts
frequently among 2, 3 and 4 as well as 4, 5 and 6, respectively.
The driving intention recognition result of LSTM is cruise
and deceleration process at this stage. Since the compre-
hensive shifting strategy limits the upshift operation under
the deceleration intention, the frequent shifting phenomenon
is significantly reduced. Although BPNN recognizes the
intention of cruise and deceleration, it also includes partial
FIGURE 19. (a) Simulation results of traditional shift strategy; and
(b) Simulation results of comprehensive shift strategy.
TABLE 6. Number of shifts and fuel consumption for different shift
strategies.
recognition of acceleration, resulting in redundant upshift
operations.
The engine fuel consumption is simulated, and the fuel
consumption under the three shift strategies is compared
in Table 6. It can be observed that after taking into account
the driving intention, the shifting strategy can effectively
reduce the number of shifts and achieve a better fuel economy
simultaneously. By comparing the number of shifts based on
the economy strategy, the comprehensive strategy can lead
to a decrement of the shift number by 65.1% and 25.6%,
respectively. Compared with the dynamic shifting strategy,
the intention cognitive strategy can obviously reduce the
fuel consumption. In summary, the proposed LTSM intention
algorithm can be beneficial for improving the vehicle overall
performance to a large extent. Therefore, the effectiveness of
the proposed driving intention identification method applied
in the shifting strategy is verified.
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VI. CONCLUSION
This paper proposes a real-time driving intention identifica-
tion method based on the LSTM network. Firstly, the driving
intention identification problem is transformed into a time
series classification issue. Then, the data collected by the
vehicle test is marked by the K-means clustering method.
Afterwards, the LSTM is applied to identify the driving
intention with higher accuracy, in comparison with the tradi-
tional BPNN, thus verifying its feasibility. A comprehensive
shifting strategy based on the driving intention recognition
algorithm is developed. The simulation results manifest that
the shifting strategy based on the LSTM recognition result
can effectively reduce the number of shifts, and meanwhile
significantly improve the fuel economy.
Next step work will focus on validation based on the
hardware-in-the-loop platform and real vehicle test to further
improve its real-time performance of the proposed algorithm.
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