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Estimates of oscillatory integrals with stationary phase
and singular amplitude:
Applications to propagation features for dispersive
equations
Florent Dewez∗
Abstract
In this paper, we study time-asymptotic propagation phenomena for a class of
dispersive equations on the line by exploiting precise estimates of oscillatory integrals.
We propose first an extension of the van der Corput Lemma to the case of phases
which may have a stationary point of real order and amplitudes allowed to have
an integrable singular point. The resulting estimates provide optimal decay rates
which show explicitly the influence of these two particular points. Then we apply
these abstract results to solution formulas of a class of dispersive equations on the
line defined by Fourier multipliers. Under the hypothesis that the Fourier transform
of the initial data has a compact support or an integrable singular point, we derive
uniform estimates of the solutions in space-time cones, describing their motions when
the time tends to infinity. The method permits also to show that symbols having a
restricted growth at infinity may influence the dispersion of the solutions: we prove
the existence of a cone, depending only on the symbol, in which the solution is time-
asymptotically localized. This corresponds to an asymptotic version of the notion of
causality for initial data without compact support.
Mathematics Subject Classification (2010). Primary 35B40; Secondary 35S10, 35B30,
35Q41, 35Q40.
Keywords. oscillatory integral, van der Corput Lemma, dispersive equation, frequency
band, singular frequency, space-time cone, (optimal) time-decay rate.
0 Introduction
The time-asymptotic behaviour of solutions of dispersive equations depends strongly
on the initial datum and certain phenomena may be exhibited by considering well-chosen
sets of initial data. Following this idea, the aim of this paper is to exhibit propagation
patterns for dispersive equations by choosing initial data in a bounded frequency band, i.e.
their Fourier transform has a support contained in a bounded interval, or having a singular
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frequency, i.e. an integrable singular point of their Fourier transform. The method we
propose is based on a careful application of precise estimates of oscillatory integrals with
respect to a large parameter.
Such estimates can be obtained by employing the van der Corput Lemma [13, Prop.
2, Chap. VIII] which exhibits in particular the decay rates of oscillatory integrals when
the large parameter tends to infinity. Let us mention that this lemma and certain of its
adaptations have been exploited in the literature to study solutions of evolution equations
(see for example [2], [6] or [10]). In the present paper, we provide an extension of this
lemma to the case of amplitude functions which may have an integrable singular point in
the bounded integration interval in view of the above mentioned applications. Moreover,
our extension covers also the case of phase functions having a stationary point of real order.
The resulting estimates show in an explicit way the influence of the order of the stationary
point and of the strength of the singular point on the decay.
These abstract results are then exploited to study the time-asymptotic behaviour of
solutions of a family of dispersive equations defined by Fourier multipliers, permitting to
cover especially equations of different nature like Schro¨dinger-type or hyperbolic equations.
By applying our extension of the van der Corput Lemma to the Fourier solution formulas in
well-chosen space-time cones, we show an asymptotic localization of the solutions produced
by the restriction to bounded frequency bands, permitting especially to describe their time-
asymptotic motions, and an effect of the singular frequency on the time-decay rate. We
derive in particular an L∞-norm estimate with optimal decay rate for the solution of the free
Schro¨dinger equation on the line with initial data having a singular frequency, completing
the results obtained in [4].
Finally our method permits to show that, under certain restrictions on the growth of
the symbol at infinity, the solution tends to be localized in a cone which depends on the
symbol only. An illustration of this phenomenon is provided in the setting of the Klein-
Gordon equation on the line: we prove that the solution tends to be localized in the light
cone issued by the origin when the time tends to infinity, even in the case of initial data
which are not compactly supported in space. This last result can be interpreted as an
asymptotic version of the notion of causality for such initial data.
1 Motivation and history
To explain the interest of considering initial data in bounded frequency bands or ha-
ving singular frequencies, let us give some physical explanations in the setting of the free
Schro¨dinger equation on the line, namely,{ [
i ∂t + ∂xx
]
uS(t) = 0
uS(0) = u0
, (1)
where t > 0. In terms of Quantum Mechanics, the spatial position of a free particle with
respect to time is described by the solution of the free Schro¨dinger equation (1) under the
condition u0 ∈ L2(R); in this case, the solution is called the wave function of the particle.
Moreover the solution is formally given by a wave packet of the form
uS(t, x) =
1
2pi
∫
R
Fu0(p) e−itfS(p)+ixp dp , (2)
2
where fS(p) := p
2 and Fu0 is the Fourier transform of u0. Now suppose that the initial
datum u0 is localized around a certain frequency p ∈ R, meaning that the particle at the
time t = 0 has a momentum localized around p: for example, one may consider a function
u0 ∈ S(R) such that its Fourier transform attains its maximum at p and has a support
contained in [p − ε, p + ε], where ε > 0 is small. By rewriting the expression of fS(p) as
follows,
fS(p) = fS(p) + f
′
S(p)(p− p) +
1
2
f ′′S(p)(p− p)2 = p2 + 2 p(p− p) + (p− p)2 ,
one obtains
uS(t, x) = e
−itp2+ixp 1
2pi
∫ p+ε
p−ε
Fu0(p) e−it
(
2p(p−p)+(p−p)2
)
+ix(p−p) dp =: e−itp
2+ixpE(t, x) ,
where E(t, x) is actually called the envelope of the wave packet: this factor contains the
information on the position of the free particle. To describe roughly the motion of the
envelope, one may proceed as follows: since the quadratic term (p−p)2 is small as compared
with (p − p) for p close to p, it can be neglected in the expression of E(t, x). Hence an
approximation E˜(t, x) of the envelope E(t, x) is given by
E˜(t, x) =
1
2pi
∫ p+ε
p−ε
Fu0(p) ei(p−p)(−2tp+x) dp .
Then we observe that this approximation is constant on the space-time half-line (or space-
time direction) x
t
= 2 p = f ′S(p). Hence this approach indicates that the particle travels
mainly at the speed f ′S(p), which is actually called the group velocity of the wave packet (2).
The above physical approach indicates that initial data having a certain localization in
the frequency space may be useful to describe propagation features. Our aim is to establish
rigorously such results by considering initial data which verify certain hypotheses on their
Fourier transform:
1.1 Definition. Let p1, p2 and p˜ be three finite real number such that p1 < p2.
i) A tempered distribution u0 on R is in the bounded frequency band [p1, p2] if and only
if its Fourier transform Fu0 is a complex-valued function such that
suppFu0 ⊆ [p1, p2] .
ii) A tempered distribution u0 on R has a singular frequency at p˜ if and only if its
Fourier transform Fu0 is a complex-valued function and p˜ is an integrable singular
point of Fu0.
Let us explain such hypotheses and their consequences in the setting of the free Schro¨dinger
equation. An initial datum u0 ∈ L2(R) in a bounded frequency band [p1, p2] means that
the particle at the time t = 0 has a momentum localized in the interval [p1, p2], but not
necessarily around a particular value. According to the above approach, it does not seem
possible to define in a rigorous way a group velocity for the resulting wave packet (2)
representing the solution of the free Schro¨dinger equation (1). However we observe that
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the wave packet has many frequency-components travelling at different speeds between
f ′S(p1) and f
′
S(p2), permitting to keep information on its motion: roughly speaking, one
expects that the front of the wave packet moves at the speed of the fastest components
while the back moves at the speed of the slowest ones, stretching out the envelope of
the wave packet over time. In other words, one expects that the solution of equation (1)
with an initial datum in a frequency band [p1, p2] is mainly localized in an interval of the
form
[
f ′S(p1) t, f
′
S(p2) t
]
for sufficiently large t > 0, describing the motion of the associated
particle.
The presence of a singular frequency for an initial datum can be interpreted as a con-
centration of the momentum of the initial particle around this value. As above, defining
in a precise way a group velocity for the resulting wave packet (2) in the present case is
not necessarily possible since the support of Fu0 is not required to be centered at the
singular frequency or to be bounded. Nevertheless the strong accumulation of components
travelling almost at the same speed is expected to affect the dispersion: these components
need a longer time before being dissociated, diminishing in particular the time-decay rate
of the solution.
Let us also mention that the notion of bounded frequency band can be exploited to
study the case of general initial data, that is to say initial data which are not necessarily
in frequency bands. To do so, one can employ the following decomposition of a general
initial datum u0:
u0 =
∑
k∈K
F−1χIk Fu0 =:
∑
k∈K
u0,k ,
where K is a subset of Z, {Ik}k∈K is a family of bounded intervals such that⋃
k∈K
Ik = R , ∀ k 6= l Ik ∩ Il = ∅ ,
and χIk is the characteristic function of the interval Ik. Let us remark that the term u0,k
is the component of u0 in the bounded frequency band Ik. It turns out that the solution
of the free Schro¨dinger equation (1) with a general initial datum u0 is actually the infinite
sum of solutions of the same equation but with initial data given by u0,k. Hence estimates
of the solution can be derived from a precise study of each term of the infinite sum but, due
to the superposition of all the bands Ik, the above mentioned localization of the solution
for sufficiently large time may disappear.
In the paper [4], we established in a rigorous way results describing the motion of the
solution of equation (1) when the time tends to infinity. Our approach is based on the
above physical ideas and so we considered initial data satisfying the following condition:
Condition (C1[p1,p2],µ). Fix µ ∈ (0, 1] and let p1 < p2 be two finite real numbers.
A tempered distribution u0 on R satisfies Condition (C1[p1,p2],µ) if and only if Fu0 is a
complex-valued function which verifies suppFu0 ⊆ [p1, p2] and
∀ p ∈ (p1, p2] Fu0(p) = (p− p1)µ−1 u˜(p) ,
where u˜ ∈ C1([p1, p2],C) and u˜(p1) 6= 0.
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Let us note that an initial datum verifying this condition is in the frequency band [p1, p2]
and has a singular frequency at p1. Inspired by the paper [5], the method used in [4]
consists in expanding the solution formula (2) to one term in certain space-time cones of
the form
C(a, b) :=
{
(t, x) ∈ (0,+∞)× R
∣∣∣ 2 a < x
t
< 2 b
}
, (3)
by applying a stationary phase method. Hence we improved first the version of the sta-
tionary phase method of A. Erde´lyi [9, Section 9] in order to obtain lossless error estimates
for asymptotic expansions of oscillatory integrals. By applying then this refined method to
the solution formula (2), we proved in Theorem 5.2 of [4] that the preponderant time-decay
rate of the solution is given by t−min{µ,
1
2
} inside cones of the type C(p1+ ε, p2), where ε > 0
is sufficiently small, and by t−µ in cones which are outside C(p1, p2) according to Theorem
5.4. In particular in the L2-case, namely when µ > 1
2
, the decay outside the cone C(p1, p2)
is faster than inside, showing that the solution tends to be localized in the cone given
by the frequency band when the time tends to infinity: this proves that the associated
particle travels mainly in the interval [2p1 t, 2p2 t] =
[
f ′S(p1) t, f
′
S(p2) t
]
. Moreover Theorem
5.6 and Theorem 5.7 of [4] emphasize the influence of the singular frequency on the decay:
they show not only that the time-decay rate is diminished by the presence of the singular
frequency p1 but also that it seems to be slower in regions close to the space-time direction
defined by x
t
= 2 p1. In Theorem 5.6, we expanded the solution to one term on
x
t
= 2 p1,
furnishing the slow time-decay rate t−
µ
2 ; in Theorem 5.7, we established uniform and op-
timal estimates in curved space-time regions, depending on a parameter, along x
t
= 2 p1.
The slow decay rate t−
µ
2 is arbitrarily approached by a suitable choice of the parameter.
The last results confirm the previous physical explanations: the time-decay rate is indeed
diminished because of the concentration of components which travel at different speeds
close to 2 p1 = f
′
S(p1).
The method employed in [4], based on expansions to one term, is very precise locally in
space but it does not permit to cover certain regions and hence to obtain uniform estimates
in the whole space-time. This is due to the fact that the first terms and the remainders
of the expansions given by the stationary phase method are not uniformly bounded with
respect to the position of the stationary point in the case of singular amplitudes, whereas
this is the case for the solution itself when u0 satisfies Condition (C1[p1,p2],µ).
2 Main results and references
The aim of the present paper is to exhibit propagation features for certain dispersive
equations, not by using asymptotic expansions as in [4] but by creating a (rougher in a
sense but closely related) method based on van der Corput type estimates, in other words
estimates of the modulus of oscillatory integrals. This approach permits to avoid the
blow-up of the expansions occurring in [4] and hence to give uniform estimates in space-
time cones as well as in the whole space-time, completing the results in [4]. Moreover the
explanations on wave packets given in the preceding section are not specific to the free
Schro¨dinger equation and so, we propose in the present paper to consider the following
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class of dispersive equations on the line, including the Schro¨dinger setting:{ [
i ∂t − f
(
D
)]
uf(t) = 0
uf(0) = u0
, (4)
for t > 0, where the symbol f of the Fourier multiplier f(D) is supposed to satisfy f ′′ > 0.
Note that equation (4) may not only describe physical phenomena, as in the Schro¨dinger
setting, but also may be viewed as an intermediate equation which may appear when re-
ducing higher order in time hyperbolic equations to first order equations (see for example
Remark 5.6).
Before establishing results on the time-asymptotic behaviour of the solution of equation
(4), we study oscillatory integrals with respect to a large parameter ω of the type∫ p2
p1
U(p) eiωψ(p) dp , (5)
in Section 3. The amplitude U : (p1, p2] −→ C may be singular at p1: we suppose that it
is factorized as
∀ p ∈ (p1, p2] U(p) = (p− p1)µ−1 u˜(p) , (6)
where µ ∈ (0, 1] and u˜ : [p1, p2] −→ C is called the regular factor of the amplitude. The
phase function ψ : I −→ R, where I is an open interval containing [p1, p2], is allowed to
have a stationary point p0 of real order; more precisely, we suppose the factorization
∀ p ∈ I ψ′(p) = |p− p0|ρ−1 ψ˜(p) , (7)
where ρ ∈ R is larger than 1 and ψ˜ : I −→ R, which satisfies ∣∣ψ˜∣∣ > 0 on [p1, p2], is called
the non-vanishing factor of the phase. For example, smooth functions with vanishing first
derivatives are included. The idea of supposing these factorizations, which are well suited
for the formulation of the results of this paper, has been inspired by [9].
The first part of Section 3 is devoted to the case of a phase function having a stationary
point p0 which is either inside or outside the interval of integration. In both cases, we
furnish an estimate which is uniform with respect to the position of p0, with explicit
dependence of the decay rate on the order of the stationary point and on the strength
of the singular point, thanks to a combination of the classical methods (see for example
[13]) with the above well-adapted factorizations of the phase and of the amplitude. This
provides an extension of the classical van der Corput Lemma:
2.1 Theorem. Let ρ > 1, µ ∈ (0, 1] and choose p0 ∈ I. Suppose that the functions
ψ : I −→ R and U : (p1, p2] −→ C satisfy Assumption (Pp0,ρ) and Assumption (Ap1,µ), res-
pectively. Moreover suppose that ψ′ is monotone on
{
p ∈ I ∣∣ p < p0} and {p ∈ I ∣∣ p > p0}.
Then we have ∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 C(U, ψ)ω−µρ ,
for all ω > 0, and the constant C(U, ψ) > 0 is given in the proof.
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See Theorem 3.8 for a complete statement. Assumption (Ap1,µ) and Assumption (Pp0,ρ)
are satisfied if and only if the functions U and ψ verify equalities (6) and (7) respectively,
with additional hypotheses on the regularity of u˜ and ψ˜.
In the second part of Section 3, we suppose the absence of a stationary point inside [p1, p2].
Thus, if the phase has a stationary point, then it is outside the integration interval; in this
case, the decay rate is better than the one obtained in Theorem 2.1, but the estimate is
not uniform with respect to the position of the stationary point. In the applications, this
result is essential to exhibit localization phenomena of the solution of (4) in space-time
cones when the time tends to infinity.
Let us remark that all the decay rates provided in Section 3 are proved to be optimal. This
optimality is a consequence of [4], which gives asymptotic expansions to one term of the
oscillatory integral.
In Section 4, we study the time-asymptotic behaviour of solutions of equation (4). To
exploit the physical ideas given in the preceding section and deduce spatial information,
we consider the Fourier solution formula:
uf(t, x) =
1
2pi
∫
R
Fu0(p) e−itf(p)+ixp dp , (8)
which permits the application of the results of Section 3 thanks to a rewriting as an
oscillatory integral with respect to time, inspired by [4].
To explain the results obtained in this section, let us give the definition of a space-time
cone related to a symbol f , extending the definition of the cone C(a, b) given in (3) and
adapted to the study of the free Schro¨dinger equation:
2.2 Definition. Let a < b be two real numbers (eventually infinite) and let f : R −→ R
be a C∞-function. We define the space-time cone Cf (a, b) as follows:
Cf(a, b) :=
{
(t, x) ∈ (0,+∞)× R
∣∣∣ f ′(a) < x
t
< f ′(b)
}
.
Let Cf (a, b)
c be the complement of the cone Cf(a, b) in (0,+∞)× R .
We note in particular that C(a, b) = CfS(a, b) where fS(p) = p
2. Firstly we furnish uniform
estimates of the solution (8) for initial data satisfying Condition (C1[p1,p2],µ) in arbitrary
large space-time cones containing Cf (p1, p2) as well as in their complements:
2.3 Theorem. Suppose that u0 satisfies Condition (C1[p1,p2],µ) and choose two finite real
numbers p˜1 < p˜2 such that [p1, p2] ⊂ (p˜1, p˜2) =: I˜. Then we have
• ∀ (t, x) ∈ Cf(p˜1, p˜2)
∣∣uf(t, x)∣∣ 6 c(u0, f) t−µ2 ;
• ∀ (t, x) ∈ Cf(p˜1, p˜2)c
∣∣uf(t, x)∣∣ 6 cI˜(u0, f) t−µ .
All the constants are given in the proof and the two decay rates are optimal.
See Theorem 4.3 for a complete statement. This result highlights the localization phe-
nomenon produced by the bounded frequency band [p1, p2] as explained in the preceding
section in the Schro¨dinger case. In particular, it permits to derive an L∞-norm estimate
of the solution for initial data satisfying Condition (C1[p1,p2],µ).
To study the influence of a singular frequency p1 of order µ − 1 in regions containing the
space-time direction defined by x
t
= f ′(p1), we provide estimates of the solution in cones
containing this direction as well as in cones which do not contain it:
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2.4 Theorem. Suppose that u0 satisfies Condition (C2p1,µ) (given in Section 4), choose
three finite real numbers ε > 0 and p˜1 < p˜2 such that p1 /∈ [p˜1, p˜2]. Then we have
• ∀ (t, x) ∈ Cf (p1 − ε, p1 + ε)
∣∣uf(t, x)∣∣ 6 c(1)(u0, f) t−µ2 + c(2)ε (u0, f) t−1 ;
• ∀ (t, x) ∈ Cf (p˜1, p˜2)
∣∣uf(t, x)∣∣ 6 c(1)p˜1,p˜2(u0, f) t− 12 + c(2)p˜1,p˜2(u0, f) t−µ
+ c
(3)
p˜1,p˜2
(u0, f) t
−1 .
All the constants are given in the proof.
See Theorem 4.7 and Theorem 4.8 for a complete statement. This result proves that in
cones containing the space-time direction given by the singular frequency, the influences
on the decay rate of the singularity and the stationary point are combined. In all other
cones, the decay rates given respectively by the singularity and the stationary point are
in concurrence. Here Condition (C2p1,µ) implies the presence of a singular frequency of
order µ− 1 at p1 but the initial datum is not necessarily in a bounded frequency band; for
example the support of Fu0 may be equal to an infinite interval. This permits to study
the effect of the singular frequency without the influence of a bounded frequency band.
In Section 5, we focus our attention on the effect of a symbol having a bounded first
derivative on the dispersion of the solution. The interest of such symbols is not originated
from a large family of physically interpretable equations of type (4) but rather from their
usefulness to predict intrinsic time-asymptotic localization phenomena which may occur in
the setting of higher order (in time) hyperbolic equations.
To explain this intrinsic localization, suppose that f ′(R) = (a, b), where a < b are two
finite real numbers given by the limits of f ′ at −∞ and +∞, and assume that the initial
datum of equation (4) is localized around a frequency p ∈ R as at the beginning of Section
1. Then the resulting wave packet travels mainly at the group velocity f ′(p), which is
always bounded from below by a and from above by b. Consider now an initial datum
in a frequency band [p1, p2] whose associated solution is time-asymptotically localized in
the space-time cone Cf (p1, p2) according to Theorem 2.3. Under the same assumption
f ′(R) = (a, b), we have
Cf(p1, p2) ⊂
{
(t, x) ∈ (0,+∞)× R
∣∣∣ a < x
t
< b
}
=: Cf (−∞,+∞) ,
meaning that the solution of equation (4) can not be asymptotically localized outside the
space-time cone Cf (−∞,+∞), which depends on the symbol f only, whatever the bounded
frequency [p1, p2] we choose.
Our aim in this section is to highlight this phenomenon by considering initial data which
are not in a bounded frequency band. To do so, an explicit control of the behaviour of f ′′
at ±∞ is required for technical reasons:
Condition (Sβ+,β−,R). Fix β− > β+ > 1 and R > 1.
A C∞-function f : R −→ R satisfies Condition (Sβ+,β−,R) if and only if the second derivative
of f verifies
∃ c+ > c− > 0 ∀ |p| > R c− |p|−β− 6 f ′′(p) 6 c+ |p|−β+ .
We note that the symbol fS related to the free Schro¨dinger equation (1) does not satisfy
the above condition, unlike the function fKG given by fKG(p) =
√
c4 + c2 p2 , where c > 0
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is a constant. Under Condition (Sβ+,β−,R), the first derivative of the symbol is bounded,
leading to the existence of the space-time cone Cf (−∞,+∞) in which the decay rate of
the solution is slower than outside:
2.5 Theorem. Suppose that the symbol f satisfies Condition (Sβ+,β−,R) and that u0 satisfies
Condition (C3µ,α,r) (given in Section 5), where µ ∈ (0, 1], α − µ > β− and r 6 R. Then
we have
• ∀ (t, x) ∈ Cf(−∞,+∞)
∣∣uf(t, x)∣∣ 6 c(1)(u0, f) t−µ2 + c(2)(u0, f) t− 12
• ∀ (t, x) ∈ Cf(−∞,+∞)c
∣∣uf(t, x)∣∣ 6 c(1)c (u0, f) t−µ + c(2)c (u0, f) t−1 .
All the constants are given in the proof. The space-time cone Cf (−∞,+∞) is defined by
Cf (−∞,+∞) :=
{
(t, x) ∈ (0,+∞)× R
∣∣∣ lim
p→−∞
f ′(p) <
x
t
< lim
p→+∞
f ′(p)
}
.
See Theorem 5.4 for a complete statement. Roughly speaking, an initial data satisfies
Condition (C3µ,α,r) if and only if it has a singular frequency of order µ− 1 and Fu0 has a
sufficient decay at infinity. To illustrate this intrinsic localization phenomenon in a simple
setting, we consider the Klein-Gordon equation on the line. The solution of this hyperbolic
equation of order 2 in time is actually the sum of the solutions of first order equations of
type (4) with symbols fKG and −fKG, where fKG is defined above. Hence Theorem 2.5
is applicable to each term and we observe that the wave packets can not travel outside a
light cone when the time tends to infinity. The appearance of this cone is closely related
to the hyperbolic character of the Klein-Gordon equation.
Oscillatory integrals and their applications to evolution equations have been widely
studied in the literature. One can mention [11] in which the authors state the L1-L∞ esti-
mate for the unitary group generated by the free Hamiltonian for nonrelativistic quantum
mechanics. Using interpolation, they obtain the well-known Lp-Lq estimates for the free
Schro¨dinger equation on Rn. These results lead to Strichartz estimates which permit to
study nonlinear variants of the equation.
The authors of [10] apply the van der Corput Lemma to the solution formulas of the
wave equation and the Klein-Gordon equation on Rn to derive L∞-estimates.
A similar result was obtained in [2] in the case of the Klein-Gordon equation on R with
constant but different coefficients on the two half-axes. The author uses a spectral theoretic
formula in order to apply the van der Corput Lemma to the solution of the equation.
In [6], the authors consider a family of evolution equations given by (4), where the
symbols are of the form f(p) = |p|ρ + R(p), with ρ > 2 and R : R −→ R is a regular
function whose growth at infinity is controlled in a certain sense by |p|ρ−1. They show that
the operator u0 ∈ L2(R) 7−→ uf(t, .) ∈ L2(R) is unitary for all t > 0 and they establish the
following estimate, ∥∥uf(t, .)∥∥L∞(R) 6 C t− 1ρ‖u0‖L1(R) , (9)
for a certain constant C > 0, showing the dispersive nature of the equation. A Strichartz
type estimate is then derived. The proof of estimate (9) is based on the representation of
the solution as a convolution of the initial datum with a distribution given by an oscillatory
integral. By using a van der Corput type Lemma, estimates for this integral are obtained,
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leading to the result.
For comparison with the present paper, let us remark that our method based on Fourier
solution formulas does not furnish a L1-L∞ estimate but it permits to derive spatial in-
formation on the solution. This type of result does not seem possible with the method
employed in [6].
The time-decay rate of the free Schro¨dinger equation is considered in [7] and [8]. In [7],
singular initial conditions are constructed to derive the exact Lp-time decay rates of the
solution, which are slower than the classical results for regular initial conditions. In [8], the
authors construct initial conditions in Sobolev spaces (based on the Gaussian function), and
they show that the related solutions has no definite Lp-time decay rates, nor coefficients,
even though upper estimates for the decay rates are established. Both papers are based
on special formulas for functions and their Fourier transform.
Though we do not furnish Lp-estimates for p 6=∞ in the present paper, our method permits
to cover a larger class of initial data, and hence to exhibit propagation patterns, and to
consider more general symbols including fS(p) = p
2.
In the setting of [2], the article [5] provides an asymptotic expansion to one term of
the solution for initial data in bounded frequency bands, describing its time-asymptotic
motion. Due to the potential step, there exist critical frequencies playing the same role as
the singular frequencies introduced in the present paper. The paper [5], which has inspired
the study in [4], presents also a uniformity problem: the frequency band has to be chosen
away from the critical frequencies, otherwise the expansion fails. The present paper solves
this problem in the setting of [4], so we hope that our theoretical results may help to
improve the understanding of the phenomena occuring in [5].
One can also mention the results of [3], in which the authors consider the Schro¨dinger
equation with sufficiently localized potential on a star-shaped network and provide L∞-
decay estimates. A perturbation estimate shows that the solution is close to the free
solution for initial data in high frequencies. In particular this result is applicable to the
Schro¨dinger equation with potential on the line and permits to transfer some quantitative
information from the free equation obtained in [4] to the perturbed one.
To finish, we mention extensions of the van der Corput Lemma to the case of several
integration variables which have been recently established to derive estimates of solutions
of certain evolution equations on Rn for example.
In [12], hypotheses on the radial behaviour of the phase in a neighbourhood of the station-
ary point permit to reduce the study to oscillatory integrals for one integration variable. By
combining the standard calculations in the one-dimensional case and well-chosen assump-
tions on the phase and the amplitude, the author obtains the desired result. This approach
permits to extend the notion of stationary point of integer order to several variables and to
provide estimates of oscillatory integrals with phases having this type of stationary point,
but the resulting constants are not explicit.
Another example is given in [1], where a van der Corput-type estimate for several
integration variables with explicit constant is established. To this end, the authors adapt
the proof of the classical lemma to the case of several integration variables, leading to
technical computations. Nevertheless their result is restricted to phases whose Hessian is
supposed to be invertible, meaning that the order of the stationary point can not be larger
than one in the one dimensional case.
Let us mention that the amplitudes in the two last papers are supposed to be smooth and
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compactly supported, meaning that they do not treat the case of singular amplitudes. An
interesting outlook would be to find a suitable extension to several variables of the notion
of singular point for which van der Corput type estimates can be established.
3 Stationary points of real order and singular ampli-
tudes: van der Corput type estimates
We start this section by stating the hypotheses on the phase function. Two examples
are then given to illustrate these assumptions.
Let p1, p2 be two finite real numbers such that p1 < p2, and let I be an open interval
containing [p1, p2].
Assumption (Pp0,ρ). Let p0 ∈ I and ρ > 1.
A function ψ : I −→ R satifies Assumption (Pp0,ρ) if and only if ψ ∈ C1
(
I
) ∩ C2(I\{p0})
and there exists a function ψ˜ : I −→ R such that
∀ p ∈ I ψ′(p) = |p− p0|ρ−1 ψ˜(p) ,
where
∣∣ψ˜∣∣ : I −→ R is assumed continuous and does not vanish on I.
The point p0 is called stationary point of ψ of order ρ− 1, and ψ˜ the non-vanishing factor
of ψ.
Let us comment on this choice. Firstly we consider the absolute value of p − p0 because
we want to include stationary points of non-integer order in the study. Secondly, the fact
that ψ˜ does not vanish prevents this function from affecting the order of the stationary
point p0. Finally, the continuity of
∣∣ψ˜∣∣ is sufficient to ensure the fact that min
[p1,p2]
|ψ˜| exists
and is non-zero; this quantity will be employed several times to establish the results of this
section. Nevertheless we do not claim that we achieve full generality with these hypotheses.
Note that ψ˜ is actually continuously differentiable on I\{p0}, because
∀ p 6= p0 ψ˜(p) = ψ
′(p)
|p− p0|ρ−1 .
This implies that ψ˜ has a constant sign on {p ∈ I | p < p0} and {p ∈ I | p > p0}; note that
the sign of ψ˜ can be different on each interval if ψ˜ has a discontinuity at the point p0.
We illustrate the above Assumption (Pp0,ρ) in the following two examples. In particular,
the first example shows that smooth functions with vanishing first derivatives are included.
3.1 Example. i) Let ψ : I −→ R be a function belonging to CN(I) for a certain
N > 2, and let p0 ∈ I. Suppose that ψ(k)(p0) = 0 for k = 1, . . . , N − 1. Then by
Taylor’s formula, we obtain
ψ′(p) =
1
(N − 2)!
∫ p
p0
(p− x)N−2 ψ(N)(x) dx
=
(p− p0)N−1
(N − 2)!
∫ 1
0
(1− y)N−2 ψ(N)(y(p− p0) + p0) dy ,
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for all p ∈ I. If we define ψ˜ as follows
ψ˜(p) :=


1
(N − 2)!
(
p− p0
|p− p0|
)N−1 ∫ 1
0
(1− y)N−2 ψ(N)(y(p− p0) + p0) dy , if p 6= p0 ,
1
(N − 1)! ψ
(N)(p0) , if p = p0 ,
then ψ′(p) = |p − p0|N−1 ψ˜(p). Supposing
∣∣ψ(N)∣∣ > 0 on I implies that ψ satisfies
Assumption (Pp0,N).
ii) Let N ∈ N such that N > 2 and choose α ∈ (N−1, N). Suppose that ψ′(p) = |p|α−1,
for all p ∈ R. In this case, ψ ∈ CN−1(R) but ψ /∈ CN(R), and ψ˜ = 1. Then
Assumption (P0,α) is satisfied.
Now let us introduce the hypotheses concerning the amplitude function that we shall
use throughout this section.
Assumption (Ap1,µ). Let µ ∈ (0, 1].
A function U : (p1, p2] −→ C satisfies Assumption (Ap1,µ) if and only if there exists a
function u˜ : [p1, p2] −→ C such that
∀ p ∈ (p1, p2] U(p) = (p− p1)µ−1 u˜(p) ,
where u˜ is assumed continuous on [p1, p2], differentiable on (p1, p2) with u˜
′ ∈ L1(p1, p2),
and u˜(p1) 6= 0 if µ 6= 1.
The point p1 is called singular point of U , and u˜ the regular factor of U .
According to this assumption, the amplitude is singular at the left endpoint of the interval.
The results of this section remain unchanged if we suppose that the singular point is at
the right endpoint of the interval. Moreover in the case of an amplitude function which
is singular inside the integration interval, the study can be reduced to the two preceding
cases: it suffices to split the integral at the singular point.
Before providing the main results of this section, let us state a basic lemma which will
be used several times.
3.2 Lemma. Let µ ∈ (0, 1] and let x, y ∈ R+ such that x > y. Then we have
xµ − yµ 6 (x− y)µ .
Proof. The case µ = 1 is trivial so let us assume µ < 1. If y = 0 then the result is clear.
Suppose y 6= 0, then the above inequality is equivalent to(
x
y
)µ
− 1 6
(
x
y
− 1
)µ
.
Define the function h : [1,+∞) −→ R by h(t) := (t− 1)µ − tµ + 1. Then we note that for
all t > 1,
h′(t) = µ
(
(t− 1)µ−1 − tµ−1) > 0 ,
since µ − 1 < 0. It follows that h(t) > h(1) = 0, for all t ∈ [1,+∞), which proves the
lemma.
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Our first aim in this section is to extend the classical van der Corput Lemma to the
case of oscillatory integrals having a phase and an amplitude satisfying assumptions (Pp0,ρ)
and (Ap1,µ), respectively. This provides estimates of oscillatory integrals which are uniform
with respect to the position of the stationary point p0 and which exhibit the decay rates
with respect to the large parameter.
In favour of readability, we prove two preliminary results before establishing our extension:
in Theorem 3.3, the stationary point p0 of order ρ−1 is supposed to belong to the integration
interval [p1, p2] while it is supposed to be outside this interval in Theorem 3.6. In each
theorem, the resulting estimate is uniform with respect to the position of p0, the decay
rate is given by ω−
µ
ρ and an upper bound of the constant is given in terms of the regular
factor u˜ of the amplitude and of the non-vanishing factor ψ˜ of the phase function. The
combination of these two results leads to our extension of the van der Corput Lemma,
stated in Theorem 3.8.
Let us now explain the main steps of the proof of Theorem 3.3; we shall follow similar
steps to prove Theorem 3.6. The proof is divided with respect to the size of the parameter
ω. In the case of small ω, the integral can be estimated by the product of the L∞-norm of
the regular part u˜ and the length of the interval to the power µ, the exponent coming from
the singular behaviour of the integrand at the point p1 of order µ − 1. Then we exploit
the fact that the interval is smaller than ω−
1
ρ to bound the integral by ω−
µ
ρ . For large
ω, we combine Stein’s method [13, Proposition 2, Chapter VIII], which covers the case
of stationary points of integer order and which is a generalization of Zygmund’s method
[15, Lemma 4.3] for simple stationary points, and the above factorizations of ψ′ and U
inspired by [9]. We decompose the integration interval in such way that p0 and p1 are
contained in intervals whose length is proportional to ω−
1
ρ . The integrals on these intervals
are estimated by using the asymptotic smallness of their integration intervals. On the
other intervals, we integrate by parts and we employ an upper bound for the amplitude
as well as a lower bound for the first derivative of the phase, both bounds depending on
ω, to obtain the result. Let us note that we consider also the case of intermediate ω; this
situation can be studied by combining the methods used in the case of small and large ω.
3.3 Theorem. Let ρ > 1, µ ∈ (0, 1] and choose p0 ∈ [p1, p2]. Suppose that the functions
ψ : I −→ R and U : (p1, p2] −→ C satisfy Assumption (Pp0,ρ) and Assumption (Ap1,µ),
respectively. Moreover suppose that ψ′ is monotone on I−p0 and I
+
p0, where
I−p0 :=
{
p ∈ I ∣∣ p < p0} , I+p0 := {p ∈ I ∣∣ p > p0} .
Then we have ∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 C(U, ψ)ω−µρ ,
for all ω > 0, where the constant C(U, ψ) > 0 is given by
C(U, ψ) :=
3
µ
‖u˜‖L∞(p1,p2) +
(
8 ‖u˜‖L∞(p1,p2) + 2 ‖u˜′‖L1(p1,p2)
)(
min
p∈[p1,p2]
∣∣∣ψ˜(p)∣∣∣)−1 .
Before proving this theorem, let us illustrate the monotonicity hypothesis on ψ′ by using
the settings given in Example 3.1.
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3.4 Example. i) In the setting of Example 3.1 i), if
∣∣ψ(N)∣∣ > 0 on I, then ψ′ is mono-
tone on both intervals I−p0 and I
+
p0.
Indeed if N = 2, then it is clear that the hypothesis
∣∣ψ′′∣∣ > 0 implies the result.
Suppose now that N > 3; then applying Taylor’s formula to ψ′′, namely
ψ′′(p) =
1
(N − 3)!
∫ p
p0
(p− x)N−3 ψ(N)(x) dx ,
for all p ∈ I, we observe that ψ′′ has a constant sign on I−p0 and I+p0 , which provides
the result.
ii) In the setting of Example 3.1 ii), we note that ψ′ is clearly monotone on (−∞, 0) and
on (0,+∞).
Proof of Theorem 3.3. Let p0 ∈ (p1, p2) and let us suppose p0−p12 > p2 − p0 without loss of
generality; the other case can be treated in a similar way. Note that we shall study the
cases p0 = p1 and p0 = p2 at the end of the proof. Now let us divide the proof with respect
to the size of ω.
• Case ω > (p2 − p0)−ρ. Define δ := ω−
1
ρ and consider the following splitting of the
integral:∫ p2
p1
U(p) eiωψ(p) dp =
∫ p1+δ
p1
. . . +
∫ p0−δ
p1+δ
. . . +
∫ p0+δ
p0−δ
. . . +
∫ p2
p0+δ
. . .
=: I(1)(ω) + I(2)(ω) + I(3)(ω) + I(4)(ω) .
Remark that this splitting is well-defined thanks to the hypothesis ω > (p2 − p0)−ρ.
Let us estimate each integral.
– Study of I(1)(ω). We bound I(1)(ω) in a simple way as follows:
∣∣∣I(1)(ω)∣∣∣ 6 ∫ p1+δ
p1
|U(p)| dp 6 ‖u˜‖L∞(p1,p2)
∫ p1+δ
p1
(p−p1)µ−1 dp =
‖u˜‖L∞(p1,p2)
µ
δµ .
– Study of I(2)(ω). Here we shall suppose that ψ˜ is positive on I−p0, which implies
the positivity of ψ′; the case ψ˜ < 0 can be studied in the same manner. Since ψ′
does not vanish on [p1 + δ, p0 − δ], the substitution s = ψ(p) can be employed.
Setting ϕ := ψ−1, s1 := ψ(p1 + δ) and s2 := ψ(p0 − δ), we obtain
I(2)(ω) =
∫ s2
s1
U
(
ϕ(s)
)
ϕ′(s) eiωs ds
= (iω)−1
([
(U ◦ ϕ)(s)ϕ′(s) eiωs
]s2
s1
−
∫ s2
s1
(
(U ◦ ϕ)ϕ′)′(s) eiωs ds) ;
the last equality was obtained by integrating by parts.
Now let us control the boundary terms and the integral. Firstly, we have∣∣U(p)∣∣ 6 δµ−1 ‖u˜‖L∞(p1+δ,p0−δ) 6 δµ−1 ‖u˜‖L∞(p1,p2) , (10)
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for all p ∈ [p1+ δ, p0− δ], since U(p) = (p− p1)µ−1u˜(p) by hypothesis. Moreover
the fact that ψ′ satisfies Assumption (Pp0,ρ) implies
∀ p ∈ [p1 + δ, p0 − δ] |ψ′(p)| > δρ−1m ,
where m := min
p∈[p1,p2]
∣∣∣ψ˜(p)∣∣∣ > 0. Combining this with the definition of ϕ leads to
∀ s ∈ [s1, s2] |ϕ′(s)| 6 δ1−ρm−1 . (11)
Inequalities (10) and (11) permit to estimate the boundary terms as follows,∣∣∣∣[(U ◦ ϕ)(s)ϕ′(s) eiωs]s2
s1
∣∣∣∣ 6 2 ‖u˜‖L∞(p1,p2) m−1 δµ−ρ .
It remains to control the integral. We have(
(U ◦ ϕ)ϕ′)′ = (U ′ ◦ ϕ) (ϕ′) 2 + (U ◦ ϕ)ϕ′′ ,
by the product rule; consequently,∣∣∣∣
∫ s2
s1
(
(U ◦ ϕ)ϕ′)′(s) eiωs ds∣∣∣∣ 6
∫ s2
s1
∣∣∣(U ′ ◦ ϕ)(s)ϕ′(s)2∣∣∣ ds
+
∫ s2
s1
∣∣∣(U ◦ ϕ)(s)ϕ′′(s)∣∣∣ ds
6
∫ s2
s1
∣∣∣(U ′ ◦ ϕ)(s)ϕ′(s)∣∣∣ ds δ1−ρm−1
+ ‖U‖L∞(p1+δ,p0−δ)
∫ s2
s1
∣∣ϕ′′(s)∣∣ ds
6
∫ p0−δ
p1+δ
∣∣U ′(p)∣∣ dp δ1−ρm−1
+ δµ−1 ‖u˜‖L∞(p1,p2)
∫ s2
s1
∣∣ϕ′′(s)∣∣ ds . (12)
The definition of U implies∫ p0−δ
p1+δ
∣∣U ′(p)∣∣ dp 6 ∫ p0−δ
p1+δ
∣∣∣(µ− 1)(p− p1)µ−2 u˜(p)∣∣∣ dp
+
∫ p0−δ
p1+δ
∣∣∣(p− p1)µ−1 u˜′(p)∣∣∣ dp
6
∫ p0−δ
p1+δ
(1− µ)(p− p1)µ−2 dp ‖u˜‖L∞(p1,p2)
+ δµ−1
∫ p0−δ
p1+δ
∣∣u˜′(p)∣∣ dp
6 δµ−1 ‖u˜‖L∞(p1,p2) + δµ−1 ‖u˜′‖L1(p1,p2) ; (13)
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the last inequality was obtained employing the fact that∫ p0−δ
p1+δ
(1− µ)(p− p1)µ−2 dp = δµ−1 − (p0 − δ − p1)µ−1 6 δµ−1 .
Moreover the relation ϕ′′ =
(−ψ′′
ψ′ 3
)
◦ ϕ provides the following equalities,
∫ s2
s1
∣∣ϕ′′(s)∣∣ ds = ∫ s2
s1
∣∣∣∣∣−ψ
′′
(
ϕ(s)
)
ψ′
(
ϕ(s)
)3
∣∣∣∣∣ ds =
∣∣∣∣
∫ p0−δ
p1+δ
−ψ′′(p)
ψ′(p)2
dp
∣∣∣∣ ,
the last equality comes from the change of variable p = ϕ(s) and from the fact
that ψ′′ has a constant sign on [p1 + δ, p0 − δ] thanks to the fact that ψ′ is
monotonic on I−p0. Then∫ s2
s1
∣∣ϕ′′(s)∣∣ ds = ∣∣∣∣
∫ p0−δ
p1+δ
(
1
ψ′
)′
(p) dp
∣∣∣∣ =
∣∣∣∣ 1ψ′(p0 − δ) −
1
ψ′(p1 + δ)
∣∣∣∣ 6 δ1−ρm−1 ,
(14)
where we used |ψ′(p)| > δρ−1m, for p ∈ [p1 + δ, p0 − δ]. Putting (13) and (14)
in (12) provides∣∣∣∣
∫ s2
s1
(
(U ◦ ϕ)ϕ′)′(s) eiωs ds∣∣∣∣ 6 (2 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2))m−1 δµ−ρ .
We are now able to estimate I(2)(ω):∣∣∣I(2)(ω)∣∣∣ 6 (4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2))m−1 δµ−ρ ω−1 .
– Study of I(3)(ω). As for I(1)(ω), we bound the integral of |U | on [p0 − δ, p0 + δ]
to provide an estimate of I(3)(ω):
∣∣∣I(3)(ω)∣∣∣ 6 ‖u˜‖L∞(p1,p2)
µ
(
(p0 + δ − p1)µ − (p0 − δ − p1)µ
)
6 2
‖u˜‖L∞(p1,p2)
µ
δµ ,
where we applied Lemma 3.2 to obtain the last inequality.
– Study of I(4)(ω). On [p0 + δ, p2], one can bound from below the absolute value
of the first derivative of the phase function as follows,∣∣ψ′∣∣ > δρ−1 min
p∈[p1,p2]
∣∣∣ψ˜(p)∣∣∣ = δρ−1m ,
and we have
∀ p ∈ [p0 + δ, p2] (p− p1)µ−1 6 (p0 + δ − p1)µ−1 6 δµ−1 .
Following the lines of the study of I(2)(ω) and using the two previous estimates,
we obtain ∣∣∣I(4)(ω)∣∣∣ 6 (4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2))m−1 δµ−ρ ω−1 .
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To conclude this first case, we replace δ by ω−
1
ρ leading to the desired estimate:∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 ∣∣I(1)(ω)∣∣+ ∣∣I(2)(ω)∣∣+ ∣∣I(3)(ω)∣∣+ ∣∣I(4)(ω)∣∣
6
‖u˜‖L∞(p1,p2)
µ
ω−
µ
ρ + 2
‖u˜‖L∞(p1,p2)
µ
ω−
µ
ρ
+ 2
(
4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)
m−1 ω−
µ−ρ
ρ ω−1
=: C(U, ψ)ω−
µ
ρ ,
where
C(U, ψ) :=
3
µ
‖u˜‖L∞(p1,p2) +
(
8 ‖u˜‖L∞(p1,p2) + 2 ‖u˜′‖L1(p1,p2)
)
m−1 .
• Case (p0−p1
2
)−ρ
< ω 6 (p2 − p0)−ρ. As above, we define δ := ω−
1
ρ and we consider
the following splitting of the integral:∫ p2
p1
U(p) eiωψ(p) dp =
∫ p1+δ
p1
. . . +
∫ p0−δ
p1+δ
. . . +
∫ p0
p0−δ
. . . +
∫ p2
p0
. . . .
The three first integrals can be estimated using the methods of the first case, whereas
the last integral can be controlled as follows,∣∣∣∣
∫ p2
p0
U(p) eiωψ(p) dp
∣∣∣∣ 6 ‖u˜‖L∞(p1,p2)µ ((p2 − p1)µ − (p0 − p1)µ)
6
‖u˜‖L∞(p1,p2)
µ
(p2 − p0)µ (15)
6
‖u˜‖L∞(p1,p2)
µ
δµ , (16)
where we used Lemma 3.2 to obtain inequality (15) and the fact that p2 − p0 6 δ to
establish inequality (16). These arguments lead to∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6
∣∣∣∣
∫ p1+δ
p1
. . .
∣∣∣∣ +
∣∣∣∣
∫ p0−δ
p1+δ
. . .
∣∣∣∣ +
∣∣∣∣
∫ p0
p0−δ
. . .
∣∣∣∣ +
∣∣∣∣
∫ p2
p0
. . .
∣∣∣∣
6
‖u˜‖L∞(p1,p2)
µ
δµ +
(
4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)
m−1 δµ−ρ ω−1
+
‖u˜‖L∞(p1,p2)
µ
δµ +
‖u˜‖L∞(p1,p2)
µ
δµ ; (17)
Replacing δ by ω−
1
ρ and observing that the constant which appears in (17) is smaller
than C(U, ψ) provides ∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 C(U, ψ)ω−µρ .
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• Case ω 6 (p0−p1
2
)−ρ
. In this last case, we split the integral at the point p0 and using
the fact that ω 6
(
p0−p1
2
)−ρ
6 (p2 − p0)−ρ, we obtain∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6
∣∣∣∣
∫ p0
p1
. . .
∣∣∣∣ +
∣∣∣∣
∫ p2
p0
. . .
∣∣∣∣
6
‖u˜‖L∞(p1,p2)
µ
(
(p0 − p1)µ + (p2 − p0)µ
)
6 3
‖u˜‖L∞(p1,p2)
µ
ω−
µ
ρ .
We see that C(U, ψ) is larger than the constant appearing in the right-hand side of
the preceding inequality, leading to the result in this case.
Finally the desired estimate holds also for p0 = p1 and p0 = p2, since it is sufficient to
adapt slightly the different splittings of the integral used in the present proof, and to carry
out the same steps.
3.5 Remark. i) The choice of the splitting points is optimized in view of the final
decay rate. To prove that, we follow the indication given in the proof of Lemma
4.3 of [15]. Let us choose δ > 0 sufficiently small to split the oscillatory integral as
follows,∫ p2
p1
U(p) eiωψ(p) dp =
∫ p1+δ
p1
. . . +
∫ p0−δ
p1+δ
. . . +
∫ p0+δ
p0−δ
. . . +
∫ p2
p0+δ
. . . .
Applying the method employed in the case of large ω in the preceding proof gives an
estimate of the form ∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 fω(δ) ,
where fω(δ) := c1δ
µ+ c2 ω
−1δµ−ρ, for certain constants c1, c2 > 0. We note that (fω)
′
vanishes at a unique point δ0 defined by
δ0 :=
(
µ
ρ− µ
c1
c2
)− 1
ρ
ω−
1
ρ .
Since lim
δ→0+
fω(δ) = lim
δ→+∞
fω(δ) = +∞, δ0 is then the minimum of fω. Therefore the
choice δ = ω−
1
ρ is optimal regarding the decay rate.
In particular, this splitting which depends on the parameter ω requires a decomposi-
tion of the proof with respect to the size of ω. Indeed, the ω-dependent cutting-points
may leave the integration interval when ω is not sufficiently large.
And we note that the constant C(U, ψ) is surely not optimal since we do not choose
exactly the minimum of fω for simplicity.
ii) Nevertheless the constant could be slightly improved in the case of regular amplitudes,
namely µ = 1 with U = u˜. Indeed, the study of I(1)(ω) is not necessary in this
situation and inequality (13) can be simplified as follows,∫ p0−δ
p1
∣∣U ′(p)∣∣ dp 6 ‖u˜′‖L1(p1,p2) .
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It follows that we can estimate I(2)(ω) and I(4)(ω) more precisely,∣∣∣I(j)(ω)∣∣∣ 6 (3 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2))m−1 δ1−ρ ω−1 , (18)
with j = 2, 4, leading to
C(U, ψ) := 2 ‖u˜‖L∞(p1,p2) +
(
6 ‖u˜‖L∞(p1,p2) + 2 ‖u˜′‖L1(p1,p2)
)
m−1 .
This refined constant will be used several times in Section 4.
In Theorem 3.6, we assume that the stationary point p0 is outside the interval of
integration [p1, p2]. In this case, the derivative of the phase function does not vanish inside
the integration interval but it can be arbitrarily close to 0 if the stationary point is close
to this interval. The estimate that we provide does not depend on the position of the
stationary point outside [p1, p2], which makes that the resulting decay rate is the same as
the one obtained in Theorem 3.3.
The proof of Theorem 3.6 is based on the same method as the one used to prove Theorem
3.3.
3.6 Theorem. Let ρ > 1, µ ∈ (0, 1] and choose p0 ∈ I\[p1, p2]. Suppose that the functions
ψ : I −→ R and U : (p1, p2] −→ C satisfy Assumption (Pp0,ρ) and Assumption (Ap1,µ),
respectively. Moreover suppose that ψ′ is monotone on [p1, p2]. Then we have∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 C˜(U, ψ)ω−µρ ,
for all ω > 0, where the constant C˜(U, ψ) > 0 is given by
C˜(U, ψ) :=
2
µ
‖u˜‖L∞(p1,p2) +
(
4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)(
min
p∈[p1,p2]
∣∣∣ψ˜(p)∣∣∣)−1 .
Proof. We divide the proof with respect to the size of ω.
• Case ω > (p2−p1
2
)−ρ
. We define δ := ω−
1
ρ and we split the integral,∫ p2
p1
U(p) eiωψ(p) dp =
∫ p1+δ
p1
. . . +
∫ p2−δ
p1+δ
. . . +
∫ p2
p2−δ
. . .
=: I˜(1)(ω) + I˜(2)(ω) + I˜(3)(ω) ,
where I˜(1)(ω) and I˜(3)(ω) are bounded from above by
‖u˜‖L∞(p1,p2)
µ
δµ. To estimate
the integral I˜(2)(ω), we follow the line of the method employed to study the integral
I(2)(ω) in the proof of Theorem 3.3, which provides∣∣∣I˜(2)(ω)∣∣∣ 6 (4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2))m−1 δµ−ρ ω−1 ;
we used the fact that
∀ p ∈ [p1 + δ, p2 − δ]
∣∣U(p)∣∣ 6 δµ−1‖u˜‖L∞(p1,p2) ,
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and
∀ p ∈ [p1 + δ, p2 − δ]
∣∣ψ′(p)∣∣ >
{
(p1 + δ − p0)ρ−1m > δρ−1m , if p0 < p1 ,
(p0 − p2 + δ)ρ−1m > δρ−1m , if p0 > p2 ,
with m := min
p∈[p1,p2]
∣∣∣ψ˜(p)∣∣∣. Finally we replace δ by ω− 1ρ to conclude this case.
• Case ω 6 (p2−p1
2
)−ρ
. Here we have∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 ‖u˜‖L∞(p1,p2)µ (p2 − p1)µ 6 2 ‖u˜‖L∞(p1,p2)µ ω−µρ 6 C˜(U, ψ)ω−µρ ,
which ends the proof.
3.7 Remark. In the case of regular amplitudes, one can use the estimate (18) of I(2)(ω)
provided in Remark 3.5. In this situation, the constant C˜(U, ψ) becomes
C˜(U, ψ) := 2 ‖u˜‖L∞(p1,p2) +
(
3 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)(
min
p∈[p1,p2]
∣∣∣ψ˜(p)∣∣∣)−1 .
Let us now state our extension of the van der Corput Lemma, which is actually a direct
consequence of the two previous theorems.
3.8 Theorem. Let ρ > 1, µ ∈ (0, 1] and choose p0 ∈ I. Suppose that the functions
ψ : I −→ R and U : (p1, p2] −→ C satisfy Assumption (Pp0,ρ) and Assumption (Ap1,µ),
respectively. Moreover suppose that ψ′ is monotone on I−p0 and I
+
p0
, where
I−p0 :=
{
p ∈ I ∣∣ p < p0} , I+p0 := {p ∈ I ∣∣ p > p0} .
Then we have ∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 C(U, ψ)ω−µρ ,
for all ω > 0, where the constant C(U, ψ) > 0 is given by
C(U, ψ) :=
3
µ
‖u˜‖L∞(p1,p2) +
(
8 ‖u˜‖L∞(p1,p2) + 2 ‖u˜′‖L1(p1,p2)
)(
min
p∈[p1,p2]
∣∣∣ψ˜(p)∣∣∣)−1 .
Proof. Since the stationary point p0 is allowed to be inside or outside the integration
interval [p1, p2], let us distinguish these two cases.
• Case p0 ∈ [p1, p2]. This corresponds to the setting of Theorem 3.3 and so the integral
is bounded by C(U, ψ)ω−
µ
ρ , where C(U, ψ) is given in Theorem 3.3.
• Case p0 /∈ [p1, p2]. In this case, either [p1, p2] ⊂ I−p0 or [p1, p2] ⊂ I+p0 . Since ψ′ is
assumed monotone on both intervals I−p0 and I
+
p0, Theorem 3.6 is applicable and then
the integral is bounded by C˜(U, ψ)ω−
µ
ρ , where C˜(U, ψ) is given in Theorem 3.6.
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Finally we remark that C˜(U, ψ) 6 C(U, ψ), which concludes the proof.
3.9 Remark. As previously, we furnish a more precise constant in the case of regular
amplitudes:
C(U, ψ) := 2 ‖u˜‖L∞(p1,p2) +
(
6 ‖u˜‖L∞(p1,p2) + 2 ‖u˜′‖L1(p1,p2)
)(
min
p∈[p1,p2]
∣∣∣ψ˜(p)∣∣∣)−1 .
In the following result, we prove the optimality of the decay rate given in Theorem 3.8
under slightly stronger conditions. We show in fact that this decay rate is attained in the
case of p0 = p1, where one can expect a superposition of the effects of the stationary point
p0 and the singular point p1 of the amplitude.
Technically this result is based on an asymptotic expansion of the oscillatory integral to one
term in this case. We use our recent results [4, Theorems 2.3 and 2.7] which are versions
of the stationary phase method with explicit error estimates. Theorem 2.3 of [4], which
covers the case of singular amplitudes, has been stated in [9] with only rough indications
of the steps of the proof. In [4], we have carried out all the details of this proof. Theorem
2.7 of [4] is an improvement of the expansion result in [9] for the case of regular amplitudes
(µ = 1).
3.10 Theorem. Suppose that the hypotheses of Theorem 3.8 are satisfied. In addition to
this, we assume that ψ˜ is right continuously differentiable at p0 and u˜ ∈ C1
(
[p1, p2]
)
with
u˜(p1) 6= 0.
Then the decay rate ω−
µ
ρ given in Theorem 3.8 is optimal and it is attained for p0 = p1.
Proof. First of all, let us suppose that p0 = p1. Since the phase ψ satisfies Assump-
tion (Pp1,ρ) in this case, the function ψ˜ has a constant sign on (p1, p2] and it belongs to
C1((p1, p2]). Hence the fact that ψ˜ is supposed to be right continuously differentiable at
p0 = p1 implies that ψ˜ has a constant sign on [p1, p2] and it belongs to C1
(
[p1, p2]
)
.
Now let us suppose that ψ˜ > 0 on [p1, p2] without loss of generality. Hence the hypotheses
of Theorem 2.3 of [4] in the case N = 1, ρ1 = ρ, ρ2 = 1, µ1 = µ and µ2 = 1 are satisfied
and we obtain the following asymptotic expansion of the oscillatory integral with remainder
estimates,
∀ω > 0
∫ p2
p1
U(p) eiωψ(p) dp =
∑
j=1,2
(
A
(j)
1 (ω) +R
(j)
1 (ω)
)
,
where
• A(1)1 (ω) :=
ρ
µ
ρ
ρ
Γ
(µ
ρ
)
ei
pi
2
µ
ρ eiωψ(p1)
u˜(p1)
ψ˜(p1)
µ
ρ
ω−
µ
ρ ,
• A(2)1 (ω) := e−i
pi
2 eiωψ(p2)
U(p2)
ψ′(p2)
ω−1 ,
•
∣∣∣R(1)1 (ω)∣∣∣ 6 C(1)(U, ψ, ν)ω− 1ρ ,
•
∣∣∣R(2)1 (ω)∣∣∣ 6 C(2)(U, ψ, ν)ω−1 .
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The constants C(1)(U, ψ, ν) and C(2)(U, ψ, ν, ) are independent from ω but both depend on
a smooth cut-off function ν which separates the points p1 and p2. The above asymptotic
expansion combined with the remainder estimates shows that ω−
µ
ρ is the optimal decay
rate.
Let us remark that if µ = 1, then Theorem 2.3 of [4] gives the same decay rate for the first
term A
(1)
1 (ω) and for the remainder term R
(1)
1 (ω), namely ω
− 1
ρ . To avoid this situation,
one can employ Theorem 2.7 of [4] which furnishes an estimate of R
(1)
1 (ω) with a better
decay rate than ω−
1
ρ , and this fact assures that ω−
1
ρ is still the optimal decay rate for the
oscillatory integral.
3.11 Remark. Theorem 3.10 holds also when µ = 1 and u˜(p1) = 0, and in this case, the
optimal decay rate ω−
1
ρ is attained for p0 = p˜, if p˜ ∈ [p1, p2] satisfies u˜(p˜) 6= 0. To prove
that, one can split the integral at p˜ and apply the stationary phase method to the two
resulting integrals as in the preceding proof. We do not state this case in Theorem 3.10 in
favour of readability.
Our second aim in the present section is to establish another estimate providing a
faster decay rate of the oscillatory integral in the case of the absence of a stationary point
inside the integration interval. More precisely we assume that the phase function is twice
continuously differentiable and that its first derivative does not vanish on [p1, p2]. We obtain
the decay rate ω−µ for singular amplitudes satisfying Assumption (Ap1,µ). This result will
be necessary to exhibit localization phenomena for dispersive equations in Sections 4 and
5.
When we want to apply the following result in the setting of Theorem 3.6 for comparison,
we must suppose that the phase function is defined on an open interval I which contains
[p1, p2] and that the stationary point p0 of order ρ − 1 of the phase belongs to I\[p1, p2],
in other words it is outside the integration interval. In this case, Theorem 3.12 furnishes
the better decay rate ω−µ as compared with the decay rate ω−
µ
ρ given in Theorem 3.6.
Nevertheless the constant Cc(U, ψ) of Theorem 3.12 tends to infinity when p0 tends to p1
or p2, while the constant C˜(U, ψ) provided in Theorem 3.6 is uniform with respect to the
distance between p0 and [p1, p2].
3.12 Theorem. Let µ ∈ (0, 1]. Suppose that the function U : (p1, p2] −→ C satisfies
Assumption (Ap1,µ). Moreover suppose that ψ : I −→ R belongs to C2
(
[p1, p2]
)
, and that
ψ′ does not vanish and is monotone on [p1, p2]. Then we have∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 Cc(U, ψ)ω−µ ,
for all ω > 0, where the constant Cc(U, ψ) > 0 is given by
Cc(U, ψ) :=
1
µ
‖u˜‖L∞(p1,p2) +
(
4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)(
min
p∈[p1,p2]
∣∣ψ′(p)∣∣)−1 .
Proof. We divide the proof with respect to ω one more time.
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• Case ω > (p2 − p1)−1. We define δ := ω−1 and we consider the following splitting,∫ p2
p1
U(p) eiωψ(p) dp =
∫ p1+δ
p1
. . . +
∫ p2
p1+δ
. . .
=: I(1)c (ω) + I
(2)
c (ω) .
The integral I
(1)
c (ω) is bounded by
‖u˜‖L∞(p1,p2)
µ
δµ. Then we use the method employed
to study the integral I(2)(ω) in the proof Theorem 3.3 in order to bound I
(2)
c (ω), since
ψ′ does not vanish on [p1, p2]. But here, we bound |ψ′| from below by min
p∈[p1,p2]
|ψ′(p)| =:
m > 0, leading to∣∣∣I(2)c (ω)∣∣∣ 6 (4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2))m−1 δµ−1ω−1 .
Finally we replace δ by ω−1 to conclude this case.
• Case ω 6 (p2 − p1)−1. We have∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 ‖u˜‖L∞(p1,p2)µ (p2 − p1)µ 6 ‖u˜‖L∞(p1,p2)µ ω−µ ,
and we conclude the proof by noting that the constant which appears in the preceding
inequality is smaller than Cc(U, ψ).
3.13 Remark. Let us furnish a refinement of the constant Cc(U, ψ) in the case of regular
amplitudes. Here the integral I
(1)
c (ω) is not needed and according to Remark 3.5, the
estimate of I
(2)
c (ω) is improvable. Then we obtain
Cc(U, ψ) :=
(
3 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)(
min
p∈[p1,p2]
∣∣ψ′(p)∣∣)−1 .
In the last theorem of this section, we obtain the optimality of the decay rate given in
Theorem 3.12 by applying Theorems 2.3 and 2.7 of [4], as we did in Theorem 3.10.
3.14 Theorem. Suppose that the hypotheses of Theorem 3.12 are satisfied. In addition to
this, we assume that u˜ ∈ C1([p1, p2]) with u˜(p1) 6= 0.
Then the decay rate ω−µ given in Theorem 3.12 is optimal.
Proof. As in the proof of Theorem 3.10, we apply Theorem 2.3 of [4] whose hypotheses are
satisfied in the case N = 1, ρ1 = ρ2 = 1, µ1 = µ and µ2 = 1. A new asymptotic expansion
of the oscillatory integral with remainder estimates is then obtained,
∀ω > 0
∫ p2
p1
U(p) eiωψ(p) dp =
∑
j=1,2
(
A˜
(j)
1 (ω) + R˜
(j)
1 (ω)
)
,
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where
• A˜(1)1 (ω) := Γ(µ) ei
pi
2
µ eiωψ(p1)
u˜(p1)
ψ′(p1)µ
ω−µ ,
• A˜(2)1 (ω) := e−i
pi
2 eiωψ(p2)
U(p2)
ψ′(p2)
ω−1 ,
•
∣∣∣R˜(1)1 (ω)∣∣∣ 6 C˜(1)(U, ψ, ν)ω−1 ,
•
∣∣∣R˜(2)1 (ω)∣∣∣ 6 C˜(2)(U, ψ, ν)ω−1 .
As above, ν is a smooth cut-off function separating the points p1 and p2, and the constants
C˜(1)(U, ψ, ν) and C˜(2)(U, ψ, ν, ) are independent from ω. Hence we can conclude that ω−µ
is the optimal decay rate.
And if µ = 1, then we employ Theorem 2.7 of [4] to obtain more precise estimates for
R˜
(1)
1 (ω) and R˜
(2)
1 (ω), furnishing better decay rates than ω
−1 for these remainder terms, and
so ω−1 is still the optimal decay rate.
3.15 Remark. When µ = 1 and u˜(p1) = u˜(p2) = 0, the decay rate may be faster than ω
−1.
In this case, it depends on the regularity of ψ and U , and on the values of the successive
derivatives of these functions at the endpoints of the integration interval (see [13, p. 331]).
4 Applications to a class of dispersive equations: in-
fluence of bounded frequency bands and singular
frequencies on dispersion
In this section, we consider the class of evolution equations on the line defined by Fourier
multipliers whose symbol has a positive second derivative, and we suppose that the initial
data are in a bounded frequency band or have a singular frequency. Our aim is to exhibit
propagation patterns produced by the frequency band and by the singular frequency by
estimating the solutions in space-time cones thanks to the preceding abstract estimates of
oscillatory integrals. Moreover studying this class of first order (in time) equations may be
useful when considering higher order hyperbolic equations (see Theorem 5.5 or Remark 5.6).
Let us now describe the setting of the present section: let f : R −→ R be a C∞-function
such that all derivatives grow at most as a polynomial at infinity. We can associate with
such a symbol f an operator f(D) : S(R) −→ S(R) defined by
∀ x ∈ R f(D)u(x) := 1
2pi
∫
R
f(p)Fu(p) eixp dp = F−1
(
f Fu
)
(x) ,
where Fu is the Fourier transform of u ∈ S(R), namely Fu(p) =
∫
R
u(x) e−ixp dx. Since
all the derivatives of the symbol f grow at most as a polynomial at infinity, f(D) can
be extended to a map from the tempered distributions S ′(R) to itself. The operator
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f(D) : S ′(R) −→ S ′(R) is called a Fourier multiplier.
Then for such an operator, we can introduce the following evolution equation on the line,{ [
i ∂t − f
(
D
)]
uf(t) = 0
uf(0) = u0
, (19)
for t > 0. Throughout this section, we shall suppose that f ′′ > 0; an important example of
such an equation is given by the free Schro¨dinger equation whose symbol is fS(p) = p
2. Let
us remark that one can also establish similar results to those of the present section when
the second derivative of the symbol is supposed to be negative. Supposing u0 ∈ S ′(R),
the equation (19) has a unique solution in C1(R+,S ′(R)), given by the following solution
formula,
uf(t) = F−1
(
e−itfFu0
)
. (20)
Now we recall the definition of a space-time cone related to a symbol f .
4.1 Definition. Let a < b be two real numbers (eventually infinite) and let f : R −→ R
be a C∞-function. We define the space-time cone Cf (a, b) as follows:
Cf(a, b) :=
{
(t, x) ∈ (0,+∞)× R
∣∣∣ f ′(a) < x
t
< f ′(b)
}
.
Let Cf (a, b)
c be the complement of the cone Cf(a, b) in (0,+∞)× R .
In the first result of this section, we show that the solution of the equation (19) for
initial data in a bounded frequency band [p1, p2] tends to be localized in the space-time
cone Cf(p1, p2) when the time tends to infinity. To do so, we furnish estimates with opti-
mal decay rates of the solution inside arbitrary space-time cones containing Cf (p1, p2) as
well as in their complements. It turns out that the resulting decay rates are always slower
inside the cones than outside, proving the above mentioned time-asymptotic localization.
Moreover we allow the point p1 to be a singular frequency: the resulting time-decay rates
are then slower than they are in the regular case. In [4, Theorems 5.2 and 5.4], different
decay rates have already been obtained in the Schro¨dinger case by expanding the solution
in certain space-time cones, but without uniformity as explained in the introduction of the
present paper.
The first step of the proof consists in rewriting the solution formula as an oscillatory inte-
gral of the form (5). In particular, the resulting phase function depends explicitly on the
parameters x and t and has at most one stationary point which depends on the quotient x
t
.
The following step is to apply the results of the preceding section. To do so, we divide the
proof with respect to the value of x
t
: if x
t
is in a neighborhood of the integration interval,
then we apply Theorem 3.8 leading to a uniform estimate in a cone containing Cf(p1, p2)
with the slow decay t−
µ
2 . Otherwise, we obtain the better decay rate t−µ outside the cone
by applying Theorem 3.12. The optimality of the rates is a direct consequence of Theorem
3.10 and Theorem 3.14.
Condition (C1[p1,p2],µ). Fix µ ∈ (0, 1] and let p1 < p2 be two finite real numbers.
A tempered distribution u0 on R satisfies Condition (C1[p1,p2],µ) if and only if suppFu0 ⊆
[p1, p2] and Fu0 verifies Assumption (Ap1,µ) on [p1, p2], where the regular factor u˜ is sup-
posed to belong to C1([p1, p2]) and u˜(p1) 6= 0.
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4.2 Remark. i) The subset of tempered distributions satisfying Condition (C1[p1,p2],µ)
is non-empty. Indeed if a function U verifies Assumption (Ap1,µ) with suppU ⊆
[p1, p2] and with a regular factor belonging to C1
(
[p1, p2]
)
, then U is an integrable
function and so it belongs to S ′(R). Since the Fourier transform is a bijection on
S ′(R), there exists u0 ∈ S ′(R) such that U = Fu0, and hence u0 satisfies Condition
(C1[p1,p2],µ).
ii) Since the support of Fu0 is contained in a bounded interval, u0 is in fact an analytic
function on R.
iii) Condition (C1[p1,p2],µ) implies that the initial condition has a singular frequency at the
left endpoint of its bounded frequency band. As explained just after the statement of
Assumption (Ap1,µ) in Section 3, the result in the case of a singular frequency inside
the frequency band is analogous to the result stated in Theorem 4.3.
iv) Thanks to the integrability of Fu0, the solution formula given in (20) defines a
complex-valued function on R+ × R as follows,
∀ (t, x) ∈ R+ × R uf(t, x) = 1
2pi
∫
R
Fu0(p) e−itf(p)+ixp dp . (21)
4.3 Theorem. Suppose that u0 satisfies Condition (C1[p1,p2],µ) and choose two finite real
numbers p˜1 < p˜2 such that [p1, p2] ⊂ (p˜1, p˜2) =: I˜. Then we have
∀ (t, x) ∈ Cf(p˜1, p˜2)
∣∣uf(t, x)∣∣ 6 c(u0, f) t−µ2 ,
where the constant c(u0, f) > 0 is given by (23). Moreover we have
∀ (t, x) ∈ Cf (p˜1, p˜2)c
∣∣uf(t, x)∣∣ 6 cI˜(u0, f) t−µ ,
where the constant cI˜(u0, f) > 0 is given by (24). And the two decay rates are optimal.
Proof. We consider the solution formula given by (21) and we factorize the phase function
p 7−→ xp− tf(p) by t, which gives
∀ (t, x) ∈ (0,+∞)× R uf(t, x) =
∫ p2
p1
U(p) eitψ(p) dp ,
where 

∀ p ∈ (p1, p2] U(p) := 1
2pi
Fu0(p) = 1
2pi
(p− p1)µ−1 u˜(p) ,
∀ p ∈ R ψ(p) := x
t
p− f(p) .
By hypothesis, the function U verifies Assumption (Ap1,µ) on [p1, p2]. Moreover, we recall
that f ′′ is supposed to be positive on R, which implies that f ′ : R −→ f ′(R) is strictly
increasing. It follows that the function ψ′ given by
∀ p ∈ R ψ′(p) = x
t
− f ′(p) ,
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is strictly decreasing on R. In particular, if a stationary point p0 exists then it is unique
and it is defined by
p0 =
(
f ′
)−1(x
t
)
.
Hence the existence of a stationary point as well as its position with respect to the inte-
gration interval depends on the value of x
t
. This leads us to divide the rest of the proof
into two parts.
i) Case x
t
∈ f ′(I˜). In this case, the stationary point p0 exists and it belongs to I˜ :=
(p˜1, p˜2). Moreover the fact that ψ
′′ = −f ′′ < 0 implies ψ′′(p0) 6= 0. Consequently,
according to Example 3.1 i), the function ψ : R −→ R satisfies Assumption (Pp0,2)
with
ψ˜(p) =


p− p0
|p− p0|
∫ 1
0
−f ′′(y(p− p0) + p0) dy , if p 6= p0 ,
−f ′′(p0) , if p = p0 ,
(22)
and
∣∣ψ˜(p)∣∣ > m > 0 for all p ∈ [p1, p2], where m := min
p∈[p1,p2]
f ′′(p) > 0. So we can
apply Theorem 3.8 with ρ = 2, which gives
∀ (t, x) ∈ Cf (p˜1, p˜2)
∣∣uf(t, x)∣∣ =
∣∣∣∣
∫ p2
p1
U(p)eitψ(p) dp
∣∣∣∣ 6 c(u0, f) t−µ2 ,
where
c(u0, f) :=
1
2pi
3
µ
‖u˜‖L∞(p1,p2) +
1
pi
(
4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)
m−1 . (23)
ii) Case x
t
/∈ f ′(I˜). Firstly, let us suppose x
t
> f ′(p˜2). Here there is no stationary
points inside the integration interval and so it is possible to bound ψ′ from below by
a non-zero constant,
∀ p ∈ [p1, p2] ψ′(p) = x
t
− f ′(p) > f ′(p˜2)− f ′(p2) =: mp˜2 > 0 .
Theorem 3.12 is then applicable and provides
∀ t > 0 ∀ x > f ′(p˜2) t
∣∣uf(t, x)∣∣ 6 cx/t>f ′(p˜2)(u0, f) t−µ ,
with cx/t>f ′(p˜2)(u0, f) :=
1
2pi
1
µ
‖u˜‖L∞(p1,p2) +
1
2pi
(
4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)
m−1p˜2 .
In the other case x
t
6 f ′(p˜1), similar arguments furnish
∀ t > 0 ∀ x 6 f ′(p˜1) t
∣∣uf(t, x)∣∣ 6 cx/t6f ′(p˜1)(u0, f) t−µ ,
with cx/t6f ′(p˜2)(u0, f) :=
1
2pi
1
µ
‖u˜‖L∞(p1,p2) +
1
2pi
(
4 ‖u˜‖L∞(p1,p2) + ‖u˜′‖L1(p1,p2)
)
m −1p˜1 ,
where we set mp˜1 := f
′(p1)− f ′(p˜1) > 0.
So we can finally write
∀ (t, x) ∈ Cf (p˜1, p˜2)c
∣∣uf(t, x)∣∣ 6 cI˜(u0, f) t−µ ,
where
cI˜(u0, f) := cx/t>f ′(p˜2)(u0, f) + cx/t6f ′(p˜1)(u0, f) . (24)
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To prove the optimality of the above rates, we recall that the regular factor of Fu0 is
supposed to be continuously differentiable on [p1, p2]. Hence Theorem 3.14 is applicable
and it furnishes the optimality of the rate t−µ in the region Cf (p˜1, p˜2)
c. Moreover the
definition of the function ψ˜ (see (22)) implies that this function is right continuously
differentiable at p0, so we can employ Theorem 3.10 to prove the optimality of the rate t
−µ
2
in Cf (p˜1, p˜2). In particular, the decay rate is attained on the space-time direction defined
by x
t
= f ′(p˜1).
An L∞-norm estimate for the solution can be easily derived from the preceding result.
4.4 Theorem. Suppose that u0 satisfies Condition (C1[p1,p2],µ). Then we have
∀ t > 0 ∥∥uf(t, .)∥∥L∞(R) 6 c(u0, f) t−µ2 + cI˜(u0, f) t−µ ,
where the constants c(u0, f) > 0 and cI˜(u0, f) > 0 are given by (23) and (24) respectively.
In particular, we have
∀ t > 1 ∥∥uf(t, .)∥∥L∞(R) 6 (c(u0, f) + cI˜(u0, f)) t−µ2 .
Proof. Simple consequence of Theorem 4.3.
As an application of the above theorem, we provide an L∞-norm estimate of the solution
of the free Schro¨dinger equation on the line for initial data satisfying Condition (C1[p1,p2],µ).
The resulting decay rate is given by t−
µ
2 . Let us remark that this decay rate has been
obtained in our result [4, Theorem 5.6] by expanding the solution to one term on the
space-time direction given by x
t
= 2 p1.
4.5 Corollary. Let uS : R+×R −→ C be the solution of the free Schro¨dinger equation on
R, { [
i ∂t + ∂xx
]
uS(t) = 0
uS(0) = u0
,
for t > 0, where u0 satisfies Condition (C1[p1,p2],µ). Then we have
∀ t > 1 ∥∥uS(t, .)∥∥L∞(R) 6 c(u0, fS) t−µ2 ,
where the constant c(u0, fS) > 0 can be computed from Theorem 4.4, and the decay rate is
optimal.
Proof. Application of Theorem 4.4 for the symbol fS(p) = p
2, which gives the differential
operator −∂xx.
The aim of the two following theorems is to show that the influence of the singular
frequency p1 on the decay rate is stronger in space-time regions containing the space-time
direction x
t
= f ′(p1).
In the following result, we establish estimates of the solution in arbitrarily narrow cones
containing the above space-time direction. In such regions, the phase function, coming
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from the rewriting of the solution as an oscillatory integral, has a stationary point which
is in a neighbourhood of the singular frequency p1. In this context, these two particular
points are expected to interact with each other, producing the slow decay t−
µ
2 .
Here we do not require the initial data to be in a frequency band anymore. This permits
to remove the localization phenomenon produced by the frequency band, which has been
exhibited in Theorem 4.3, and to focus only on the influence of the singular frequency p1
on the decay rate in the above mentioned cones.
Condition (C2p1,µ). Fix µ ∈ (0, 1) and choose a finite real number p1.
A tempered distribution u0 on R satisfies Condition (C2p1,µ) if and only if Fu0 ∈ L1(R) and
there exists a bounded differentiable function u˜ : R −→ C such that u˜(p1) 6= 0, u˜′ ∈ L1(R)
and
∀ p ∈ R\{p1} Fu0(p) = |p− p1|µ−1 u˜(p) .
4.6 Remark. i) One can follow the lines of the point i) of Remark 4.2 to ensure that
the subset of tempered distributions satisfying Condition (C2p1,µ) is non-empty.
ii) Here u0 is at least a continuous function on R but it is not necessarily analytic.
Furthermore the solution formula (21) is still well-defined for all t > 0 and x ∈ R.
4.7 Theorem. Suppose that u0 satisfies Condition (C2p1,µ) and choose a finite real number
ε > 0. Then for all (t, x) ∈ Cf (p1 − ε, p1 + ε), we have∣∣uf(t, x)∣∣ 6 c(1)(u0, f) t−µ2 + c(2)ε (u0, f) t−1 .
The constants c(1)(u0, f) and c
(2)
ε (u0, f) are given by (25) and (27) respectively.
Proof. We shall employ the rewritting of the solution given in the proof of Theorem 4.3,
i.e.
∀ (t, x) ∈ (0,+∞)× R uf(t, x) =
∫
R
U(p) eitψ(p) dp ,
where 

∀ p ∈ R\{p1} U(p) := 1
2pi
Fu0(p) = 1
2pi
|p− p1|µ−1 u˜(p) ,
∀ p ∈ R ψ(p) := x
t
p− f(p) .
Let ε > 0, choose a finite real number η > 0 such that η > ε (for example η = ε + 1) and
split the integral as follows,∫
R
U(p) eitψ(p) dp =
∫ p1+η
p1−η
. . . +
∫
R\[p1−η,p1+η]
· · · =: I(1)(t, x, η) + I(2)(t, x, η) .
Firstly we study I(1)(t, x, η). We recall that
ψ′(p) =
x
t
− f ′(p) ;
since
x
t
is supposed to belong to
(
f ′(p1 − ε), f ′(p1 + ε)
)
, then ψ has a stationary point
which belongs to (p1− ε, p1+ ε) ⊂ [p1− η, p1+ η]. Following the arguments of the point i)
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of the proof of Theorem 4.3, we apply Theorem 3.3 on [p1 − η, p1] and on [p1, p1 + η] with
ρ = 2, leading to
∣∣∣I(1)(t, x, η)∣∣∣ 6 ∣∣∣∣
∫ p1
p1−η
. . .
∣∣∣∣+
∣∣∣∣
∫ p1+η
p1
. . .
∣∣∣∣ 6 (c(1)1 (u0, f) + c(1)2 (u0, f)) t−µ2 ,
where
• c(1)1 (u0, f) :=
1
2pi
3
µ
‖u˜‖L∞(p1−η,p1) +
1
pi
(
4 ‖u˜‖L∞(p1−η,p1) + ‖u˜′‖L1(p1−η,p1)
)
m −11,η ,
• c(1)2 (u0, f) :=
1
2pi
3
µ
‖u˜‖L∞(p1,p1+η) +
1
pi
(
4 ‖u˜‖L∞(p1,p1+η) + ‖u˜′‖L1(p1,p1+η)
)
m −12,η ,
with m1,η := min
p∈[p1−η,p1]
f ′′(p) > 0 and m2,η := min
p∈[p1,p1+η]
f ′′(p) > 0. The constant c(1)(u0, f)
is then defined by
c(1)(u0, f) := c
(1)
1 (u0, f) + c
(1)
2 (u0, f) . (25)
Let us study I(2)(t, x, η). Let k ∈ N and consider the following sequence,
I˜
(2)
k (t, x, η) :=
∫ p1+η+k
p1+η
U(p) eitψ(p) dp .
Since
x
t
∈ (f ′(p1 − ε), f ′(p1 + ε)), we note that the first derivative of the phase function
does not vanish on [p1 + η, p1 + η + k] and more precisely, we have for any k ∈ N,
∀ p ∈ [p1 + η, p1 + η + k]
∣∣ψ′(p)∣∣ = f ′(p)− x
t
> f ′(p1 + η)− f ′(p1 + ε) =: m˜1,η,ε > 0 .
Theorem 3.12 in the case µ = 1 furnishes for all (t, x) ∈ Cf(p1 − ε, p1 + ε),∣∣∣I˜(2)k (t, x, η)∣∣∣ 6 12pi
(
3 ‖U‖L∞(p1+η,p1+η+k) + ‖U ′‖L1(p1+η,p1+η+k)
)
m˜ −11,η,ε t
−1 .
Now by using the hypotheses on the initial data, we give estimates for ‖U‖L∞(p1+η,p1+η+k)
and ‖U ′‖L1(p1+η,p1+η+k), namely,
• ∀ p ∈ [p1 + η, p1 + η + k] |U(p)| 6 ηµ−1 ‖u˜‖L∞(R) ,
•
∫ p1+η+k
p1+η
∣∣U ′(p)∣∣dp 6 ηµ−1 (‖u˜‖L∞(R) + ‖u˜′‖L1(R)) .
Consequently, I˜
(k)
2 (t, x, η) can be estimated as follows,∣∣∣I˜(2)k (t, x, η)∣∣∣ 6 12pi ηµ−1
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −11,η,ε t
−1 . (26)
Using the dominated convergence Theorem which claims that
lim
k→+∞
I˜
(2)
k (t, x, η) =
∫ +∞
p1+η
U(p) eitψ(p)dp ,
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we can take the limit in (26) providing∣∣∣∣
∫ +∞
p1+η
U(p) eitψ(p)dp
∣∣∣∣ 6 c(2)1,ε(u0, f) t−1 ,
with
c
(2)
1,ε(u0, f) :=
1
2pi
ηµ−1
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −11,η,ε .
Similar arguments furnish the following estimate,
∀ (t, x) ∈ Cf (p1 − ε, p1 + ε)
∣∣∣∣
∫ p1−η
−∞
U(p) eitψ(p)dp
∣∣∣∣ 6 c(2)2,ε(u0, f) t−1 ,
with
c
(2)
2,ε(u0, f) :=
1
2pi
ηµ−1
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −12,η,ε ,
where m˜2,η,ε := f
′(p1 − ε)− f ′(p1 − η) > 0.
Finally, by setting
c(2)ε (u0, f) := c
(2)
1,ε(u0, f) + c
(2)
2,ε(u0, f) , (27)
we obtain for all (t, x) ∈ Cf(p1 − ε, p1 + ε),
∣∣∣I(2)(t, x, η)∣∣∣ 6
∣∣∣∣
∫ p1−η
−∞
. . .
∣∣∣∣+
∣∣∣∣
∫ +∞
p1+η
. . .
∣∣∣∣ 6 c(2)ε (u0, f) t−1 ,
which ends the proof.
Now we provide estimates of the solution in space-time cones which do not contain the
critical direction given by the singular frequency. In this case, the distance between the
stationary point and the singular frequency is bounded from below by a positive constant,
which removes the superposition of the effects of these particular points. Hence these two
points provide two distinct decay rates: t−
1
2 coming from the stationary point and t−µ
coming from the singular frequency. We note that these two rates are better than t−
µ
2 .
Theorems 4.8 and 4.7 can be compared with Theorem 5.7 in [4]. In the latter, we have
furnished estimates of the solution of the free Schro¨dinger equation in space-time regions
along the direction x
t
= 2 p1, and this direction is outside the regions. The estimates show
that the decay rate diminishes when the boundary of the region approaches the direction
given by p1.
4.8 Theorem. Suppose that u0 satisfies Condition (C2p1,µ) and choose two finite real
numbers p˜1 < p˜2 such that p1 /∈ [p˜1, p˜2]. Then for all (t, x) ∈ Cf(p˜1, p˜2), we have∣∣uf(t, x)∣∣ 6 c(1)p˜1,p˜2(u0, f) t− 12 + c(2)p˜1,p˜2(u0, f) t−µ + c(3)p˜1,p˜2(u0, f) t−1 .
The constants c
(1)
p˜1,p˜2
(u0, f), c
(2)
p˜1,p˜2
(u0, f) and c
(3)
p˜1,p˜2
(u0, f) are given by (28), (31) and (32)
respectively.
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Proof. The calculations in the present proof are similar to those of the proof of Theorem
4.7. Thus we give only the main steps of the proof of Theorem 4.8.
Let η ∈ (0,min{|p˜1 − p1|, |p˜2 − p1|}) and split the integral as follows,
uf(t, x) =
∫
R
U(p) eitψ(p) dp =
∫ p˜2+η
p˜1−η
. . . +
∫
R\[p˜1−η,p˜2+η]
. . .
=: I(1)(t, x, η) + I(2)(t, x, η) ,
On the interval [p˜1− η, p˜2+ η], the phase has a unique stationary point and the amplitude
has no singular points. Theorem 3.3 is applicable with ρ = 2 and µ = 1, and it leads to
∀ (t, x) ∈ Cf(p˜1, p˜2)
∣∣∣I(1)(t, x, η)∣∣∣ 6 c(1)p˜1,p˜2(u0, f) t− 12 ,
where
c
(1)
p˜1,p˜2
(u0, f) :=


(p˜1 − η − p1)µ−1
pi
(
‖u˜‖L∞(R)
+
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m −11,p˜1,p˜2
)
, if p1 < p˜1 ,
(p1 − p˜2 − η)µ−1
pi
(
‖u˜‖L∞(R)
+
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m −11,p˜1,p˜2
)
, if p1 > p˜2 ,
(28)
with m1,p˜1,p˜2 := min
p∈[p˜1−η,p˜2+η]
f ′′(p) > 0.
Now let us study I(2)(t, x, η). First of all, we remark that we integrate over two infinite
intervals such that one of them contains the singular frequency p1. Consequently we shall
suppose that p1 < p˜1 without loss of generality; the other case p1 > p˜2 can be treated in a
similar way.
We consider the following sequence,
∀ k ∈ N∗ I˜(2)k (t, x, η) :=
∫ p˜1−η
p1−k
U(p) eitψ(p) dp .
We note that [p1 − k, p˜1 − η] contains the singular frequency p1 and ψ′ does not vanish on
this interval, and thus Theorem 3.12 is applicable on [p1 − k, p1] and on [p1, p˜1 − η]. Then
we take the limit when k tends to infinity by using the dominated convergence Theorem
and we obtain
∀ (t, x) ∈ Cf (p˜1, p˜2)
∣∣∣∣
∫ p˜1−η
−∞
U(p) eitψ(p) dp
∣∣∣∣ 6 c(2)p˜1,p˜2(u0, f) t−µ , (29)
where
c
(2)
p˜1,p˜2
(u0, f) :=
1
pi
(
1
µ
‖u˜‖L∞(R) +
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −12,p˜1
)
,
with m˜2,p˜1 := f
′(p˜1)− f ′(p˜1 − η) > 0. To study the integral on the other infinite interval,
we define I˜
(3)
k (t, x, η) as follows,
∀ k ∈ N∗ I˜(3)k (t, x, η) :=
∫ p˜2+η+k
p˜2+η
U(p) eitψ(p) dp .
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Here there is no singular frequency or stationary point, therefore Theorem 3.12 in the case
µ = 1 is applicable and it furnishes
∀ (t, x) ∈ Cf (p˜1), p˜2)
∣∣∣∣
∫ +∞
p˜2+η
U(p) eitψ(p) dp
∣∣∣∣ 6 c(3)p˜1,p˜2(u0, f) t−1 , (30)
where
c
(3)
p˜1,p˜2
(u0, f) :=
(p˜2 + η − p1)µ−1
2pi
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −13,p˜2 ,
with m˜3,p˜2 := f
′(p˜2 + η)− f ′(p˜2) > 0.
Consequently we derive the following estimate for I(2)(t, x, η) in the case p1 < p˜1 from (29)
and (30),
∀ (t, x) ∈ Cf(p˜1, p˜2)
∣∣∣I(2)(t, x, η)∣∣∣ 6 c(2)p˜1,p˜2(u0, f) t−µ + c(3)p˜1,p˜2(u0, f) t−1 .
To conclude, we provide the values of the constants c
(2)
p˜1,p˜2
(u0, f) and c
(3)
p˜1,p˜2
(u0, f) depending
on the position of p1 with respect to the interval [p˜1, p˜2]:
• c(2)p˜1,p˜2(u0, f) :=


1
pi
(
1
µ
‖u˜‖L∞(R) +
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −12,p˜1
)
, if p1 < p˜1 ,
1
pi
(
1
µ
‖u˜‖L∞(R) +
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −13,p˜2
)
, if p1 > p˜2 ,
(31)
• c(3)p˜1,p˜2(u0, f) :=


(p˜2 + η − p1)µ−1
2pi
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −13,p˜2 , if p1 < p˜1 ,
(p1 − p˜1 + η)µ−1
2pi
(
4 ‖u˜‖L∞(R) + ‖u˜′‖L1(R)
)
m˜ −12,p˜1 , if p1 > p˜2 .
(32)
5 An intrinsic localization phenomenon caused by a
limited growth of the symbol
As explained in Section 2, a symbol having a first derivative which is bounded may
influence the dispersion of the solution of equation (19): if f ′(R) = (a, b), where a < b are
two finite real numbers given by the limits of f ′ at −∞ and +∞, and if the initial datum is
in a bounded frequency band [p1, p2], then the associated solution will have a limited speed
when the time tends to infinity. This is a consequence of the time-asymptotic localization
of the solution in Cf (p1, p2) and of the following inclusion coming from the boundedness of
f ′:
Cf(p1, p2) ⊂
{
(t, x) ∈ (0,+∞)× R
∣∣∣ a < x
t
< b
}
=: Cf (−∞,+∞) ,
This can be viewed as an asymptotic version of the notion of causality for initial data
without compact support. Our aim in this section consists in extending this phenomenon
to the case of initial data which are not in bounded frequency bands; this is stated in
Theorem 5.4. An illustration will be given in the setting of the Klein-Gordon equation on
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the line in Corollary 5.5.
We recall that we study the class of evolution equations on the line given by{ [
i ∂t − f
(
D
)]
uf(t) = 0
uf(0) = u0
,
for t > 0. In the present section, we make technical hypotheses on the behaviour of f ′′ at
infinity instead of assuming only the boundedness of f ’: this is required by the method we
use to extend the above intrinsic localization. However these hypotheses imply in particu-
lar that f ′(R) = (a, b), where a and b are the limits of f ′ at infinity, and that the distance
between f ′ and its limits at infinity can be estimated from below; see Lemma 5.1:
Condition (Sβ+,β−,R). Fix β− > β+ > 1 and R > 1.
A C∞-function f : R −→ R satisfies Condition (Sβ+,β−,R) if and only if the second derivative
of f verifies f ′′ > 0 and
∃ c+ > c− > 0 ∀ |p| > R c− |p|−β− 6 f ′′(p) 6 c+ |p|−β+ . (33)
5.1 Lemma. Let f : R −→ R be a function satisfying Condition (Sβ+,β−,R). Then
i) we have f ′(R) = (a, b) where
a := lim
p→−∞
f ′(p) , b := lim
p→+∞
f ′(p) ;
ii) we have
• ∀ p > R b− f ′(p) > c−
β− − 1 p
1−β− ,
• ∀ p 6 −R f ′(p)− a > c−
β− − 1 (−p)
1−β− .
Proof. i) On the compact interval [−R,R], the function f ′ is bounded since it is con-
tinuous. Now, using the right inequality in (33), we have for p > R,
f ′(p)− f ′(R) =
∫ p
R
f ′′(x) dx 6 c+
∫ p
R
x−β+dx ,
which provides
f ′(p) 6
c+
1− β+ p
1−β+ + f ′(R)− c+
1− β+ R
1−β+ 6 f ′(R)− c+
1− β+ R
1−β+ <∞ .
Consequently f ′ is bounded from above on [R,+∞) and similar arguments show that
f ′ is bounded from below on (−∞, R]. Since the function f ′ is strictly increasing on
R, we deduce that f ′ is bounded on R and its bounds are given by its limits at −∞
and +∞.
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ii) For p > R, we have
b− f ′(p) =
∫ +∞
p
f ′′(x) dx > c−
∫ +∞
p
x−β−dx = − c−
1− β− p
1−β− ,
where we used the left inequality of (33). In the same way, we have for all p 6 −R,
f ′(p)− a =
∫ p
−∞
f ′′(x) dx > c−
∫ p
−∞
(−x)−β−dx = − c−
1 − β− (−p)
1−β− .
In Theorem 5.4, we do not assume that the initial datum is in a bounded frequency
band but we allow it to have a singular frequency, as in Theorem 4.7 and Theorem 4.8.
In this case, we put the singular frequency at 0 in order to avoid a proof with too many
technical calculations. Without this assumption on the position of the singular frequency,
the result of Theorem 5.4 remains unchanged and its proof follows the steps of the proof
in the case of the singular frequency at 0. In addition to this, we make precise hypotheses
on the decay of Fu0 at infinity to carry out the proof.
Condition (C3µ,α,r). Fix µ ∈ (0, 1], α > µ and r > 0.
A tempered distribution u0 on R satisfies Condition (C3µ,α,r) if and only if there exists a
bounded differentiable function u˜ : R −→ C such that u˜(0) 6= 0 if µ 6= 1, with
∀ p ∈ R\{0} Fu0(p) = |p|µ−1 u˜(p) .
Moreover we suppose that
∃M > 0 ∀ p ∈ R ∣∣u˜(p)∣∣ 6M (1 + p2)−α2 ,
and that u˜′ ∈ L1loc(R) with
∃M ′ > 0 ∀n ∈ {n ∈ Z ∣∣ |n| > r} ‖u˜′‖L1(n,n+1) 6M ′ |n|−α .
5.2 Remark and Example. i) The above condition implies in particular that Fu0
belongs to L1(R). Indeed Fu0 ∈ L1loc(R) since the function p 7−→ |p|µ−1 with µ ∈ (0, 1]
belongs to L1loc(R), and u˜ ∈ L∞(R). Furthermore we have
∀ p ∈ R\{0} ∣∣Fu0(p)∣∣ 6M (1 + p2)−α2 |p|µ−1 6 M |p|µ−1−α ,
since
(
1 + p2
) 1
2 > |p|. Hence the hypothesis α > µ leads to the integrability of Fu0
on R.
Thanks to that, one can show that the subset of tempered distributions verifying
Condition (C3µ,α,r) is non-empty by following the lines of Remark 4.2 i), and the
solution formula (21) is well-defined for all t > 0 and x ∈ R.
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ii) Let us give an example for the above condition. Choose u0 ∈ S ′(R) such that its
Fourier transform has the following form:
∀ p ∈ R\{0} Fu0(p) = |p|µ−1 (1 + p2)−α2 ,
with µ ∈ (0, 1] and α > µ. Here u˜ : R −→ R is given by u˜(p) = (1 + p2)−α2 for all
p ∈ R.
In this case, we only have to control ‖u˜′‖L1(n,n+1) since the other hypotheses are
clearly satisfied. One can quickly show that
‖u˜′‖L1(n,n+1) =
{
u˜(n)− u˜(n+ 1) 6 u˜(n) , if n > 0 ,
u˜(n + 1)− u˜(n) 6 u˜(n+ 1) , if n 6 −1 .
Using the fact that |n + 1|−α 6 2α|n|−α, if n 6 −2 according to Lemma 5.3 (see
below), we obtain
‖u˜′‖L1(n,n+1) 6


(
1 + n2
)−α
2 6 n−α , if n > 0 ,(
1 + (n+ 1)2
)−α
2 6 |n+ 1|−α 6 2α|n|−α , if n 6 −2 .
Hence for all |n| > 2, we have
‖u˜′‖L1(n,n+1) 6 2α|n|−α ,
and consequently, u0 satisfies Condition (Cµ,α,2).
As above, we shall use several times the following basic lemma in the present section.
5.3 Lemma. Let p ∈ [n, n+ 1], where n > 1 or n 6 −2. Then we have
1
2
|n| 6 |p| 6 2|n| .
Proof. Firstly let us suppose that n > 1. Then
1
2
n 6 n 6 p 6 n+ 1 6 2n .
Now by supposing n 6 −2, we have
1
2
|n| = −1
2
n 6 −(n+ 1) 6 −p = |p| 6 −n = |n| 6 2 |n| .
To prove Theorem 5.4, we start by splitting the infinite integration interval of the
integral defining the solution formula (21) as follows: the singular frequency 0 is the center
of a sufficiently large but bounded interval, and we decompose the two remaining infinite
intervals in an infinite union of disjoints bounded intervals. Thanks to that, the solution of
the above evolution equation for an initial datum satisfying Condition (C3µ,α,r) is actually
a (infinite) sum of solutions of the same evolution equation but for initial data in bounded
frequency bands. Then we follow the lines of the proof of Theorem 4.3 to apply the
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abstract results of Section 3, leading to a uniform estimate of each term of the sum in the
cone Cf (−∞,+∞), defined by the limits of f ′ at infinity, as well as in its complement.
Hence the series given by these uniform estimates provides a bound for the solution which
is studied here. To assure the convergence of this series, we suppose that the decay at
infinity of the Fourier transform of the initial datum is sufficiently fast as compared with
the decay of the second derivative of the symbol.
5.4 Theorem. Suppose that the symbol f satisfies Condition (Sβ+,β−,R) and that the initial
datum u0 satisfies Condition (C3µ,α,r), where µ ∈ (0, 1], α− µ > β− and r 6 R. Then we
have
∀ (t, x) ∈ Cf (−∞,+∞)
∣∣uf(t, x)∣∣ 6 c(1)(u0, f) t−µ2 + c(2)(u0, f) t− 12 ,
where the constants c(1)(u0, f) and c
(2)(u0, f) are given by (34) and (36), respectively.
Moreover we have
∀ (t, x) ∈ Cf(−∞,+∞)c
∣∣uf(t, x)∣∣ 6 c(1)c (u0, f) t−µ + c(2)c (u0, f) t−1 ,
where the constants c
(1)
c (u0, f) and c
(2)
c (u0, f) are given by (37) and (38), respectively.
The space-time cone Cf(−∞,+∞) is defined by
Cf(−∞,+∞) :=
{
(t, x) ∈ (0,+∞)× R
∣∣∣ a < x
t
< b
}
,
where a := lim
p→−∞
f ′(p) and b := lim
p→+∞
f ′(p).
Proof. We recall that the solution of the initial value problem (19) can be written as follows,
∀ (t, x) ∈ (0,+∞)× R uf(t, x) =
∫
R
U(p) eitψ(p) dp ,
where 

∀ p ∈ R\{0} U(p) := 1
2pi
Fu0(p) = 1
2pi
|p|µ−1 u˜(p) ,
∀ p ∈ R ψ(p) := x
t
p− f(p) .
Let us define N ∈ N and SN ⊆ Z as follows,
N := ⌈R⌉+ 1 , SN = Z\{−N, . . . , N − 1} ,
where ⌈.⌉ is the ceiling function, and let us split the integral,∫
R
U(p)eitψ(p) dp =
∫
R
χ[−N,N)(p)U(p) e
itψ(p) dp+
∫
R
∑
n∈SN
χ[n,n+1)(p)U(p) e
itψ(p) dp
=
∫ N
−N
U(p) eitψ(p) dp+
∑
n∈SN
∫ n+1
n
U(p) eitψ(p) dp ,
where χ[n,n+1) is the characteristic function of the interval [n, n + 1). Now we divide the
proof into two parts with respect to the value of x
t
.
37
i) Case x
t
∈ (a, b). In this case, x
t
belongs to (a, b), that is to say it belongs to f ′(R).
Therefore the phase ψ has a unique stationary point which belongs to R.
To estimate the integral on [−N,N ] in this case, we apply Theorem 3.8 for ρ = 2 on
[−N, 0] and on [0, N ] by following the lines of the proof of Theorem 4.3 in the case
i) which gives
∀ (t, x) ∈ Cf (−∞,+∞)
∣∣∣∣
∫ N
−N
U(p) eitψ(p) dp
∣∣∣∣ 6
∣∣∣∣
∫ 0
−N
. . .
∣∣∣∣ +
∣∣∣∣
∫ N
0
. . .
∣∣∣∣
6
(
c
(1)
−N(u0, f) + c
(1)
+N(u0, f)
)
t−
µ
2
=: c(1)(u0, f) t
−µ
2 , (34)
with
• c(1)−N(u0, f) :=
1
2pi
3
µ
‖u˜‖L∞(−N,0) +
1
pi
(
4 ‖u˜‖L∞(−N,0) + ‖u˜′‖L1(−N,0)
)
m −1−N ,
• c(1)+N(u0, f) :=
1
2pi
3
µ
‖u˜‖L∞(0,N) +
1
pi
(
4 ‖u˜‖L∞(0,N) + ‖u˜′‖L1(0,N)
)
m −1+N ,
and
m−N := min
p∈[−N,0]
f ′′(p) > 0 , m+N := min
p∈[0,N ]
f ′′(p) > 0 .
Now let us study each term of the series. By hypothesis, U has no singular points in
[n, n+1] for n ∈ SN . As above, we can apply Theorem 3.8 for ρ = 2 and µ = 1, and
we obtain
∀ (t, x) ∈ Cf(−∞,+∞)
∣∣∣∣
∫ n+1
n
U(p) eitψ(p) dp
∣∣∣∣ 6 c(2)n (u0, f) t− 12 ;
the constant c
(2)
n (u0, f) > 0 is given by
c(2)n (u0, f) :=
1
pi
‖U‖L∞(n,n+1) +
1
pi
(
3 ‖U‖L∞(n,n+1) + ‖U ′‖L1(n,n+1)
)
m −1n ,
with mn := min
p∈[n,n+1]
f ′′(p) > 0.
The following step is to prove the summability of the sequence
{
c
(2)
n (u0, f)
}
n∈SN
. On
the one hand, we have by using the hypothesis on u0 and Lemma 5.3,
‖U‖L∞(n,n+1) 6 21−µ|n|µ−1M2α|n|−α = 21−µ+αM |n|µ−1−α .
Moreover
‖U ′‖L1(n,n+1) 6
∫ n+1
n
(1− µ)|p|µ−2 |u˜(p)| dp+
∫ n+1
n
|p|µ−1 |u˜′(p)| dp
6 ‖u˜‖L∞(n,n+1)
∫ n+1
n
(1− µ)|p|µ−2dp+ 21−µ |n|µ−1 ‖u˜′‖L1(n,n+1)
6M2α|n|−α 21−µ|n|µ−1 + 21−µ|n|µ−1M ′|n|−α (35)
= 21−µ (2αM +M ′) |n|µ−1−α ,
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where the hypothesis
∥∥u˜′∥∥
L1(n,n+1)
6 M ′|n|−α was used to get (35). On the other
hand, we have by the hypothesis on the symbol f ,
f ′′(p) > c− |p|−β− > c− 2−β−|n|−β− .
It follows
m −1n 6
2β−
c−
|n|β− .
Then we obtain
c(2)n (u0, f) =
1
pi
‖U‖L∞(n,n+1) +
1
pi
(
3 ‖U‖L∞(n,n+1) + ‖U ′‖L1(n,n+1)
)
m −1n
6
21−µ+αM
pi
|n|µ−1−α + 3 2
1−µ+α+β−M
pi c−
|n|µ−1−α+β−
+
21−µ+β− (2αM +M ′)
pi c−
|n|µ−1−α+β− .
Since α− µ > β−, the sequence
{
c
(2)
n (u0, f)
}
n∈SN
is summable. It follows
∣∣∣∣∣
∑
n∈SN
∫ n+1
n
U(p) eitψ(p) dp
∣∣∣∣∣ 6
∑
n∈SN
∣∣∣∣
∫ n+1
n
U(p) eitψ(p) dp
∣∣∣∣ 6
(∑
n∈SN
c(2)n (u0, f)
)
t−
1
2 .
Then it is possible to bound the last series by employing the following estimate of
the Riemann Zeta function,
∀ σ > 1
∑
n∈N∗
n−σ 6
σ
σ − 1 .
Hence
∑
n∈SN
c(2)n (u0, f) 6
22−µ+αM
pi
α + 1− µ
α− µ + 3
22−µ+α+β−M
pi c−
α+ 1− µ− β−
α− µ− β−
+
22−µ+β− (2αM +M ′)
pi c−
α + 1− µ− β−
α− µ− β−
=
22−µ+αM
pi
α + 1− µ
α− µ +
22−µ+β−(2α+2M +M ′)
pi c−
α + 1− µ− β−
α− µ− β−
=: c(2)(u0, f) . (36)
Hence we obtain finally for all (t, x) ∈ Cf(−∞,+∞),∣∣uf(t, x)∣∣ 6 c(1)(u0, f) t−µ2 + c(2)(u0, f) t− 12 .
ii) Case x
t
/∈ (a, b). We note that ψ has no stationary points on R and that (t, x) belongs
to Cf(−∞,+∞)c in this case.
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We start by estimating the integral on [−N,N ]. To do so, we apply Theorem 3.12
on [−N, 0] and on [0, N ], providing
∀ (t, x) ∈ Cf (−∞,+∞)c
∣∣∣∣
∫ N
−N
U(p) eitψ(p) dp
∣∣∣∣ 6
∣∣∣∣
∫ 0
−N
. . .
∣∣∣∣ +
∣∣∣∣
∫ N
0
. . .
∣∣∣∣
6
(
c˜
(1)
−N(u0, f) + c˜
(1)
+N(u0, f)
)
t−µ
=: c(1)c (u0, f) t
−µ , (37)
with
• c˜(1)−N(u0, f) :=
1
2pi
1
µ
‖u˜‖L∞(−N,0) +
1
2pi
(
4 ‖u˜‖L∞(−N,0) + ‖u˜′‖L1(−N,0)
)
m˜ −1−N ,
• c˜(1)+N(u0, f) :=
1
2pi
1
µ
‖u˜‖L∞(0,N) +
1
2pi
(
4 ‖u˜‖L∞(0,N) + ‖u˜′‖L1(0,N)
)
m˜ −1+N .
The terms m˜+N , m˜−N > 0 are defined as follows,
• ∀ p ∈ [−N, 0] |ψ′(p)| =
∣∣∣x
t
− f ′(p)
∣∣∣ > min {f ′(−N)− a, b− f ′(0)} =: m˜−N ,
• ∀ p ∈ [0, N ] |ψ′(p)| =
∣∣∣x
t
− f ′(p)
∣∣∣ > min{f ′(0)− a, b− f ′(N)} =: m˜+N .
Now we study the terms of the series. The amplitude U has no singular points in
[n, n+1] for n ∈ SN by hypothesis, so Theorem 3.12 is applicable once again on the
interval [n, n+ 1] with µ = 1 and it gives
∀ (t, x) ∈ Cf (−∞,+∞)c
∣∣∣∣
∫ n+1
n
U(p) eitψ(p) dp
∣∣∣∣ 6 c˜(2)n (u0, f) t−1 ;
the constant c˜
(2)
n (u0, f) > 0 is defined by
c˜(2)n (u0, f) :=
1
2pi
(
3 ‖U‖L∞(n,n+1) + ‖U ′‖L1(n,n+1)
)
m˜ −1n ,
with m˜n := min
{
f ′(n)− a, b− f ′(n+ 1)} > 0. As in the previous case, by using the
fact that u0 satisfies Condition (C3µ,α,r) and using Lemma 5.3, one can show that
‖U‖L∞(n,n+1) 6 21−µ+αM |n|µ−1−α ,
and
‖U ′‖L1(n,n+1) 6 21−µ (2αM +M ′) |n|µ−1−α .
Furthermore the point ii) of Lemma 5.1 implies
m˜n >
c−
β− − 1 min
{|n|1−β−, |n+ 1|1−β−} > c−
β− − 1 2
1−β−|n|1−β− ,
where we used Lemma 5.3 one more time. Then we obtain
c˜(2)n (u0, f) =
1
2pi
(
3 ‖U‖L∞(n,n+1) + ‖U ′‖L1(n,n+1)
)
m˜ −1n
6
β− − 1
2pic−
(
3× 2−µ+α+β−M + 2−µ+β− (2αM +M ′)
)
|n|µ−2−α+β− .
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Then the summability of the sequence
{
c˜
(2)
n (u0, f)
}
n∈SN
follows from the assumption
α− µ > β− > β− − 1, and we have∑
n∈SN
c˜(2)n (u0, f) 6
β− − 1
pic−
(
3× 2−µ+α+β−M + 2−µ+β−(2αM +M ′)
) α + 2− µ− β−
α + 1− µ− β−
=: c(2)c (u0, f) . (38)
It follows that∣∣∣∣∣
∑
n∈SN
∫ n+1
n
U(p) eitψ(p) dp
∣∣∣∣∣ 6
(∑
n∈SN
c˜(2)n (u0, f)
)
t−1 6 c(2)c (u0, f) t
−1 .
We obtain finally for all (t, x) ∈ Cf (−∞,+∞)c,∣∣uf(t, x)∣∣ 6 c(1)c (u0, f) t−µ + c(2)c (u0, f) t−1 .
Let us illustrate this intrinsic localization phenomenon by applying Theorem 5.4 to
the solution formula of the Klein-Gordon equation. In particular, this example shows the
natural appearance of equations of type (19) when studying higher order in time hyperbolic
equations.
The Klein-Gordon equation on R is defined as follows:{ [
∂tt − c2∂xx + c4
]
uKG(t) = 0
uKG(0) = u0 , ∂t uKG(0) = v0
, (39)
for t > 0, where c > 0 is a constant. In terms of quantum mechanics, the constant c
represents the speed of light and the solution is the wave function of a spinless relativistic
free particle with mass m = 1. By assuming that u0, v0 ∈ S ′(R), one can furnish a solution
formula which belongs to C2(R+,S ′(R)),
uKG(t) = F−1
(
e−itfKGa+(u0, v0)
)
+ F−1
(
eitfKGa−(u0, v0)
)
=: u+(t) + u−(t) , (40)
where the symbol fKG : R −→ R is given by fKG(p) =
√
c4 + c2 p2 , and the tempered
distributions a+(u0, v0) and a−(u0, v0) are defined by
a+(u0, v0) :=
1
2
(
Fu0 + i
fKG
Fv0
)
, a−(u0, v0) :=
1
2
(
Fu0 − i
fKG
Fv0
)
.
In this context, we note that u+ and u− solve respectively the equations{ [
i ∂t − fKG
(
D
)]
u+(t) = 0
u+(0) = F−1a+(u0, v0)
,
{ [
i ∂t + fKG
(
D
)]
u−(t) = 0
u−(0) = F−1a−(u0, v0)
, (41)
for t > 0. In particular, the solution formula (40) defines a complex-valued function
on (0,+∞) × R when F−1a+(u0, v0) and F−1a−(u0, v0) satisfy Condition (C3µ,α,r). In
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the following result, we provide estimates of the solution of the Klein-Gordon equation
(39) coming from estimates for the evolution equations given in (41). The proof consists
mainly in showing that the symbol fKG satisfies Condition (Sβ+,β−,R), for certain β+, β−, R.
Theorem 5.4 is then applicable, and the resulting estimates indicate that the solution of
the Klein-Gordon equation (39) is time-asymptotically localized in the space-time cone
CfKG(−∞,+∞) =
{
(t, x) ∈ (0,+∞)× R
∣∣∣ − c < x
t
< c
}
, (42)
which is actually the light cone issued by the origin.
5.5 Corollary. Let uKG : R+×R −→ C be the solution of the Klein-Gordon equation on R
with u0, v0 ∈ S ′(R) such that F−1a+(u0, v0) and F−1a−(u0, v0) satisfy Condition (C3µ,α,r),
with µ ∈ (0, 1], α− µ > 3 and r 6 c. Then we have
∀ (t, x) ∈ CfKG(−∞,+∞)
∣∣uKG(t, x)∣∣ 6 c(1)(u0, v0, fKG) t−µ2 + c(2)(u0, v0, fKG) t− 12 ,
and
∀ (t, x) ∈ CfKG(−∞,+∞)c
∣∣uKG(t, x)∣∣ 6 c(1)c (u0, v0, fKG) t−µ + c(2)c (u0, v0, fKG) t−1 .
All the constants can be computed from Theorem 5.4.
Proof. First of all, let us remark that one can follow the lines of the proof of Theorem
5.4 to establish very similar estimates for the solution of the evolution equation (19) when
−f satisfies Condition (Sβ+,β−,R), that is to say when f ′′ < 0. In this case, a is the limit
of f ′ at +∞ and b the limit of f ′ at −∞. In the present proof, this remark assures
that Theorem 5.4 is applicable to both equations given in (41) if the symbol fKG verifies
Condition (Sβ+,β−,R).
Now we provide the first and the second derivative of fKG,
∀ p ∈ R (fKG)′(p) = c p√
c2 + p2
, (fKG)
′′(p) = c3
(
c2
p2
+ 1
)− 3
2
|p|−3 .
By noting that the following inequalities are true,
∀ |p| > c 2− 32 c3 6 c3
(
c2
p2
+ 1
)− 3
2
6 c3 ,
we deduce that fKG satisfies Condition (S3,3,c). Moreover one can see that the limits of
(fKG)
′ at −∞ and +∞ are given by −c and c respectively. It follows that Theorem 5.4 is
applicable to the solutions of the equations (41), furnishing the estimates of the solution
uKG inside the cone CfKG(−∞,+∞) and outside.
5.6 Remark. As explained above, the Klein-Gordon equation furnishes a simple setting
illustrating the localization phenomenon exhibited in Theorem 5.4. Nevertheless it is also
possible to consider more general equations, as for example:

[
∂nt −
n∑
k=0
(−i)k−n ak ∂kx
]
u(t) = 0
u(0) = u0 , ∂tu(0) = u1 , ... , ∂
n−1
t u(0) = un−1
, (43)
42
where t > 0, n > 2 is an even number and {ak}k=0,...,n is a set of real numbers such that
∀ p ∈ R F (p) :=
n∑
k=0
ak p
k > 0 .
Applying the Fourier transform to (43), resolving the resulting ODE and applying the
inverse Fourier transform show that the solution formula of equation (43) is a sum of n
terms such that two of them are solutions of equations of type (19) with symbols fn and
−fn, where fn := n
√
F , respectively. Under suitable hypotheses on the coefficients ak,
the symbol fn satisfies Condition (Sβ+,β−,R), for certain β+, β− and R, implying the above
time-asymptotic localization for the two mentioned terms.
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