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Abstract: Building an ad-hoc network in emergency situations can be crucial as a primary tool or even
when used prior to subsequent operations. The use of mini and micro Unmanned Aerial Vehicles
(UAVs) is increasing because of the wide range of possibilities they offer. Moreover, they have been
proven to bring sustainability to many applications, such as agriculture, deforestation and wildlife
conservation, among others. Therefore, creating a UAV network for an unknown environment is
an important task and an active research field. In this article, a mobility model for the creation of
ad-hoc networks using UAVs will be presented. This model will be based on pheromones for robust
navigation. We will focus mainly on developing energy-efficient behavior, which is essential for this
type of vehicle. Although there are in the literature several models of mobility for ad-hoc network
creation, we find that either they are not adapted to the specific energy requirements of UAVs or
the proposed motion models are unrealistic or not sufficiently robust for final implantation. We will
present and analyze the operation of a distributed swarm behavior able to create an ad-hoc network.
Then, an analytical model of the swarm energy consumption will be proposed. This model will
provide a mechanism to effectively predict the energy consumption needed for the deployment of the
network prior to its implementation. Determining the use of the mobility behavior is a requirement to
establish and maintain a communication channel for the required time. Finally, this analytical model
will be experimentally validated and compared to the Random Waypoint (RWP) mobility strategy.
Keywords: swarm behavior; sustainability; energy model; ad-hoc network; swarm deployment
1. Introduction
Swarm robotics is an approach to collective robotics that takes inspiration from the self-organized
behaviors of social animals. Through simple rules and local interactions, swarm robotics aims at
designing robust, scalable and flexible collective behaviors for the coordination of large numbers of
robots [1].
This type of robotics is usually implemented using a great number of robots. These robots are
autonomous, have local sensory capabilities, do not have access to control tasks and must cooperate to
develop a task. In order to define swarming behaviors, the most common method requires developing
the rules of individual robots in an iterative way so that the desired global behavior will emerge from
the whole set of robots. To do this, the most common design method for the development of behaviors
is the use of probabilistic models [1].
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One of the most effective ways of communication used in nature is the communication by means
of pheromones. Due to its effectiveness, artificial pheromones have been adopted in multi-robot and
swarm robotic systems for more than a decade [2,3].
Among the multiple applications of collective robotics systems, one can find the deployment of a
communications network for the swarm itself, which becomes especially important when dealing with
Unmanned Aerial Vehicles (UAV) [4,5].
A MANET (Mobile Ad-hoc Network) is a wireless network composed of a set of self-organized
portable nodes. UAVs have the potential of being capable to create an ad-hoc network in the air,
i.e., ad-hoc networks of UAVs. Most UAVs used in communication networks are equipped with
wireless transceivers using omnidirectional antennas. As UAVs may move very fast, in UAV ad-hoc
network communication scenarios, the network topology can change quickly with low energy cost.
Such position changes require the entire set of vehicles to be moved coherently in order to maintain
the network connections required for data transmission [4].
There are many scenarios where it is extremely useful to create such networks using UAVs [5].
In particular, UAVs are highly and successfully used to support environmental sustainability [6];
for example, in order to search for resources in an unknown environment, for pollution monitoring,
in precision agriculture and when building communication systems, among others. In this article,
we will focus on the last application: a behavior able to create a communication link between a
building and its outdoors will be provided, assuming that there is only one access point to the building.
When working in indoor environments, there could be situations (such as radio jamming, lack of
energy or emergencies) where no internal or external signal for communication or localization—GPRS,
WIFI, GPS, etc.—can be accessed. In this case, it is essential to create an ad-hoc communication
network [7].
In this article, a swarming behavior aimed at creating ad-hoc networks for UAV vehicles will be
initially presented. This behavior will be based on pheromone communication for robust navigation.
The behavior will be designed to be executed on an aerial platform, and more precisely on a system of
quadcopter-type aerial vehicles. Due to the special particularities of this type of vehicle, our work will
focus specifically on analyzing the swarm behavior at an energy efficiency level, which is essential
for this type of UAV. Although there are in the literature several models of mobile ad-hoc network
creation, it has been found that either they are not adapted to the specific energy requirements of
quadcopter UAVs or the proposed motion models are unrealistic or not sufficiently robust for their
final implementation. Figure 1 shows a summary scheme of our work.
Figure 1. Summary scheme of the main subjects involved in this work.
The rest of this article is organized as follows. Firstly, we will present and analyze the operation
of a distributed swarm behavior able to create an ad-hoc network. Then, an analytical model of the
swarm energy consumption will be proposed. This model will provide a mechanism to predict the
energy consumption needed effectively for the deployment of the network prior to its implementation.
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Determining the consumption of the mobility behavior is an essential condition to establish and
maintain a communication channel for the required time. Finally, this analytical model will be
experimentally validated and compared to the Random Waypoint (RWP) mobility strategy.
2. State of the Art
Multi-robot deployment has become a topic of basic research in the field of multi-robot systems.
In this section, we will provide a brief review of the existing types of swarm deployment and coverage
of terrestrial robots. Then, we will review some applications designed to be executed using aerial
vehicles and comment on some examples of stigmergy communication in swarm systems.
Although there is a great amount of applications related to multi-robot deployment [8–10],
many of them rely on a pre-established communication network or external localization service.
This would limit the application of these systems to tasks where the existence of communication
networks or GPS cannot be assumed. Therefore, there are several studies where the external
communication network is substituted by the deployment of a new network of sensor nodes or
radio beacons. For example, [11] used a distributed algorithm to guide a group of robots through a
network of sensors. However, this and other similar strategies require the prior deployment of the
sensor network, which may be difficult or not practical in emergency situations.
Another alternative is to include the deployment process in the behavior. In this case, the behavior
consists of two phases: beacon deployment and robot deployment. In [12], a network of static radio
beacons was deployed to form a long-range communication network to assist in robot exploration.
However, such strategies cannot be used with micro or small-sized UAVs (the most commonly-used
type of UAVs in indoor environments) because of their low load capacity and limited autonomy.
In [13,14], a different strategy was presented, where each individual integrates a beacon,
creating its own communication network. However, the design of this behavior is intended for the
physical characteristics of the terrestrial robots presented in this paper, called s-bots. This makes it very
difficult to generalize to other types of vehicles due to their different types of sensors and actuators.
In our case, we are interested in developing a swarm behavior that uses the advantages of indoor
flying vehicles, rather than terrestrial ones, in emergency situations. For example, these vehicles can
avoid many obstacles that limit ground vehicles and enable sensor data to be obtained from a vantage
point [15–19].
An aerial vehicle requires specific considerations and algorithms to ensure navigability [20,21].
On the one hand, global localization techniques, which are common in outdoor UAVs, cannot be
used [22,23]. Thus, in outdoor UAVs, GPS is the most common localization system since it can be
adjusted by using on-board inertial sensors. Such systems cannot be used indoors (signal reception
occlusion) or in all outdoor locations and situations, so another approximation, such as local
localization, must be considered.
Robot local localization commonly requires environment maps and odometry sensors [24].
Environmental mapping may be previously undiscovered, and online map creation requires powerful
computing that may not be possible with small flying robots [25]. In addition, these approaches are
not successfully scaled up with large swarms [22]. Moreover, there are simple relative localization
applications that are suitable for small UAVs; for example, [26] presented the relative positioning of
sensors in reference to nearby static robots with a decentralized approach.
One of the first applications related to the UAV deployment task using a robotic swarm can be
found in [27]. This application uses a predetermined communication network as the basis for guiding
UAVs. Although this behavior does not require an external communication network, it does need a
pre-deployment phase, as in the terrestrial application in [28], which is not applicable in real emergency
situations that are not predictable in advance. In a later work, [29] reconfigured the network of sensors
to maximize the system performance, but the method requires a group of terrestrial robots to transport
the sensor network, which is not feasible in our case, since the ground may be impracticable.
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More recently, [26,30] presented a behavior where a fully-distributed deployment is achieved
while creating a communication network. This system does not require existing communication
networks or a global localization system. In addition, it is an effective strategy that is designed to
save energy when using UAVs, which is very important for increasing swarm autonomy. The work
in [26,30] assumed that a robot can temporarily be attached to the ceiling or floor for surveillance
over extended periods of time. However, as the authors discussed, this behavior requires special
environment features (straight walls, 90 degree angles, etc.) to be executed (it is not applicable for
unstructured environments) and does not take into account uncertainty (for example, the errors in
sensor readings and robot actuators), which is very important in UAV systems.
Mobility Strategies
The innovation of ad-hoc unmanned aerial vehicles network systems is that the motion of
unmanned aerial vehicles is controlled by fully-independent algorithms with two purposes: first,
to maintain network connectivity to enable real-time communication between unmanned aerial
vehicles and ground equipment; second, to increase detection coverage to identify targets quickly.
The main limitations for the use of unmanned aerial vehicles are battery energy, communications
bandwidth and processing capabilities. The useful life of drones and the radio transmission range on
board are limited. Therefore, the behavior of unmanned aerial vehicles swarms in terms of flight paths
and connections must be efficient.
Thus, we find two conflicting objectives: to preserve the connectivity of the individuals at all costs,
by using measures such as the SNR (Signal-to-Noise Ratio) or RSSI (Receive Signal Strength Indicator),
but to separate them as much as possible to have the majority of the environment covered [31].
Although we have found in the literature several models of mobility for the creation of ad-hoc
networks [4,5,7], they are not adapted to the energy needs of UAVs or their motion models are
unrealistic. In addition, they do not consider the difference between connectivity and covering,
being not robust enough for real implantation. In this paper, a swarm behavior for the energy-efficient
creation of ad-hoc networks is presented. This behavior has been designed keeping in mind the
requirements of the MANET network construction, its robustness, as well as the energy used to carry
out the deployment.
3. Swarm Mobility Behavior
In this paper, a swarm modeling design will be used. Swarm intelligence systems are
decentralized, self-organized algorithms used to resolve complex problems with dynamic properties,
incomplete information and limited computation capabilities. These systems are related to IoT-based
systems [32–35], which are complex and dynamic aggregations of entities (smart objects), which usually
lack decentralized control.
Swarm robotics is an approach to collective robotics that takes inspiration from the self-organized
behaviors of social animals. Through simple rules and local interactions, swarm robotics aims at
designing robust, scalable and flexible collective behaviors for the coordination of large numbers of
robots. This type of robotics is based in swarm intelligence, which describes how complex social
behaviors can come from simple non-coordinated individual actions. The control architectures relevant
to swarms are scalable, from a few units to thousands or million of units, since they base their
coordination on local interactions and self-organization.
Using the ideas presented in [13,14,26,30], a UAV swarm can establish its own communications
network. This network can be used for communicating swarm tasks or even to help other robots or a
human team with subsequent work [36,37].
A behavior for creating MANET networks must take into account several aspects to balance the
goals of covering and connectivity. More specifically, a MANET network must have the following
geometric characteristics [5]. It should minimize the uncovered areas of the environment to meet the
target covering goal. It should ideally generate the minimum required number of vehicle movements
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(reducing interference due to displacement). It should be allowed to adjust, directly or indirectly,
the number of neighbors of a network node. This number must be balanced, since a high amount of
neighbors may cause interferences, but a reduced amount cannot allow multihop networks. Finally,
it must maintain the clustering rate of all network nodes uniformly.
From an energetic point of view, we must take into account the difference between the
consumption of a UAV in flight or in the standby state. In order to measure individual swarm
energy consumption, an energy model, suitable for flying robots is used from [38]. In this model,
the energy consumption was split into two parts: the electrical power e f required for flight and the
electrical power required to be stationary (landed) es. For our system, we assume that e f = 120 W
and es = 0.5 W. As will be seen below, our model will take into account the consumption of vehicles
implicitly, depending on their state.
3.1. Platform
Indoor flights usually require smaller drones than outdoor ones, mostly because indoor spaces
often limit the size of aircraft for safety and maneuverability. However, it should be considered
that the size of these devices is directly related to their load capacity. Drones that can fly in urban
indoor environments will be used, based on the size required to move a person. To fly with security,
UAVs with a maximum radius of half a meter are available. This ensures a secure indoor movement at
a speed of no more than 1 m/s. From our point of view, this provides sufficient safety margins for
indoor environments. These UAVs must have a mechanism that allows them to detect obstacles in the
flying plane.
UAV launching will occur progressively over time from the same launching point. This will
simplify the arrangements before take off and will facilitate its application in emergency tasks, where a
specific launching point could be a requirement.
A swarm simulator based on the library in [39] has been developed in order to illustrate the
experimental section of this paper. A specific physics engine layer for UAV vehicle simulation has also
been added using the Chipmunk Physics library [40]. A realistic approach to UAV dynamics has been
considered taking also into account the errors of the actuators, sensors and the inherent uncertainty of
such systems. In addition, another two items have been developed: on the one hand, a virtual sensor
of the quantitative sematectonic pheromones; on the other hand, a network of ultrasonic sensors used
for detecting other drones or walls. The implementation has been designed to be as realistic as possible
with regard to the final physical implementation.
3.2. Proposed Behavior
Given the difference between the energy consumption of a UAV in flight or landed, it seems
coherent to consider two different energy states in our model: in flight (wander) or with the engines
stopped (beacon).
Initially, our behavior will start with an agent in the beacon state, which will mark the access
point of the environment to be explored. Then, in regular time intervals, wander agents will be added.
These agents have a unique numerical identifier, which is incremented for each new added agent.
Its primary mission is to explore the surroundings. Thus, these agents will be in flight, traveling
through the environment using their collision sensors and moving probabilistically until the signal
strength (using for example the RSSI of the transceiver device) is at a certain threshold li ∈ R where
it will be necessary to stop the vehicle to avoid breaking the communication channel. In this case,
we will proceed to land the UAV and change its state to beacon.
In the beacon state, a vehicle obtains a substantial battery savings. Its mission is to relay any signal
from any members of the swarm, establishing a communications network where each node can be an
information router. This behavior is required to send information from the control point to the swarm
or when requiring information about the environment or the state of the covering process. Moreover,
beacon vehicles play a key role in developing the stigmergy strategy. We propose the use of quantitative
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sematectonic stigmergy, that is the deposit of the same individuals in the environment as a mechanism
for communicating quantitative information.
In this way, beacon vehicles are key players in the process. Their task is to receive the virtual
pheromones broadcast within their range of communication and to store them. In addition, to emulate
the operation of natural pheromones, they also remove the intensity of stored pheromones as time
goes by. This provides a good mechanism of forgetting, which is very useful in dynamic environments.
The use of pheromones in our behavior is essential and facilitates its development in complex
environments in a robust way. Wander agents emit pheromones when moving around with a certain
radius Ψrw ∈ R and intensity Ψδw ∈ R. Similarly, when an agent makes a transition from the wander to
the beacon state, the vehicles emit a pheromone footprint with a larger radius Ψrb ∈ R and intensity
Ψδb ∈ R than the previous one. This footprint is emitted only once, fading in time, where the linear
rate of decrease per second is indicated by Ψ∈∈ R.
Wander agents’ navigation is determined by a potential field function f , made of three functions
(f1, f2, f3). The movement to be developed by the robot is the sum of all three components with an
adjustment term for each of them. To execute the movement of an agent, only the unit vector of fˆ = f| f |
is calculated, because we need to know which direction to take. Terms αi allow graduating the intensity
of each component.
The first component f1 is obtained as a vector pointing to the lowest intensity zone of pheromones
within the vehicle perception radius, so that this intensity decreases with the square of the distance.
Assuming that the vehicle position is the center of the coordinates, this component can be specified
so that:
C =
{
(x, y)|
√
x2 + y2 ≤ Ψrb
}
(1)
f1 = ∑
c∈C
(
v
|v|2 ·Ψ f ieldx,y
)
(2)
where C is a set of tuples with all the points that belong to the discretization of the circle (in our
case, we have discretized in cells of 1 cm) within the radius of pheromones Ψrb and v is a vector
that is constructed with the coordinates of the tuple (x, y) for each element of the set C. Ψfield x,y is the
component (x, y) of a matrix containing the pheromone reading of space coordinates (x, y) returned by
the virtual sensor of stigmergy.
The second component f2 determines the obstacle avoidance. It is defined as a vector that points
to the area with fewer obstacles detected by the ultrasonic sensors:
f2 =
|R|
∑
j=1
rj − p (3)
where R is a set of detected obstacles, rj the position of the obstacle j and p the current robot position.
Finally, it must be noted that sensor readings and actuator commands are not always accurate.
In this way, a random component is included to select the next move to make:
f3(t) = f3(t− 1) + α4 · rand (4)
where t indicates the current time, rand is a vector of uniform random numbers, so that randi ∈ [0, 1],
and α4 is a term that allows adjusting the importance of the random influence.
3.3. Behavior Analysis
Once this behavior has been presented, let us analyze its performance based on an environment
of 100× 100 m with the following microscopic parameters:(
li,Ψrw ,Ψδw ,Ψbw ,Ψδb , α1, α2
)
= (15 m, 10 m, 0.03, 10 m, β, 0.2, 0.4, 0.4) (5)
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β =
swarmsize-robotid
swarmsize
(6)
Initially, a beacon robot will be available at position p0 = (40, 50) of the map presented in Figure 2.
New robots will be added progressively from this position each minute.
a)
b)
c)
Figure 2. (a) Maps used in the experimentation. The starting points of the deployment process
in these maps are the following ones (top to bottom): (i) (x, y) = (35, 55), (ii) (x, y) = (45, 50),
(iii) (x, y) = (35, 50) and (iv) (x, y) = (15, 50). (b,c) Evolution of a selected execution for two sample
maps, where white areas are free zones and black areas represent obstacles. Steps 0, 500, 1500, 2000 are
shown. In addition, the obstacle detection area of the robots (circle) areas with pheromones (blue) and
the coverage range for each agent (red) is presented.
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Therefore, the effectiveness of this covering process can be seen, which is completed within 30 min
of operation. In the early stages of this behavior, the number of agents in the beacon state increases
quickly. This is because an agent can easily find an empty area that is not covered by the RF signal.
As this behavior advances, the number of wander agents is incremented, because it is more difficult to
find an uncovered zone, and more wander agents are added to the system.
This behavior is completely decentralized, scalable and robust. Robustness is mainly derived
from the advantages of using pheromones in navigation [41]. These allow unstructured exploration in
complex environments and even in dynamic environments. As shown in Figure 3, all the executions
achieve a full environment covering. It should be noted that due to space constrictions, we have not
presented various trials with different maps, although in our tests, this algorithm is equally robust and
highly tolerant to noise.
Figure 3. Number of individuals in each state and percentage of area covered by an individual given a
simulation step, where each step is equal to 0.5 s. The mean and standard deviation for 30 different
runs are shown until the swarm has covered 85% of the environment.
4. Obtaining the Energy Swarm Consumption
The microscopic behavior of the swarm, presented in the previous section, is executed individually
by all members. The prediction of the global swarm behavior from the agents’ behavior requires
analyzing the interaction between them. In our case, we are interested in analyzing how the agents’
state evolves while the behavior is executed. The following recurrence equation represents the number
of agents in the wander and beacon state for each time n, if we assume that the added drones’ rate
is constant:
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
wn
bn
t1n
t2n
t3n
 =

−α1 − α2 + 1 0 α3 −α4 0
α2 1 0 α4 0
0 0 1 0 0
0 0 0 1 −1
0 0 0 0 1


wn−1
bn−1
t1n−1
t2n−1
t3n−1
 (7)
Let A be the matrix:
A =

−α1 − α2 + 1 0 α3 −α4 0
α2 1 0 α4 0
0 0 1 0 0
0 0 0 1 −1
0 0 0 0 1
 (8)
where α1 ∈ R integrates the collision rate and how it affects the wander agents and the α2 ∈ R term
integrates the state transition between the wander and beacon states. Moreover, α3 ∈ R determines the
intensity of the addition of new drones per unit of time, and t1 ∈ R is a variable that models that more
drones will exist in the system as time runs.
As can be seen in the previous equation, a system of linear recurrence equations has been proposed
to enable the calculation of its closed form. However, the term α3 is not constant, because in the initial
stages of the behavior, the space to be covered is empty, and therefore, most drones are in beacon mode.
Variables t2 ∈ R and t3 ∈ R take into account this issue. We know w0 = 0 and b0 = 1 by the behavior
definition, so that the linearization variables t10 = 1 and t20 = 1. However, α4 and t30 = α5 depend on
the size and characteristics of the environment.
A linear recurrence is a sequence of vectors defined by the equation Xi+1 = AXi for some
constant matrix A. To find this constant matrix A, we could find the matrix An to find the n-th term.
From the previous equation, the amount of existing agents in each state for a given time can be known,
obtaining the expressions w(n) and b(n) from the matrix An, which is presented in Equation (9).
This equation calculates the number of agents for each state with the parameters used in the next
experimental simulations (negligible collision rate of α1 = 0 and an aggregation drone rate of α3 = 0.01).
w(n) =
1
α22
(
−α4 + (−0.1α2α3 + α4 + α2α4α5) (1− α2)n+
α2 ( 0.1α3 − α4 α5 + α4 n )
)
(9)
b(n) =
1
α22
(
(α4 + (α2 (0.1α3 − α4α5)− α4) (1− α2)n+
α2 (−0.1α3 + α2 (0.1α3n+ 1) + α4 (α5 − n)))
)
(10)
It is easy to obtain the energy consumption Wn of the swarm behavior in Watts from the start of
the execution until a given time n:
Wn = e f
n
∑
i=0
w(i) + es
n
∑
i=0
b(i) (11)
From the equation above, the average consumption of the swarm and the average energy
consumption by an individual UAV are obtained. Using this theoretical model, any parameter related
to the energy consumed by the swarm can be calculated, provided that the values of α1, α2, α3, α4 and
α5 are known.
4.1. Using the Energy Model
Before using the previous energy model, it is necessary to determine the following parameters of
the previous equation: α1, α2, α3, α4 and α5. As discussed above, α1 = 0, α3 = 0.01.
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Parameters α2, α4 and α5 can be estimated from the environment complexity, the maximum
distance between agents and the used pheromones’ radius, respectively. These parameters can
be adjusted using hyperparameter optimization (by using, for example, grid search or Bayesian
optimization). We have presented specific values obtained using Bayesian optimization [42] for our
simulation environment, although the obtaining process is beyond the scope of this paper. Parameters
have been adjusted for the map shown in Figure 2.
(α1, α2, α3, α4, α5) =
(
0; 0.00036; 0.01; 4.18× 10−6; 2500
)
(12)
Therefore, it should be noted that the obtained hyperparameters depend, among other factors,
on the type of map to be used. The parameters have been obtained based on maps with structure,
size and coverage similar to those presented in Figures 4 and 5. In order to predict the energy
consumption for other maps, it is required either to obtain the hyperparameters that model them
appropriately or to determine how the underlying behavioral and environmental characteristics of the
macroscopic model are affected [43].
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Figure 4. In this picture, both the mathematical models and the results of the simulation are shown.
We have provided the number of agents in the wander and beacon states, the instant energy consumed
by the swarm, the amount of environment covered and the average energy consumed. For these
simulations, the average and standard deviation of 50 different executions of our behavior are shown.
As can be seen, the models presented and the simulations coincide substantially.
Our prediction model requires prior learning of the hyperparameters. This learning must be
performed on a specific map. This map is presented in Figure 4. In order to verify the suitability
of the presented predictive model, its performance will be tested in four new maps (presented in
Figure 2) on which the model was not adjusted. To check the accuracy of the presented theoretical
model, we have conducted a total of 250 simulations of our swarm behavior, using five different maps
and taking into account the consumption required to achieve an 85% coverage of the environment area.
This coverage percentage has been chosen as it is representative of the covering process. It also allows
certain flexibility to the behavior, since there may be environments that, due to their configuration,
do not achieve a total coverage or require a time-consuming process.
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Figure 5. In this picture, both the mathematical models and the results of the simulation are shown for
four different maps. The energy consumption of the swarm vs. the predicted energy consumption for
four maps (a–d) is shown. Each map is shown on the right side of its corresponding figure. For each
of them, we have provided the number of agents in the wander and beacon states, the instant energy
consumed by the swarm, the amount of environment covered and the average of energy consumed.
For these simulations, the average and standard deviation of 50 different executions of our behavior
are shown. As can be seen, the models presented and the simulations achieve very similar results.
In Figure 4, an analysis of the simulated data compared to our theoretical model is presented for a
specific map. The proposed state predicting models calculate correctly the transition between states
that can be observed in the simulation. In addition, the energy prediction model substantially coincides
with the energy required in the simulation. In this figure, the instantaneous consumption rate for each
simulation step is also shown. It should be noted that the variations in energy consumption observed
in this figure are produced each time an active drone is introduced into the system. This consumes
a large amount of energy (120 W), required to stay in flight. When an agent lands, the use of energy
decreases (beacons only consume 0.5 W) until another new drone is introduced.
In order to validate the model correctly, the same tests have been carried out, but using a set of
different maps with a similar occupation and structure. Figure 5 shows the result of the conducted
analysis. It can be seen that the results of the theoretical model are significantly similar to the practical
results obtained. It is also shown that the required energy is higher as the map has more obstacles
(Figure 5c), being lower in maps with lower density (Figure 5a,b,d). The covering process is successfully
completed in the five maps considered. There is a slight deviation of the predicted energy for maps
(a,b), although we consider this prediction to be acceptable. As mentioned above, the difference is due
to the fact that the hyperparameters obtained for the map in Figure 4 are being used.
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Using the presented model the swarm energy consumption (instant or accumulated) is calculated
without requiring any physical evidence or simulation. We have conducted preliminary tests on
physical robots that confirm the data predicted by the model using four drones and a smaller
environment (30 × 30 m). If we compare the energy consumption of Random Waypoint (RWP),
the most common alternative for mobility strategies, we found that its energy requirements are much
higher than our approximation, and therefore, it is not well suited for UAVs.
The random waypoint model is the most used mobility model, because of both its simplicity and
the lack of a clearly better option. The RWP takes a fixed number of nodes in a rectangle of fixed
size. The simulation begins with the nodes uniformly distributed in the rectangle. Each node selects a
random destination and a random velocity evenly distributed over the interval [vmin, vmax]. Once it
reaches the destination, it pauses for a random time uniformly evenly distributed in [Pmin, Pmax],
then it chooses a new speed and destination and repeats the process.
Therefore, the consumption of the swarm is higher than our mobility strategy because since all
the agents are in an energy state equivalent to wander consumption w, and consequently:
RWPWn ≈ e f
n
∑
i=0
w′(i), where w′(i) w(i) (13)
As a result, when comparing the previous equation with the ones in Section 3, it must be pointed
out that RWP requires much higher energy consumption because w’(i) w(i). In addition, due to
its stochastic behavior, the RWP strategy will take much more time to complete a full covering of
the environment.
5. Conclusions
Although in the literature, there are several models of mobility for the creation of ad-hoc networks,
we found that either they are not well adapted to the energy required by UAVs or the motion models
are unrealistic, because they do not consider the entity difference of connectivity and covering or
because they are not robust enough for final implementation.
This article presents a behavior aimed at the deployment of a swarm of drones in an unknown
environment, by carrying out an analysis of the energy needs required by this behavior for the
development of its task. The consumption required by the swarm of UAVs has been analyzed both
theoretically and practically. The ultimate goal of this behavior is the creation of MANET networks
using UAVs. We consider that this task can be of critical relevance when carrying out rescue or search
tasks in emergencies.
It has been proven experimentally that our behavior tends to cover a given area of the environment.
We have analyzed the energy consumed by the swarm while executing this behavior. We have provided
a theoretical model of the swarm energy consumption. We have also proved the validity of this
model, using a realistic swarm of drones simulator, taking into account its main features. In addition,
using our energy model, an analytic comparison between the random waypoint mobility strategy and
our behavior has been provided. We found that the generic RWP strategy is not suitable to be used in
UAV systems because of the energy restrictions of such systems.
In future works, we are currently developing a virtual pheromones sensor, both for indoor
(based on Bluetooth Low Energy devices) and outdoor (using XBEE Mesh networks) environments,
to test the behavior of our approach using a real UAV swarm. In addition, we will analyze the
development of complementary behaviors to reduce both exploration time and energy while keeping
the robustness advantages provided by the use of pheromones for communication.
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