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ABSTRACT
In forensic science, one of the major questions of interest is whether the suspect can be linked to
the crime scene through the evidence. Forensic scientists are often tasked with addressing source-
level questions and need to develop a method to statistically assess the evidence for traditional
feature-comparison analyses, such as examiners perform for firearms, toolmarks, hair, glass frag-
ments, fingerprints, shoe prints, handwriting and so on. In this thesis, we propose a two-step
statistical approach that is applicable to a variety of forensic evidence types; (1) Develop a statisti-
cal method to assign the score, a measure of similarity, between questioned and recovered samples,
(2) Assess the value of evidence through the score-based likelihood ratio (SLR). There are three
chapters dedicated to developing methods of quantifying the similarity between two items on numer-
ical trace evidence in glass fragments and on the two-dimensional pattern evidence of shoe outsole
impressions. First, we develop a non-parametric method through statistical learning techniques
for the comparison of glass fragments by computing a similarity score and showing that our score-
based approach outperforms a number of existing methods. Secondly, we develop an algorithm to
quantify the degree of correspondence between two shoe outsole impressions. By defining a good
representative signature of shoe impressions, the methods we developed can take the class char-
acteristic and unique wear and tear pattern into account when quantifying the similarity between
two images, being able to discriminate two shoe impressions that share the same pattern. Finally,
we research the performance of the SLR using the scores from the methods that we developed. We
show how different SLRs are strengthened by increasing the discriminating power of the scoring
metric and illustrate the range of SLR values for a variety of reasonable model choices.
1CHAPTER 1. INTRODUCTION
In the forensic identification of source problems, the question of interest can take one of two
different forms, (1) Common source question; Are the two questioned samples from a common,
but unknown, source? and (2) Specific source question; Does the questioned sample with unknown
source originate from the same source as the control samples with known source in the commission
of a crime? To answer these questions, we develop methods for a feature comparison on types of
evidence such as DNA, hair, glass fragments, fingerprints, shoe prints, handwriting and so on.
Regardless of which questions we face, the statistic to answer those questions is the same. The
similarity between questioned sample(s) and known sample(s) is the key to help those questions.
Ideally, the score that measures the similarity between two items should be produced by a good
feature-comparison methods based on scientific theory and developed sophisticatedly for each type
of evidence. The similarity score itself or the value of evidence, such as the likelihood ratio, needs
to be delivered to the decision maker in the court.
In this thesis, we propose a statistical two-step approach that is applicable to a variety of
other forensic evidence types; (1) Develop a statistical method to assign the score, a measure of
similarity, between questioned and recovered sample (not a binary decision by examiner), (2) Assess
the value of evidence through the score-based likelihood ratio. There are three chapters dedicated to
developing the methods of quantifying the similarity between two items, Chapter 2 is on numerical
trace evidence in glass fragments and Chapter 3 and Chapter 4 are on the 2D pattern evidence of
shoe out-sole impressions.
Glass evidence is commonly found from broken glass at the crime scene. Recently, the measure-
ments of chemical compositions by LA-ICP-MS from a glass fragment are used as a discriminating
features. The current ASTM standard for comparing chemical concentrations in two glass frag-
2ments is based on the element-wise intervals. Since the current trend is to treat the elemental
compositions as a single multivariate vector, new methods need to be developed to understand
the possible correlations between elements correctly. In this work, we developed non-parametric
learning techniques to produce a score that have high sensitivity and specificity, and that overcome
the drawbacks of the existing methods. From a large ground truth database we collected, we com-
pare the performance of the proposed method and the existing methods, and show our methods
outperform the existing methods.
Also, it is common to find full or partial shoe impressions at the crime scene. There are
many automated methods developed to compare shoe impressions, but none of them are widely
used in real criminal cases. Shoeprint analyses still highly rely on the knowledge and experience
of footwear examiners to answer the identification of source questions. In this work, we develop
several methods to quantify the degree of correspondence between questioned and known out-sole
impressions. In this thesis, we explore effective and efficient features to capture the uniqueness
of each shoe impressions. Using the property of geometrical congruence in patterns of shoe out-
soles, we use the graph theory concept of maximum clique to align two impressions. By comparing
known matches and known non-matches, and comparing between two shoe impressions which have
the same out-sole design, we show the performance of the methods.
After the development of a good scoring metric, we research the performance of score-based like-
lihood ratios (SLR) in Chapter 5. First, we show how different SLRs are expressed and strengthened
by the discriminating power of the scoring metric. As an illustration, we used a glass dataset to
compute the resulting SLR using two different methods with different discriminating powers. Sec-
ondly, we explore the uncertainty of SLR from the score on the comparison of shoe impressions.
The densities of mated and non-mated scores, where the models are chosen by the examiner, will
be used to construct an SLR. We illustrate the range of SLR values for a variety of reasonable
model choices and propose to use a range of SLR values instead of using one value of the SLR as
the weight of evidence.
3CHAPTER 2. LEARNING ALGORORITHMS TO EVALUATE FORENSIC
GLASS EVIDENCE
A paper under the revision in the Annals of Applied Statistics.
Soyoung Park and Alicia Carriquiry
Abstract
Glass fragments are often compared in the course of a forensic evaluation, using their chemical
composition determined with technologies such as LA-ICP-MS. At present, forensic scientists ad-
vocate the use of two comparison criteria based on univariate intervals around all mean elemental
concentrations for fragments originating from a known piece of broken glass. The main drawback
of this approach is that it does not consider the correlations between concentrations. Further,
when the elemental concentrations are more variable within panes, it becomes harder to reject the
null hypothesis of no difference between fragments. In the legal context, higher variance would
tend to incriminate the defendant because the intervals would tend to be wider. We demonstrate
that a score-based approach to assess the weight of evidence in glass comparisons out-performs
the two standard interval methods and other methods proposed in the literature, at least in terms
of minimizing classification error. We use machine learning algorithms to construct a similarity
score between pairs of glass fragments. The learning algorithms exploit the correlations among
elemental concentrations and result in an empirical class probability, so we can report the degree
of similarity between two fragments. Our group is in the process of assembling the first glass com-
position database with enough information within and between glass samples to permit computing
well-conditioned estimates of high-dimensional covariance matrices. These data will be available to
anyone who wishes to carry out research in this area.
42.1 Introduction
During the commission of a crime, it is possible that a glass object is broken. Small fragments
from the broken object can transfer to clothing, hair, or shoes of the perpetrator of the crime, or
to a victim in the crime scene. The question of interest then becomes whether the glass found on
a suspect may have come from the broken glass object at the crime scene. Fragments found at the
crime scene are called control or known (K) and glass fragments recovered from the suspect are
the questioned samples (Q). In the forensics context, this is known as a specific source question:
did the fragment on the suspect originate from the glass object broken in the commission of the
crime? A related, but not identical question is the same source question: could two fragments, one
recovered from a victim and another from a suspect, have the same, but unknown source? Whether
attempting to answer one or the other question, the statistic used to quantify the differences between
fragments is the same. However, the approach for evaluating the weight of the evidence is different
depending on the question (e.g., Ommen and Saunders (2018)), and we revisit this issue later in
the manuscript.
Glass objects broken during the commission of a crime include containers (bottles, jars, vials),
architectural glass (windows, doors), car windshields and many more. In this paper, we focus on
architectural float glass, used in windows and doors. Glass is made by melting together sand, soda
ash, dolomite, limestone and sodium sulfate at temperatures in excess of 1500 C. Manufacturers
also add cullet (recycled broken glass) to the mixture. In the 1950s, Sir Alastair Pilkington invented
the process to produce float glass; this process is used to this day. After raw materials are mixed
in a batch plant, they are fed into a furnace where the batch is melted and mixed. The molten
mixture is then extruded in the form of a wide ribbon onto a bath of molten tin that provides a
flat, smooth surface for the glass. As the glass travels on the molten tin, it cools down gradually
and depending on settings, acquires the desired thickness. Once the glass has cooled down to about
1000 C, it enters an annealing chamber, where controlled cooling is faster. The last steps in the
5manufacturing process consist in cutting the glass ribbon to specs and the panes are then packaged
for transportation. Fig. 2.1 shows a schematic of the float glass manufacturing process.
A glass ribbon can have a thickness between 0.4 and 25 mm, and the length it travels between
furnace and the end of the line is approximately 0.5 km, about the length of five American football
fields. There are 370 float glass manufacturers worldwide, who jointly produce almost a million
tons of float glass per year.
Forensic scientists describe physical, optical and chemical properties of glass. Except in cases
where the fragment on the suspect is large, it is often difficult to compare glass on the basis of
physical properties. The refractive index (RI) of glass describes how light propagates through that
glass fragment. In the past, the RI varied between glass samples and was used as a discriminating
feature (Curran, 2003; Garvin and Koons, 2011), but improvements in the manufacturing process
have resulted in less variability in RI across glass samples (Koons and Buscaglia, 2001).
Today, it is widely agreed that the concentration of minor and trace elements in glass provides
a more precise means to compare glass fragments. There are several technologies that can be
used to measure the concentration of elements in glass. For our analyses, we used inductively
coupled mass spectrometry with a laser add-on (LA-ICP-MS; e.g., Houk (1990); Curran et al.
(1997b); Aeschliman et al. (2003); Trejos et al. (2013a); Weis et al. (2011); Dorn et al. (2015)).
Briefly, ICP-MS works as follows: an inductively coupled plasma source ionizes the elements in the
glass sample. The positively charged ions are then separated and routed to a mass spectrometer
(MS) that can identify each ion by its atomic mass-to-charge ratio. Once the ions have been
separated, they are detected (or counted) by a suitable detector that can estimate the concentration
of each particular element in the sample given the number of the corresponding ions detected. The
estimated concentrations are given in multiples of parts per million (ppm). Laser ablation consists
in irradiating the surface of the glass sample with a high-pulse laser. When the laser beam hits
the glass sample, it produces a plume (aerosol) of atoms that are then presented to the plasma for
6ionization. In forensic applications, the number of elements used for characterizing a glass sample
is typically 18 (Weis et al., 2011).
The main objective of this work is to develop and evaluate a score that quantifies the similarity
between two glass fragments, using the concentrations of elements in the glass as discriminating
features. To construct the score, we rely on supervised machine learning algorithms including
random forests (RFs, Kam (1995); Breiman (2001)) and a Bayesian Additive Regression Trees
(BART, Chipman et al. (2010)). The score itself, or a score-based likelihood ratio (SLR; Hepler
et al. (2012)) can then be used by the trier of fact (juror) to determine the probative value of the
glass evidence presented in a specific case.
A second objective of this work is to outline a strategy for forensic glass examiners to compare
glass fragments in real casework. Most forensic examiners in accredited laboratories follow the
standards published by the American Society for Testing and Materials (ASTM). Glass examiners
in particular rely on two standards: ASTM-E2330-12 (2012) and ASTM-E2927-16 (2016). These
standards provide guidance for sample preparation, analysis and interpretation. Both of these
standards describe an approach to compare glass fragments using their elemental concentrations and
to determine whether the fragments are chemically indistinguishable. We show later in this paper,
that the statistical methods presented in the ASTM standards for comparison of the elemental
composition of glass do not perform well in terms of sensitivity and specificity when implemented
on data other than the data that were used to develop those methods. In Section 2.2 we review
those statistical approaches plus others that have been proposed in the literature, and discuss their
limitations. Most of the methods that have been proposed rely on a standard hypothesis testing
set-up, where the null hypothesis is that there are no differences between mean concentrations in
the fragments. By starting from a null hypothesis of no differences between the composition of
the reference and question fragments, the methods appear to place the burden of proof on the
defendant, in the sense that the dissimilarity between the fragments has to be large enough to
reject the null hypothesis in favor of the alternative.
7We note that even though this manuscript focuses on forensic glass comparisons, the approach
we discuss and that relies on the development of a similarity score is applicable in many other
forensic problems. Song (2015) and Hare et al. (2017) proposed similar approaches to compare
cartridge case and bullet striations, respectively. Trejos et al. (2010) used a multivariate score to
compare the elemental composition of paper and ink, and quantify similarity across and within
samples. They focused on assessing the properties of the score in terms of classification accuracy,
but stopped short of discussing the question of weight of evidence.
The rest of this paper is organized as follows. In Section 2.2, we review some of the statisti-
cal methods that have been proposed to compare the elemental composition of glass. Section 2.3
includes a more detailed discussion of the two prevailing interval-based approaches: the standard
n-σ (Koons and Buscaglia (2001); Trejos et al. (2013b)) and the modified 4-σ criteria (Weis et al.,
2011) to compare two glass fragments. The section also includes a brief description of two para-
metric approaches included in the comparison (Hotelling’s T 2 with a shrinkage variance estimate
Campbell and Curran (2009), and Parker’s optimal H statistic, Parker and Holford (1968)) and
the machine learning algorithms that we implemented in this manuscript. Section 2.4 describes the
datasets that were used to carry out statistical analyses in this work. We present a brief exploratory
analysis of the datasets in Section 2.5. Results are shown in Section 2.6 and Section 2.7. Finally,
we finish with a discussion and recommendations for practitioners in Section 2.8.
2.2 A brief history of the statistical analysis of glass
When a glass object is broken during the commission of a crime, glass fragments can transfer
to the perpetrator or to others in contact with the crime scene. Forensic glass examiners are often
tasked with answering the specific or the common source questions described in Section 2.1. The
small size of questioned fragments on a suspect or on a victim almost always prevents comparison
of the samples using physical characteristics such as color or thickness, so in the past several
years, forensic examiners have relied on technologies such as LA-ICP-MS to accurately measure the
8concentration of a large number of elements in glass. Depending on the measurement instrument,
the number of elements that can be detected can be as high as 40 (ASTM-E2330-12, 2012) or as
low as eight (Zadora, 2009a). In most applications, no more than about 18 elements are used in
forensic comparisons (e.g., Weis et al. (2011)).
Whether the question is one of specific or of common source, the forensic examiner must quan-
tify the difference between two fragments and decide whether fragments are similar enough that
the possibility of common source cannot be excluded. To aid in this decision, we propose a classi-
fication method that has high sensitivity meaning that it correctly detects fragments that have a
common source (whether specific or not), and high specificity or a high rate of correctly identifying
pairs of fragments that have a different source. In Courts in Daubert jurisdictions, other relevant
performance criteria to evaluate the classifier might include the positive predictive value (or PPV),
and the negative predictive value (or NPV) of the classifier. The PPV in the glass context is the
proportion of same source pairs of fragments among those classified as such by the algorithm. Sim-
ilarly, the NPV is the proportion of different source fragments among pairs of fragments classified
as having a different origin by the algorithm.
Hickman (1987) and Koons et al. (1988) were among the first to use ICP-MS to discriminate
between glass fragments from sheet glass and from glass containers using simple clustering methods,
so ours is not a new problem.
Among forensic practitioners, comparison criteria based on range overlap or other interval-based
approaches are the tools of choice. In 1991, Koons et al. (1991) proposed a comparison criterion
called range overlap, where examiners first obtain elemental concentrations from several known
fragments and compute the range of values, element-wise. The same elemental concentrations are
then obtained in the Q fragment(s). Suppose that there are p trace elements measured; if all p
concentrations in the Q fragment fall within the corresponding range obtained from the K samples,
then the two fragments are declared to be chemically indistinguishable. If one or more of the p
9elemental concentrations in Q fall outside of the corresponding range, K and Q are determined to
have a different source. A variation of this approach consists in computing the standard deviation
of the measurements for each element in the K samples and then construct a 4-σ interval around
the mean. As before, the elemental concentrations in Q would then be declared to be chemically
indistinguishable from K if all p values fall within the corresponding 4-σ interval.
Comparison criteria based on univariate intervals or ranges have obvious drawbacks. First,
when measurement uncertainty or the variability of the elemental concentrations increases, the
width of the intervals increases as well, which has the unintuitive effect of making it harder to
reject the hypothesis of same source. Second, the fact that intervals are constructed element-wise,
ignores the presence of correlations (sometimes very high) among elemental concentrations, and
consequently the approach is inefficient. Finally, this interval based approach does not consider the
probability of a coincidental match defined as the chance that two fragments are indistinguishable
even if they have a different source. Nonetheless, the recently revised standard for the analysis
and interpretation of elemental concentrations obtained by LA-ICP-MS (ASTM-E2927-16, 2016)
recommends that p univariate 4-σ intervals (slightly modified as described in Section 2.3) be used
as a comparison criterion (Trejos et al., 2013a,b; Dorn et al., 2015). Weis et al. (2011) proposed a
modified 4-σ criterion.
In parallel to these developments, statisticians over the years have proposed approaches that
account for the multivariate nature of the measurements. Parker (1966) introduced the concept
of an index C to assess the similarity between two items, when the measured attributes are un-
correlated normal variates with known standard deviations. Curran et al. (1997a) and Campbell
and Curran (2009) proposed the use of the Hotelling T 2 statistic with a shrinkage estimator of the
covariance matrix to compare two multivariate mean vectors. By using a shrinkage estimator of
the covariance matrix, the Hotelling T 2 test is still valid when the number of features p exceeds
the number of observations used for estimation. Also, to avoid the need to rely on strong distri-
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butional assumptions, Campbell and Curran (2009) propose a permutation test to derive the null
distribution of the statistic.
Lindley (1977) was the first to move beyond the binary same source/different source framework
and to propose the use of likelihood ratios to compute the odds of observing a match between
two fragments under the competing hypothesis of same and different source. If Hs and Hd denote
the competing propositions of same and different source, respectively and fs(y|θs) and fd(y|θd) are
the corresponding multivariate densities of the vector of measurements y where fs and fd are the
probability model for y under the same source and different source hypotheses, then the likelihood
ratio is computed as
LR =
fs(y|θs)
fd(y|θd) . (2.1)
High values of the LR support the same source hypothesis. Curran et al. (1997b) revisited
the likelihood ratio framework and illustrated its use in a small dataset. Aitken and Lucy (2004)
compared interval-based methods to likelihood-ratio based methods using a dataset consisting of
one fragment from each of 62 windows, with 5 replicate measurements obtained on each fragment.
They carried out a three-dimensional analysis by considering ratios of elemental concentrations and
focusing on those which they believed to be most discriminating. In a simulation study, they found
that a likelihood ratio with a kernel density estimator of the variability across sources outperformed
the other methods at least in terms of minimizing the false match and the false non-match rates.
Scheer (2006) compared the performance of the likelihood ratio when different methods are used to
approximate the density of the measurements under both hypotheses and when varying the number
of elements used in the comparison. It is fair to say that none of these methods has been adopted
for use in actual casework.
Except for the work by Zadora (2009a,b) there have been no other attempts to use machine
learning classifiers to compare the elemental composition and the refractive index of glass fragments.
Zadora addressed the question of classification of glass fragments into a small number (5 or 6)
of different categories: containers, bulbs, windows, car windows and headlamps. Working with
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a dataset from Poland that included one glass sample from each of 23 windows, 25 bulbs, 32
car windows, 57 containers and 16 headlamps, he found that a Support Vector Machine (SVM)
and a naive Bayesian classifier (NBC) did reasonably well when comparing fragments that had
different composition and refractive index but resulted in non-negligible false same source and
false different source decisions when fragments had similar characteristics (e.g., when comparing
fragments of float glass from architectural and automobile windows). Zadora (2009b) had limited
samples of glass of different types on which to train the algorithms. Furthermore, measurements
were obtained from only four fragments per sample of glass, and each fragment was replicated
three times. Measurements were obtained using scanning electron microscopy (SEM-EDX), which
limited the number of elements with detectable concentrations to just eight.
Research to develop statistical methods to compare elemental composition of glass that minimize
classification error and that are robust in the sense of performing well across a variety of datasets
has been limited because of the dearth of adequate data. We describe the data that are available to
researchers in Section 2.4, but note here that there are no datasets in the United States with more
than just a few fragments (three or four) from each pane of glass. As a consequence, there are no
datasets that permit estimating consistently a p×p covariance matrix when p exceeds two or three.
As mentioned above, measurements obtained via LA-ICP-MS include values for about 18 elements,
so to estimate the within-sample covariance matrix we would need no fewer than 20 fragments on
at least on a subsample of the glass panes. A dataset collected by the Bundeskriminalamt (BKA,
German Federal Criminal Police) includes one glass pane from which 34 different fragments were
measured. To help alleviate this problem we are constructing a dataset with elemental composition
of glass fragments using LA-ICP-MS. The dataset includes measurements of 18 elements on each
of 24 fragments per pane (five replicates per fragment) on as many panes as our budget allows.
We describe the protocol for the collection of these data in Section 2.4. In this work, we use two
sources of data, as described in Section 2.4.
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2.3 Methods to compare the elemental concentrations in glass fragments
2.3.1 Interval-based match criteria
Suppose that the concentration of p elements is measured on J fragments from a sample of
glass. Each measurement is replicated L times.
Let yijl be the concentration of the ith element in the lth measurement of the jth fragment,
i = 1, .., p, j = 1, .., J, l = 1, .., L. The ith mean concentration in the jth fragment is denoted by y¯ij
and the standard deviation of concentrations is denoted by SDij , which reflects the measurement
error variability. The relative standard deviation (RSD), is the name given by forensic scientists to
the coefficient of variation calculated as the ratio SDij/y¯ij .
As mentioned in Section 2.2, forensic scientists have proposed and evaluated several interval-
based comparison criteria. We focus on the two criteria that have been recommended: the 4-σ
criterion and the modified 4-σ criterion (Weis et al., 2011; ASTM-E2330-12, 2012; Trejos et al.,
2013a; Dorn et al., 2015; ASTM-E2927-16, 2016) Both of these criteria are implemented by carrying
out p element-wise comparisons.
Standard 4-σ interval criterion
The method described in Sections 10 of ASTM-E2927-16 (2016) and ASTM-E2330-12 (2012)
consists of the following. Suppose that we have two glass samples, Q and K, for K the known
or reference sample. Using K and for J, L ≥ 3, compute the p concentration means y¯Ki and
the p standard deviations, SDKi , i = 1, ..., p, over the L × J measurements. ASTM-E2927-16
(2016) recommends that a minimum of nine measurements of elemental concentrations be obtained
from the K sample (three fragments, three replicate measurements from each), and “as many
measurements as are practical” be obtained from the Q sample. ASTM-E2330-12 (2012) mentions
“a minimum of three measurements” (see Section 10.1.1) from the K sample. A minimum SD
(MSDKi) is fixed to be 3% of the mean for the ith element in the K sample. Note that regardless
of the number of fragments obtained from K, the standard deviation used to construct the intervals
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cannot fall below 3% of the corresponding mean concentration. Further, intervals are constructed
using the SD of the measurements and not of the mean of measurements, so increasing the number
of K measurements does not necessarily result in narrower intervals. The ith comparison interval
for sample K is then computed as:
y¯Ki ± 4×max(SDKi,MSDKi). (2.2)
For J = 3 fragments from K, the 0.975 tail quantile of a t distribution with 2 degrees of freedom is
4.3. Therefore, the interval in equation 2.2 is reminiscent of the standard two-tailed t interval with
type I error fixed at 0.05, that would be used to test the null hypothesis of equal means against
the alternative of different means. Next, elemental concentrations in sample Q are compared to
the p intervals computed as in equation 2.2, element by element. If all elemental concentrations
in sample Q are contained in the corresponding intervals, then the two samples are said to be
chemically indistinguishable. This decision is equivalent to failing to reject the univariate null
hypothesis of equal mean concentrations. If one or more elemental concentration in sample Q is
outside the corresponding interval obtained from the J × L measurements, then the two samples
are declared to be distinguishable.
We can represent this comparison criterion in the form of a score, computed as the absolute
value of the difference between the two elemental concentrations in samples K and Q. Let Sstd,i
denote the score for sample K and Q computed for the ith element. Then:
Sstd,i =
∣∣ y¯Ki − y¯Qi
max(0.03× y¯Ki, SDKi)
∣∣ (2.3)
Sstd = max(Sstd,i), i = 1, ..., p,
where y¯Ki, y¯Qi are the mean concentration of the ith element in the sample K and Q, respectively
and SDKi is the standard deviation of the ith element measurements on the sample K. As stated
in ASTM-E2927-16 (2016); ASTM-E2330-12 (2012), if Sstd larger than 4, then two fragments are
declared to be distinguishable.
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Modified 4-σ criterion with fixed relative SD (FRSD)
Weis et al. (2011) proposed an interval-based criterion called modified n − σ criterion. They
found that n = 4 leads to the best compromise between sensitivity and specificity. Weis et al.
(2011) obtained 90 measurements (mean of three replicates each) from the German glass standard
DGG 1 (Deutsche Glastechnische Gesellschaft, Germany), and from these, computed a fixed relative
standard deviation (FRSD), (expressed as percent of the mean) for each of 18 elements. When a
value was below 3%, the FRSD was set to 3%. The values of the FRSD are shown in Weis et al.
(2011), Table 7. As in the ASTM standards, analyzing additional fragments from K contributes to
more reliable estimation of the mean, but not to shorter comparison intervals, since their width is
fixed by the FRSD. Using these FRSD, Weis et al. (2011) propose constructing intervals for element
as shown in the equation 2.4 below:
(
y¯Ki
(1 + n× FRSDi) , y¯Ki × (1 + n× FRSDi)), i = 1, ..., p (2.4)
where y¯Ki is the mean concentration of the ith element in sample K. As before, if the mean
concentration of all 18 elements in Q fall within the corresponding interval, then the two samples
are declared to be chemically indistinguishable. If one or more mean concentrations in Q is not
contained in its interval, then the two samples are declared to be non-matches.
The modified n-σ criterion in equation 2.4 can also be transformed into a score as in equation
2.6:
SMNSC,i =
∣∣exp(| log y¯Ki − log y¯Qi|)− 1
FRSDi
∣∣ (2.5)
SMNSC = max(SMNSC,i), i = 1, ..., p.
As suggested by Weis et al. (2011), if SMNSC is larger than 4, then two fragments are declared to
be distinguishable.
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2.3.2 Parametric approaches
Campbell and Curran (2009) suggested that a better alternative to the range-overlap or the 4-
sigma methods was to use a Hotelling T 2 test for the comparison of two or more multivariate mean
vectors. To overcome the challenges imposed by the limited information for estimation of well-
conditioned p−dimensional covariance matrices, they recommended a shrinkage estimator of the
covariance matrix. The form of the Hotelling T 2 statistic is the usual, but the sample covariance,
S, is replaced by a shrunken estimate, Σˆs. The statistic is:
T 2 =
M2
2M
(y¯K − y¯Q)Σˆ−1s (y¯K − y¯Q), (2.6)
where M is the number of observations in samples K,Q, and (y¯K − y¯Q) is the difference in mean
vectors in samples K,Q.
When the number of measurements M is smaller than the number of elements p, the shrinkage
estimator of the covariance matrix is more efficient, always positive definite and does not rely on as-
sumptions about the underlying distribution of the measurements. Following Scha¨fer and Strimmer
(2005), Campbell and Curran (2009) estimated the covariance matrix by shrinking (James-Stein
shrinkage estimator) the sample covariance matrix S toward a target structured matrix F , so that:
Σˆs = δˆ
∗F + (1− δˆ∗)S,
where δˆ∗ is an optimized shrinkage constant and the target F is the p−dimensional matrix with
identical pairwise correlations (Ledoit and Wolf (2003)). We use T 2 as a test statistic (score) to
quantify the similarity of float glass fragments.
Parker (1966, 1967) proposed an index, C, to quantify the similarity between two items when
the features are uncorrelated and have known standard deviations. Parker (1967); Parker and
Holford (1968) discussed the effects of correlation among attributes on the discrimination question
and suggested a test statistic H, for which they derived a sampling distribution. They showed
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that H is the optimal test in the sense of Birnbaum (1954) when attributes are correlated normal
variates with unknown standard deviations. Because elemental concentrations in glass fragments
tend to be correlated, we used the optimum test statistic H as the additional test statistic (score)
to assess the similarity of float glass fragments.
2.3.3 Supervised learning approaches
In practice, forensic scientists do not have much information with which to compare glass from
a crime scene and glass recovered from the suspect. This poses a challenge. If the comparison
is based exclusively on the data at hand (as is proposed in ASTM-E2927-16 (2016)) the standard
deviation SD of the p elements in the K sample will be poorly estimated, unless a very large number
J of fragments from K is included in the comparison. On the other hand, if the comparison relies
on estimates of standard deviation such as the FRSD in Weis et al. (2011), then the forensic
practitioner needs to justify that those values are plausible when comparing fragments obtained in
the specific case under investigation.
We propose a different approach. Suppose that we have a large number of fragments from
samples of float glass from a wide variety of manufacturers in the United States (and perhaps other
countries as well), for which we know ground truth. That is, we know which fragments in the dataset
came from which pane of glass. Just 2,000 glass fragments allows for almost 2,000,000 different
pairwise comparisons, some of which will be between known mated (KM) and some between known
non-mated fragments (KNM). We propose to quantify the similarity between the two fragments in
each pairwise comparison via a score, such that the distributions of values of the score among KM
and among KNM pairs do not overlap, or have minimum overlap. Fig. 2.2 illustrates the idea.
In practice, a forensic examiner would compute the score for the pairwise comparisons in the
case on which she is working. Suppose that, following ASTM-E2927-16 (2016), the examiner obtains
L = 3 replicate measurements on J = 3 fragments from K. As in current practice, the practitioner
would obtain an average elemental concentration to represent K, and would then calculate the
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Figure 2.1 Production line to manufacture float glass (Tangram-Technology (2004))
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Figure 2.2 Hypothetical distributions of a score among mated and non-mated pairs of
fragments.
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similarity between the “average” fragment and the Q fragment(s). Alternatively, the practitioner
might compute three similarity scores, one between each fragment from K and the Q fragment(s),
and use the smallest (most favorable to the suspect) to address the question of source. We discuss
these alternatives later in this paper. If the sample of fragments used to construct the distributions
in Fig. 2.2 is representative of the glass that is found in the U.S., then the examiner can evaluate the
strength of the evidence by comparing her score(s) to the reference distributions of scores. Under
the hypothetical distributions shown above, a score below 6 or 7 is suggests that the fragments are
distinguishable, while score of 12 or above would suggest that the two fragments have very likely
originated from the same source of broken glass. Scores between 9 and 11 in this hypothetical
example, are equally likely under both distributions and therefore do not support any of the two
decisions.
In the forensic context, learning algorithms present several advantages: (1) They account for
the multivariate nature of elemental compositions. We know that elemental concentrations tend to
be highly correlated (see Fig. 2.4), and potentially, also associated in non-linear ways. (2) Learning
algorithms provide a ranking of the variables that are most discriminating. (3) Most algorithms
compute an empirical class probability (score) or the empirical membership probability that the
pair of fragments have the same source or a different source. We can use the estimated empirical
probability of common source as the score. High scores are then suggestive of a common source for
the fragments, whereas low scores would be associated with pairs of fragments known to originate
from different pieces of broken glass. The rate of correctly determining whether two fragments have
a common or a different source depends on the threshold we select for the score. ROC curves can
help select a threshold that minimizes the false match and the false non-match decisions. (4) Once
the algorithm has been trained, it can be used to compute the similarity between a single pair of
fragments or to compare multiple fragments from two panes of glass.
A drawback associated with supervised learning methods is that they depend critically on the
data used to train the algorithms, and often suffer from over-fitting. Over-fitting occurs when the
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classifier mistakenly includes noise in the training data as part of the information contained in
the features. Two approaches to minimize over-fitting include re-sampling or k-fold validation. In
addition, setting aside a portion of the data for testing purposes only also. We implemented both
of these measures in our analysis. Also, except in simple cases, algorithms are “black boxes” in
that the relationships between the predictors and the response are not explicitly estimated. In the
forensic context, the items that are used to estimate the distribution of scores among non-mated
pairs depends on whether the examiner is attempting to answer a specific source or a common
source question. This topic is the source of much discussion in the forensic literature (e.g., Hepler
et al. (2012); Morrison and Enzinger (2016), Lund and Iyer (2017), Ommen and Saunders (2018)).
There are several algorithms in the general class of supervised learning methods. Here, we focus
on two classifiers: random forests (Breiman, 2001), and BART (Bayesian Additive Regression Trees;
Chipman et al. (2010)). We compare their performance to that of the two interval based classifiers
in ASTM-E2330-12 (2012) and in Weis et al. (2011), and to the two parametric methods proposed
by Campbell and Curran (2009) and Parker and Holford (1968). The comparison criterion is the
classification error (false positives and false negatives) that results when applying the algorithm to
a set of pairs of fragments that were not included in the dataset used to train the algorithms (in
the case of RFs and BART).
The random forest and the BART methods produce estimated empirical class probabilities for
each sample comparison. The similarity score of the random forest is computed as the average
of the empirical class probabilities predicted by each tree from a set of bootstrap samples. The
empirical class probability of the BART is the conditional probit (CDF of the standard normal
distribution) evaluated at the sum of tree predictions given a specific set of features. We use a
threshold for the score equal to 0.5. If the empirical class probability for ‘same source’ exceeds 0.5,
then we say that the evidence supports the common source proposition. If not, we conclude that
the fragments originate from different pieces of broken glass. Scores that are close to the threshold
suggest more uncertainty about the decision than scores that are close to 0 or to 1.
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2.4 Data sources
We use three datasets to train, test and compare algorithms. In all three datasets, the concen-
trations (in ppm) of 18 elements were measured using LA-ICP-MS. Following ASTM guidelines,
we used the NIST 1831 standard and two German standards FGS-2 and DGG 1 to calibrate the
instruments and monitor drift.
Datasets 1 and 2. The first two datasets used in this paper are described in Weis et al. (2011).
Dataset 1 includes one fragment from each of 62 different float glass samples, obtained from different
countries and manufacturers. Dataset 2 consists of multiple fragments from a single glass pane
purchased in Virginia and analyzed by the FBI. A total of 34 different fragments from the Virginia
pane were analyzed. In addition, one of the fragments (fragment 104G) was re-analyzed on 11
consecutive days. Therefore, there are 44 18-dimensional measurement vectors from the Virginia
pane. In the remainder, we use X to denote the Virginia pane. In both datasets, measurements on
each fragment were replicated six times.
Dataset 3. These data were collected by Iowa State University, in collaboration with University of
Iowa, as part of an effort to construct a dataset to be put in the public domain. The dataset includes
31 panes manufactured by Cardinal Glass Industries and 17 panes manufactured by Guardian
Industry. The Cardinal panes are labeled CA, CB,...,CAR, and the Guardian panes are labeled GA,
GB,...,GR. Because the panes from Cardinal were produced within 3 weeks (Jan. 3 - Jan. 24, 2017)
and the panes from Guardian were produced within 2 weeks (Dec. 5 - Dec. 16, 2016), we expect
them to be more similar to each other than to other panes produced by different manufacturers
or by the same manufacturer but at a different time. To understand variability within a ribbon of
glass, two glass panes were collected on almost all days, one from the left side and one from the
right side of the ribbon. Twenty four fragments were randomly sampled from each glass pane. Five
replicate measurements were obtained for 21 of the 24 fragments in each pane; for the remaining
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three fragments in each pane, we obtained 20 replicate measurements. Dataset 3 contains almost
8,000 18-dimensional measurement vectors from over 1,150 fragments.
2.5 Exploratory data analysis
As a first step, we log transformed the elemental concentrations for each element, so that their
distributions were less skewed. The 18 elements for which we obtained a concentration were Ca,
Na, Mg, Al, K, Fe, Li, Ti, Mn, Rb, Sr, Zr, Ba, La, Ce, Nd, Hf, and Pb. Fig. 2.3 shows the
distribution of log values of Na, Ti, Zr and Hf by manufacturer. In the figures, the 31 panes
obtained from Cardinal (black) and the 17 panes from Guardian (gray) are shown in order of
production date. The last box corresponds to pane X from Dataset 2 (white). For Ti and Mn,
there is a large difference in concentration between samples from Cardinal and from Guardian.
Pane X from Virginia differs from the Cardinal and the Guardian samples with respect to almost
all elements. Over the three weeks of sampling, most elemental concentrations in Cardinal and
Guardian panes stay approximately constant; the exceptions are Zr and Hf in panes from Cardinal,
where a decreasing trend in time is apparent. We drew the same boxplots using the elemental
concentrations of the 62 fragments from different sources in Dataset 1 (figure not shown). As
expected, we observed larger variability in elemental concentrations among these fragments.
In contrast to the statement in Curran et al. (1997a) we find that elemental concentrations
tend to be highly correlated within pane. In Fig. 2.4, we show the correlations among 18 elements
for panes CAR, and X, just as illustration. The shaded entries correspond to absolute correlations
above 0.5. Note that at least for these two panes, the estimated correlation matrices appear to be
different.
Fig. 2.5 shows the distribution of differences for four of the elements (Zr, Ti, Hf, Nd) when pairs
of fragments are mated (KM, shown in black) or non-mated (KNM, shown in gray). The distri-
butions shown in black correspond to differences in concentrations among KM pairs of fragments,
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Figure 2.3 Box plot of four elemental compositions in 48 panes from Cardinal and
Guardian by date of production, and pane X.
Figure 2.4 Correlations among elemental concentrations in panes CAR and X.
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and as expected, are concentrated around zero (black vertical line). Differences in concentrations
among KNM pairs shown in gray, however, are more spread out and not centered at 0.
2.6 Analyses and results
We carried out several separate analyses, using different combinations of the datasets to train
the supervised learning algorithms and obtained comparable results in all cases. We report on
one of them only. We found that, at least in this particular application and with these particular
datasets, learning models outperform both of the interval-based criteria that are currently in use,
as well as the two parametric approaches we considered. In the remainder of this paper, we analyze
Datasets 1, 2 and 3. Let yhijl denote the log of the concentration of the ith element in the jth
fragment of the hth pane, for the lth replicate, for i = 1, ..., 18, j = 1, ..., 24, h = 1, ..., 48 (except
for pane X for which j = 1, ..., 34), and l = 1, ..., 5 (except for pane X, where l = 1, ..., 6, and
for three fragments in each pane for which we obtained 20 replicate measurements). In Dataset
1, h = 1, ..., 62 and j = 1. The average measurements over the 5 (or 6) replicates are denoted
y¯hij for each element in each fragment and pane. The vector of features are the 18 differences in
concentrations y¯hij − y¯h′ij′ . When h = h′, j 6= j′ the comparison is among mated pairs of fragments
and when h 6= h′, j 6= j′ the comparison involves non-mated pairs. These feature vectors are
computed for all possible pairs of fragments. We center and scale the measurements in the subsets
of the data that we use to train the supervised learning algorithms. The models are fitted using a
10-fold cross-validation, as explained below. In each model, the tuning parameters were optimized
to improve model fitting. To do so, we used the package caret for the construction of random forest
model and bartMachine (Kapelner and Bleich, 2013) for implementing BART in R, version 3.3.3.
In the tuning step, which was repeated three times, performance of an algorithm with a specific set
of parameters is assessed using the area under the ROC curve (AUC), the sensitivity and specificity
of the classifier. For the BART model, we used the default values in bartMachine (Kapelner and
Bleich, 2013; Chipman et al., 2010) for the hyperparameters for the underlying Bayesian probability
model with the number of trees (m) fixed at 100.
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To implement the supervised machine learning methods, we divided our dataset into two por-
tions, one that we used for training and validating, and another one that we used to estimate an
honest out of bag (OOB) error rate. The training data consisted of 19 panes produced by Cardinal,
and 9 panes produced by Guardian, for a total of 7,705 pairs of fragments known to come from the
same pane (KM). For creating the known non-mated pairs, we included the 62 float glass samples
from Dataset 1, in addition to fragments from 28 panes in Dataset 3. We had a total of 260,573
pairs known to come from different panes (KNM). Several of those panes were manufactured on
consecutive days, so we expected that it would be difficult to correctly allocate fragments to panes
when two panes from the same manufacturer were produced one day apart. To carry out the 10-fold
validation, the training data were divided into 10 equally sized partitions; nine of the partitions
were used to build a random forest that was then tested on the 10th partition. The final forest is
obtained as an average over the ten validation replicates. We do not report the classification error
obtained from the internal validation samples.
The internal classification error computed from the 10-fold validation sub-samples is likely to un-
derestimate the true classification error because the training and validation sub-samples inevitably
include fragments from the same pane. Instead, we computed an honest OOB as follows. We set
aside a portion of the measurements consisting of 12 Cardinal and 8 Guardian panes, plus pane
X, for the purpose of testing the performance of the machine learning algorithms. None of the
fragments in these test panes were included in the data set used for training and validating the RF
and BART. This is done so that the training and testing datasets are as independent as possible.
Where possible, the panes we used for testing were produced on different dates than the panes used
for training. Of a total of 111 panes of glass in our combined dataset (see Table 2.1), 90 panes
were used to train the RF and the BART, and 21 panes were used to compare the classification
performance of the six algorithms we consider here.
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Table 2.1 Panes included in the training/validation and in the testing data subsets
Training and validation set Test set
Pane Date Pane Date Pane Date Pane Date
CA 1/3 CAH 1/19 CB 1/3 GF 12/7
CC 1/4 CAI 1/20 CD 1/4 GH 12/9
CE 1/5 CAK 1/21 CF 1/5 GJ 12/9
CG 1/6 CAM 1/22 CH 1/6 GL 12/12
CI 1/7 CAQ 1/24 CJ 1/7 GO 12/15
CK 1/8 GA 12/5 CL 1/8 GR 12/16
CM 1/9 GC 12/7 CX 1/14 X NA
CO 1/10 GE 12/7 CAB 1/16
CV 1/13 GG 12/9 CAD 1/17
CW 1/14 GI 12/9 CAJ 1/20
CY 1/15 GK 12/12 CAL 1/21
CAA 1/17 GM 12/14 CAR 1/24
CAC 1/17 GN 12/15 GB 12/5
CAF 1/18 GP 12/16 GD 12/7
Data 1 : 62 panes
28 panes + 62 panes 21 panes
Sampling pairs of fragments to train the RFs and BART for classification
The subset of the data we use to train the algorithms is unbalanced, in that there are almost 30
times more pairs of fragments from different panes than from the same pane. As a consequence, the
information contributed by the KNM pairs can dominate the learning process. Several approaches
have been proposed in the literature that address the question of imbalance for random forests and
other classifiers. Those approaches are based on the idea of differential weighting, which has the
effect of increasing the cost of miss-classification in the minority class, or on the idea of sampling, to
even out the number of observations in each of the classes. Sampling can consist in down-sampling
the majority class, up-sampling the minority class, or a combination of both (e.g., ROSE, (Lunardon
et al., 2014); Synthetic Minority Oversampling Technique or SMOTE, (Chawla et al., 2002)). We
implemented five different approaches to address the imbalance in our sample; a comparison of the
performance of the different approaches is shown in Fig. 2.6. Fig. 2.6 shows the range of values
of AUC, sensitivity and specificity from the 30 re-sampling process (10-fold validation and tuning
26
with thee replicates). From the figure, it seems that for the internal validation set, SMOTE and
down-sampling outperform the other approaches.
Fig. 2.7 confirms those results. In the figure, we show the ROC curves for the RF fitted
to the imbalanced test data and for the five sampling or weighting schemes we considered. The
bottom panel of the figure zooms into the upper-left hand corner of the ROC in the top panel and
shows that down-weighting the majority class or using a combination of down and up-weighting
(SMOTE) results in the classifiers with best performance in the sense of maximizing the AUC,
sensitivity and specificity. The estimated AUC for down-sampling and SMOTE are 0.977 and 0.978,
respectively, with approximate 95% confidence intervals for the true AUC equal to (0.976, 0.978)
for down-sampling and (0.977, 0.979) for SMOTE (DeLong et al. (1988)), suggesting that there are
no significant differences in AUC between the two approaches. The rest of the sampling methods
resulted in estimates of AUC that were significantly lower. Table 2.2 shows the TPR values when
FPR is fixed at 5%, 10% and 15%. The random forest trained with SMOTE or down-sampling
outperform the alternatives, confirming the findings discussed above. In the remainder, we strike
a compromise between performance and computational efficiency and use down-sampling of the
majority class to ameliorate the effect of imbalance.
Table 2.2 TPR at fixed FPR at 5%, 10% and 15% for random forests by weighting and
sampling techniques
Sampling TPR (5%-FPR) TPR (10%-FPR) TPR (15%-FPR)
SMOTE 0.863 0.963 0.984
Down 0.853 0.958 0.983
UP 0.868 0.958 0.974
Weighted 0.869 0.943 0.963
Original 0.868 0.940 0.959
ROSE NA NA NA
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Figure 2.5 Histogram of four feature values among mated (black) and non-mated (gray)
pairs in the training set
Figure 2.6 ROC (AUC), sensitivity and specificity of RF with optimized parameters in
the training set by, sampling technique.
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2.7 Comparisons among methods
We compare the performance of the two learning algorithms we consider to the performance
of the two prevailing interval-based methods: the 4 − σ criterion (ASTM-E2927-16, 2016; Trejos
et al., 2013b), and the modified n − σ criterion (Mn − σc) (Weis et al., 2011). We also include
two parametric tests in the comparison: the optimum test statistic H, (Parker and Holford, 1968),
and the Hotelling T 2 statistic with a shrinkage covariance estimator (Campbell and Curran, 2009),
which can be implemented using the R package Hotelling. As recommended by Parker and Holford
(1968), the statistics H, is tested on the log transformed values. We use the same test dataset in
the comparison, but note that for the two interval-based and the two parametric classifiers, we do
not need to train the algorithms.
The number of mated and not-mated pairs on the set-aside data that we use to compare the
classification performance of the different methods depends on the number J of fragments from K
obtained by the forensic scientist. If J = 1, there are 5,590 known mated pairs of fragments and
123,805 known non-mated pairs of fragments in the 21 panes in the test dataset (see 2.1). ASTM-
E2927-16 (2016) (ASTM-E2330-12 (2012) does not) recommends that at least three fragments
with at least three replicated measurements be used to compute the mean and SD of each of the
p elemental concentrations. Here, we followed those recommendations, and in what follows, both
interval-based methods and both parametric methods were implemented using the mean of 15
measurements (three fragments, five replicated measurements). For the two learning algorithms,
we report two sets of results. The first set is obtained by computing the similarity score between
the mean of the 15 measurements from K and the average of five replicated measurements from
Q. The second set is obtained by computing three similarity scores, one for each fragment mean
from K and the fragment mean from Q and then using the smallest score for classification. This
approach is favorable to the defense, in that it results in lower probability of declaring that two
fragments are chemically indistinguishable. In the second case, we randomly select three fragments
from K for each questioned fragment. For the purposes of these comparisons, we constructed 30
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comparisons for each questioned fragment Q, each including three fragments in K. This resulted
in 15,300 pairs of fragments known to have originated from the same piece of broken glass and
150,060 pairs of fragments known to have originated from different panes.
Table 2.3 shows the honest out-of-bag classification errors when each of the methods was used
to classify the pairs of fragments in the test set. We used a threshold equal to 0.5 in the RF and
in BART, so that two fragments were declared to originate from the same pane of glass when the
score exceeded 0.5. We only show the results obtained when the majority class was down-sampled;
results obtained using SMOTE were almost identical. For the standard and modified n−σ criteria,
as Weis et al. (2011) suggest, we used 4 for the optimal n, respectively. We used the Hotelling T 2
with shrinkage covariance estimator to test the null hypothesis of no difference between fragments
at the 5% significant level. To compute the p−value for Parker’s optimum test statistic, we used
the table on page 244 in Parker and Holford (1968). Since we have 18 features, we approximated
the upper 5% tail of the distribution of the statistic by simulation, as suggested by the author, and
found that the threshold for the test statistic when the number of features is 18, was 30.05.
From the results in Table 2.3, we see that the two learning algorithms, when implemented
with down-sampling with all 18 features, strike a good compromise between minimizing the false
positive and the false negative rates (FPR and FNR, respectively). The learning classifiers that
compare the average fragment in K with a fragment from Q exhibit FPR between 9.5% and 9.6%
and FNR between 2.2% and 2.3% approximately. As expected, the classifier that is most favorable
to the defendant has smaller FPR of 4.9% and 5.6% and FNP about 13%. The Hotelling T 2
shows the smallest FPR among all methods, but at the expense of incorrectly misclassifying almost
90% of all pairs of fragments known to have a common source. The opposite is true for Parker’s
optimum test statistic, which exhibits a low (1%) false negative rate, but an unacceptably high false
positive rate. The standard interval approach proposed in ASTM-E2927-16 (2016) is dominated
by all of the learning algorithms, including the RF that relies on minimum score of three scores.
The poor performance of the two interval-based criteria is most likely due to the fact that both
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approaches ignore the correlation structure among elemental concentrations and rely on poorly
estimated standard deviations. We discuss this further in Section 2.8.
One useful attribute of BART over other classifiers is that it provides a measure of the un-
certainty associated with estimated empirical class probabilities. Fig. 2.8 shows the estimated
empirical class memberships and corresponding 95% credible sets for pairs of known mates (left
panel) and known non-mates (right panel) for 100 randomly selected pairs in each class. Notice that
low (high) estimated empirical probabilities of membership in the mated (non-mated) class have
wide credible sets. This suggests that false positive and false negative classifications are subject to
more uncertainty than true positive or negative classifications.
As an additional diagnostic, we inspect the ROC curves for the honest out-of-bag test set for
the eight classifiers in Table 2.3. For the four machine learning classifiers, we use majority voting
rate as the score, as discussed earlier. The form of the scores that correspond to the two interval-
based criteria are given in equations 2.4 and 2.6. In the case of the two parametric tests, the test
statistics themselves constitute the score. Fig. 2.9, shows the ROC curves corresponding to the
eight classifiers (top panel), and a zoom-in to the upper left corner of the figure in the bottom
panel. Results are consistent with those shown in Table 2.3.
The estimated AUCs and the equal error rate (EEC) can be found in Table 2.4. The estimated
AUC for the machine learning algorithms implemented with different sampling schemes are shown
in the top section of the table, and exceed the estimated AUC of all other methods. Similarly, the
EER for the four variants of learning classifiers shown on the top half of the table are lower than
those shown below. Table 2.5, shows the TPR achievable at fixed levels of the FPR of the eight
classifiers.
2.8 Discussion
The community of forensic glass examiners has for years advocated the use of interval-based
match criteria to decide whether two glass fragments are chemically indistinguishable. The two
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Figure 2.7 ROC curves of for random forests by weighting and sampling techniques
Figure 2.8 Class probability by BART down sampling and its credible interval on 100
random KM and KNM in the test set.
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Table 2.3 Out-of-bag classification errors on test set. RF-Mean and RF-Min are labels
for the RF classifier based on the average of 15 measurements on the K sample
or on the minimum of three similarity scores obtained from three K fragments,
respectively. The same is true for the BART-Mean and BART-Min labels.
Error RF-Mean RF-Min BART-Mean BART-Min
False negative rate 0.0235 0.1290 0.0220 0.1341
False positive rate 0.0964 0.0564 0.0954 0.0490
Error Standard 4− σ Modified 4− σ Hot.shrinkage Opt.test
False negative rate 0.0559 0.4482 0.9459 0.0009
False positive rate 0.1866 0.0628 0.0002 0.4255
Table 2.4 Area Under the ROC Curve (AUC) and equal error rate (EER) of existing
classifiers
Model AUC EER
RF-Mean 0.9842 0.0610
BART-Mean 0.9821 0.0625
BART-Min 0.9773 0.0749
RF-Min 0.9751 0.0792
Standard-ASTM 0.9502 0.1243
Optimum test statistic 0.8474 0.2311
Modified n− σ Criterion 0.7969 0.2966
Hotelling T 2 shrinkage 0.7778 0.3040
approaches that are currently considered to be state of the art were developed using limited data.
We do not know of any dataset with elemental concentrations in glass that would permit obtaining
well-conditioned estimates of covariance matrices of 12 or more elemental concentrations. This is a
serious handicap given that correlations among elemental concentrations are present and tend to be
large in absolute value. We have begun collecting elemental concentration data using LA-ICP-MS
in collaboration with colleagues in the University of Iowa, and we plan on putting the data in the
public domain for the benefit of the general scientific community. Forensic databases tend to be
proprietary, unfortunately. For example, we requested the data that were analyzed by Dorn et al.
(2015), but were denied access to them.
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Table 2.5 TPR at fixed FPR at 5%, 10% and 15% of all
Model TPR (5%-FPR) TPR (10%-FPR) TPR (15%-FPR)
RF-Mean 0.9042 0.9777 0.9937
BART-Mean 0.9001 0.9798 0.9963
BART-Min 0.8616 0.9557 0.9879
RF-Min 0.8442 0.9475 0.9787
Standard-ASTM 0.6819 0.8375 0.9079
Optimum test statistic 0.1664 0.3327 0.4991
Modified n-σ Criterion 0.1731 0.2806 0.3881
Hotelling T 2 shrinkage 0.1144 0.2289 0.3433
Our results suggest that supervised machine learning algorithms may be a better alternative
than interval-based methods for use in actual casework. The two algorithms on which we focused
here – random forests and BART – exhibited good classification performance when tested on
a dataset that was not used in the training or validation of the algorithms. Furthermore, the
learning algorithms do not rely on the standard hypothesis testing framework, which as discussed
in Section 2.1, violates the principle of “innocent until proven guilty”. To implement BART, a
probability model is implied; this is not true for RFs, which are fully non-parametric methods.
Both algorithms make no assumptions about the structure of the relationships among features. A
challenge with supervised learning methods is that of over-fitting, because it affects the predictive
ability of the algorithms. In the forensic context, the data on which the algorithms are trained
can have an enormous effect on the answers of specific or common source of interest to forensic
scientists. In the case of the forensic analysis of glass, it might be necessary to assemble different
training datasets for different types of glass, e.g., from automobile windows, from containers and
bottles, from headlamps, etc, if it is found that these types of glass differ significantly in terms
of their chemical composition. This is a matter that requires further research and much larger
datasets. In this work, we did not include RI as an additional classification feature because we did
not measure it for Dataset 3 fragments. However, a more complete reference dataset might include
RI as well as other potentially discriminating features in glass.
34
One additional drawback of machine learning algorithms is that they tend to behave like black
boxes. An attractive property of RFs, however, is that they permit ranking the features in terms of
their importance for classification purposes. There are several reasons to carry out variable selection
when growing a random forest: (1) To decrease training time, (2) to avoid the curse of dimension-
ality and over-fitting, and (3) to simplify the model and improve interpretability. In addition, we
expect that in a highly multivariate data setting, not all features (elemental concentrations) will
be equally discriminating. In the case of comparisons among glass fragments, it may be possible
to work with fewer than 18 elements without losing discrimination power.
Fig. 2.10 shows the variable importance estimated by a random forest trained with down-
sampling (left panel) and SMOTE (right panel). Importance is scaled to take on values between
0 and 100, and in Fig. 2.10, elements are shown in decreasing order of importance. To select the
most discriminating subset of features, we monitor the increase in error (or decrease in importance)
as we move down the list. The set of nine most discriminating elements includes K, Ce, Zr, Ti,
Hf, Rb, Al, Fe and Mn, regardless of the sampling approach. We compared the performance of
the classifiers when using the full set of 18 features, the nine most discriminating features, and
the subset of 12 elements that have been identified as important and that are known to be good
discriminators (e.g., Dorn et al. (2015)). In terms of AUC, results were similar whether based on
the full set of features or on the subsets with 9 or 12 features, but there was some loss in sensitivity
and specificity when subsets of the features were used to train the classifiers.
Oftentimes in casework, forensic scientists are able to obtain multiple fragments from the broken
glass at the crime scene. The ASTM standards recommend that at least three fragments be
obtained from the reference sample at the crime scene, and that on each fragment, measurements
be replicated three times. To explore whether increasing the number of reference fragments would
have an impact on the classification ability of the standard 4−σ and the modified n−σ approaches,
we repeated the comparison described in Section 2.6 using 3, 6, 9, and 12 fragments from K, with
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Figure 2.9 ROC curve of 8 classifiers on the same out-of-bag test set
Figure 2.10 Variable importance from the random forest with down sampling or SMOTE
36
measurements replicated five times. Table 2.6 shows the results we obtained. The performance
of the modified n − σ algorithm did not change. This was expected, because the algorithm relies
on a fixed standard deviation estimate that is independent of the observed measurements. More
interesting was the behavior of the standard 4−σ classifier as a function of the number of reference
fragments. While the FNR decreased by over five percentage points, the FPR increased slightly, by
a bit over one percentage point, as the number of reference fragments increased from 3 to 12. An
explanation for these modest changes in classification performance even when the reference sample
size quadrupled, is the fact that the estimate of σ is bounded below by a value equal to 3% of
the corresponding mean elemental concentration. When the number of reference fragments J was
equal to three, the SD of the measurements exceeded the 3% of the mean floor for 12 elements,
and therefore, the SD was set to 3% of the mean elemental concentration for 6 out of 18 elements.
When J = 12, however, the actual SD was used to construct the 4 − σ intervals for 15 out of 18
elements.
Table 2.6 Out-of-bag classification errors on test set using 3, 6, 9 or 12 control samples
Standard 4 - σ
Error 3 controls 6 controls 9 controls 12 controls
False negative rate 0.0559 0.0176 0.0067 0.0042
False positive rate 0.1866 0.1948 0.2017 0.2043
Modified 4 - σ
Error 3 controls 6 controls 9 controls 12 controls
False negative rate 0.4482 0.4303 0.4184 0.4203
False positive rate 0.0628 0.0646 0.0662 0.0674
We envision that at some point there will be reliable and representative enough training
databases, so that the distributions of scores under the two scenarios (same or different source) can
be well estimated. If so, then a practicing forensic scientist who must compare a single fragment
recovered from a suspect to a few fragments known to originate from the crime scene would be able
to compute the comparison score on the pairs of evidence fragments and then decide whether the
score is high enough to suggest same source. To determine what is ‘high enough’, the forensic prac-
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titioner would refer to the distributions of the score under the two competing hypothesis of same
or different source calculated from appropriate reference datasets. We insist on the importance of
developing those reference score distributions using the appropriate datasets. In the case of glass,
these reference datasets would need to be updated on a regular basis. Alternatively, the forensic
scientist could also compute a score-based likelihood ratio statistic as in Chapter 5, but at the cost
of making additional assumptions about the score distributions that may or may not be plausible.
Except when applied to the data from the BKA, neither of the two interval-based criteria
performed well. Both the random forest and standard 4− σ criterion tend to mis-classify pairs of
fragments that originate from panes produced within 1-2 days in the same manufacturing facility.
In Table 2.3, the standard 4− σ criterion exhibits a higher FNR of 5.59% that exceeds the FNR of
the random forest and BART classifiers; the Modified 4-σ criterion exhibits a larger FNR equal to
44.82%.
To investigate why these interval based algorithms exhibit large FNR, we carried out a small
simulation study as follows. We considered three scenarios: a fragment compared to itself, a frag-
ment compared to another fragment from the same pane, and a fragment compared to a fragment
from a different pane. We estimated an 18-dimensional mean vector and covariance matrix for each
fragment included in the simulation, by using a subset of fragments in Dataset 3 for which we had
20 replicate measurements on each. The fragments we used in this simulation were CB-14, CB-24,
CAR-14, CAR-24, CL-14, CL-24 and GJ-14. We also included fragment 104G from pane X. For
this fragment, we had 11 measurements made on consecutive days, each replicated six times, for a
total of 66 observation vectors. Next, using the estimated mean vector and covariance matrix from
each fragment, we generated five random draws from a multivariate log-normal distribution. We
used these five replicates to compare pairs of fragments using the modified 4-σ criterion and the
random forest with down sampling on 18 variables built in Section 2.6. We generated 1000 sets of
five replicates for each fragment, and used those to carry out the comparisons shown in Table 2.7.
Results are shown in the last two columns of the table.
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Table 2.7 Simulation results: estimated classification error rate
Pane Fragment Pane Fragment Error (Modified 4− σ) Error (RF)
Same Pane & Same Fragment
CB 14 CB 14 0.214 0
CB 24 CB 24 0.208 0
CAR 24 CAR 24 0.005 0
CAR 14 CAR 14 0.094 0
X 104G X 104G 0 0
Same Pane & Different Fragment
CAR 14 CAR 24 1 0
CB 14 CB 24 0.945 0
CL 14 CL 24 0.692 0
GJ 14 GJ 24 1 0
Different Pane
CB 24 CAR 14 0 0
CB 14 GJ 14 0 0
X 104G GJ 14 0 0
When comparing a fragment to itself or to a fragment from the same source, the modified 4-σ
criterion results in false negative errors in a large proportion of cases. For example, the modified 4-σ
criterion incorrectly classified fragments 14 and 24 from pane CB as originating from a different
source almost 95% of the time. The modified 4-σ criterion did well, however, when comparing
fragments from different panes. This suggests that the modified 4-σ criterion performs well when
fragments are sufficiently different, but results in a large number of false exclusions (different source
conclusions) when fragments are similar. The random forest, on the other hand, performed well in
all cases.
Why would the modified 4-σ criterion fail when fragments have similar (but not identical)
elemental composition? The problem arises when elements are more variable within source than
between sources. Fig. 2.11 shows the within-pane variances for six elements (diagonal elements
of the covariance matrices) as dots. The between-source variances are shown as a constant line.
Intuitively, we would expect to see that the within-pane variances are smaller than the between-pane
variances but that is not the case for several elements in our data. This constitutes a challenge for
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Figure 2.11 Within pane variances (dots) from 19 Cardinal panes and between pane vari-
ance (line).
40
both interval-based methods because they rely exclusively on within-pane variances. The random
forest, on the other hand, “learns” which features are more discriminating by looking at the within
and between pane variance of elemental concentrations. From Fig. 2.11, we see that elements
such as Ca, Mg (also Sr, Na, Pb, not shown) have larger within pane variance than between pane
variance (line). Those elements are ranked as less important for classification, as shown in Fig.
2.10.
Finally, we note that while this manuscript has focused on forensic glass comparisons, the
protocols outlined here are broadly applicable to many other forensic disciplines, including those
that rely on pattern recognition (see, e.g., Song (2015), Hare et al. (2017), Swofford et al. (2018)).
The basic two-step approach, appropriately tailored to the measurements that can be made in
the various contexts, can be an appealing alternative to a probability model-based likelihood ratio
approach. At the very least, it can provide a valid means to compare two or more items and
assess the probative value of the evidence while research on likelihood-based or Bayes factor-based
approaches is ongoing.
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CHAPTER 3. A SEMI-AUTOMATED METHOD TO QUANTIFY THE
SIMILARITY BETWEEN TWO-DIMENSIONAL IMAGES: AN
APPLICATION TO THE FORENSIC COMPARISON OF SHOE OUT-SOLE
IMPRESSIONS
Abstract
We propose a novel method to quantify the similarity between a full or partial images of shoe
out-sole impression (Q) from an unknown source to an impression (K) from a known reference shoe.
Using the property of geometrical congruence in out-sole patterns, the degree of correspondence is
quantified using ideas from graph theory, and in particular, the concept of maximum clique (MC).
An advantage of the MC method is its invariance to rotation and translation. A disadvantage
is that for large images, the method can be computationally intensive and time consuming. The
algorithm we propose uses the coordinates of all edges in the images detected by a Prewitt operator,
so that each image is transformed into a graph with x and y coordinates. We focus on local circular
areas in Q and the corresponding local regions in K. We extract multiple features which we
can combine into a single similarity score using a random forest and BART (Bayesian Additive
Regression Trees). We extract features from pairs of images for which we know ground truth, into
a score using a random forest and BART (Bayesian Additive Regression Trees). By ground truth,
we mean that we know whether each pair of images was made by the same or by a different shoe. In
our dataset, there are 300 known mated and 300 known non-mated pairs. We test the performance
of the algorithm using the rate of correct classifications as the criterion. Finally, we also discuss the
assessment of the weight of evidence using a score-based likelihood ratio approach. The algorithms
we present are implemented with shoeprintr, an R package developed by us. 1
1This work was partially funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE)
through Cooperative Agreement 70NANB15H176 between NIST and Iowa State University, which includes activities
carried out at Carnegie Mellon University, University of California Irvine, and University of Virginia.
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3.1 Introduction
Shoe prints are ubiquitous in crime scenes and can be powerful evidence to link a suspect to
the crime. There are different approaches to collect shoe out-sole prints from a scene which depend
on how the print is deposited, but at least in terms of usage, high-resolution photography appears
to be popular (Cassidy, 1995; Bodziak, 2000). Here, we focus on 2-dimensional (2D) images such
as those obtained using photography. For a forensic examiner, the question of interest is one of
source: are the prints at the crime scene made by the defendant’s shoe?
Shoe out-sole images can be compared using class, subclass or individual characteristics. Class
characteristics include size, make, model and any other characteristic that can be expected to be
the same across a very large number of shoes. Sub-class characteristics are common across a smaller
number of shoes, and include small differences in the out-sole pattern created by a specific mold,
for example. Finally, individual characteristics (or randomly acquired characteristics, RACs) are
believed to be unique to a shoe sole and arise from wear and tear. Stone (2006) estimated that
the probability of observing one matching RAC in two images is approximately 1 in 16,000; under
the assumption of independence of the location of the RACs, the probability of a match decreases
exponentially as the number of RACs used for comparison increases. Kaplan-Damary et al. (2017)
however, have argued that the location of RACs on a shoe sole follows a non-uniform process. In
current practice, forensic examiners focus on RACs to determine whether the putative shoe may
have deposited the print at the crime scene. In most cases, examiners carry out a visual comparison
and subjectively determine whether two impressions could have originated from the same shoe.
In what follows, we use Q to denote the questioned out-sole impression(s) found at the crime
scene, and K to denote the reference or known impression obtained from the putative shoe. Fig.
3.1 is an example of images of a partial shoe print (or latent) found at the crime scene and the
putative source shoe from a suspect or from reference data base. As mentioned above, current
practice consists in visually comparing the two impressions to make a decision regarding source.
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A report by the National Academy of Sciences (Council et al., 2009) was critical of this practice,
because the decision about source for Q and K heavily relies on the examiner’s experience and
subjective assessment. In addition to the issue of subjectivity, little is known about accuracy
and repeatability of shoe out-sole comparisons by forensic examiners. Majamaa and Ytti (1996)
and Shor and Weisner (1999) question whether examiners are likely to reach the same decisions
when presented with the same pairs of impressions at different times. An advisory committee to
the Obama administration on matters of science pointed to potential lack of reliability but also
accuracy among footwear examiners when addressing questions of source (PCAST, Holdren et al.
(2016)).
In practice, comparing Q and K is challenging. First, images lifted from crime scene are
typically partial prints and are often smudged. Second, to compare two impressions Q and K, the
images first need to be rotated and aligned and sometimes re-scaled. Third, images are subject to
noise and background effects, and therefore whatever we conclude from the comparison of Q and
K is affected by the quality of images. Finally, to be able to accurately identify and characterize
RACs, the resolution of the image needs to be very high, which rarely occurs in real casework at
present.
The goal of our work is to derive a semi-automated approach to compare Q and K and calculate
a score to quantify the degree of similarity (or correspondence) between the images, and that
overcomes the challenges listed above. The score should make use of all available information and
rely on features associated with class and sub-class characteristics, wear patterns and RACs. The
decision to exclude a putative shoe from consideration (or decisions of different source) can depend
on class characteristics alone, but to conclude that the impressions have a common source, the
score must include information provided by the RACs.
The algorithms we propose use results from graph theory, in particular the concept of maximum
clique (Luce and Perry, 1949), and are described in detail in Section 3.4.1. In general terms, we
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first extract the edges from the pattern of the out-sole and from any other markings on the sole
from both Q and K. Second, the degree of correspondence between Q and K is calculated by
comparison of features in several local regions of Q and K, which helps overcome the fact that Q
is often a latent impression. The regions we consider are circular and the similarity measures rely
on the points included in the local maximum cliques in Q and K. This approach is invariant to
translation and rotation, and therefore is robust to departures from perfect alignment of the two
images. The methods we propose rely directly on the pattern of the out-sole and indirectly on wear
and tear and the occurrence of RACs on the sole of the shoes. We have tested the performance of
the algorithms on a set of 150 pairs of shoes which were imaged at the Center for Statistics and
Applications in Forensic Evidence (CSAFE). The database of 2D images includes different pairs of
shoes with the same class characteristics, so that so that we can test whether the algorithms can
distinguish between two similar shoes.
We extract as many potentially discriminating features from the local circular areas and from
their geometric arrangement as we can. Those features are then combined by learning techniques.
The final result is a score between 0 and 1 that quantifies the degree of similarity between the two
impressions. To test the performance of the method, we need a database for which we know ground
truth. The data on which we develop and test our algorithms includes 2D images from 150 pairs of
shoes (300 shoes), each replicated 5 times, for a total of 1,500 images. We say that a pair of images
is mated (KM) if they are known to arise from the same shoe. We use KM-L1L2 and KM-R1R2 to
indicate that the comparison is between two replicate measurements of the same out-sole. A pair
of images is not-mated if the two images are known to have come from different shoes (KNM).
It is important to define what we mean by non-mated. Here, we consider two types of KNMs
pairs: images that come from different pairs of shoes and that can differ on class, sub-class, wear and
other characteristics, and images that come from the same pair of shoes but obtained by flipping
one of the shoes so that the two can be compared. We call these KNM-S1S2 and KNM-L1R1,
respectively. We expect that almost any algorithm can correctly classify two different shoes into
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the KNM class, but the comparison KNM-L1R1 is challenging because the two shoes share class,
sub-class and wear characteristics and might differ only by the pattern of RACs.
In Court, the jury decides how much weight to put on each piece of evidence presented during
trial. Here we explore how to present similarity score so that the jury can determine the weight of
the shoe print evidence. To do so, we use all possible KM and KNM pairs of images to estimate the
distribution of scores that we can expect to observe when two images have a common source and
when they do not. We illustrate the limitations of the score-based likelihood ratio (SLR) approach
by showing that it can take on a wide range of values when we make different but reasonable
selections for the probability models of the scores (Lund and Iyer (2017)).
This paper is organized as follows. In Section 3.2 we review the literature on methods to compare
two out-sole impressions. In Section 3.3 we propose an approach to extract features from the pair of
2D images we wish to compare. Section 3.4 provides a brief introduction to the graph theory ideas
on which we rely to construct a similarity score, and introduces the algorithms for the comparison
of the two images. Several illustrative examples are presented in Section 3.5, showing how the
algorithms perform when two images are known have the same source, when they correspond to
different shoes and when they they were obtained from the two shoes in the same pair. Results are
shown in Section 3.6. Finally, Section 3.7 summarizes our findings, provides an interpretation of
results, and discusses avenues for future work.
3.2 Earlier work
There is a rich literature on methods to compare 2D images and specifically, out-sole images.
The various approaches that have been proposed can be grouped into three different categories that
depend on the methods used to retrieve information from the images and on the type of features
that are used in the comparisons. In all cases, the features of interest are associated with the
pattern of the out-sole, with specific regions of interest, or with the appearance of the shoe out-
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sole. Correspondingly, the three types of methods are denoted by (1) Appearance-based methods,
(2) Region-based methods, (3) Interest point-based methods.
The first appearance-based method was described by Bouridane et al. (2000) who proposed a
fully automatic system for matching and retrieval of 2D images that uses a fractal decomposition
based on pattern comparison. They assessed the performance of their method by estimating the
frequency with which the algorithm selected the correct match for a shoe from a database with 145
images. Overall, their algorithm correctly selected the matching shoe for a Q image 88% of the
time. The authors do not provide enough detail to determine whether the database included shoes
with equal class characteristics. AlGarni and Hamiane (2008) extract features of the out-sole using
Hu moments (Hu, 1962) and construct a robust algorithm to match out-sole images that correctly
selects the matching shoe 99.4% of the time, from a database that includes 500 pristine images. Wei
and Gwo (2014) and Gwo and Wei (2016) summarize out-sole patterns using Zernike moments (also
known as Zernike polynomials). Patil and Kulkarni (2009) propose a matching method that relies
on a Gabor transform for feature extraction and a Radon transform for estimating the rotation
angle between the images. They tested the method on 1400 2D images and arrived at the correct
results 91% of the time. De Chazal et al. (2005) proposed applying Fourier transforms and power
spectral densities (PSD) to automatically retrieve shoe out-sole images from a database. Phase
only correlation (POC) is selected as a feature for comparing two out-sole images (especially when
one of them is obtained from a partial print) in Gueham et al. (2008a,b). Cervelli et al. (2009,
2010); Dardi et al. (2009) consider a measure of texture quantified using Mahalanobis distances to
compare K images to Q images obtained from real crime scenes.
Several authors have proposed comparison algorithms that are focused on characteristics ob-
served in specific regions of the out-sole. Tang et al. (2010a,b) use Attribute Relational Graphs
(ARG), where nodes represent features of the out-sole and edges reflect relationships between the
nodes. Pavlou et al. (2006); Pavlou and Allinson (2009) present an automated comparison sys-
tem that makes use of Maximally Stable Extremal Regions (MSERs). These regions are darker
47
or lighter than the surrounding areas in the image and are stable with respect to pre-determined
intensity thresholds. In their database that includes 374 out-sole images, their algorithm ranked
first the match for the Q image 87% of the time and correctly ranked the match in the 2.14%, 92%
of the times. Recently, Kortylewski et al. (2014) proposed focusing on pattern periodicity on shoe
out-sole pattern to develop a system for data retrieval which is invariant to rotation and translation
and is robust to noise. They tested the performance of their method in real crime scene images,
and found that the chance of inclusion of the match in the top 10% of the list of potential matches
was 74.4%. The images with which they worked are available to the public in the University of
Basel website. Wang et al. (2014) proposes a fully automatic retrieval system for crime scene prints
that relies on a Wavelet-Fourier transform. They tested the performance of the method on 210,000
crime scene images and reported a cumulative matching score of 90.87% hit rate in the top 2% of
the ranked list. Finally, a recent paper, Alizadeh and Kose (2017) proposes a method for retrieving
shoe out-sole impressions by using a blocking sparse representation technique which is resistant to
distortions in rotation and scale. Their approach works well on images of the entire out-sole in the
sense that among the 210,000 images in the database, it ranks the correct match on the first place
almost always. As might be expected, the performance of the algorithm worsens when the crime
scene impression is of a partial out-sole. It finds the correct match 80.53% of the time when the
partial print includes the toe area and 79.47% when the partial print is of the heel of the shoe.
In the category of interest point based methods, Pavlou et al. (2006) extracts the features
using Maximally Stable Extremal Regions (MSER) and then transform these features into Scale-
Invariant Feature Transform (SIFT) and Gradient Location and Orientation Histogram (GLOH)
for correspondence between shoe prints. Su et al. (2007); Crookes et al. (2007) use features from
a Modified Harris-Laplace (MHL) descriptor and the enhanced SIFT descriptor. Crookes et al.
(2007) report that image ranked first by their algorithm is the correct mate of K 100% of the time
when the database includes 100 ‘clean’ images and 64 sets of synthetically distorted prints (6400
prints). Li et al. (2011) uses SIFT for retrieval system and Nibouche et al. (2009) uses SIFT and
RANSAC for rotation invariant matching of partial shoe prints.
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Even though in the past 20 years or so there have been over 90 papers on comparison of shoe
out-sole impressions and image retrieval, none of the algorithms that have been proposed have
found a way into forensic practice. The evaluation of the performance of the various algorithms
has been carried out in an ad-hoc manner, often on datasets for which we do not know ground
truth (i.e., which pairs of images were deposited by the same shoe and which pairs were not), and
furthermore, the datasets have not been available to the general scientific community (a notable
exception is Kortylewski et al. (2014)). There has been little effort devoted to creating a database of
out-sole patterns. Recently, Kong et al. (2017) described the creation of such a database, perhaps
a first step in the construction of a national reference database. Shor et al. (2017) are in the
process of creating a database of controlled, replicated impressions from which one can estimate
within-source variability. They highlight the importance of understanding variability when creating
test impressions in different conditions. Regardless of the abundance of algorithms that have been
described in the literature, forensic practice continues to rely on subjective assessments by shoe
print experts.
3.3 Signature of shoe out-sole image
We consider coordinates of all edges detected by the Prewitt operator in the shoe out-sole
image as the interest points to compare Q and K. Each edge point has x and y coordinate values;
we assign coordinates (0, 0) to the point in the lower left corner of the image, but note that the
actual coordinate values do not matter because the algorithm we propose relies on the geometric
arrangement of points rather than on their precise locations. We consider all edge points in the
out-sole image, because they represent the out-sole boundaries. Some of these will correspond to
class or sub-class characteristics, but some might include RACs that appear uniquely on each shoe
out-sole. Therefore, the algorithm we propose directly considers the out-sole pattern and indirectly
takes into account RACs when extracting a signature of the shoe impression. The disadvantage of
using edges is that the comparison is high-dimensional. A typical out-sole image contains about
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10,000 edge points and therefore measuring the similarity between two images is computer and
time intensive.
3.3.1 Definition of the signature
We extract a signature from a out-sole image Q by focusing on three semi-arbitrary circular
regions and the edge points within them. We fix the three circular areas on the image Q because
we can then select regions of the image that are both interesting and less contaminated by noise.
This first step is not automated and enables the forensic practitioner to select the portions of the
latent that are most promising. The coordinate values of all edge points within the selected circles
are the data with which we work. The aim is to find corresponding circles in the reference image
K that are “similar” to the selected circles in image Q. We choose to define circular target areas
because circles are invariant to rotation and translation.
Let q1, q2, q3, represent three circular areas in Q selected by the examiner. Using the edge
points and other attributes, we compute the value of a set of quantities (or features) from which we
will eventually construct a similarity score. For example, the distances between the centers of the
three circles are informative. Suppose that we find circles, k∗1, k∗2, k∗3 in image K that correspond to
q1, q2, q3 in Q. If image Q and image K have a common source, then we expect to find similarities
between the circular areas but also between the geometric arrangement of those circular areas.
By the congruence of both triangles formed by joining the centroids, the three pairwise distances
between centers in image Q and in image K should be close enough to suggest that the two
impressions were deposited by the same shoe. Fig. 3.2 is an example of a known mated pair,
obtained by imaging the same shoe twice and assigning one image to Q and one to K. We selected
three circles q1, q2, q3 in image Q (left impression) and the triangle between the three centers will be
part of the signature of image Q. By applying the comparison algorithm we propose (see Section
3.4) we identify the three best corresponding circles k∗1, k∗2, k∗3 in image K. When two impressions
have a common source, we expect to see a high degree of similarity between the triangles formed
by the centers in image Q and image K.
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The signature of the questioned shoe impression includes two parts; (1) local similarity of circles
in Q and corresponding circles in K, (2) geometric similarity of the triangles formed by joining the
circle centroids in Q and K. We define six similarity features using the differences q1− k∗1, q2− k∗2,
q3 − k∗3. These are: (1) Average number of points in the maximum clique, (2) Average number of
overlapping points in the K regions that overlap points in Q regions, (3) Average number of points
in the three regions of Q that overlap the corresponding regions in K, (4) Standard deviation of
the estimated rotation angles computed when aligning the three pairs of regions, (5) Average of
the median distance between overlapping points and (6) Average of the absolute difference in the
length of the sides of the triangle formed by joining the centroids in Q and K. Those six similarity
features will be investigated for many KM and KNM cases. More details will be illustrated in
Section 3.6.
Individually, features may not have sufficient discriminatory power to identify mated and non-
mated pairs. Therefore, we combine features into a score using two supervised learning algorithms:
random forests (Breiman, 2001) and BART (Chipman et al., 2010).
3.3.2 The weight of evidence
In forensic applications, computing a similarity score is a necessary but not sufficient step; we
also need to determine the probative value of such a score. A similarity score that takes on high (or
low) values among pairs of images known to have made by the same shoe, and low (or high) values
among pairs of images known to have been made by different shoes is said to be discriminatory
or have high probative value. In the forensic context, this is known as assessing the weight of the
evidence.
From the 2D images in our database, we computed similarity scores for all possible mated pairs
and for all possible non-mated pairs (300 and 300, respectively). The idea is the following: if the
distribution of score values among known mates does not overlap the distribution of the score values
among known non-mates, then the similarity score is informative in the sense that its value is likely
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Figure 3.1 Partial crime scene impression Q (left panel) and putative shoe K (right panel)
Figure 3.2 Signature of out-soles Q and corresponding circles in K for Q. The green line
and green box indicate the length of triangle in Q and K
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under one distribution but not the other. In other words, if the examiner must decide between two
competing hypothesis: impressions have a common source (null hypothesis) or impressions have a
different source (alternative hypothesis), the value of the score can help with the decision. Fig. 2.2
in Chapter 2 illustrates the idea.
In this illustrative example, a similarity score above 11 obtained by a forensic examiner in a
specific case would support the “same source” hypothesis, whereas a score below 9 or so would
support the “different source” hypothesis. Scores between 9 and 11 are not conclusive, in the sense
that they are equally likely under both hypotheses. Given a score computed from a casework com-
parison, it is possible to compute the probability of observing a larger (smaller) score if the prints
have a different (same) source. Because these are tail probabilities, the choice of a sample of known
non-mated shoes and of a model to represent the two distributions can have a dramatic effect on
the estimate of weight of evidence.
3.4 Matching Algorithm
3.4.1 Maximum clique
A graph is an object that includes vertices or nodes connected by edges, arcs or lines. A graph
G can be represented mathematically by a set of vertices V (G), a set edges E(G) and an incidence
function, ψG, that associates each edge of G to an unordered pair of vertices of G. A graph is said
to be undirected, when the set of vertices are connected by bidirectional edges. A directed graph is
one where the set of vertices are connected to each other by edges that are directed from one vertex
to another. In the left panel of Fig. 3.3, we show examples of undirected and directed graphs (left
and right panels, respectively). Two vertices, u, v ∈ V of G are adjacent if there exists an edge
that connects the two vertices. The adjacent matrix, A, in V × V is such that its element aij , is
one when the ith and the jth nodes are connected, and zero when there is no edge between them.
53
The adjacent matrix therefore indicates whether two nodes are connected or not.
A clique in an undirected graph is a subset of its vertices where every vertex in the subset is
connected by an edge to another vertex, i.e. the subgraph induced by the clique is complete. The
maximal clique is a clique that cannot be extended by including one more adjacent vertex. The
maximum clique is a clique of the largest possible dimension in a given graph. As an example, in the
graph on the right panel of Fig. 3.3, the maximal cliques are {1,2,3},{2,3,4},{2,4,5},{3,4,6},{4,5,6,7}
and the maximum clique is {4,5,6,7}.
The algorithms we develop to quantify the similarity between two out-sole images rely on the
concept of maximum clique. A maximum clique is invariant to rotation and translation because it
depends on the pairwise distances between nodes in graph. Thus, the main idea is the following:
although out-sole pattern images may be translated, rotated and subject to noise and other loss of
information, the geometrical relationships between the points that constitute the pattern will not
change. Thus, local maximum cliques can help in finding corresponding positions in two images so
that we can align them.
Consider the example we show in Fig. 3.4. Here, the goal is to find subsets of points in both
images that are geometrically congruent. We can tell quickly that the answer is that point a in
image 1 corresponds to point 1 in image 2; similarly, b and 3, d and 6 and c and 5 are also congruent.
To find out the correspondence between the two images, we calculate all possible pairwise distances
between points within each image. First, we draw a graph (G) in the right panel of Fig. 3.4.
There are 6× 4 nodes to represent all possible correspondence between two sets of points in image
1 and image 2. Secondly, when the distance between the points a and b in image 1 is similar to
the distance of two points in image 2, i.e., points 1 and 3, then two points a1 and b3 and in the
graph (G) on the right panel of Fig. 3.4 are connected (a3 and b1 are also connected). Similarly,
we can connect points d6 and c5 because the distance between points d and c in image 1 is about
the same as the distance between points 6 and 5 in image 2. Finally, in the graph (G) in Fig.
3.4, the maximum clique, defined as a largest complete subgraph, is found as the set of red nodes
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in G where all of nodes of {‘a1’, ‘b3’, ‘c5’, ‘d6’} are connected each other. All other pairwise
connections are shown in gray but they are not included in the complete subgraph. The points in
local maximum cliques will be used to estimate the translation and the rotation angle that result
in the best alignment of coordinate values in Q and K.
3.4.2 Comparison of out-soles using one local circular area
The circle q1 with center (cx,q1 , cy,q1) and radius rq1 in the questioned shoe image Q and a set of
nq1 edge points within circle q1 denoted by Sq1 = {(x1, y1), ..., (xnq1 , ynq1 )}. We compare Sq1 to a
set of edge points in candidate circles ki, Ski = {(x1, y1), ..., (xnki , ynki )}, where the ith candidate
circle has center (cx,ki , cy,ki) and radius rki in K. The goal is to find the closest circle k
c
i to q1 by
finding the subset of edge points in Ski that is congruent to a subset of edge points in Sq1 ; this is
the set called maximum clique. There are m points in the maximum clique, Mq1,ki , and we denote
the jth point in Mq1,ki by pj,q1 and pj,ki . Fig. 3.5 shows an example of a set of points in a maximum
clique. More formally:
Mq1,ki = {(p1,q1 , p1,ki), ..., (pm,q1 , pm,ki)}T
pj,q1 = (xj,q1 , yj,q1), j = 1, ..,m
pj,ki = (xj,ki , yj,ki), j = 1, ..,m.
A pair of points in Mq1,ki are in correspondence, as illustrated in Fig. 3.4. For example, the j
th
pair of points (pj,q1 , pj,ki) in Mq1,ki may include the point a in image 1 and the point 1 in image 2
in Fig. 3.4, respectively.
Step 1 Divide circle q1 into 30 equally sized bins and select one edge point randomly in each bin.
Denote a set of 30 random edge points from Sq1 as Sq1,30.
Step 2 Find the maximum clique Mq1,ki between 30 edge points in Sq1,30, and all edge points in
Sk1 .
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Figure 3.3 Left panel : Examples of undirected graph (left) and directed graph (right),
Right panel : Example of maximum clique and maximal cliques
Figure 3.4 Application of the concept of maximum clique to find correspondence between
three local regions in two out-sole images.
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Step 3 Compute the alignment metric, ΣA, a 2×2 matrix that contains the values of the estimated
translation and rotation of the set of points in Mq1,ki .
Step 4 Apply the alignment metric ΣA, to all edge points, Sq1 . This maps the points in circle q1
onto the plane of points in circle ki.
SKq1 = ΣA × Sq1 .
We refer to the set of mapped points in circle q1 in the plane of shoe K as S
K
q1 =
{(xK1 , yK1 ), ..., (xKnq1 , yKnq1 )} for mapped circle qK1 .
Step 5 For each point in SKq1 , find the closest point in Ski . When the Euclidean distance between
two points, one in SKq1 and one in Ski , is less than 2, then we say that they overlap. The
bottom right-most panel on Fig. 3.5 shows only the set of overlapping points (OP), in
SKq1 and Ski .
Step 6 Using points in Ski defined as OP, we re-calculate a center and a radius for the circular
area in K that is the most closely aligned with circle q1 or q
K
1 .
3.4.3 Semi-automated shoe out-sole comparison algorithm
From Section 3.4.2, we know how to compare one circle q1 in Q to candidate circles ki in K.
The circles that we fix in shoe Q are labeled q1, q2, q3 and in K, the corresponding mated circles
are labeled k∗1, k∗2, k∗3, respectively.
Step 1 Select circle q1, with center (cx,q1 , cy,q1) and radius rq1 in a region that appears to contain
useful information in the questioned shoe image Q.
Step 2 Search over several circular areas (candidate circles) in the known shoe image K; we
use ki, i = 1, ..., nK to denote the candidate circles. The centers of the candidate circles
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are placed on a set of fixed coordinate values (cx,ki , cy,ki) in K. The coordinate values
of center for candidate circles are decided by the size of radius. The y coordinates are
increased by the size of radius. Candidate circles are overlapped a lot each other and the
union of nK candidate circles covers the entire shoe out-sole image K.
Step 3 Compare circle q1 to each candidate circle ki, i = 1, ..., nK as in Section 3.4.2, and find the
circle with highest overlap with the entire set of points in circle q1, among comparisons
with nK candidate circles.
Step 4 Using the estimated center found of the circle in K with the largest overlap in Step 3,
define a circle with larger radius than estimated, so that the expanded circle in K covers
q1 entirely. This enables better alignment between the two circular areas.
Step 5 Repeat the entire process for at least two additional circles q2, q3 in image Q and find the
corresponding mated regions k∗2, k∗3 in K that show the best correspondence with q2, q3.
Step 6 Define features in the mated regions in Q and K that can be used to quantify similarity
between the two images. Features can be combined into a single score using a learning
algorithm such as a random forest.
For now, the degree of correspondence is estimated by inspection of the values of the features
given in Table 3.1. Even with highly optimized code, searching for similar circular areas in K is
computer intensive.
3.5 Implementation of method in different scenarios
Here we illustrate the implementation of the algorithm we propose when comparing images
from known mated pairs (KM), known non-mated pairs (KNM), and also address more challenging
problems such as comparing images of out-soles of different shoes of the same make, model and
size, and comparing a reference image with a partial impression. Known mated (KM) pairs are
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constructed by selecting images produced by the same shoe scanned multiple times. The known
non-mated pairs (KNM) are built by pairing images that are known to come from different shoes.
In Section 3.4 we show results obtained when the algorithms are tested on a large set of pairs of
images for which we know the source.
3.5.1 A single matching circle
We proceed as in Section 3.4.2, and select one circular area in Q which we denote q1. In Fig.
3.5, the points in q1 are shown in blue. The circle q1 is selected manually and in this case, it has
a radius equal to 50 pixel units. The candidate matching circle ki in K is shown in red in the
figure, and has a larger radius, to ensure that it covers the entire set Sq1 . To quantify the similarity
between (q1, ki) we record the value of eight features (see Table 3.1).
Fig. 3.5 shows some of the features. In the figure, the top left panel shows the pairwise Eu-
clidean distances between m points in q1 and ki which form the maximum clique Mq1,ki . The
pairwise Euclidean distances between points in Mq1,ki in q1 and ki are almost the same and all lie
approximately on the 45o line. This is what we expect when the two impressions have a common
source. The panel on the top right of the figure shows the points in the maximum cliques that
overlap, after translation and rotation. Recall that the maximum clique was obtained from the 30
points selected from circle q1 and the corresponding points in circle ki. Those points are geomet-
rically congruent regardless of their absolute coordinate values. The bottom left panel shows the
entire sets of points in qK1 and ki (left panel) after rotation and translation applied, and the subset
of points that are defined as overlapping (OP), meaning that their distance is less than 2 pixel
units. The bottom right plot shows the area in K that results in the closest match with circle q1.
Table 3.1 Features extracted from the comparison of q1 and ki
Clique Rot. Overlap Overlap Med. pairwise Final
size angle on ki on q
K
1 (q1) distance cx cy radius
18 12.05 0.75 0.97 0.3 54.5 688.5 50.28
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Figure 3.5 Left top panel shows pairwise distances between points in the maximum clique.
Right top panel shows points in the maximum clique, geometrically congruent
subset points in q1 and ki. Bottom left panel: Red points are all points in ki,
and blue points are in qK1 that is mapped q1. Bottom right panel: the area in
K that is most aligned with circle q1
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In Table 3.1, column headings denote the following:
(1) Clique size : The number of points in the maximum clique. We expect to see a larger
number when impressions have a common source.
(2) Rotation angle : For circle q1, this is the rotation angle that results in the best alignment
with circle ki when using the set of points in the maximum clique.
(3) Overlap on ki : The proportion of points ki that overlaps points in q
K
1 .
(4) Overlap on qK1 : The proportion of points in q1 that overlaps points in ki.
(5) Median pairwise distance of OP : The median of pairwise Euclidean distances between
overlapping points (OP) in ki and q
K
1 .
(6) cx : The estimated x coordinate of circular area in K that is the most closely aligned with
q1.
(7) cy : The estimated y coordinate of circular area in K that is the most closely aligned with
q1.
(8) Final radius : The estimated radius of the circular area in K that is the most closely aligned
with q1.
3.5.2 Comparing KM (KM-L1L2, KM-R1R2)
The prints shown on the left half of Fig. 3.6 are replicate images of the same shoe out-sole
obtained by the same operator one after the other. The two impressions have a different orientation
and also differ on the quality of the image.
In both of images, we begin by cropping pixels with coordinate values in the bottom 1st per-
centile or the top 99th percentile of all coordinate values. This is done to remove extraneous signal
outside the boundary of the shoe out-sole and to focus on the inner portion of out-sole impression.
The bottom two images in Fig. 3.6 result after cropping the outer-most pixel values.
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We manually select circle q1 centered on (75.25, 600.4) and with radius equal to 50 pixel units.
The left panel of Fig. 3.7 shows the points included in q1 in blue. The goal is to find the best
matching circle in K.
Consider several candidate circles, ki, i = 1, ..., nk with radius rki to compare with circle q1.
The centers of the candidate circles are placed at fixed x, y coordinate values. This is illustrated
in the right panel of Fig. 3.7; in the figure we select locations on 20%, 40%, 60% and 80% of the
range of x-coordinate values in the reference shoe. In the figure, the x-coordinates are (49, 98, 147,
196). The y-coordinate values are placed along the vertical axes so that circles of radius (rki) 65
pixels overlap along those axes. In the illustrative example in the right panel of Fig. 3.7, with fixed
x-axis of 49, there are nine circles where centers have y-coordinates (246, 311, 376, 441, 506, 571,
636, 701, 766). Table 3.2 shows the results obtained when comparing circle q1 and nine candidate
circles with center x-coordinate values at 49, as in Fig. 3.7. We number the candidate circles by
k1, ...k36 starting from the bottom left of the impression. The four circles at the bottom of the
left-most vertical line share few points (or none) with q1 so they are excluded from the list of the
candidates. Overall, the list of candidate circles include 36 that are placed along the vertical lines
defined by intersection with the x-axis. Among the candidate circles in K we select the one with
the highest overlap with q1. We do not show the results from all possible comparisons here, but we
do display results from five of the comparisons in Table 3.2. Circle k8 in Table 3.2 has the highest
overlap with q1 among all candidate circles in K, after some rotation and translation. The rotation
angle that resulted in the best alignment between k8 and q1 is 12.05 degrees.
Once we have identified the closest candidate circle to q1, we increase its radius so that all of
q1 is covered by k8. In this example, the adjusted candidate circle k
adjusted
8 has center coordinates
equal to (54.5, 688.5), and its radius is 15 units larger value the estimated radius, so that the new
radius is 50.28 + 15 = 65.28. Fig. 3.8 shows the overlap of circles q1 and k
adjusted
8 before and after
we improve the alignment, we found k∗1. Note that after alignment, circle q1 (blue) is fully included
within circle k∗1 (red). The similarity features are shown in Table 3.3.
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Figure 3.6 Upper two panels: entire set of edge points in Q (left) and K (right). Bottom
two panels: Edge points after cropping points with coordinate values below 1%
and above 99% in Q (left) and K (right)
Figure 3.7 Left panel : Circle q1 is fixed in questioned shoe, Q, Right panel : Candidate
circles will be compared in the reference shoe, K
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Table 3.2 Comparisons of q1 and a sample of candidate circles in K
Circle Clique Rot. Overlap Overlap Med. pairwise
ki size angle on ki on q1 distance cx cy radius
Circle k5 12 52.61 0.49 0.27 0.64 69 513 52.35
Circle k6 14 33.13 0.41 0.39 0.86 48.5 596 48.81
Circle k7 15 30.86 0.43 0.48 0.87 56.5 638.5 51.05
Circle k8 18 12.05 0.75 0.97 0.30 54.5 688.5 50.28
Circle k9 14 90.00 0.65 0.46 1.00 59 735.5 50.76
Table 3.3 Step3: Similarity features from comparison of circles q1 and k
adjusted
8
Clique Rotation Overlap Overlap Med. pairwise
size angle on kadjusted8 on q1 distance cx cy radius
18 12.13 0.73 0.97 0.29 54.50 688.50 50.28
We find that k∗1 in K has a 97% overlap with q1. The overlapping points are shown in Fig.
3.8, panel 3 and were identified as described earlier. The final matching circle has radius of 50.28
and center at (54.5, 688.5) in K. The left pair of images in Fig. 3.9 shows fixed circle q1 in the
questioned print Q and the most similar circle k∗1 in the known print, K.
We repeat the process for two additional circles in Q, q2, and q3, and find the most similar
circles in K, which we denote k∗2, k∗3. The similarity features are shown in Tables 3.4 and 3.5 and
illustrated in Fig. 3.9. All three similar circles in K show a degree of overlap that exceeds 90% and
similar rotation angles around 12 degrees. In addition, the pairwise Euclidean distances between
centers of q1 and q2 in image Q is 451.74, similar to the distance between the centers of k1 and k2
in image K. This is also true of the two other possible pairwise distances between circle centers.
(In Table 3.5, ∆ means ‘triangle’ from centers of circles in each image) In the right two panels in
Fig. 3.9, we use the same color pairs of circles in Q and in K that are most similar.
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Figure 3.8 Circle matching between circle q1 and circle k
adjusted
8 ; (1) Before the align-
ment is adjusted, (2) After the alignment, (3) Close points after the alignment
adjusted
Figure 3.9 Left panel: images Q and K with most similar circles. Right panel: final
results after matching three circles, q1 (red), q2 (yellow), q3 (green) in Q, to
most similar circles k∗1 (red), k∗2 (yellow), k∗3 (green) in K.
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Table 3.4 Information of fixed circle in Q and corresponding matched circle in K in Section
3.5.2
Fixed Center in qi Found Center in k
∗
i Radius in k
∗
Circle q1 (75.25, 600.40) Circle k
∗
1 (54.5,688.5) 50.28
Circle q2 (110,50) Circle k
∗
2 (179.5, 255) 50.57
Circle q3 (170,470) Circle k
∗
3 (174,579.5) 50.57
Table 3.5 The matching results with similarity features in Result Section 3.5.2
Matching Clique Rot. Overlap Overlap Med. pairwise Distance of Distance of
qi − k∗i size angle on k∗i on qi distance ∆ in q’s ∆ in k∗’s
q1 − k∗1 18 12.13 0.73 0.97 0.29 451.74 451.16
q2 − k∗2 17 10.57 0.53 0.91 0.43 161.19 161.74
q3 − k∗3 20 12.14 0.63 1.00 0.24 325.58 324.55
3.5.3 Comparing two impressions of KNM but with identical out-sole pattern
Here we compare images produced by different shoes that belong to the same individual, are
of the same size, brand and model, and have slightly different degree of wear. This is arguably
one of the more challenging comparisons. The degree of wear and any RACs are reflected on the
impression, as one would expect. For example, in Fig. 3.10, we see repeating zigzag patterns in
the middle and right part of the impression from shoe Q (left), but those repeating zigzag patterns
are not captured well in shoe K (right). None of the five replicate images obtained from shoe K,
showed the repeating zigzag patterns in the middle of the image.
In Fig. 3.10, we again use the same color to represent pairs of most similar circles. Note that
the algorithm failed, and found circles k∗1, k∗2, k∗3 that are clearly placed in different positions in
the print than q1, q2, q3. The summary of results shown in Tables 3.6 and 3.7 also show that the
results from the comparison of images are not correct. For example, the rotation angles that were
estimated when finding the best alignments are high, which is an indication that similar circles can
only be found after much adjustment of K.
As an additional test of the power of algorithm to tell apart impressions from two shoes with
the same pattern, we compared impressions from the left and the right shoes of the same pair. To
do so, We flipped the image of the left out-sole so that it looked like the impression from the right
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Table 3.6 Similarity between fixed circles in Q and best matching circles in K in Section
3.5.3
Fixed Center in qi Found Center in k
∗
i Radius in k
∗
i
Circle q1 (55.25, 580.4) Circle k
∗
1 (100.5,112.5) 51.91
Circle q2 (75, 220) Circle k
∗
2 (105, 508) 52.8
Circle q3 (170,450) Circle k
∗
3 (64.5,586) 52.03
Table 3.7 Matching results between circle qi and k
∗
i in Section 3.5.3
Matching Clique Rotation Overlap Overlap Med. pairwise Dist. of Dist. of
qi − k∗i size angle on k∗i on qi distance ∆ in q’s ∆ in k∗’s
q1 − k∗1 15 31.32 0.40 0.63 0.92 360.94 395.53
q2 − k∗2 15 4.07 0.13 0.61 0.43 173.70 474.87
q3 − k∗3 15 67.61 0.28 0.60 0.87 248.85 87.89
shoe. These two impressions (e.g. one from the left foot and one from the right foot) have the same
out-sole design are worn during the same time by the same person.
Fig. 3.11 shows the comparison of two known mated pairs (between two replicates of a left and
two replicates of the right shoe), and a known non-mated pair (between the left and the right shoe
of the same pair). As before, we selected three circular areas in each Q and found the most similar
circles in the K images. The values of the similarity features in each of the three comparisons are
shown in Table 3.8.
Table 3.8 Similarity features in comparisons KM-L1L2, KM-R1R2 and KNM-L1R1
Q - K Comp. Clique Rot. Overlap Overlap Med. Abs. diff. in length
size angle on k∗i on qi distance in 4 for q − k∗
q1 − k∗1 17 3.03 0.62 0.98 0.43 1.94
KM-L1L2 q2 − k∗2 15 1.43 0.54 0.97 0.40 1.06
q3 − k∗3 18 1.93 0.65 0.97 0.28 2.16
q1 − k∗1 16 11.15 0.62 0.89 0.26 3.30
KM-R1R2 q2 − k∗2 12 12.32 0.34 0.72 0.67 3.37
q3 − k∗3 18 11.36 0.56 0.99 0.29 0.38
q1 − k∗1 15 17.14 0.38 0.51 0.94 24.37
KNM-L1R1 q2 − k∗2 12 10.54 0.33 0.48 0.50 11.55
q3 − k∗3 13 8.92 0.29 0.41 0.88 18.77
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Figure 3.10 Q and K images, with most similar circles.
Figure 3.11 Three example comparisons between KM-L1L2, KM-R1R2 and KNM-L1R2
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3.5.4 Comparing impressions from KNM pairs
We show impressions obtained from two different shoes in Fig. 3.12. As before, the Q impression
is on the left and the impression obtained from the known shoe is on the right. The values of the
similarity features are shown in Tables 3.9 and 3.10. As we would have expected, the proportion
of overlapping points in the most similar pairs is low, and the required rotation angle estimates to
obtain the best alignment are highly variable: 4.84, 11.24 and 46.69. When the two impressions
have a common source, the rotation angles that align the three comparison areas are expected to
be approximately equal. In addition, the Euclidean pairwise distances between the three centers
in Q and in K are different. Overall, the results shown in Tables 3.9 and 3.10 do not suggest that
impressions have a common source.
Table 3.9 Information of fixed circle in Q and corresponding matched circle in K∗ in
Section 3.5.4
Fixed Center in q Found Center in k∗ Radius in k∗
Circle q1 (63.3, 563.4) Circle k
∗
1 (57,171) 52.77
Circle q2 (84.4, 187.8) Circle k
∗
2 (59, 241) 48.17
Circle q3 (168.8,500.8) Circle k
∗
3 (52, 530) 41.34
Table 3.10 The matching results between circle qi and k
∗
i in Section 3.5.4
Matching Clique Rotation Overlap Overlap Med. pairwise Dist. of Dist. of
qi − k∗i size angle on k∗i on qi distance ∆ in Q’s ∆ in K∗’s
q1 − k∗1 12 4.84 0.22 0.35 0.70 376.19 70.03
q2 − k∗2 15 11.24 0.18 0.61 0.68 122.67 359.03
q3 − k∗3 12 46.69 0.19 0.40 0.82 324.18 289.08
3.5.5 Comparison of a reference impression to a KM partial print
Out-sole prints lifted from crime scenes are often partial. When there is only a partial Q image,
quantifying the similarity between the questioned image and the image obtained from the putative
shoe may be difficult. We simulate a partial shoe out-sole impression by considering only a portion
of the pixels in the image used in Section 3.5.2. A complete impression obtained from a replicate
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scan of the same shoe is used as K. We implement the same approach to compare a partial image
to a complete image; this is possible because we begin by manually selecting areas in Q that appear
to contain information. When only a portion of the out-sole is included in the partial print, we
simply consider the same general area to find candidate similar circles in K. Thus, as long as the
partial print includes some areas with useful information, the comparison method we propose can
still perform well. Tables 3.11 and 3.12 and Fig. 3.13 summarize the results of the comparison.
Note that even though the location of the comparison circles is now restricted to front half of the
shoe, we still find a large proportion of overlapping points in all most similar pairs of circles and
the distances between centers in three qs and three k∗s are also very close each other. Rotation
angles estimated in order to find the highest similarities are also consistently around 12 degrees.
Table 3.11 Summary of the comparison of Q and K in Section 3.5.5
Fixed Center in q Found Center in k∗ Radius in k∗
Circle q1 (50, 200.4) Circle k
∗
1 (53.5,576) 50.51
Circle q2 (70, 310) Circle k
∗
2 (52.5, 683.5) 52.31
Circle q3 (150,150) Circle k
∗
3 (158, 552) 52.7
Table 3.12 Results obtained from the comparison of circle qi and k
∗
i in Section 3.5.5
Matching Clique Rotation Overlap Overlap Med. pairwise Dist. of Dist. of
qi − k∗i size angle on k∗i on qi distance ∆ in q’s ∆ in k∗’s
q1 − k∗1 17 12.06 0.53 0.95 0.40 111.41 107.50
q2 − k∗2 19 11.60 0.66 0.99 0.29 111.98 107.22
q3 − k∗3 16 11.72 0.61 1.00 0.28 178.89 168.59
3.6 Implementation in more realistic scenarios
In the section that follows, we present some results from the application of the method we
propose on the dataset we have collected. We imaged 150 pairs of shoes with different degrees of
wear, using a 2D EverOS shoe scanner (http://www.shopevident.com). Both shoes in each pair
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Figure 3.12 For circles, q1 (red), q2 (yellow), q3 (green) in Q, the matching circles k
∗
1
(red), k∗2 (yellow), k∗3 (green) are found in K in Section 3.5.4
Figure 3.13 Circles, q1 (red), q2 (yellow), q3 (green) in Q, and their best matches k
∗
1 (red),
k∗2 (yellow), k∗3 (green) in K.
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were imaged five times, so we obtained a total of 1500 out-sole images. An example of the type of
images we obtain from the EverOS scanner is shown in left panel of Fig. 3.14.
3.6.1 Preprocessing of images
Before we implement the comparison method, we down-sample images at a 20% rate to reduce
the number of edge points. After thinning, the images are transformed to binary images with white
and black pixels. It is now possible to implement the Prewitt operator to get the coordinates of
all edge points, shown in Fig. 3.14. We used Matlab to carry out these tasks and trim the images.
Then we get the coordinates of each edges with lower left corner as (0,0). Coordinates of edge
points from the left shoe in each pair are flipped to look like the impression from the right shoe.
Since we focus only on the internal geometrical relationship among edge points in the comparisons,
the transformation of coordinate values does not affect to the performance of the algorithm.
3.6.2 R-package Shoeprintr
To carry out the comparisons, we developed an R package called shoeprintr in collaboration
with Omni Analytics, available on GitHub, at https://github.com/CSAFE-ISU/shoeprintr. The
algorithm outputs an empirical probability of whether two prints have the same source. The package
uses a parallel maximum clique algorithm for speed and efficiency.
Because shoeprintr is provided as an R package, documentation on all exported functions are
available. This includes descriptions of all parameters, as well as example code for how to run
the routines. The primary function is match print(), which takes two shoe prints as inputs, and
based on the given set of parameters, performs a sampling routine to enhance the speed of the
matching, and uses statistical techniques to determine match probabilities. Verbose output and
resulting plots are available to assess the results as well. Finally, the GitHub file entitled README,
available at https://github.com/CSAFE-ISU/shoeprintr, provides a working example on how to
install shoeprintr and run an exampling shoe print match.
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There is still opportunity to improve some of the routines. For example, speed is still limiting
when the number of pairwise comparisons is higher than a few hundred. Furthermore, execution
of the package requires the compilation of the pmc binary as described in the README, which
means that changes to the output format of the binary could impact the results of shoeprintr.
3.6.3 Data analysis
In earlier sections, we have referred to several similarity features for which we can compute
a value. But how high (or low) does a similarity metric need to be before we can declare that
two prints are indistinguishable, with acceptable degree of certainty? Ideally, we wish to obtain
a similarity score that takes on different values when two prints have a common or a different
source. If such a score can be obtained, we then say that the score has high probative value. To
decide whether the similarity metrics we propose have high probative value, we examined 300
pairs of known matches (KM) and 300 pairs of known non-matches (KNM). The KM pairs were
constructed using replicate imagines of the same shoe. There are 150 comparisons between replicate
images of the left shoe in a pair (KM-L1L2) and 150 comparisons of replicate images of the right
shoe in a pair (KM-R1R2). We created two sets of KNM comparisons, using either shoes from
different pairs or using the left and right shoe from the same pair. The comparison KNM-L1R1 is
the most challenging because the two impressions have the same class characteristics and almost
the same degree of wear and tear, since both shoes were worn by the same person for the same
period and over the same type of terrain.
To test the performance of the comparison algorithm on a large number of pairs of images,
it would be convenient to devise a rule to select three “interesting circles” in Q automatically.
First, we expect that the most discriminating areas on the out-sole will correspond to areas where
the most pressure is applied when stepping. Typically, these areas correspond to the ball of the
foot and the heel. We do not expect to see marks where the foot arch is located. Consider the
impression of the right shoe in a pair. The three circles we select in Q are located on the left and
right upper half of the out-sole image and on the heel area as follows: In image Q, fix q1 with center
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located on the 30th quantile of the range of x coordinates and the 75th quantile of the range of y
coordinates. The other two circles are place in the upper right quadrant and on the bottom left
quadrant of the impression. Figure 3.15 show the three quadrants to which we refer. The circle on
the bottom left quadrant, which we denote by q2 has center of the 20th and 25th quantiles of the x
and y coordinate ranges, respectively. The third circle q3 is located in the upper right quadrant of
the impression and its center is located on the 75th and 65th quantiles of the x and y coordinate
ranges, respectively. The three circles have radius equal to 50 pixel units. When Q is a partial
latent, the location of the three circular areas is adjusted to fit within the latent impression.
To find the closest matching circles in K, we consider 30 to 40 candidate circular areas that
cover the entire impression. Since each circle to circle comparison takes between 1 and 2 minutes
of computing time, comparing two impressions can take up to an hour. By confining the search for
the best matching circles in K to quadrants as shown in Fig. 3.15, we speed up the comparison
significantly. Even if we confine searches to quadrants, the union of candidate circles should cover
the entire impression K. By restricting the search of matching circles in K to the appropriate
quadrants, we manage to reduce computational time by over 75%, to 10-15 minutes per comparison.
When carrying out a comparison, the algorithm produces results such as those displayed in
Tables 3.4 and 3.5 and in Fig. 3.9. The final similarity features of one comparison between Q
and K are summarized as follows. Out of the comparison between three circular areas, we extract
features such as clique size, proportion of overlapping points in k∗ and q, median pairwise distance
between points in the maximum clique, and several others. To these, we add other features including
the distance between the centroids of the circular areas, the angles of the triangle formed by linking
the circle centers and others. In all, we consider six features that can be combined to quantify the
degree of similarity between Q and K. Ideally, these features will take on different values when the
comparison involves known mated and known non-mated pairs of shoes.
Fig. 3.16 shows the distributions of six similarity features (after averaging across the three
circles) when comparing known mated pairs of impressions (KM-L1L2, KM-R1R2) and known
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Figure 3.14 Left panel : The example of EverOS can, right panel : the edges are detected
from the left panel image.
Figure 3.15 Areas for candidate circles
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Table 3.13 Example of similarity feature for the comparison of known mated impressions
(KM-L1L2), known non-mated impressions between left foot and right foot
from the same pair of shoes (KNM-L1R1) and known non-mated pairs of shoes
(KNM-S1S2).
Matching Ave.clique Sd.rot. Ave.overlap Ave.overlap Ave.med. Ave.abs.diff
size angle on k∗i on qi dist ∆ in Q−K∗
KM-L1L2 16.67 0.82 0.60 0.97 0.37 1.72
KNM-L1R1 13.33 4.35 0.33 0.47 0.77 18.24
KNM-S1S2 10.67 12.68 0.35 0.28 0.96 75.11
non-mated pairs (KNM-S1S2). The red and purple plots are the distributions of likely score values
when the comparison is among known mated pairs. These two densities across the various features
are close. As expected, clique size and proportion of overlapping points in either direction take on
higher values among KM pairs of impressions, while variability in the rotation angles, distances
among points and differences in the size of triangles take on higher values among KNM pairs. There
is enough overlap between the densities of feature values computed from KM and KNM pairs of
impressions to conclude that none of the features by themselves have sufficient discriminating power.
In Fig. 3.17, we include the feature densities when the comparison involves two shoes from
the same pair (KNM-L1R1), shown in green. For several of the features, the likely values of the
features are between the values obtained when comparing KN impressions (red) and impressions
from two shoes from different pairs (blue).
Fig. 3.18 illustrates why it is difficult to tell the right shoe from the left shoe when both come
from the same pair. In the figure, the four panels represent the difference of the value of four
features KM-L1L2 − KNM-L1R1. The vertical line is drawn at the value 0. Note that even though
the proportion of overlapping points and the clique sizes tend to be larger when we compare two
images of the same shoe, in some cases those features take on higher values when the comparison is
between two shoes from the same pair. The reverse is true for the median of the pairwise distances
of points in the clique. This suggests that as long as K, differs from Q because of RACs and wear,
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the algorithm has a good chance of detecting those differences (see Fig. 3.17) and of correctly
classifying the shoes to be non-mates.
It is possible to increase the number of features we use to compare images. So far, the six features
we use are averaged over the three circular areas in each image. In addition to the average value
of the feature we could also include other summaries such as the minimum or the maximum value
of the feature across the three circles. These are the maximum value of clique size, the maximum
value of the proportion of overlapping points in either direction, the minimum of median pairwise
distance between overlapping points, the minimum of absolute difference between lengths in triangle
Q−K. For the standard deviation of rotation angles, we could calculate the standard deviation of
two rotation angles and then use the minimum as an additional feature. This minimum SD feature
might be informative in cases where two circles k∗1, k∗2 are strong matches to the corresponding areas
in Q but the third one is not. This situation might also be helpful when the impression has some
distortions in some parts of it. The Fig. 3.19 shows the densities of additional 6 similarity features
in KM-L1L2, KNM-L1R1 and KNM-S1S2. By taking maximum or minimum values of features,
the densities between KM and KNM are distinct more especially for features such as minimum of
standard deviation of rotation angle, maximum of overlap feature of q and minimum of absolute
difference between triangle in Q − K. Those features are also part of indicator measuring the
similarity between two shoe impressions.
For some of the features, we observe distinctly different values among the KM and the KNM
pairs, but none of the feature by itself is discriminating enough to use as a comparison score.
3.6.4 Combining features into a single similarity score
Since no single feature is discriminating enough, we propose computing a single, combined
score using a random forest classifier (RF; Breiman (2001)) or Bayesian Additive Regression Trees
(BART; Chipman et al. (2010)). Recall that we have values for twelve similarity features computed
from 600 pairs of images (150 KM-L1L2, 150 KM-R1R2, 150 KNM-L1R1 and 150 KNM-S1S2) for
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Figure 3.16 Density of similarity features when Q and K are KM-L1L2 (red), KNM-R1R2
(purple) and KNM-S1S2 (blue); (1) Average clique size, (2) Standard devia-
tion of rotation angles, (3) Average overlap on q’s, (4) Average overlap on k∗’s,
(5) Average median pairwise distance, (6) Average of differences in pairwise
distances between circle centers.
Figure 3.17 Density of similarity features when Q and K are KM-L1L2 (red), KNM-S1S2
(blue) and KNM-L1R1 (green); (1) Average clique size, (2) Standard deviation
of rotation angles, (3) Average overlap on q’s, (4) Average overlap on k∗’s,
(5) Average median pairwise distance, (6) Average of differences in pairwise
distances between circle centers.
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Figure 3.18 Density of difference of similarity features in KM-L1L2 and KNM-L1R1; (1)
Difference in overlap feature in q, (2) Difference in overlap feature in k∗, (3)
Difference in average median pairwise distance, (4) Difference of clique size.
Figure 3.19 Density of (Max or Min) similarity features when Q and K are KM-L1L2
(red), KNM-S1S2 (blue) and KNM-L1R1 (green); (1) Maximum clique size,
(2) Minimum Standard deviation of rotation angles, (3) Maximum overlap on
q’s, (4) Maximum overlap on k∗’s, (5) Minimum median pairwise distance, (6)
Minimum differences in pairwise distances between circle centers.
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which we know ground truth. We consider two different approaches to train and test the classifiers.
Case (1); We train the random forest and BART on a randomly selected subset that includes 80%
of the data, and test its out-of-bag performance on the remaining 20% of the paired images. In
this case, the training data include 120 KM-L1L2 and 120 KM-R1R2 as known mated pairs and
120 KNM-L1R1 and 120 KNM-S1S2 as known non-mated pairs. Case (2); we train the random
forest and BART on a randomly selected subset of the 600 pairs of images but the subset does not
include the KM-L1R1 pairs. In this case, the training data include 80 KM-L1L2, 80 KM-R1R2
and 120 KNM-S1S2 and we use the rest of the data to test the performance of the algorithm.
Further, for each of the two cases and each of the classifiers (RF and BART), we trained the
algorithms using only six similarity features the entire set of 12 features. In the training phase,
we implemented 10-fold cross validation and computed an internal out-of-bag classification error.
Because this classification error underestimates the true error, we compute an honest out-of-bag
error when testing the classifiers on data that were not used in either the training or the 10-fold
validation. We used R-packages caret and bartMachine to build the machine learning classifiers
RF and BART, respectively. The goal is to correctly classify the test pairs into same source or
different source categories.The class probability for KM by RF or BART is defined as a final score
based on six or 12 similarity features.
Table 3.14 and Table 3.15 show the results of the classification in Case 1 and Case 2, when the
threshold 0.5 is used to classify pairs of impressions into the same or different source categories.
At least in this limited example, the random forest and BART perform similarity well. We define
sensitivity to be the probability of correctly classifying a pair of impressions to have the same source
when, and specificity to be the probability of correctly classifying a pair of impressions as having
a different source. Fig. 3.20 shows the ROC curves for both classifiers RF and BART in the four
scenarios: Case 1 and Case 2, with and six or 12 features. When we exclude pairs of impressions
KNM-L1R1 from the training set (as in Case 2), the ROC curves indicate that RF and BART
using six or 12 features perform better than when these pairs of impressions are included in the
training set (Case 1). This is reasonable, because even though these impressions are KNM, the
80
value of the features are intermediate to the values we observe among KM and the rest of the KNM.
Table 3.16, shows the estimated areas under the ROC curves (AUC). In Case 1, AUCs are higher
when the classifiers are trained using 12 features. For Case 2, there appears to be no advantage
when doubling the number of features from six to 12; in all cases, the AUCs are higher when the
KNM-L1R1 pairs of impressions are excluded from the training set. Table 3.17 shows the estimated
true positive rate (sensitivity) when the false positive rate (one minus specificity) is fixed at 10%.
The classifiers have higher sensitivity when we exclude the KNM-L1R1 pairs of impressions from
the training set.
Table 3.14 Case 1 : Classification result on test set by RF and BART
Random Forest
True
Prediction Match Non-Match
Match 54 8
Non-Match 6 52
Total 60 60
BART
True
Prediction Match Non-Match
Match 54 11
Non-Match 6 49
Total 60 60
Table 3.15 Case 2 : Classification result on test set by RF and BART
Random Forest
True
Prediction Match Non-Match
Match 130 0
Non-Match 10 30
Total 140 30
BART
True
Prediction Match Non-Match
Match 132 0
Non-Match 8 30
Total 140 30
Table 3.16 Area Under the ROC Curve (AUC)
AUC (6) AUC (12)
Case1 RF 0.9369 0.9588
Case1 BART 0.9364 0.9531
Case2 RF 0.9967 0.9962
Case2 BART 0.9974 0.9960
81
Table 3.17 TPR at fixed FPR at 10%
Model No.Var TPR at fixed FPR at 0.1
Case2 RF 12 1.0000
Case2 RF 6 0.9929
Case2 BART 6 0.9893
Case2 BART 12 0.9993
Case1 BART 6 0.8750
Case1 RF 6 0.8750
Case1 RF 12 0.8500
Case1 BART3 12 0.8125
3.7 Discussion and future work
We have developed a method to compare two shoe impressions that uses graph theory ideas
and machine learning. We propose a score that quantifies the degree of similarity between two
out-sole impressions by computing an empirical probability that two impressions were left by the
same shoe. The data on which the algorithm depends are the edge pixels detected via the Prewitt
operator (Prewitt, 1970). Any edge detected on a shoe out-sole impression may represent a class, a
sub-class, or a unique characteristic; in this light, the score we propose takes into account pattern,
RACs and other marks that result from wear and tear.
While the comparison score that we propose appears to have good discriminating ability, there
are some potentially challenging situations that deserve further investigation. Differences in the
size of the shoe that left the latent print at the crime scene and the one from which we obtain the
test impression can make it difficult to accurately determine whether the two prints were left by the
same shoe. Some manufacturers use the same number of elements in the design of the out-sole and
scale their size up or down depending on the size of the shoe. Other manufacturers do not rescale
the size of the elements and instead increase the number of pattern elements in bigger shoes. The
similarity score we propose is able to tell apart different shoes when the pattern elements are scaled
according to shoe size, but is less effective when the size of elements is the same regardless of the
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size of the shoe. In this latter case, the location of the circular areas in the Q impression must be
selected carefully.
One other challenge for the similarity score arises when the pattern includes a small number of
elements that repeat throughout the out-sole. An example is shown on the left pair of images in
Fig. 3.21. In this example, there are several circular areas in K that are indistinguishable from the
circular areas selected in Q. Even though the circle-level features may indicate that impressions
are indistinguishable, the distance between circle centroids in Q and K in the left pair of images
in Fig. 3.21 would result in an incorrect conclusion of different source. A solution to this problem
consists in restricting the search for best matching areas in K to the small regions that correspond
to the locations of the question circles in Q. The pair of images in the right of Fig. 3.21 illustrates
the case of two KNM impressions where the image of K is over-saturated. In this case, it is likely
that several circular areas in K will have enough edge points to “match” circle qi in Q, even though
impressions belong to two different shoes.
Shoes that exhibit no RACs and no signs of wear and tear and often difficult to distinguish from
shoes from the same brand and model that also show little wear and no RACs. This situation is
challenging for every automated algorithm and is likely to be a problem for examiners, regardless
of expertise.
The comparison algorithm we propose is promising but much work remains to be done. We
know that the absence of RACs creates a challenge for any comparison method, so a natural
question is how many RACs are needed to improve the discriminating ability of the algorithm.
We are in the process of collecting images from pairs of shoes with the same class characteristics
but also extensive wear. We will use these data to validate the algorithm and test its performance
when the comparison involves images obtained from shoes with the same out-sole pattern. We
are also collecting 3D images of the same shoes taken every six weeks of wear of the shoes. By
collecting longitudinal images of the same shoes, we will be able to record wear and tear as time and
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usage progresses and explore how the chances of correctly classifying shoes into same and different
source categories is affected by wear and tear. We wish to understand how the time (and use)
elapsed between the crime-scene image and the test image are obtained affect the performance of
the comparison algorithm.
By focusing on three local areas in Q to carry out the comparison, we strike a compromise
between accuracy and computing effort. Finding the maximum clique is time consuming, because
it requires calculation of all pairwise differences between points in qi and points in the candidate
circles in K so that we can find the areas in K that are congruent with the subsets of points in Q.
We are exploring the possibility of using other types of markers in the out-sole images. Examples
include corners, points of interest identified by examiners in Q or other, and will report on those
efforts in the future. The goal is to speed up computation without decreasing accuracy.
We are also developing tools to enable examiners to implement the comparison approach in the
field. The idea is to build a Shiny app so that examiners can manually locate the circles in Q,
where the latent provides the most information. In addition, we are adding an initial screening
step to the algorithm, so that obviously non-mated impressions are detected quickly.
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Figure 3.20 The ROC curve of random forest and BART
Figure 3.21 Example of matching result falsely declare ‘Match’ for ‘Non-match’ pairs of
impressions by method
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CHAPTER 4. QUANTIFYING THE SIMILARITY BETWEEN TWO
OUT-SOLE IMAGES USING A SUBSET OF CORNER AND SURF PIXELS
Abstract
We propose an efficient two-step approach for comparing shoe out-sole impressions. The al-
gorithm we propose builds on the method presented in Chapter 3. The basic idea is to add an
initial step that relies on a subset of edge pixels such as corner pixels or SURF (speeded-up ro-
bust features) and that serves two purposes: it permits fast elimination of obviously non-mated
impressions and it results in an initial alignment of the images that in turn greatly reduce the com-
putational burden when implementing the algorithm in Chapter 3. The second step in fact consists
in applying the comparison approach that focuses on circular local areas as in Chapter 3, but now
the search for best mated circles in the known image can be restricted to a small region. The
pre-screening and alignment step reduces computational effort by over 70% without compromising
accuracy. Performance appears to be improved most when SURF is used in step 1. We evaluated
the performance of the two-step algorithm using false positive and false negative classification rates,
using a database of 2D images that includes pairs of known-mated (KM) and known non-mated
(KNM) shoe out-sole images. To really challenge the algorithm, we constructed KNM pairs of
images from the left and right shoes of the same pair. Even though these specific comparisons do
not arise often in casework, we use them as proxies for comparisons between two shoes with the
same class and possibly also sub-class characteristics. Finally, we assess the discriminating power
of seven different similarity scores, and find that the most accurate comparisons result when the
comparison algorithm presented in Chapter 3 is proceeded by an initial alignment based on SURF.
1
1This work was partially funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE)
through Cooperative Agreement 70NANB15H176 between NIST and Iowa State University, which includes activities
carried out at Carnegie Mellon University, University of California Irvine, and University of Virginia.
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4.1 Introduction
Shoe prints are ubiquitous in many crime scenes, yet shoe print evidence has not reached the
level of acceptance in the Court that DNA or fingerprints have reached. One reasons may be that
shoe print examiners still largely rely on subjective comparisons to infer whether two prints may
have been left by the same shoe. The other reason is that in the absence of individual distinguishing
characteristics, it is challenging to tell two impressions apart when they were left by two different
shoes with the same class characteristics. Class characteristics are common to many different shoes
and include the design pattern of the out-sole and the size of the shoe. Individual characteristics
arise from wear and tear, and are called RACs (randomly acquired characteristics). In many real-
life crime scenes, the resolution of the photo or of the cast that was used to record the impression
do not have the resolution that is needed to identify RACs. In this light, even algorithms with
high discriminating power may be unable to correctly classify two images as having the same or a
different source. This said, we anticipate that when accurate and practical comparison algorithms
become available, improved methods to lift crime scene latent shoe print images will follow.
Fig. 4.1 shows four shoe impressions from a single pair of shoes. The two panels on the left
show replicated shoe impressions obtained from the left shoe (flipped to look like images from
the right shoe) and the two panels on the right show replicated shoe impressions from the right
shoe. All of these impressions share class characteristics (same outsole design and size), and were
obtained from shoes worn by the same person during the same period of time. The only potential
difference between the two images on the left and the right of the figure are due to RACs due to
wear. Even visual inspection already suggests that distinguishing between the left and right side
images is challenging. (Any differences detected between two replicate images of the same out-sole
can be attributed to pure measurement error.)
In this study, we develop a two-step approach to compare out-sole impressions that is effective
and efficient. By effective, we mean that the algorithm has a high probability of correctly deter-
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mining whether two out-sole impressions have a common or a different source. The data we use
to build the algorithm are the pixels corresponding to all edges in the out-sole. By focusing on all
edge pixels, we account not only for class characteristics such as pattern but also for RACs that
are large and well-defined enough to produce edges in the 2D images. As in Chapter 3, we continue
to rely on the concept of maximum clique from graph theory, to find congruent local areas in the
question image Q and the test image K.
In Chapter 3, we used 8,000-10,000 edge pixels to quantify the similarity between two out-sole
images. Here, we propose an additional screening and alignment step that relies on a small subset
of edge pixels of size 100 or 500, that represent informative and efficient features. By informative,
we mean features that are uniquely representative of each impression. By efficient, we mean that
the subset is small enough to significantly reduce computational time. The goal is to find a small
subset of edge pixels that will help align the two images quickly and precisely, and at the same
time, will help screen out impressions that clearly have a different source. Pixels that correspond
to RAC edges may be included in the subset or not. In the latter case, those edge pixels will still
be included in the similarity score computed after the two images have been aligned in the first
step.
In brief, we begin by identifying the subset of pixels that represent either strong corners (Harris
and Stephens (1988)) or SURF (Bay et al. (2008)). We then use the R-package Shoeprintr that
we developed and introduced in Chapter 3 to find congruent pixels in Q and K via the maximum
clique. This produces an initial alignment operator that we then use in the second step of the
comparison to locate the most similar areas in K for fixed areas in Q. We demonstrate that by
estimating and applying the alignment operator, we greatly increase the efficiency of the comparison
without affecting accuracy.
In the remainder, we use KM −L1L2 to indicate that the pair of images has a common source
(or is a KM pair). To indicate that the comparison involves images from two different out-soles, we
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use the notation KNM−S1S2. Finally, KNM−L1R1 is used to denote a comparison that involves
images from two different shoes but from the same pair. As noted above, we use the KNM−L1R1
pairs as proxies for the most difficult type of comparison that may arise in case work. In addition
to assessing the performance of the algorithm in these three types of comparisons, we also consider
the situation where only a partial latent print Q can be lifted from the crime scene.
4.2 Methods
The new approach we propose includes an initial alignment step based on a subset of corner
or of SURF pixels. We find congruent local areas in Q and K using the idea of maximum clique.
Once we have identified the maximum clique, we compute the proportion of overlapping (OP) pixels
in the two images, where we say that two pixels overlap if their pairwise distance is less than 2
units. To screen out clear non-mated pairs of images, we set a threshold δ such that when the
proportion of corner or SURF pixels that overlap on Q and K after rotation and translation is
less than δ, we declare the two images to have a different source and remove the pair from further
consideration. Initial values for δ of 10% or 20% seem to be reasonable choices. If we cannot
eliminate the possibility that the images have a common source, we then proceed to step 2, where
images are compared using the algorithm discussed in Chapter 3. After three local circular areas
in Q, q1, q2, q3, have been selected, we search for corresponding areas in K to find the most similar
circles k∗1, k∗2, k∗3. By aligning Q and K using the alignment operator estimated in step 1, we greatly
limit the number of candidate circles in K by focusing the search to small, well-defined regions.
4.2.1 Automated shoe out-sole comparison algorithm using corners/SURF and edges
The initial comparison step described above is designed to eliminate the obvious non-mates from
further consideration. Pairs of images that have a proportion of overlapping points that exceeds
δ are examined further. Once Q and K are approximately aligned, we use the coordinates of the
center of circles q1, q2, q3 to restrict the search areas in K where we search for corresponding circles.
The steps in the algorithm are described below.
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Let’s say that we detect subsets of corner or SURF pixels of sizes nQ and nK on images Q and K.
We use the set of coordinate values of pixels in the subsets by SQ,feature and SK,feature for images
Q and K, respectively. If the pixels in the subsets correspond to corners, then we denote the
set of coordinate values by SQ,corner and SK,corner, where SQ,corner = {(x1, y1), ..., (xnQ , ynQ)}
and SK,corner = {(x1, y1), ..., (xnK , ynK )}.
Step 1 Find the maximum clique between n features (corner or SURF pixels) from Q, SQ,feature
and K, SK,feature. Using the points in the maximum clique, compute a 2 × 2 alignment
metric ΣA that contains information about the translation and rotation that led to the
largest clique. Examples are shown in Fig. 4.2 (using corner pixels) and Fig. 4.11 (using
SURF pixels). Map SQ,feature to the plane of shoe K as follows,
SKQ,feature = ΣA × SQ,feature.
Now compute the proportion of overlapping points between SKQ,feature and SK,feature.
Step 2 If the % overlap between SKQ,feature and SK,feature is larger than δ, then we declare the
images to potentially have a common source and proceed to the next step, which consists
in applying the comparison algorithm from Chapter 3 to quantify the degree of similarity
between Q and K. As before, we fix the coordinates of the centers for three circles for
the signature of Q on edges, q1, q2, q3, as Cqi = {(cx,q1 , cy,q1), (cx,q2 , cy,q2), (cx,q3 , cy,q3)}T .
Now, however, we estimate the location of the center for the corresponding circular areas
in K by applying the alignment metric ΣA to centers (cx,qi , cy,qi), i = 1, 2, 3 as follows,
CKqi = ΣA × Cqi , i = 1, 2, 3.
CKqi = {(cKx,q1 , cKy,q1), (cKx,q2 , cKy,q2), (cKx,q3 , cKy,q3)}T .
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Step 3 Compare circle q1 with center (cx,q1 , cy,q1) in Q and circular area in K with center
(cKx,q1 , c
K
y,q1) with large enough radius to cover q1. Via the maximum clique, find the
most similar circular area k∗1 for q1 as in Chapter 3, Section 3.4.2.
Step 4 Repeat Step 3 for circles q2 and q3 to find the closest areas in K, k
∗
2 and k
∗
3. Calculate
the similarity features from the comparison of the signature Q with the found circles on
K.
We need to decide what optimal n is for sub-features, corner or SURF, and what threshold,
δ, will be good enough to decide whether we proceed with further comparison or not.
4.2.2 Example of implementation of the two-step algorithm
Here, we illustrate the comparison approach that we propose using pairs of KM images. In the
example, the initial alignment is based on corner pixels. As before, we pre-process the images by
eliminating pixel values not contained in the central 98% of the coordinate ranges.
We rely on 500 strong corners detected from the edges in Q and K. Using the corner points, we
compute the alignment metric, ΣA from the maximum clique. To improve performance, we used
100 random points from 100 bins in Q to calculate a maximum clique.
Fig. 4.3 shows a pair of images before and after aligning corner points in Q and K. The degree
of overlap between the 500 corner points in Q and K is 21.45%. The alignment metric can now be
applied to the full set of edges from Q and K.
Next, we select three circles in Q and record their center coordinates. Since the two images
are now roughly aligned, we transform the center coordinates in Q by multiplying them by the
alignment matrix ΣA computed in Step 1. These new center coordinates are used to locate the
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Figure 4.1 Example impressions obtained from a pair of shoes. Left two panels: Repli-
cated out-sole impressions (flipped) from the left shoe (L1, L2). Right two
panels: Replicated out-sole impressions from the right shoe (R1, R2).
Figure 4.2 Left panel: Corner (black) detection on questioned image and corners (red)
on known image
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centers of candidate circles in K. Table 4.1 shows the centers of circles q1, q2, q3 in the original
scale and after transformation by multiplication by the matrix ΣA.
Table 4.1 Fixed circle centers for qi and centers of potential matching circle obtained by
(cKx,qi , c
K
y,qi) = ΣA × (cx,qi , cy,qi), i = 1, 2, 3
Center for Q, Cqi Center for potential area in K, C
K
qi
(cx,q1 , cy,q1) (169.6, 730) (c
K
x,q1 , c
K
y,q1) (127.30, 816.87)
(cx,q2 , cy,q2) (190.8, 430) (c
K
x,q2 , c
K
y,q2) (203.89, 526.18)
(cx,q3 , cy,q3) (275.6, 670) (c
K
x,q3 , c
K
y,q3) (243.58, 777.64)
The rest of the comparison algorithm proceeds as in the Chapter 3, but now the locations
of the most similar candidate circles in K are restricted to a small area surrounding the center
coordinates that resulted from the corner-based initial alignment. By restricting the search areas
in K, we greatly reduce the computational burden.
The left two panels in Fig. 4.4 shows the second step in the comparison. The left most figure
shows image Q with three circles, q1, q2, q3. By applying the translation and rotation metric (ΣA)
to the center coordinates of q1, q2, q3, we find the potential corresponding areas in K. Using centers
Cki , i = 1, 2, 3 from Table 4.1, we have a good idea about the center coordinates ki, i = 1, 2, 3 that
are congruent with Q as shown in the middle panel of Fig. 4.4. The right panel in Fig. 4.4 shows
the three closest circles in K, identified using the algorithm from Chapter 3. The best mated circles
in K are summarized in Tables 4.2 and Table 4.4.
Table 4.2 Fixed circles in Q and corresponding most similar circles in K∗ in Section 4.2.2
Fixed Cqi Found Ck∗i Radius in K
∗
Circle q1 (63.6, 730) Circle k
∗
1 (129.5, 818.5) 50.76
Circle q2 (190.8, 430) Circle k
∗
2 (220.5, 532.0) 57.72
Circle q3 (275.6, 670) Circle k
∗
3 (245.5, 781.5) 50.32
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Figure 4.3 Left two panels: Before the alignment on corners and edges, Right two panels:
After the alignment from corner matching on corners and edges
Figure 4.4 Left panel: Questioned image Q with three circle q1, q2, q3. Middle panel :
Known image K with potential corresponding circles k1, k2, k3, Right panel:
Final matching circles k∗1, k∗2, k∗3 in K.
94
Table 4.3 Results from the comparison of circles qi and k
∗
i in Section 4.2.2
Matching Clique Rot. Overlap Overlap Med. pairwise Distance of Distance of
qi − k∗i size angle on k∗i on qi distance ∆ in q’s ∆ in k∗’s
q1 − k∗1 19 11.52 0.74 0.96 0.26 300.75 300.60
q2 − k∗2 20 11.06 0.55 0.99 0.28 121.8 123.76
q3 − k∗3 18 12.08 0.58 0.99 0.25 254.54 250.75
4.3 Initial alignment using corner pixels
Corners detected by the Harris-Stephen algorithm (Harris and Stephens, 1988) are the highest
valued pixels in a region of size (5 × 5). In this section, we explore the performance of the
comparison algorithm when the initial alignment is based on corners pixels. To find the best
alignment between corners in Q and K, we use the following metrics: (1) % overlapping points
(% OP) (2) Median Euclidean distance between overlapping pixels (3) Maximum clique size. We
explore the performance the two-step algorithm on a database that includes 150 known mated pairs
of images, 150 known non-mated image pairs obtained from two different shoes, and 150 known
non-mated pairs of images obtained from two shoes in the same pair.
4.3.1 Performance of initial corner-based alignment
In this section, we investigate whether using corner pixels to align two images Q and K is more
effective than using a set of randomly selected edge pixels. To do so, we compare Q and K when
the images are obtained from replicated impressions of the same shoe (KM), using either 500 corner
pixels detected by the Harris-Stephen algorithm and 500 edge pixels randomly selected from the
entire images. Fig. 4.2 shows a set of corner pixels extracted from an out-sole image.
Fig. 4.5 shows three density plots estimated from the range of values of three similarity features
when corner pixels (red) or randomly selected edge pixels (blue) are used in the comparison. The
most affected feature appears to be the % overlap among pixels in the two images after initial
alignment. When the alignment is based on corner pixels, it is more likely to observe higher
proportion of overlapping pixels than the alignment is based on randomly selected edge pixels.
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Corner alignment also results in larger maximum cliques and lower median pairwise distance among
overlapping pixels, although for these two features, the difference is less dramatic. These results
suggest for approximately the same computational burden, basing the initial alignment on corner
pixels produces better outcomes.
4.3.2 How many corners?
The optimal number of corner pixels that are selected to align two out-sole impressions must
strike a balance between accuracy and computational burden. Fewer corner pixels decrease compu-
tational effort but at the cost of decreased accuracy. Here, we compare the effectiveness of aligning
images using 100 or 500 corner pixels. To test whether the distributions of likely values of features
such as the proportion of overlapping pixels in Q and K depend on the number of corner pixels
used to align the images, we consider three types of comparisons: among KM (red), among KNM-
L1R1 (green), and among KNM-S1S2 (blue). Fig. 4.6 shows the empirical density plots of three
similarity features when we use 100 corners and 500 corner pixels. The left three panels in the
figure correspond to the 100 strong corner alignment and the three right panels correspond to the
500 strong corner alignment. All three features improve when the alignment is based on 500 corner
pixels, but the proportion of overlapping points is the feature that shows the most improvement.
Table 4.4 shows the classification results using % Overlap as a classification criterion, with
threshold of 0.1, when using 100 or 500 corner pixels. When we use 100 strong corner pixels,
there are more false negatives (falsely conclude KM-L1L2 into Non-match) than when using 500
strong corner pixels for alignment. Overall, classification errors are lower among KM and among
KNM-S1S2 when alignment is based on 500 corner pixels, but surprisingly, we see the opposite
when comparing KNM-L1R1. In spite of this, and of the fact that computational time increases
from about 10-15 seconds to about 10 minutes when we increase the number of corner pixels from
100 to 500, we still recommend that the alignment in Step 1 to be based on 500 corner pixels.
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Figure 4.5 Density plots of similarity features after alignment using 500 corner pixels
(red) or 500 randomly selected edge pixels (blue). (1) % Overlapping pixels,
(2) Median distance between overlapping pixels, (3) Clique size
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Table 4.4 Classification Result by 100 corner and 500 corner with δ = 0.1
Decision by 100 corner Decision by 500 corner
Match Non-Match Match Non-Match
L1L2 91 59 L1L2 132 18
L1R1 20 130 L1R1 55 95
S1S2 2 148 S1S2 4 146
4.3.3 Performance of corner-based alignment when comparing partial impressions
A limitation of the algorithm introduced in Chapter 3 is that it does not perform well when the
Q image is a latent partial impression and the out-sole design includes repeating patterns. Here,
we explore whether using corner pixels to align the images before quantifying their similarity may
help overcome this limitation. We create artificial partial impressions by cropping the top half or
the middle part of impressions, and then use these partial prints as questioned impressions. The
range of coordinate values of edge pixels in the partial impression is different from the range in
the full image. See Fig. 4.10 for an example. Although Q is a partial impression, the maximum
clique depends on the geometric arrangement of points in Q and is still an informative feature
when aligning a partial impression Q to a full impression K. The only difference is that the 500
strong corners are now extracted from the edges present in the partial image Q. We tested the
performance of the initial alignment using corner pixels on pairs of images KM-L1L2, KNM-S1S2,
and KNM-L1R1, where the Q image is always partial.
Fig. 4.7 shows the empirical densities of values of three similarity features that arise when
comparing a partial Q impression to a full K impression. As one might expect, the overall accuracy
decreases when Q is a partial image. The apparently most robust feature is the % Overlapping
pixels, which at least seems to permit distinguishing the KM from the KNM pairs of images. On
the other hand, the empirical distributions of clique size and median pairwise distance between
overlapping points exhibit considerable overlap and therefore have lower discriminatory power.
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Table 4.5 shows the classification results when the criterion is % overlap and the threshold is
set at 10%. Almost one third of KM-L1L2 cases are classified as not-mated. When images were
obtained from two shoes from different pairs, the algorithm classified 94% of those image pairs are
correctly classified as having a different source. When the two images correspond to shoes from the
same pair, the classification accuracy goes down to about 64%.
Table 4.5 Classification Result from partial Q matching with δ = 0.1
Decision
Match Match Non-Match
L1L2 96 54
L1R1 55 95
S1S2 9 141
4.3.4 Example: Corner-based alignment
We briefly illustrate the application of the alignment method that relies on 500 corner pixels,
using pairs of images corresponding to KNM-S1S2, KNM-L1R1 and KM-L1L2 where Q is partially
observed.
Fig. 4.8 shows images obtained from two shoes S1 and S2 (KNM-S1S2) before (left two panels)
and after (right two panels) alignment. After translation and rotation of the images, the proportion
of overlapping points is only 6.25%, and the maximum cliques are few and small. In this particular
example, since the % overlapping points is less than 10%, we conclude that the images have a
different source and eliminate them from further consideration.
The most challenging comparison of shoe impressions is between impressions obtained from
shoes with the same out-sole design but from different shoes. Unless the out-sole includes some
noticeable RACs, it is difficult for examiners to determine that shoes have a different source by
visual inspection alone. However, if we identify strong corners, they might include pixels from
individual characteristics such as RACs. The left two panels in Fig. 4.9 show 500 strong corner
pixels ( in red, extracted from the flipped impressions from the left shoe (Q) and in blue, from the
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Figure 4.6 Left three panels : Density plots of three features on 100 corners, Right three
panels : density plots of three features on 500 corners by the color by matching
comparisons
Figure 4.7 Density plot of similarity features from comparisons when Q is partial on par-
tial-L1L2 (KM), partial-S1S2 (KNM) and partial-L1R1 (KNM); (1) % Overlap,
(2) Median distance of OP, (3) Clique size
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right shoe (K)). Both shoes have the same out-sole design and are worn by the same shoe owner
for the same amount of time. The 500 strong corners appear to be distributed differently in Q (red)
and K (blue) in the left two panels of Fig. 4.9. In fact, the proportion of overlapping points after
alignment of both impressions is just about 4%, indicating that the impressions are likely to have
a different source. See Fig. 4.9.
Finally, when Q is a partial impression of the top half portion of the out-sole, the initial
alignment step has a significant effect on the classification error. The left two panels in Fig. 4.10,
show a partial impression (black) and a test impression (red) before alignment between a partial
Q and a full K when they are KM. The right most panels in the figure show that even though we
identified cliques from comparison of a partial Q impression and a full K impression with different
coordinate values, the algorithm still finds the areas in K that are congruent to the comparison
areas in the partial Q. The alignment metric that we estimate in this step can then be applied to
the edge pixels, and this results in an almost perfect overlay of a partial Q with a full K.
4.4 Initial alignment using SURF pixels
In this Section, we focus on the initial alignment of a pair of images using Speeded-Up Robust
Features (SURF) by Bay et al. (2008) that are extracted from edges. SURF result in a scale and
rotation invariant operator, but corner pixels (Harris and Stephens (1988)) are rotation but not
scale invariant. Furthermore, extraction of SURF, at least in our limited experimentation, seems to
be more efficient than extracting corners. Therefore, basing the initial alignment on SURF pixels
may be preferable. We explore whether this is true in this section.
Fig. 4.11 shows the SURF extracted from edge pixels from two KM impressions. The coor-
dinates of the SURF extracted from two mated impressions are similar. This will improve the
precision of the alignment.
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Figure 4.8 Left two panels: Before the alignment of corners and edges. Right two panels:
After alignment using corners on corner and edges
Figure 4.9 Left two panels: corners detected in flipped left shoe Q (red) and K in right
shoe (blue). Right two panels: before (left) and after (right) alignment of edges
using the result from corner matching
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Figure 4.10 Left two panels: Before the alignment of corners and edges on a partial Q
and a full shoe K. Right two panels: After the alignment using 500 strong
corners on corners and edges when they are KM
Figure 4.11 Left panel: 500 strong SURF (black and red) on two replicated shoe impres-
sions from the same source.
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4.4.1 Performance of initial SURF-based alignment
We now explore whether using 500 strong SURF to align a pair of images produces better
results than basing the alignment on 500 random edges. As in the case of corners (see Section
4.3.1), we base this assessment on KM-L1L2 pairs. In Fig. 4.12, the blue curve represents the
estimated distributions of values of features when comparing images using random edge points.
The red curves represent the distributions of feature values when comparing images using SURF.
As in Section 4.3.1, the most responsive feature appears to be the proportion of overlapping points.
In contrast to the results in Section 4.3.1 however, the other two features appear to be responsive
as well. We conclude that there is clear evidence in favor of using 500 SURF pixels in the initial
alignment step.
4.4.2 How many SURF pixels?
Here we assess the accuracy of the initial alignment algorithm depending on the number of
SURF pixels. As in Section 4.3.2, we determine whether starting from 100 or from 500 SURF
pixels affects the value of similarity features, on KM-L1L2, KNM-L1R1 and KNM-S1S2 pairs. The
average time for matching 100 SURF is 40 seconds and for 500 SURF is less than 2 minutes in Q
and K. Fig. 4.13, shows estimated density plots of the value of features when using 100 and 500
strong SURF pixels. Discriminating ability of all three features improve when the number of SURF
pixels is 500. This is indicated by the fact that the blue and green estimated densities on the right
three panels in the figure show less overlap with the red estimated density than what is observed
in the three left panels.
Table 4.6 shows the classification results when using the proportion of overlapping points as the
classification criterion, and a threshold of 20%. Overall, classification errors do not appear to be
noticeably different. Since the additional computational burden for using 500 SURF pixels for the
initial alignment is not large, we prefer using 500 SURF rather than 100.
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Figure 4.12 Empirical density plots of three similarity features from the comparison of
known mated images using randomly selected 500 edge pixels or 500 SURF
pixels. The three features are: (1) % Overlap, (2) Median distance of OP, (3)
Clique size.
Figure 4.13 Left three panels : Density plots of three features on 100 SURF, Right three
panels : density plots of three features on 500 SURF by the color by matching
comparisons
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Table 4.6 Classification result by 100 SURF and 500 SURF with δ = 0.2
Decision by 100 SURF Decision by 500 SURF
Match Non-Match Match Non-Match
L1L2 121 29 L1L2 137 13
L1R1 27 123 L1R1 35 115
S1S2 1 149 S1S2 1 149
4.4.3 Performance of SURF-based alignment when comparing partial impressions
We repeat the exercise in Section 4.3.3 and assess the performance of the alignment approach
based on SURF pixels when Q is the image obtained from a partial impression. Because the number
of SURF detected in Q is below 500, we use 300 SURF pixels in the initial image alignment.
Fig. 4.14 suggests that the three similarity features we consider in the initial alignment step
take on different values when comparing KM, KNM-L1R1 or KNM-S1S2 pairs of images, even when
Q is a partial impression.
The results from the classification of image pairs as having a common or a different source based
on the % of overlapping pixels are shown in Table 4.7. The threshold was again set at 20%. When
we compare these results to those shown in Table 4.7, we see that using SURF instead of corners
decreases the false positive and false negative rates by about 50%.
Table 4.7 Classification Result from the matching with partial Q and full K with the
threshold of 0.2
Decision
Match Match Non-Match
L1L2 122 28
L1R1 35 115
S1S2 3 147
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Figure 4.14 Density plot of similarity features from comparisons when Q is partial on par-
tial-L1L2 (KM), partial-S1S2 (KNM) and partial-L1R1 (KNM); (1) % Over-
lap, (2) Median distance of OP, (3) Clique size
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4.4.4 Example: SURF
We briefly illustrate the application of the alignment method that relies on 500 SURF pixels,
using pairs of images corresponding to KNM-S1S2, KNM-L1R1 and KM-L1L2 where Q is partially
observed.
In Fig. 4.15, the black and blue images present the SURF extracted from Q and K. The left
two panels show images before SURF and edges are aligned, and the right two panels show the
same pairs of images after SURF and edges are aligned. Using the alignment information from
SURF, edges of Q and K are almost perfectly aligned.
Fig. 4.16 illustrates the case where images correspond to impressions left by two different shoes
(with different class characteristics). The proportion of overlapping points in Q and K after initial
alignment is only 7.74%, which indicates that the impressions have a different source.
When the comparison involves impressions from shoes that share class characteristics, we depend
on the presence of individual characteristics to tell the shoes apart. Fig. 4.17, shows SURF
extracted from the Q impression (left-most, in black), and from two replicates of the right shoe
from the same pair (red and blue, denoted R1 and R2).
When we compare L1 (Q) and R1 (K), we find that about 15.4% of the SURF pixels after
alignment overlap, which would incorrectly suggest that the images have a common source. On the
other hand, the SURF comparison between L1 (Q) and R2 (K) results in only 6.04% overlap and
on edges that are clearly not well aligned (see the right-most panel in Fig. 4.17). When the images
are almost identical, it is challenging to tell them apart.
Finally, whenQ is the image of a partial impression andK corresponds to a complete impression,
initially aligning the two images greatly improves the comparison. Fig. 4.18 shows two images from
impressions known to have been left by the same shoe. One of the impressions (blue) is a partial
impression. We extract 300 and 500 SURF from the partial and the test impressions, respectively.
The right most two panels show the aligned images; the proportion of points that overlap is 38.54%,
which strongly suggests that impressions have a common source.
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Figure 4.15 Left two panels: Before SURF and edges are aligned, Right two panels: After
SURF and edges are aligned
Figure 4.16 Left two panels: Before SURF and edges are aligned, Right two panels: After
SURF and edges are aligned
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Figure 4.17 Left three panels: SURF detection on flipped L1 (Q) in black, R1 (K1) in
red, R2 (K2) in blue, right two panels: Edge aligned Q − K1 and Q − K2,
edges of Q, K1 and K2 are in black, red and blue.
Figure 4.18 Before the alignment of SURF and edges on partial (black) and full (blue)
shoe. Right two panels: after the alignment using SURF on SURF and edges
when they are KM
110
4.5 Second step in the comparison – Initial corner alignment
Once images have been aligned in Step 1 using corner pixels, we proceed as in Chapter 3 and
quantify the similarity between the two images by extracting features from three circular areas.
Only those images that were not declared to have a different source in Step 1 proceed to the second
comparison step.
The algorithm in this step is identical to the one described in Chapter 3, so we do not describe
it here. The only difference is that for fixed regions q1, q2, q3 in Q, we search for candidate matching
areas k∗1, k∗2, k∗3 in K in a restricted region around the coordinates of the centroids of circles in Q.
Once we have found the closest circles in K, which now takes significantly less computational effort,
we extract the same six similarity features discussed in Chapter 3.
For pairs of images that were declared to be non-mates after the initial comparison, we do
not have values for the similarity features. Therefore, we assign artificial values to similarities to
represent the non-mated images. We assign the value 0 to clique size, and to the two features
that quantify overlap. For mean of median distance between overlapping points, for the Euclidean
distance between centers, and for the standard deviation of rotation angle, we assign values equal
to 2, 150, 100, respectively, consistent with what we have observed among KNM images. As before,
we test the performance of the approach on 150 KM-L1L2, 150 KNM-S1S2, 150 KNM-L1R1 and
150 KM partial L1L2.
Fig. 4.19 displays the empirical densities of the six similarity features computed from KM-
L1L2 (red), KM-L1R1 (green) and KNM-S1S2 (blue) pairs of images. KM-L1L2 and KNM-S1S2
are separated well across six similarity features. In the case of KNM-L1R1 pairs, the empirical
densities of feature values are in the middle of the other two densities for all six features, but
overall they tend to approach the empirical densities of feature values for KNM-S1S2 comparisons.
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We combine the six similarity features into a single score using a random forest trained on a
subset of the pairs of images that excludes all KNM-L1R1 pairs. See Chapter 3. In the right panel
of Fig. 4.19, we show the distribution of scores computed from KM-L1L2, KNM-S1S2 and KNM-
L1R1 pairs (150 of each). The likely values of the scores among KM-L1L2 and among KNM-S1S2
pairs are well separated; when the comparison involves KM-L1L2, scores tend to be larger than
0.75. In contrast, when the comparison is among KNM-S1S2 pairs, the scores tend to be less than
0.2. Scores obtained when comparing KNM-L1R1 can take on almost any value between 0 and 1
but values below 0.25 are most frequent. Table 4.8 shows the classification results by using the RF
score with a threshold 0.5. The overall mis-classification error rate of 12% is driven by the 29%
false positives when the comparison involves images from two shoes that share class characteristics.
Table 4.8 Classification Result by RF score through the method using corner and edge
Decision
Match Match Non-Match
L1L2 129 21
L1R1 34 116
S1S2 1 149
As one would expect, the performance of the algorithm gets worse when the comparison involves
a partial print. Results are shown in Fig. 4.20 and Table 4.9. Overall, the mis-classification error
rate increases to 20%. Surprisingly, the driver is the error committed when classifying pairs of
known-mated images (see Table 4.9).
Table 4.9 Results obtained using a RF score after initial alignment using corners
Decision
Match Match Non-Match
L1L2 88 62
L1R1 28 122
S1S2 0 150
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Figure 4.19 Left panel : Density plot of similarity features; (1) Average of clique size,
(2) Standard deviation of rotation angle, (3) Average of overlap on Q’s, (4)
Average of overlap on K∗’s, (5) Average of median pairwise distance, (6)
Average of differences in lengths from triangle in Q and K, Right panel :
Density plot of score by random forest
Figure 4.20 Left panels : Density plot of similarity features; (1) Average of clique size,
(2) Standard deviation of rotation angle, (3) Average of overlap on Q’s, (4)
Average of overlap on K∗’s, (5) Average of median pairwise distance, (6)
Average of differences in lengths from triangle in Q and K, right panel :
Density plot of score by random forest
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4.6 Second step in the comparison – Initial SURF-based alignment
In this section, we repeat the process discussed in Section 4.5, but now considering the case
where the initial alignment was carried out using information from SURF pixels.
Fig. 4.21 shows the results of the comparison among 150 KM-L1L2, 150 KNM-L1R1 and 150
KNM-S1S2 pairs of images. Since SURF itself can distinguish well between KM-L1L2 and KNM-
S1S2, the distributions of the six similarity features are well separated. Similarities by KNM-L1R1,
they are located in the middle of KM-L1L2 and KNM-S1S2 but they have more mass to the direction
of similarities of KNM-S1S2. The right panel of Fig. 4.21 shows the distributions of RF score. The
similarity scores for KM-L1L2 pairs are typically larger than 0.8 and the peak of the density is
close to 1. The distribution of the scores computed from the KNM-S1S2 comparisons has a mode
around 0 score. The empirical density of the RF scores computed from the KNM-L1R1 pairs has
a long right tail but most of mass is located on values below 0.25.
Table 4.10 shows the classification results using the RF score. Compared to the classification
results obtained when using only SURF with a threshold of 0.2 in Table 4.13, the RF score results
in more non-mated decisions. There are 16 KM-L1L2 pairs incorrectly classified as non-mated, and
27 KNM-L1R1 pairs are incorrectly classified as same source.
Table 4.10 Classification results using RF scores using edges and an initial SURF-based
alignment.
Decision
Match Match Non-Match
L1L2 134 16
L1R1 27 123
S1S2 0 150
Finally, we consider the case where Q is an image obtained from a partial impression, from
which we extract 300 SURF pixels. We also extract 500 strong SURF pixels from edges in K.
The left panel of Fig. 4.22 shows empirical densities of six similarity features computed from the
114
comparison of Q and K. Relative to plots shown in left panel of Fig. 4.20, it appears that using
SURF in the initial alignment step improves the discriminating between KM-L1L2 and KNM-S1S2.
The empirical densities of the RF scores are shown in the right panel of Fig. 4.22. The empirical
densities of scores computed from KM and from KNM-S1S2 pairs of images show minimal overlap.
Most of the likely values of the scores for KNM-L1R1 pairs are below 0.5 and support the conclusion
of different source. When comparing this set of empirical score densities to the one shown in the
right panel of Fig. 4.20, we conclude that basing the initial alignment on SURF pixels leads to
more accurate classifications, in particular when the Q image represents a partial impression.
Table 4.11 shows the classification result of RF score. It classifies 32 cases of KM-L1L2 to
‘Non-match’, 37 cases of KNM-L1R1 and 2 cases of KNM-S1S2 to ‘Match’.
Table 4.11 Classification result using a RF score after initially aligning images using SURF
pixels.
Decision
Match Match Non-Match
L1L2 118 32
L1R1 37 113
S1S2 2 148
4.7 Evaluation of the performance of seven different similarity scores
In Chapter 3, we proposed quantifying the similarity between two out-sole images via a RF
score. In this Chapter, we have proposed that an initial alignment step using a subset of corner
or SURF pixels might improve the overall classification accuracy. In this section, we evaluate the
performance of seven possible algorithms that combine the various methods discussed in Chapter
3 and in this Chapter.
Our database includes images of 150 pairs of KM-L1L2, 150 pairs of KNM-L1R1 and 150 pairs
of KNM-S1S2. We randomly select 120 pairs KM-L1L2, 60 pairs KNM-L1R1 and 60 pairs KNM-
S1S2 and use this set of 240 pairs of images to train and validate the classification algorithms. The
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Figure 4.21 Left panels : Density plot of similarity features; (1) Average of clique size,
(2) Standard deviation of rotation angle, (3) Average of overlap on Q’s, (4)
Average of overlap on K∗’s, (5) Average of median pairwise distance, (6)
Average of differences in lengths from triangle in Q and K, Right panel :
Density plot of score by random forest
Figure 4.22 Left panel : Density plot of similarity features; (1) Average of clique size,
(2) Standard deviation of rotation angle, (3) Average of overlap on Q’s, (4)
Average of overlap on K∗’s, (5) Average of median pairwise distance, (6)
Average of differences in lengths from triangle in Q and K, Right panel :
Density plot of score by random forest
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remaining 210 pairs of images are used as an out-of-bag test set to test the performance of of the
algorithms using classification error as the performance criterion.
The seven classification algorithms we consider are described below.
• Score 1 : Edge-only-RF
- This is the algorithm introduced in Chapter 3. Six features extracted from three circular
matching areas in Q and K are combined into a single similarity score using a RF. The
score is the empirical class probability for ‘KM’ from the random forest. A higher score
indicates a higher chance that two impressions have a common source.
• Score 2 : Corner-only-RF
- Three features are extracted from the comparison between Q and K using only 500
strong corner pixels. The three similarity features are: (1) Clique size, (2) % Overlap
, (3) Median distance between OP. The final score is an empirical class probability for
‘KM’ obtained by combining the three features using a RF.
• Score 3 : SURF-only-RF
- Same as Score 2, but using SURF pixels.
• Score 4 : Corner-overlap
- Same as Score 2, but the final score is equal to the proportion of overlapping corner
pixels in the two images.
• Score 5 : SURF-overlap
- Same as Score 3, but the final score is the proportion of overlapping SURF pixels in
both images.
• Score 6 : Corner-edge-RF
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- This score is in two steps; (1) In Step 1 we use 500 corners to align the images, and (2)
in Step 2 we proceed as in Score 1. The final similarity score is the same as in Score 1.
• Score 7 : SURF-edge-RF
- This score is also in two steps, and is identical to Score 6 except that the initial alignment
is based on SURF rather than corner pixels.
The ROC curve on test set is in Fig. 4.23, which is hard to recognize the difference of their
performance. The areas under the ROC curve (AUC) and the equal error rates (EER) computed
for the seven similarity scores are shown in Table 4.12. Higher AUC and lower EER indicate better
classification performance. The best score metric with highest AUC and lowest EER is Score 1, that
combines six similarity features computed on edges and without an initial screening process. The
second and third best scores are Score 3 and Score 5. Surprisingly, the two worst performers were
both two-step methods, that include an initial screening step. This may be due to the compounding
chances of mis-classification in the two steps.
Given that Scores 3 and 5 require about one tenth of the computational effort of Score 1, a small
cost in accuracy may well be worth the huge improvement in efficiency. More extensive testing and
validation of these algorithms must occur before we can give better guidance. It is clear, however,
that it is possible to quantify the similarity between two out-sole impressions with reasonable degree
of accuracy.
The true positive rates for a range of fixed false positive rates for each of the seven scores
are shown in Table 4.13. The results are consistent with those shown in Table 4.12. Especially,
when false positive rate is 1.7%, the best two classifiers are Score 3 and Score 1. Table 4.14 shows
the classification results for thresholds equal to 0.5 (RF score), 0.2 (SURF overlap) and 0.1 (corner
overlap0. It is difficult to select the one best classifier because of the trade-off between false positive
rate (FPR) and false negative rate (FNR). However, it seems clear that Score 1, and the three scores
computed on SURF pixels show consistently good performance.
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Figure 4.23 ROC curve of 7 score metrics
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Table 4.12 AUC and EER
Metric AUC EER
Edge-only-RF 0.9721 0.085
SURF-only-RF 0.9510 0.100
SURF-input-overlap 0.9371 0.100
Corner-only-RF 0.9323 0.167
Corner-input-overlap 0.9275 0.133
SURF & Edge-RF 0.9094 0.130
Corner & Edge-RF 0.8754 0.167
Table 4.13 TPR at fixed FPR at 1.7%, 3% and 5% of all
Metric TPR (1.7%-FPR) TPR (5%-FPR) TPR (10%-FPR)
SURF-only-RF 0.70 0.83 0.90
Edge-only-RF 0.68 0.83 0.93
Corner-only-RF 0.64 0.78 0.81
Corner-input-overlap 0.55 0.83 0.87
SURF-input-overlap 0.50 0.78 0.88
SURF & Edge-RF 0.49 0.75 0.87
Corner & Edge-RF 0.43 0.65 0.75
4.8 Discussion and future work
This work focuses on the quantification of the similarity between pairs of impressions left by the
same shoe (KM-L1L2), by two different shoes (KNM-S1S2) and by two different shoes that share
class characteristics (KNM-L1R1). The algorithms discussed in this chapter are variations on the
algorithm based on the idea of maximum clique that was introduced in Chapter 3.
We confirm that the comparison based on edge pixels contained in three local regions of the
out-soles is effective. Almost equally effective and many times more efficient are scores based on
a subset of 500 SURF pixels, however. These scores are able to tell that two impressions have a
different source with high probability, even when shoes share class characteristics. We think that
this is explained by the fact that edge pixels indirectly contain wear pattern and RAC information,
so that a subset of strong features sometimes include RAC edges.
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Table 4.14 Classification result on test set (Threshold for RF score is 0.5, 0.2 for SURF
overlap and 0.1 for Corner overlap.
Metric FPR FNR
Edge-only-RF 0.1333 0.0667
SURF-only-RF 0.0667 0.1333
SURF & Edge-RF 0.0667 0.1333
SURF-input-overlap 0.1056 0.1000
Corner-only-RF 0.2111 0.1667
Corner-input-overlap 0.2222 0.1333
Corner & Edge-RF 0.0889 0.2667
We have evaluated the classification performance of corners and SURF as proxies for edges.
Rather than using 8,000-10,000 edges directly, we consider a subset of 500 strong corners or a
subset of SURF pixels to carry out the comparison. An important finding is that computing the
similarity score from only 500 strong SURF results in almost the same performance as when using
all edges but is 60 times faster. More research is needed, but we believe that both methods have
the potential to become a useful tool for footwear examiners.
One limitation of our work is that the images used to develop and test the algorithms are high
quality images, unlike the ones that examiners often lift from crime scenes. It is important to test
the performance of the algorithms on more realistic, lower quality impressions like those that arise
in case work. Furthermore, any future enhancements of our comparison algorithms will require
close collaboration with foot wear examiners who can provide valuable insights about the practice
of forensic foot wear examination.
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CHAPTER 5. SCORE-BASED LIKELIHOOD RATIO IN APPLICATIONS
OF GLASS AND SHOE COMPARISONS
Abstract
The likelihood ratio is a suggested method for providing the degree of support of the evidence
toward two competing hypotheses, one of same source and the other of different source, by guidelines
such as ENFSI (the European Network of Forensic Science Institutes (Willis et al., 2015)). The
difficulty of obtaining the likelihood ratio is that we don’t know the true probability of the findings
under each hypothesis. Especially when the findings are multivariate, such as chemical compositions
from glass fragments or images such as 2D shoe impressions, it is easier to measure the similarity
score between them and then use the score to assess empirical probabilities from a distribution
of scores. In this chapter, we explore the properties of score-based likelihood ratios (SLR) using
similarity scores that we developed for the glass evidence and the shoe impressions in Chapter
2 and 3. First, we compare several glass fragments with ground truth and obtain the SLR by
assigning probabilities from the Gaussian kernel density estimations. Then, we compare the impact
of using two different classifiers with different discriminating power on the resulting SLR. The first
classifier is a random forest with down-sampling and the second classifier is the current standard
(ASTM). Secondly, we explore possible model assumptions on known mated scores and known non-
mated scores from the comparison of 2D shoe impressions. The score is obtained by the method of
comparing shoe impressions that we developed in Chapter 3. By many plausible model assumptions,
we will deliver the idea that SLR can be varied and the range of SLR can be carried to the decision
maker as a degree of support, rather than one value of a likelihood ratio or corresponding verbal
expression of it.
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5.1 Introduction
The likelihood ratio (LR) is a natural approach used to compute what is known as the weight
of the evidence in the forensic identification of source problems. Essentially, the LR provides
a quantitative summary of the probability of observing the evidence under the two competing
hypotheses of same source and different source. High values of the LR support the same source
hypothesis. Let Hs and Hd denote the competing propositions of same source and different source,
respectively, and use fs(y|θs) and fd(y|θd) to denote the corresponding multivariate densities of the
vector of measurements y where fs and fd are the probability model for y under the same source
and different source hypotheses, respectively. Then the likelihood ratio for y is computed as
LR =
fs(y|θs)
fd(y|θd) , (5.1)
in the case that the values of the model parameters θs and θd are known with certainty. The
LR is a ratio of probabilities, and therefore, we must assume that we know the exact form of the
distribution of the evidence under both hypotheses.
For pattern evidence such as shoe out-sole images, it is difficult to represent the distributions
in explicit form. An alternative is to summarize the information in the images using scores such as
those we propose here. When the distributions in the LR represent the likely values of comparison
scores between two objects, as opposed to measurements of the features of a single object, the
LR is called a score-based LR, or SLR. In our case, the evidence is the similarity score that we
compute when comparing a crime-scene impression to an impression obtained from a putative
shoe, or the similarity score for comparing chemical compositions between known glass fragment
and questioned glass fragment. In general, the distribution of similarity scores, such as the ones we
have developed to compare shoe impressions, are unknown. We can try to empirically approximate
these distributions by computing the score for many pairs of known matches (KM) and many pairs
of known non-matches (KNM). If we have selected the set of “reference” KNM pairs carefully, we
can compare the chances of observing a specific score in a given comparison assuming that two pairs
compared are KM or KNM. As discussed briefly in Chapter 3 Section 3.3.2, we can, for example,
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calculate the ratio of the height of the two empirical distributions at the value of the score. This
approach has drawbacks, as discussed in Hepler et al. (2012) and Lund and Iyer (2017), for example.
As mentioned above, SLRs can exhibit undesirable traits in some cases (e.g., Hepler et al.
(2012)). Some of the challenges that arise when using SLRs to assess the weight of evidence include:
(1) When the distribution of the score among KM has bigger variance than the distribution of KNM
scores, as is typically the case, the extreme left tail of the KM distribution dominates the tail of
the KNM distribution. Therefore, the SLR as a function of the score can be U-shaped. This leads
to the unexpected (and incorrect) conclusion that both very low and very high scores support the
same source proposition. (2) Unless the distributions of the scores are represented as frequencies,
experts need to propose parametric or non-parametric models for the scores. Different experts
may propose reasonable but different models for the scores, and therefore obtain different values
of the SLR even when evaluating the same evidence. In addition, different methods of obtaining
the score lead to different values of the SLR even when evaluating the same evidence. In this light,
it is impossible to refer to the SLR as if in each situation there was only one possible value for
the SLR. As Lund and Iyer (2017) pointed out, the likelihood ratio is subjective and personal and
when presenting results to a jury, experts should present a range of reasonable values for the LR.
(3) Especially when the score is taken some transformation, such as a log transformation, then the
distributions of transformed mated (or KM) and non-mated (or KNM) score are changed, affecting
the final value of the SLR.
In this chapter, the definition of score-based likelihood ratio is provided in Section 5.2, and we
briefly mention the role of likelihood ratios in the forensic community in Section 5.3. Also, we show
the impact of classifiers with different discriminating power on the resulting SLR using the glass
fragment data from Chapter 2 in Section 5.4. We also explore the behavior of SLRs when we select
different plausible models for densities of the scores among KM and KNM comparisons. We will
use the score metric that was developed for shoe impressions in Chapter 3 throughout this chapter.
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5.2 Definitions
The likelihood ratio is one tool used to evaluate the strength of evidence with respect to two
competing hypotheses; (1) The unknown-source evidence and the known-source data are from the
same source (2) The unknown-source evidence and the known-source data are from two different
sources (Chapter 10 in Aitken and Taroni (2004)). The first hypothesis is typically called the
prosecution hypothesis, denoted by Hp, and the second hypothesis is generally called the defense
hypothesis, denoted by Hd. Let xc denote measurements from the control material that we know the
source and xr denote measurements from the recovered sample that is questioned-source evidence.
In the case of shoe impressions, the control material comes from taking a laboratory impression
of the suspect’s shoes and the recovered material is the crime scene impression. However, for
glass evidence the control material comes from the crime scene window pane and the recovered
material are glass fragments from the suspect. The feature-based likelihood ratio (FLR) is stated
in Equation 5.2 below, where fp is the probability distribution for random variables Xr and Xc
under the prosecution hypothesis, fd is the probability distribution for random variables Xr and
Xc under the defense hypothesis, and I is the background information (Chapter 10 in Aitken and
Taroni (2004)).
FLR =
fp(xr, xc|Hp, I)
fd(xr, xc|Hd, I) . (5.2)
It is very rare to know the true form of the probability distributions for fp and fd, and it is
difficult to make any reasonable assumptions on these forms in the case of evidence with multivariate
measurements of the features. Also, in the situation when the values of parameters associated
with the parametric forms of fp and fd are uncertain, the FLR is computed using Bayesian prior
distributions to characterize the uncertainty regarding each of the parameters. Let pip and pid
represent the prior densities for the parameters θp and θd, respectively. Then the Bayes Factor
(BF), or the Bayesian computation of the FLR, is given by Equation 5.3 below.
BF =
∫
fp(xr, xc|θp)pip(θp)dθp∫
fd(xr, xc|θd)pid(θd)dθd . (5.3)
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It is hard to get a closed form solution of the BF under certain pairs of distributional assumptions
for the probability distribution for the evidence and the prior distribution for the parameter, so
people sometimes choose these distributions to give an easily derived form for the BF. Although
we make reasonable assumptions on the forms of the distributions, the BF still heavily relies on
the distributional assumptions.
Rather than using the FLR or the BF, there are many attempts to derive a reasonable likelihood
ratio through the use of comparison scores (similarity or dissimilarity), such as the work by Hepler
et al. (2012). The similarity score, ∆(xr, xc), from the comparison between the control and recovered
evidence would be used directly to form the score-based likelihood ratio in Equation 5.5 below. The
score is a mapping designed to output a univariate quantity containing information regarding the
similarity between two items. Since the score is univariate, it is fairly easy to assess the probability
density estimation for the distribution of KM and KNM scores. The SLR basically shows the
location of a score obtained from the comparison of two items in the distribution of KM scores and
the distribution of KNM scores. The score-based likelihood ratio is defined as:
SLR =
gp(∆(xr, xc)|Hp, I)
gd(∆(xr, xc)|Hd, I) (5.4)
=
gp(∆(xr, xc)|γp)
gd(∆(xr, xc)|γd) (5.5)
where gp and gd are the densities for the similarity score between recovered and control evidence
under the same source hypothesis and different source hypothesis, respectively, and γp and γd are
the corresponding parameters for the density models of gp and gd, respectively.
5.3 The role of likelihood ratio in the forensic community
The likelihood ratio is used as a tool for forensic examiners to communicate to the courts the
uncertainty of evidence toward two competing hypotheses of same source or different source. The
use of likelihood ratios is strongly recommended by Evett (1998) and most of European countries
have a guideline Willis et al. (2015) to deliver the strength of the evidence to the courts. According
to the recommendation of Willis et al. (2015), the evaluative assessment of the evidence should
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be expressed as a likelihood ratio. However, it is difficult to assign the necessary probabilities for
the LR when the assessment of the evidence is based on the experts subjectivity. In this case, the
Willis et al. (2015) guideline recommends subjectively assigning the necessary probabilities for the
LR by the expert. However, the guideline doesn’t provide any suggestions to the expert for how
to determine these probability distributions for the evidence under the same source and different
source propositions. In addition, some critics have argued that there is no scientific justification for
the use of subjective probability for assigning likelihood ratios, either feature-based or score-based
(Lund and Iyer, 2017).
In addition to the concerns about the indiscriminate use of subjective probabilities for assign-
ing values to the likelihood ratio, there are some concerns related to the use of different verbal
equivalent scales. Many guidelines recommend transforming the numerical likelihood ratio into a
corresponding verbal expression using a verbal scale, see Willis et al. (2015) for example. Many
verbal scales give language similar to ‘weak or limited evidence’, ‘moderately strong evidence’, or
‘very strong evidence’ towards the same source (or different source) hypothesis for increasing (or
decreasing) values of the likelihood ratio, Martire et al. (2014); Evett (1998); Willis et al. (2015).
Each guideline suggests a different verbal scale, for example, when the LR is between 100 and 1000,
then Willis et al. (2015) says ‘moderately strong support’, while Evett (1998) says ‘strong support.’
Martire et al. (2014) found that these verbal statements do not transform the numerical likelihood
ratio correctly based on the associations people make between the LR value and corresponding
verbal expressions. Especially when the verbal statement is ‘weakly support,’ then juries tend to
show confusion regarding the implied strength of the numerical likelihood ratio. Rather than the
verbal scale, the numerical expression corresponds better to the conclusion of the experts.
The concerns stated above are made with the assumption that the examiner only reports one
value for the likelihood ratio to the decision makers. The expert decides which model assumptions
are reasonable for the probabilities for the evidence under the same source and different source
hypotheses. For any given choice of model assumptions, only one value of likelihood ratio is obtained
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either from the FLR or the SLR. What if a decision maker has some statistical background and wants
to apply a different model assumption for these probabilities? Under the currently recommended
methods, the necessary information would not be available to the decision maker to use the model
they deemed appropriate. Lund and Iyer (2017) consider the uncertainty regarding the value of the
SLR caused by differing choices of the model assumptions. They suggest that the expert should
show the decision maker the possible range of values for the likelihood ratio for any reasonable
model assumptions. By presenting a numerical range of reasonable likelihood ratios, the decision
maker will not be affected the expert’s own assumptions or decisions.
5.4 The impact of the classifier on the SLR in glass evidence
In this section, we illustrate that even when using the same set of data, the SLR based on a
classification score can vary dramatically depending on the properties of the classification method.
We will show the impact of two classifiers with different discriminating power on the SLR using
the glass fragments data from Chapter 2. In our illustration, we compute the scores using two
different classification methods. For the first method, the scores are obtained from a random forest
with down-sampling, and for the second method the standard 4− σ interval approach proposed by
Trejos et al. (2013b) is used. Both classification methods are “trained” using the training dataset,
consisting of 7,705 pairs of mated fragments and 260,573 pairs of non-mated fragments, described in
Chapter 3 Section 2.6. We used the training dataset to mimic the scenario where a forensic scientist
has a reference set of scores that she can use to determine the significance of a similarity computed
from a case-work sample. We used a non-parametric density estimator to estimate the densities
gs, gd shown in Fig 5.1, and checked their reasonableness using a goodness-of-fit test. Here, gs and
gd denote the densities of the scores of mated (KM) and non-mated (KNM) pairs of fragments,
respectively.
Fig. 5.1 shows the two estimated densities for scores produced by a random forest (RF) with
down-sampling and by the standard 4−σ interval method ASTM-E2927-16 (2016). In both panels,
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Figure 5.1 Density plot of scores computed by random forest and using the standard 4−σ
approach
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the dark gray density corresponds to scores obtained for KM pairs and the light gray density
corresponds to the scores computed from the KNM pairs. On the top panel, the black vertical line
represents the threshold value, equal to 0.5, which we used to classify pairs into one of the two
classes. In the bottom panel, the tail of the gray distribution extended to values over 2000; we only
show the estimated density for values of the score less than 100. In the bottom panel, the vertical
line is drawn at the value 4, the threshold implied in the Trejos et al. (2013b) method. The mated
and non-mated score distributions obtained from the random forest scores have a small overlap that
is due to the long right tail of the distribution of non-mated scores. Over 15% of the mass of the
non-mated score distribution is on scores over 0.2. For the densities computed using the standard
interval scores, the overlap is higher, in particular for values of the score below 10. The estimated
distribution of non-mated score by standard interval is also very long tail with 1% of them larger
than 300 with maximum of 6743. It is also bimodal, and about 44% of its mass is on scores below
25. These scores arose from the comparison between fragments from different panes but produced
by the same manufacturer and within a day or two. In the training data, the classification error
computed from the 10-fold validation for the random forest was 7.71% and 0% for false positive
rate (FPR) and false negative rate (FNR), respectively. The FPR of the standard interval-based
method was 11.77% and the FNR was 26.87%. Both classifiers made the most mistakes when
comparing two fragments from different panes that were produced by the same manufacturer on
consecutive days.
Suppose that a forensic examiner, in the course of evaluating some crime scene evidence, has to
compare the pairs of fragments shown in the first two columns of Table 5.1. Suppose further that
the examiner computes the corresponding scores using the RF trained on the background data and
the interval score described in Trejos et al. (2013b) and in ASTM-E2927-16 (2016). We computed
the SLR for each of the five comparisons and the two different methods of obtaining scores, using
the estimated densities from Fig. 5.1. If the examiner uses the highly discriminative RF method,
she will classify the five pairs correctly, and will obtain SLR values that are clearly in support of
the correct hypothesis. If instead, she uses the lowly discriminating interval-based method, she will
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incorrectly classify the last pair of fragments in the table and in addition, will obtain SLR values
that are ambiguous (close to one) for most of the comparisons. The conclusion is that the range
of values that the SLR can take on – and therefore, the assessments of the weight of evidence –
is strongly dependent on the discriminating power of the classification method used to obtain the
scores. While this behavior of the SLR regarding the discrimination of the classification method is
expected, several authors (e.g., Morrison and Enzinger (2016), Hepler et al. (2012)) have observed
that LR based on scores can exhibit unexpected behavior.
Table 5.1 The impact of two classifiers on the value of the SLR
Comparison Random forest Standard 4− σ
Pane-Frag. Pane-Frag. Truth Score SLR Score SLR
CB-2 CB-24 SP 0.970 183.22 1.59 12.38
GB-1 GB-5 SP 0.938 66.7 3.20 6.01
CB-2 GB-2 DP 0.000 2.24× 10−14 35.9 3.81× 10−11
CB-2 CF-2 DP 0.178 2.48× 10−12 5.23 2.56
GB-14 GD-2 DP 0.480 4.71× 10−12 3.78 4.84
For example, the first row of Table 5.1 shows the result of a comparison of two fragments, one
is fragment 2 from pane CB and the other is a fragment 24 from pane CB. Both fragments are from
the same pane (SP). The score from the random forest is 0.97, meaning that the random forest
is 97% sure about their source as SP. The score from the standard is 1.59 which is less than 4,
so the final classification is SP. Both classifiers make the correct decision. However, the strength
of evidence is differently expressed by the SLR where the SLR for the random forest classifier is
183.22 and for the standard it is 12.38. A similar result is observed for the second row of the
table. The third row is a comparison of two fragments from different panes (DP) and different
manufacturers, CB-2 and GB-2. The score by random forest is almost zero and the score by the
standard is 35.9, where both classify as DP. The SLR for random forest is 10−3 times smaller than
the SLR for the standard, supporting DP strongly. The fourth row is the comparison between two
fragments from pane CB and CF from the same manufacturer and produced within 2 days apart.
The two classifiers conclude the fragments are from different panes, but the magnitude of SLR is
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quite different. The SLR from random forest is 2.48 × 10−12 but the SLR from the standard is
2.56. In this case, the random forest strongly concludes the source of two fragments as DP, but the
standard results in an inconclusive decision. A similar result was observed for the fifth row. Thus,
the discriminating power affects the decision making process by the process delivering the weight
of evidence through the likelihood ratio.
5.5 Variability of SLR across plausible models
In this section, we want to explore how SLRs vary by the examiner’s model assumptions on
density estimation for mated (or KM) and non-mated (or KNM) scores. We will use the score
metric that we developed for shoe impressions in Chapter 3. We use the similarity scores for KM
and KNM pairs of impressions obtained using the random forest that was trained excluding the
KNM-L1R1 pairs from the dataset, and that relied on six similarity features. The training dataset
included 150 pairs each of KM-L1L2 and KNM-S1S2. The predicted class probability from the
random forest classifier for KM is used as the score. Fig. 5.2 shows the histograms for scores
among mated (red) and non-mated (blue) impressions, and the corresponding estimated densities
using a Gaussian kernel with optimal bandwidth. For this example, the two distributions are well
separated; scores among KNM comparisons are below 0.25 with high probability, and scores among
KM comparisons are above 0.75, again with high probability. This indicates that the score is highly
discriminating and that the classification error is likely to be small.
Although the Gaussian kernel density estimation (KDE) of the densities of scores using the
optimal bandwidth are visibly reasonable estimators, we should test their goodness-of-fit with tests
such as the Kolmogorov-Smirnov test (KS test), the Cramer-von Mises test (CVM test) and the
Anderson Darling test (AD test). These tests are non-parametric and measure the distance (D)
between the empirical cumulative distribution function Fˆn (CDF) of the sample and the CDF of
reference distribution Fr. For D = Fˆn−Fr, then each of these tests are tests of the null hypothesis
that D = 0. We tested the fit of the KDEs using the KS test with a Type I error α = 0.05, and
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rejected the null hypothesis, suggesting that the KDEs are not good estimates of the densities of
the score for mated and non-mated pairs.
An alternative parametric model for the two densities is the Beta distribution, Beta(a, b), with
support on [0, 1]. We computed maximum likelihood estimates (MLEs) of the Beta parameters
a, b using scores calculated from the mated and the non-mated impressions. When we tested
the goodness-of-fit of the Beta models with parameters estimated via ML, we will reject the null
hypothesis in scores computed from mated pairs with α = 0.05. We then computed a range of
other possible values for the parameters by adding or subtracting a large number of small values
to the MLEs for both parameters. In the case of scores computed from mated pairs of images,
we carried out a KS test for 1005 different values of the pair of parameters (a, b). We found
that when comparing the Beta model to the sample of scores, we rejected the null hypothesis for
446 of those tests. As a side note, we are ignoring the fact that the family-wise confidence level
for the 1006 comparisons is greatly eroded due to the multiple testing issue. Had we applied a
correction such as the Bonferroni correction or one based on controlling the false discover rate
(e.g., Benjamini and Hochberg (1995)) we would have rejected fewer null hypothesis, but the idea
we wish to illustrate would not have changed. In the case of the distribution of scores from known
non-mated impressions, we carried out 4,221 comparisons and failed the reject the null hypothesis
for 2,162 of them. The set of Beta models for which we failed to reject the null hypothesis is what
we refer to as the set of plausible models.
Fig. 5.3 shows the empirical CDF (black) of the scores computed from KM pairs (left panel) and
KNM pairs (right panel). The plots also show the 95% Kolmogorov-Smirnov point-wise confidence
bands (red) and the CDF (blue) of one of the Beta distributions for which the KS test failed to reject
the null. In this particular example, the Beta CDFs on the left and the right panels correspond to
a Beta(4.51, 0.21) and a Beta(0.58, 8.75), respectively. Fig. 5.4 is density plots of Beta(4.51, 0.21)
(blue) and Beta(0.58, 8.75) (red) overlaid on the histogram of mated and non-mated scores. Even
considering a single form of the model for the scores, and only using parameter estimates in the
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plausible set, we find that there are 1,208,558 (559 × 2161) ways to compute a SLR at each possible
value of the score. Fig. 5.5, shows the range of values of the log10(score) for 11 fixed values of
the score between 0.01 and 0.99. Each of the box-plots is constructed using 1,208,558 values of the
SLR.
To conclude, we make several observations. First, we note that the Gaussian kernel density
estimators of the score distributions, using an optimal bandwidth, lead to rejection of the null
hypothesis. Non-parametric estimation of score distributions is a frequently used approach; so, our
results suggest that checking the fit of KDEs before using them to compute SLRs may be warranted.
Second, the variability of the SLR at values of the score around 0.5 makes the interpretation of the
evidence challenging. When the score is equal to 0.5, the SLR varies between 1.96 and 32.58 in this
illustrative example. Since the SLR is always larger than 1, the evidence appears to support the
same source proposition. But the ENFSI guidelines establish that values of the SLR between 1 and
10 provide only slight support for the same source proposition, while values between 10 and 100
provide moderate support. When the score is equal to 6, the range of plausible values of the SLR
is even wider, and spans the moderate and strong support categories. Third, this small illustrative
example highlights the fact that selection of a threshold for the score to make a binary “same source
vs. different source” decision needs to be made carefully. While 0.5 would seem at first glance to
be a reasonable threshold, in our example the SLR takes on the value 1 (which corresponds to no
preference of either proposition) when the score is equal to 0.4. From Fig. 5.5, we see that for
a score equal to 0.4, the range of values of the SLR for our choice of plausible models is (0.1620,
2.88). Fourth, the similarity score we have proposed appears to have good discriminating power
(at least in the set of images in which we implemented it) which then means that the distributions
of the scores among KM and KNM pairs are well separated. In other cases, it may be that even
the best score has less discriminating power and results in distributions with a higher degree of
overlap. This in turn will lead to a wider range of plausible values for the SLR at a given score.
Finally, we note that in this example we have only considered the Beta model as plausible, but
there are many other possible models for the distributions of score that would also be plausible. In
134
Figure 5.2 Histogram and estimated density for KM and KNM scores
Figure 5.3 Empirical CDFs with Kolmogorov-Smirnov 95% bands for KM scores (left)
and KNM scores (right). The blue curve is the CDF of a Beta distribution
with parameters (4.51, 0.21) and (0.58, 8.75), respectively.
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this light, we have only touched upon one of the layers of uncertainty around the LR (and SLR)
discussed in Lund and Iyer (2017). As we allow for a wider variety of models and parameter values,
the uncertainty around the LR or SLR can only increase.
5.6 Discussion
Regardless of issues surrounding the likelihood ratio, there are many recommendations that
forensic examiners should use the likelihood ratio to quantify the weight of evidence in court. We
note that the use of a score-based likelihood ratio to quantify the weight of evidence can present
some challenges. One issue with using the SLR is that it remains unclear whether the SLR cor-
rectly approximates the recommended FLR. Another issue concerns which model assumptions can
be assigned reasonably to the probability models, gs and gd, for the similarity score. When the
distributions of scores computed from known mated and known non-mated pairs have different
variances, the SLR is not guaranteed to be monotonic with respect to the score. This is unintuitive
and can lead to unexpected conclusions when the score takes on values on the tails of the distri-
butions. In addition, as is eloquently discussed in Lund and Iyer (2017), two individuals with the
same evidence can arrive at two drastically different SLRs, depending on their choice of the model
for the scores (or for the actual features) and of the background data used to assess the probability
of a coincidental match. Also, scores of known mated and known non-mated comparisons often
result from comparing images of high-resolution, which do not represent what forensic scientists
encounter in real case work. If we compare real crime scene images, then the SLR is obtained from
scores of known mated and known non-mated with low quality or partial comparisons. In addition,
we encountered scores that are well-separated by the classification method for shoe impressions,
while this will not always be the case in practice. Before the similarity score is ready for application
in real cases, it will be critically important that the reference score distributions be computed using
comparisons among both high and low quality impressions. In spite of these considerations, most
European countries have adopted the likelihood ratio framework for presenting evidence in court
(Willis et al., 2015).
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Figure 5.4 Beta distribution parameters set at plausible values for scores computed using
KM and KNM pairs.
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Figure 5.5 Range of values of log10(SLR) for fixed score values in the set (0.01, 0.1, ... ,
0.9, 0.99).
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CHAPTER 6. SUMMARY AND FUTURE WORK
We explore issues associated with the statistical analysis of forensic evidence. Except for the
case of DNA analysis, few other types of evidence lend themselves to the traditional statistical mod-
eling approach. Evidence such as fingerprints, shoeprints, bullet striations and such are typically
represented in the form of the 2D or 3D images. Trace evidence including the elemental composition
of glass or tape or paint is highly multivariate. Regardless of the type of evidence, forensic scientists
are tasked to addressing source questions: do two items of evidence have a common source? Do
the items have a specific source?
In this dissertation we focus on non-parametric or semi-parametric learning algorithms to ad-
dress the common or specific source questions. We propose the use of different classifiers to compare
signatures extracted from pairs of images or pairs of samples, and compute the empirical probability
of same source.
In Chapter 2, we develop a method for the comparison of glass fragments that relies on mea-
surement of the concentrations of 18 elements. The method we propose results in a similarity score
computed via non-parametric learning techniques that incorporates the covariance among the chem-
ical concentrations in glass samples. We compare our approach to several existing methods using
out-of-bag classification error rates and show that the similarity score we propose outperforms all
existing methods.
Chapter 3 develops an algorithm to quantify the degree of correspondence between two shoe
outsole impressions. The signature of the questioned shoe is defined as all edge points within three
circular areas, and their geometric arrangement. We implement a maximum clique idea to find
the correspondence between two local patterns from the questioned shoe (Q) and the known shoe
(K) and align the local regions. We extract six similarity features from the closest corresponding
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areas in K to the three local regions in Q. The final score is obtained by combining the features
using either a random forest or BART. The score is scaled to that it takes on values between 0
and 1, and can be interpreted as an empirical probability of common source. We validate the
performance of the algorithm by implementing it on comparisons between known mated images
(between replicated impressions from the same source), between known non-mated images (between
images from different shoes) and between known non-mated outsoles with the same out-sole design
(between flipped impression from the left shoe and impression from the right shoe from a pair of
shoes). The similarity score exhibits a low classification error, both for the mated and non-mated
impressions. Even when comparing impressions from two shoes that share class characteristics, the
similarity score we propose has a high chance of telling the impressions apart. By using edges as
the points of interest, the algorithm takes both patterns and RACs into account when quantifying
the similarity between two images. This helps discriminate two impressions from shoes that share
the same pattern.
Chapter 4 studies ‘representative’ features that can be used as a tool for quickly screening shoes
that are clear non-mates and to carry out an initial alignment of the outsole images to increase
efficiency. We extracted 500 strong corner and SURF pixels from the edges detected on shoe out-
sole impressions. The 500 strong points represent not only pattern edges but also the unique edges
from marks due to RAC, wear and tear. It takes only 1-2 minutes to find a maximum clique
from 500 features on Q and K. Using those effective and efficient features, we are able to align
edges of Q and K fast. We end up developing seven different similarity scores: (1) Edge-only-RF
from Chapter 3, (2) Corner-only-RF, (3) SURF-only-RF, (4) Corner-overlap, (5) SURF-overlap, (6)
Corner-edge-RF and (7) SURF-edge-RF. We compare the classification performance of the scores
on a set of images that were not included in the set used to train the classifiers and show that (1)
Edge-only-RF score metric and three scores using SURF (3), (5), (7) are comparable.
Chapter 5 focuses on the construction of score-based likelihood ratios (SLR). The SLR provides
a single number value of the weight of the evidence, and indicates whether the evidence supports
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the prosecution’s or the defense’s hypotheses of same or different source. In this chapter, we show
how important it is to use a score for comparing two items of evidence that has good discriminating
power. We also discuss the uncertainty associated with the SLR that can be attributed to choices
for the statistical model to represent the range of likely values of the similarity score among mated
and non-mated evidence items. We suggest that it is reasonable for the forensic scientist to present
a range of plausible values of the SLR to the court, instead of a single SLR value.
There is still much work to be done in the area of the evaluation of trace and pattern evidence.
Some of the work we plan on undertaking is the following:
1. Data collection : We plan to collect more glass fragments data from more manufacturers and
more types of glass such as car window glass, rather than just architectural float glass. For the
shoe impressions, our group, CSAFE, already collected longitudinal shoe data from people
wearing shoes with the same brand and model (same out-sole design) for three months.
2. Feature-based likelihood ratio on glass evidence : We will work on the efficient estimation
method for within pane covariance, between pane within manufacturer covariance, between
manufacturer covariance to be a positive definite on the multivariate situation. We may
use the correlation information with a few parameters to estimate them and calculate the
feature-based likelihood ratio.
3. Comparison of other methods on shoe scores : we will compare our scores to other existing
methods that are recently developed. Also, the comparison of shoe impressions which are
degraded with lower quality will be planned to do.
4. Web application : the web application to assess the similarity score for shoe out-sole com-
parisons using our method will be developed. This is for the easy assess from the footwear
examiner and help their decision from the comparison of real shoe impressions.
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