ABSTRACT Analyzing data in real time constitutes a challenge nowadays, due to the constant generation of data from different sources. To deal to such streams of data, in this paper we propose a novel decision-making algorithm within the associative approach. The proposed algorithm, named Naïve Associative Classifier for Online Data (NACOD), is able to deal with hybrid as well as with incomplete data. In addition, NACOD is transparent and transportable, which makes it a very useful decision-maker in environments that require such properties. The numerical experiments carried out show the effectiveness of NACOD.
I. INTRODUCTION
Non-stationary learning or learning from streams of data is an active research area [1] - [3] . In such scenarios, the learning task operates online (processing the instances as they arrive, one by one) or batch (storing a chunk of instances and then processing them at certain time).
Having a stream of data usually means that data is changing as time goes by, that is, data is evolving which represents a complication for decision-making algorithms, with respect to the stationary data, for which there is a great variety of solutions in the state of the art [4] . In addition, in some scenarios, the attributes describing data are both numerical and categorical, and it is possible to have some absence of information in some of the attribute values adding complexity to data. These situations significantly complicate the operation of the learning algorithms, due to most of them only deal with numeric, complete data, and not with hybrid, missing data [2] , [5] . Our proposal, NACOD, successfully faces those challenges.
On the other hand, it is a fact that in areas such as medicine and finances the transparency and transportability of models are relevant issues [6] . Transparency is related to the understanding of the decision-making results, that is, transparent models are able to explain why certain instance was assigned
The associate editor coordinating the review of this article and approving it for publication was Dongxiao Yu.
to a certain class. At the same time, transportability is related to how the model can be carried out to another problem or issue. Due to these facts, several researchers have emphasized the importance of having transparent and transportable models [6] , by virtue of which we have ensured that our proposal complies with these two characteristics: NACOD is a transparent and transportable model.
Recently, Villuendas-Rey et al. [7] introduced a novel decision-making algorithm which is effective for stationary data the Naïve Associative Classifier (NAC). This classifier was developed and tested to deal with financial stationary data, having hybrid and incomplete data descriptions. In addition, the NAC classifier fulfills two relevant requirements related with our proposal: NAC is a transparent and transportable model [7] .
However, the NAC classifier is not able to deal with streams of data, due to it needs to store the entire training set of data. It also uses similarity comparisons with respect to the entire training set to classify a new, previously unseen instance.
In this paper, we aim at solving this drawback of the NAC classifier, by introducing a novel Naïve Associative Classifier for Online Data (NACOD). Our proposal maintains the advantages of the NAC classifier of being able to deal with hybrid and incomplete data and being transparent and transportable. In addition, NACOD is able to work in online environments, with successful results. 
II. PREVIOUS WORKS
Learning in a non-stationary environment requires that the learner is able to learn from a concept that is changing over time [8] . Following the definitions by Gama et al. [9] , a learning algorithm is online if it produces a model and puts it in operation without having the complete training dataset available at the beginning, and if it continuously updates the model during operation as more data arrive. In online learning, there is a set of instances to classify which arrive one at a time. After an instance arrives, we assume that we can then access to its true class or label. That is, we consider that the labels will be available after the instance arrives. We assume that there is a decision attribute L and that every instance will belong to one and only one of the decision values (l j ) of such decision attribute. That is, each instance belongs only to a single class or label.
An online classifier or an online learning algorithm is initially trained. Then, as the new instances arrive, it has to classify them, and to adapt itself to the new knowledge offered by the instances, to fulfill the properties of being incremental [10] or online [9] . An online learning algorithm must deal with the stability-plasticity dilemma [11] . That is, it must be stable enough to irrelevant events (for instance, to outlier data), and it must be plastic enough to adapt itself to new data (such as concept evolution).
Several classifiers designed for stationary data have been extended to deal with stream learning. Among the most popular are the streaming version of Naïve Bayes [12] (which updates the class probabilities as instances arrive) and the introduction of a new family of decision trees for data streaming: the Hoeffding Trees [13] , [14] .
There are also extensions forwell-known ensemble classifiers, such as Online Bagging and Online Boosting [15] , which addresses the stream learning task by updating the base classifiers. In addition, some otherdecision-making algorithms have been adapted for dealing withnon-stationary environments. Among them, we can mention some neuralbased algorithms, such as RLSACP [16] and ONN [17] .
III. PROPOSED METHOD
This section explains the functioning of the proposed Naïve Associative Classifier for Online Data (NACOD) in presence of evolving data. Subsection A details the training process, subsection B details the classification process, by means of a similarity operator introduced to deal with hybrid and incomplete data descriptions and subsection C details the updating of NACOD.
A. TRAINING
The Naïve Associative Classifier for Online Data (NACOD) needs an initial set of labeled data (Fig. 1) . Its training phase will consist on storing relevant knowledge information about such data.
NACOD uses an archive (Fig. 2) to store knowledge about known classes and attributes. It stores the number of instances of each class seen so far, considering the complete instances according to each attribute, and for each categorical attribute, the classifier stores the different values, and the number of occurrences of those values for each class.
For each numeric attribute, the classifier the sum of its complete values, and the squared sum of differences between current values and current mean. The current mean is computed by dividing the sum of complete values by the count of complete instances. The squared sum of differences allows the classifier to compute an estimation of the standard deviation of the attribute values, without storing past data.
It also stores a prototype of each of the classes seen so far, which is chosen as follows: the class prototype is selected by using class mean for numeric attributes and class mode for categorical attributes. That is, the number of prototypes in the archive is the same as the number of classes seen so far.
In Fig. 3 , we show the archive corresponding to the training set described in Fig. 1 NACOD uses the prototypes in the archive to compute similarities among instances. That is, instead of comparing the instance to classify with respect to the entire training set, it compares it with respect to the class prototypes. This is a huge difference with respect to NAC, due to one of the drawbacks if NAC is that it needs to store the entire training set. The use of prototypes in NACOD overcomes this drawback of the NAC classifier [7] , by storing representative prototypes instead of the training set with all data.
B. CLASSIFICATION
To classify a new instance (Fig. 4) , and making a decision, NACOD first computes its overall Global Hybrid Online Similarity (GHOS) with respect to the classes in the current training set (prototypes). Then, it will assign the instance to the class with maximum similarity.
By doing this, the proposed NACOD overcomes the drawback of NAC [7] , by comparing the similarities with respect to the prototype of the classes instead of with respect to the entire training set. At the same time, NACOD maintains the advantage of being transparent and transportable.
Let x be an unknown sample, let l j ∈ L be a decision class, let y be the prototype of the training set of label l j . The proposed similarity operator, named as Global Hybrid Online Similarity (GHOS) computes the overall hybrid similarity (OHS) of the instance x to the class l j , with respect to the set of attributes A = {A 1 , · · · , A n } as follows:
The meaning of s c (x, y, A i ) and s n (x, y, A i ) had direct relationship with a relevant property of the OHS similarity immerse on the definition GHOS: OHS analyzes categorical and numeric attributes separately, without the need for codifying either of them, maintaining the advantages of the MIDSO operator [7] of the NAC classifier. For categorical attributes, s c will return zero if the values of the samples are different or missing, and one if the samples have the same known value. On the other hand, for numeric attributes s n uses the current standard deviation to determine if two values are close enough for considering them similar. We compute the estimation of the standard deviation σ i j of numeric attribute A i for class l j disregarding the instances with missing values for this attribute.
The election of standard deviation was due to it obtained good results for instance selection with the Gamma classifier [3] as well as in the NAC classifier [7] .
It is important to note that the proposed OHS uses an approximation of the standard deviation σ i j of numeric attribute A i for class l j instead of the standard deviation of the i-th attribute σ i .
Let us consider we want to classify an unknown instance u = (0.57, No, 8), considering the data presented in Fig. 1 . We will first compute the approximate standard deviation for numeric attributes A1 and A3, for both Class A and Class B. to do so, we will use the squared sum of differences stored in the archive, to compute the approximate standard deviations. Thus, the approximate standard deviations of A1 for Class A and Class B are 0.051 and 0.11, respectively (σ 1 A = 0.0052 2, σ 1 B = 0.0242 2). For attribute A3, the approximate standard deviations are 0.816 and 2.6, for Class A and Class B, respectively.
The GHOS similarity of the unknown instance with respect to Class A, is computed by comparing it with the prototype of Class A (PA = (0.91, No, 6), Fig. 2) as GHOS (u, PA) = 0 + 1 + 0 = 1. The same process is made for Class B, by comparing the instance with respect to the prototype of Class B (PB = (0.25,Yes, 12.5), Fig. 2) as GHOS (u, PB) = 0 + 0 + 0 = 0. As shown, the unknown instance will be classified as belonging to Class A.
The proposed GHOS handles missing and hybrid data types in a simple way, without the need of codifying them. In equation (1) , the values of GHOS are in the [0, n] interval.
C. UPDATING
As new instances arrive, NACOD will classify it, and then use it for updating. There are two possibilities: 1) the instance belongs to a known class, and 2) the instance does not belong to any of the existing classes. In the first case, NACOD increases the number of instances seen so far of the corresponding class, as well as updates the maximum, minimum, sum of values and sum of differences for each numeric attribute, and the current values and occurrences for categorical attributes. It also updates the prototype of the corresponding class.
Let us follow with the previous example, the unknown instance u = (0.57, No, 8). Let us suppose that the true class of this instance is Class A, that is, for updating purposes, we will have u = (0.57, No, 8, ClassA). The archive of Fig. 3 will be updated as follows:
To obtain the current mean value, NACOD uses the sum of values of the corresponding class, and the number of instances seen so far of the class. Similarly, to obtain the current standard deviation, it uses the squared sum of differences of the corresponding class.
For the second possibility, NACOD stores the instance as a prototype of the new class, and initializes the sum of values and squared sum of differences for the new class, as well as the values and appearances of the categorical values. In Fig. 6 , we offer the pseudocode of the NACOD classifier.
The updating process of the NACOD classifier makes it suitable for online learning, and provides the ability of acquiring novel knowledge as new instances arrive in the stream of data.
D. COMPLEXITY
According to complexity, the time complexity of NACOD for the training phase is bounded by O(mn), where m is the number of training instances and n is the number of attributes. This is due to NACOD computes the sum of values and the squared sum of differences, for each numeric attribute and each class, as well as it computes the frequency for each attribute value for each class, for categorical attributes.
The time complexity for updating is bounded by O(n + 1) due to it needs to update the information for the n attributes, and the corresponding class prototype. For classification, the time complexity of NACOD is bounded by O(cn), where c is the number of decision classes. This is due to it needs to compare the instance to classify with respect to the c prototypes. Considering the above, the time complexity of NACOD is linear, which makes it suitable for online learning.
According to space complexity, the training phase of NACOD needs to store four dictionaries. One for general information, two for attribute information (numeric and categorical, respectively), and one for class prototypes. This gives us a space complexity of O(cn) for the first dictionary, O(cnv) for the second (categorical information), where v is the maximum number of attribute values, O(cn) for the third (numeric information) and O(cn) for the fourth (prototypes) dictionary. The total space complexity of NACOD is given by O(3cn) +O(cnv) . The space complexity of NACOD is also linear.
IV. RESULTS
In this section, we detail the numerical experiments carried out to determine the performance of the proposed classifier.
There are several evaluation approaches for stream decision-making. One of the most popular is the Interleaved Test-Then-Train or Prequential analysis, where ''each individual instance can be used to test the model before it is used for training'' [9] . That is, each instance is classified (disregarding knowledge of its true class), and then is included in the model (each instance is used for test, and then for train). For such scenarios over balanced data, prequential accuracy is well established; due to it can be incrementally updated [9] .
However, it is common to use prequential Area under ROC Curve (AUC) for a two-class scenario, having efficient algorithms for computation [18] , [19] . Nevertheless, AUC is not defined for the multiclass data. Instead, for multiclass data it is common to use performance measures such as Geometric Mean [20] and macro-average F1 measure [21] . Let a confusion matrix of k classes be defined as presented in Fig. 7 .
Precision considers the total number of correctly classified instances from class i, relative to the total number of instances assigned to the i-th class. Thus, the precision for class i estimates the probability of correctly assigning an instance to class i. The precision of class i, denoted by P i , in a confusion matrix of k classes is:
Recall takes into account the total number of correctly classified instances from class i, relative to the total number of instances of the i-th class. Thus, the recall for class i estimates the probability of correctly classifying an instance from class i. Recall (also sensitivity or true positive rate) of class i, denoted by R i , is as follows:
To evaluate the global performance of decision-making algorithms over all the classes in the problem, it is common to use average [21] . Macro-averaged precision and recall are as follows:P
Similarly, macro-average F1 and Geometric Mean measures are:F 1 = 2 * P * R (P +R)
Those measures use a confusion matrix, and its computation for online data is difficult, due to the need of deleting previous information. In addition, due to the number of classes in the stream is not fixed (because of concept evolution) the confusion matrix computation at each time is impractical. This is the reason why researchers had argued that those measures should be computed over a window of instances [19] . In this research, we use the Test-Then-Train approach [9] . However, instead of computing classifier accuracy or Area under ROC curve, for each instance in the stream we store its true and assigned labels by each classifier, and with this information we fill a confusion matrix at the end of the stream. We compute macro-average F1, Geometric Mean and macro-average Recall using the traditional formulation [20] , [21] . It guarantees the analysis of the performance of the learning methods to be in equal conditions.
A. ALGORITHMS AND DATASETS
We use the MOA environment [12] to evaluate other decisionmaking algorithms for stream learning apart from NACOD. We use MOA implementations of Naïve Bayes [12] , Hoeffding Tree [13] , Learn ++ .NSE [22] and Online Bagging [15] . For all of them we use the default parameters. To obtain time results, we manually copy the times showed by MOA.
We use six datasets from UCI Machine Learning Repository [23] to simulate a streaming scenario, by using the Testthen-Train approach [9] . We selected several datasets having hybrid data, multiple classes or missing values. We also include the ''Give me some credit'' dataset, from a Kaggle competition. 1 Table 1 shows the description of the selected datasets. Using real-data serves as a good indicator of the performance of the algorithms under realistic conditions. The number of classes in the selected datasets varies between two and 18, while the number of attributes and instances varies between 6 and 64, and 28056 and 581012, respectively. Four of the datasets have missing values, and five of them have hybrid numeric and categorical attributes.
B. PERFORMANCE OF THE COMPARED ALGORITHMS
In order to analyze the performance of the methods in equal conditions, we store the true and assigned labels of instances, and we fill a confusion matrix at the end of the stream. Table 2 shows the results for the tested performance measures. Algorithm names were abbreviated as follows: Naïve Bayes (NB), Hoeffding Tree (HT), Learn ++ .NSE (NSE) and Online Bagging (OB). Best results for each measure are in bold. In Fig. 8 , we show a summary of the results of Table 2 , considering the times each algorithm obtained the best results for each performance measure.
The proposed extension of the NAC classifier for dealing with online data (NACOD) obtained satisfactory results, being the best five times according to Geometric Mean and macro-average Recall, and three times according to macro-average F1 measure.
It is important to notice that the proposed NACOD was only outperformed by the Online Bagging algorithm, for the macro-averaged F1 measure, due to NACIO were the best for F1 in three datasets, and Online Bagging in four. For the two remaining performance measures (Geometric Mean and macro-averaged Recall), the proposal obtained the best results, outperforming all other compared algorithms.
Naïve Bayes only obtained the best results for the F1 measure in two datasets, while Learn ++ NSE was the best only two times, but for the Recall measure. Hoeffding Tree only obtained the best results for one dataset, according to two performance measures.
The analysis of the time expended by the algorithms in the updating and classification phases (Table 3) , allows us to conclude that the faster algorithm was Naïve Bayes, which classified all datasets in less than a minute, followed by Hoeffding Tree, which achieved a similar result (only expended more than a minute for Polish-bankruptcy dataset).
However, the results of Table 2 show that the performance of both algorithms is considerable low with respect to other compared methods, that is, the computational efficiency perhaps negatively influence the correctness of the algorithms, for online data.
The proposed NACOD proved to be sensible to the characteristics of data, expending several minutes to classify some of the datasets (covertype, census-income and polishbankruptcy). However, we consider that its high accurate results for those datasets are worthwhile, due to for all those datasets, the proposal was the best with respect to at least one performance measure; and that the time expended in classifying the instances and updating is not too high.
In addition, we want to mention that we tested a dummy implementation of the NACOD classifier, without considering parallel programming nor any kind of optimization procedures. This is why, despite the proposed classifier has a time complexity similar to the one of Naïve Bayes, the execution times showed are very different. The MOA environment (in which the compared algorithms were tested) do use parallel programming, and has a lot of optimized code.
C. STATISTICAL ANALYSIS
To establish if the differences in performance between NACOD and the other tested learning algorithms were significant or not, we apply statistical tests. We use the Wilcoxon signed ranks test [24] . We use a significance level of 0.05, for a 95% confidence level. This particular statistical comparison has been suggested in [25] , [26] . We apply the test to the results of macro-average Recall and Geometric Mean. Table 4 shows the results. Significant results, with p-values lower than 0.05 are highlighted in italics.
The statistical analysis allows us to conclude that for the streaming data, NACOD was as significantly more accurate than all other tested classifiers, considering both Geometric Mean and macro-average recall measures. For the macro-averaged F1 measure, the Wilcoxon test did not found significant differences with respect the compared algorithms. These results supported the fulfillment of the objectives of this research, which were to solve the drawbacks of NAC classifier [7] , in order to obtain a suitable classifier, able to deal with hybrid, incomplete and multiclass online data. But with high performance.
The NACOD classifier successfully solves the issue of NAC of storing the training set, by considering a prototype archive. It also solves the issues of computing means and standard deviations with respect to the entire data, by means of an updating procedure, which allows NACOD to compute approximate values for both means and standard deviations. In addition, NACOD incorporates an updating strategy, as well as a similarity comparison strategy, which makes it suitable to learn over online data.
V. CONCLUSIONS
In this research, we deal with online learning from multiclass hybrid data, also having missing values. After carrying out numerical experiments, and considering the theoretical analysis of the functioning of NACOD algorithm, we arrive to the following conclusions and we depicted some lines of future works. The proposed NACOD classifier deals with multiclass data, described by hybrid numeric and categorical features, with missing values. It deals with the lack of class information. NACOD was found statistically better than other streaming learning algorithms, according to several performance measures, for a 95% of confidence. In addition, it maintains the desirable characteristic of the NAC classifier of being transparent and transportable.
As future works, we want to address the problems of class evolution (real and virtual class drifts) over streams of data, as well as other problems related to class imbalance, such as the presence of small disjoints.
