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LIMIT THEOREMS FOR MULTIVARIATE
LACUNARY SYSTEMS
THOMAS LO¨BBE 1
ABSTRACT. Lacunary function systems of type (f(Mnx))n≥1 for peri-
odic functions f and sequences of fast-growing matrices (Mn)n≥1 exhibit
many properties of independent random variables like satisfying the Cen-
tral Limit Theorem or the Law of the Iterated Logarithm. It is well-known
that this behaviour depends on number theoretic properties of (Mn)n≥1 as
well as analytic properties of f . Classical techniques are essentially based
on Fourier analysis making it almost impossible to use a similar approach in
the multivariate setting. Recently Aistleitner and Berkes introduced a new
method proving the Central Limit Theorem in the one-dimensional case by
approximating
∑
n f(Mnx) by a sum of piecewise constant periodic functions
which form a martingale differences sequence and using a Berry-Esseen type
inequality. Later this approach was used to show the Law of the Iterated
Logarithm by a consequence of Strassen’s almost sure invariance principle.
In this paper we develop this method to prove the Central Limit Theorem
and the Law of the Iterated Logarithm in the multidimensional case.
1 Introduction
Discrepancy and Uniform Distribution
A sequence of vectors (xn)n≥1 = (xn,1, . . . , xn,d)n≥1 of real numbers in [0, 1)d is called
uniformly distributed modulo one if
lim
N→∞
1
N
N∑
n=1
1A(xn) = λ(A) (1.1)
for any axis-parallel box A ⊂ [0, 1)d where 1A denotes the indicator function on the
set A and λ denotes the Lebesgue-measure on [0, 1)d. The discrepancy resp. the star
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discrepancy of the first N elements of (xn)n≥1 is defined by
DN (x1, . . . , xN ) = sup
A∈B
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− λ(A)
∣∣∣∣∣ ,
D∗N (x1, . . . , xN ) = supA∈B∗
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− λ(A)
∣∣∣∣∣ ,
(1.2)
where B denotes the set of all axis-parallel boxes A = ∏di=1[αi, βi) ⊂ [0, 1)d and fur-
thermore B∗ denotes the set of all axis-parallel boxes A = ∏di=1[0, βi) ⊂ [0, 1)d with
one corner in 0. It is well-known that (1.1) is equivalent to DN (x1, . . . , xN ) → 0 resp.
D∗N (x1, . . . , xN )→ 0 for N →∞. By a classical result of Weyl [25] it is known that for
any increasing sequence (Mn)n≥1 of positive integers the sequence (〈Mnx〉)n≥1, where 〈·〉
denotes the fractional part, is uniformly distributed modulo one for almost all x ∈ [0, 1).
This result naturally extends to the multidimensional case. Sequences with vanishing
star-discrepancy have applications in the theory of numerical integration. The connec-
tion is established by the Koksma-Hlawka inequality (see [8]) which states that for any
sequence of vectors (xn)n≥1 ⊂ [0, 1)d we have∣∣∣∣∣ 1N
N∑
n=1
f(xn)−
∫
[0,1)d
f(x) dx
∣∣∣∣∣ ≤ D∗N (x1, . . . , xN ) · VHK(f) (1.3)
for any function f on [0, 1)d where VHK denotes the total variation in the sense of Hardy
and Krause. Thus the integral can be approximated by the mean of the values which
some points have under f where the approximation error is given by the total variation of
f and the star-discrepancy of the points. Although (1.3) is interesting form a theoretical
point of view, it is of little use in practice. In general the total variation is more difficult
to compute than the integral. But nevertheless, it becomes evident that sequences of
points with low discrepancy give small approximation errors. Therefore we are not only
interested in sequences such that the star-discrepancy tends to 0, but also in the speed
of convergence.
Lacunary sequences
Let (Mn)n≥1 be a sequence of non-singular integer-valued d × d-matrices satisfying a
Hadamard gap type condition of the form
||MTn+kj||∞ ≥ qk||MTn ||∞ (1.4)
for all j ∈ Zd\{0}, n ∈ N, k ≥ logq(||j||∞) and some absolute constant q > 1. Here
AT denotes the transpose of a matrix A. Since this extends the definition of lacunary
sequences for d = 1 to the multivariate case we call this system a multivariate lacunary
sequence satisfying a Hadamard gap condition. For d = 1 and some sequence (Mn)n≥1
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satisfying (1.4) Salem and Zygmund [19] proved that for any sequence of integers (an)n≥1
with
aN = o(AN ) for AN =
1
2
(
N∑
n=1
a2n
)1/2
we have
lim
N→∞
P
(
1
AN
N∑
n=1
an cos(2piMnx) ≤ t
)
= Φ(t) (1.5)
where P denotes the probability measure induced by the Lebesgue measure on [0, 1)d
and Φ denotes the standard normal distribution, i.e. for all t ∈ R we have
Φ(t) =
1√
2pi
∫ t
−∞
e−
1
2
y2 dy.
Furthermore Weiss [24] (see also Salem and Zygmund [20], Erdo˝s and Ga´l [9]) showed
that
lim sup
N→∞
∑N
n=1 an cos(2piMnx)√
2A2N log log(N)
= 1 a.e. (1.6)
under the condition
aN = o
(
AN√
log(log(AN ))
)
.
Therefore for lacunary (Mn)n≥1 the sequence (an cos(2piMnx))n≥1 shows a behaviour
typical for independent, identically distributed random variables. One could ask whether
this holds for other periodic functions as well. The answer is negative in general. By a
result of Erdo˝s and Fortet (see [16]) for f(x) = cos(2pix) + cos(4pix) and Mn = 2
n − 1
we have
lim
N→∞
P
(
1√
N
N∑
n=1
f(Mnx) ≤ t
)
=
1√
pi
∫ 1
0
∫ t| cos(pis)|/2
−∞
e−u
2
duds (1.7)
and
lim sup
N→∞
∑N
n=1 f(Mnx)√
N log(log(N))
= 2 cos(pix) a.e. (1.8)
Thus neither the Central Limit Theorem nor the Law of the Iterated Logarithm is
satisfied. This result was later generalized by Conze and Le Borgne [6] (see also [3] for
further information). On the other hand Kac [15] showed that any one-periodic function
f : R → R of mean zero which is of bounded variation on [0, 1) or Lipschitz-continuous
satisfies
lim
N→∞
P
(
1√
N
N∑
n=1
f(2nx) ≤ tσ
)
= Φ(t) (1.9)
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if
σ2 = E[f ] + 2
∞∑
n=1
E[f(x)f(2nx)] 6= 0. (1.10)
Furthermore Maruyama [17] and Izumi [14] proved
lim sup
N→∞
∑N
n=1 f(2
nx)√
2N log(log(N))
= σ a.e. (1.11)
This illustrates that the behaviour of (f(Mnx))n≥1 does not only depend on the speed
of growth of (Mn)n≥1 but also on number theoretic properties of the sequence (Mn)n≥1.
Later on the Central Limit Theorem was shown for more general lacunary sequences.
By a result of Gaposhkin [11]
lim
N→∞
P
(
N∑
n=1
f(Mnx) ≤ tσN
)
= Φ(t) (1.12)
holds for sequences (Mn)n≥1 satisfying
σ2N =
∫ 1
0
(
N∑
i=1
f(Mnx)
)2
dx ≥ CN, (1.13)
for an absolute constant C > 0 and one of the following conditions
• Mn+1Mn ∈ N, for all n ∈ N,
• limn→∞ Mn+1Mn = θ, such that θr irrational for all r ∈ N.
Takahashi [22] showed (1.12) for Mn+1/Mn →∞ and α-Lipschitz-continuous functions.
The connection between the Central Limit Theorem and the number of solutions of
certain Diophantine equations is due to Gaposhkin [12]. Consider the linear Diophantine
equation
aj ± a′j′ = ν
for fixed integers j, j′, ν. In general the set of solutions consists of all pairs of integers a, a′
such that equality holds but we restrict ourselves to those solutions with a = Mn and
a′ = Mn′ for n, n′ ∈ N and rather regard the indices n, n′ as solutions of this equation.
The Central Limit Theorem holds for lacunary sequences (Mn)n≥1 satisfying (1.13), if
for any fixed j, j′, ν the number of solutions of the Diophantine equation
Mnj ±Mn′j′ = ν (1.14)
is bounded by an absolute constant Cj,j′ > 0 which is independent of ν. Observe that
“nice” periodic functions can be approximated by trigonometric polynomials very well.
Thus because of the product-to-sum identities of trigonometric functions the behaviour of
the moments of
∑
f(Mnx) depends on the number of solutions of Diophantine equations
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of certain length. Recently Aistleitner and Berkes [2] improved this result: For a lacunary
sequence (Mn)n≥1 satisfying the Hadamard gap condition set
L(N,G, ν) = |{1 ≤ n, n′ ≤ N :
∃j, j′ ∈ Zd, 1 ≤ ||j||∞|, ||j′||∞ ≤ G,MTn j ±MTn′j′ = ν}|,
L∗(N,G, ν) = |{1 ≤ n, n′ ≤ N,n 6= n′ :
∃j, j′ ∈ Zd, 1 ≤ ||j||∞|, ||j′||∞ ≤ G,MTn j ±MTn′j′ = ν}|,
L(N,G) = sup
ν 6=0
L(N,G, ν).
(1.15)
and for all N ≥ 1, G ≥ 1 and ν ∈ Z. Let f : R → R be some function of finite total
variation which is one-periodic and satisfies E[f ] = 0 as well as (1.13) for some lacunary
sequence satisfying the Hadamard gap condition (1.4). Aistleitner and Berkes showed
that if for any fixed G ≥ 1 we have L(N,G) = o(N) for N →∞ then (1.12) holds.
Law of the Iterated Logarithm for the discrepancy of lacunary point sets
The Law of the Iterated Logarithm for the discrepancy of an one-dimensional lacunary
point set was shown by Philipp [18]. He proved
1
4
√
2
≤ lim sup
N→∞
NDN (M1x, . . . ,MNx)√
2N log(log(N))
≤ C a.e.
where the constant C > 0 depends on q only. This corresponds to the Chung-Smirnov
Law of the Iterated Logarithm, that is
lim sup
N→∞
NDN (ξ1, . . . , ξN )√
2N log(log(N))
=
1
2
a.s. (1.16)
for any sequence of independent, identically distributed non-degenerate random variables
(ξn)n≥1 in [0, 1) with E[ξ1] = 0 and E[ξ21 ] = 1. For sequences of type (Mn)n≥1 = (θn)n≥1
for θ > 0 the precise value of the Law of the Iterated Logarithm was determined by
Fukuyama [10], i.e. for a.e. x we have
lim sup
N→∞
NDN (θ
1x, . . . , θNx)√
2N log(log(N))
=


√
42/9, if θ = 2,√
(θ+1)θ(θ−2)
2
√
(θ−1)3 , if θ ≥ 4 is an even integer,√
(θ+1)
2
√
θ−1 , if θ ≥ 3 is an odd integer,
1/2, if θr 6∈ Q for all r ∈ N.
Therefore the probabilistic analogy is not complete. The precise value depends sensi-
tively on number theoretic properties of the sequence (Mn)n≥1, mainly on the number
of non-trivial solutions of the Diophantine equations MTn j ±MTn′j′ = 0.
Aistleitner [1] used the method applied in [2] to prove the Law of the Iterated Logarithm
for function systems (f(Mnx))n≥1 as well as for the discrepancy DN (M1x, . . . ,MNx) for
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point sets defined by a lacunary sequence (Mn)n≥1 satisfying the Hadamard gap condi-
tion (1.4) if for any fixed G ≥ 1 we have max(L(N,G), L∗(N,G, 0)) = O(N/(log(N))1+ε)
for N →∞. Later Aistleitner, Fukuyama and Furuya [4] improved this result by proving
sufficiency of L(N,G) = O(N/(log(N))1+ε) for the Law of the Iterated Logarithm for
lacunary function systems and L∗(N,G, 0) = o(N) in addition to the former condition
for the Law of the Iterated Logarithm for discrepancy of lacunary point sets.
Functions in several variables
The Central Limit Theorem for lacunary sequences (Mn)n≥1 of d×d-matrices satisfying
(1.4) was proved by Conze, Le Borgne and Roger [7]. There it was shown that the
Central Limit Theorem holds if the sequence is satisfying a strong number theoretic
condition, i.e. there is an absolute constant C such that for any integers G and N the
following condition holds: For 2s integers 1 ≤ n1 ≤ n′1 < n2 ≤ n′2 < · · · < ns ≤ n′s ≤ N
with nk+1 ≥ n′k + C logq(G) for k ∈ {1, . . . , s − 1} and vectors j1, j′1, . . . , js, j′s with
||jk||∞, ||j′k||∞ ≤ G for k ∈ {1, . . . , s} we have
MTnsjs +M
T
n′s
j′s 6= 0 =⇒
s∑
k=1
MTnkjk +M
T
n′k
j′k 6= 0.
Such condition for example is satisfied in the product case, i.e. there exists a sequence
of matrices (An)n≥1 with MTn = AT1 · · ·ATn for all n ∈ N.
Main results
The methods used in early results in this area are based on substantial use of Fourier
analysis such as bounding the size of Fourier coefficients, the tails of Fourier series etc.
In [2] a new method effectively reducing the use of Fourier analysis was introduced which
was used in [1] resp. [4] to show the Law of the Iterated Logarithm.
We adopt this method to prove the Central Limit Theorem and the Law of the Iterated
Logarithm for lacunary sequences (Mn)n≥1 satisfying a Hadamard gap condition (1.4)
under some weak conditions on the number of solutions of the Diophantine equation
MTn j ±MTn′j′ = ν. The Central Limit Theorem for multivariate lacunary systems reads
as follows
Theorem 1.1 (Central Limit Theorem) Let (Mn)n≥1 be a lacunary sequence of non-
singular d×d-matrices satisfying the Hadamard gap condition (1.4). Furthermore assume
that L(G,N) = o(N) for any fixed G ≥ 2. Let f ∈ L2(Rd,R) be a bounded, periodic
function with mean zeros which is of finite total variation in the sense of Hardy and
Krause. Assume that there exists some absolute constant C > 0 such that
σ2N :=
∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx ≥ C ·N. (1.17)
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for any N ≥ 1. Then for all t ∈ R we have
lim
N→∞
∣∣∣∣∣P
(
N∑
n=1
f(Mnx) ≤ tσN
)
− Φ(t)
∣∣∣∣∣ = 0. (1.18)
If furthermore for some 0 < β < 1 we have L(N,GN ) = O(Nβ) for any sequence
(GN )N≥1 with GN ≤ dN for all N ≥ 1 then for all t ∈ R and sufficiently large N we get∣∣∣∣∣P
(
N∑
n=1
f(Mnx) ≤ tσN
)
− Φ(t)
∣∣∣∣∣ ≤ Cd
1/5 log(N)3/5 + log(d) log(N)
Nmin(1/8,(1−β)/5)
(1.19)
with some absolute constant C > 0 which only depends only on q.
Under a slightly stronger condition on the number of solutions of the Diophantine equa-
tion we also obtain
Theorem 1.2 (Law of the Iterated Logarithm) Let (Mn)n≥1 be a sequence of non-
singular d×d-matrices satisfying the Hadamard gap condition (1.4). Furthermore assume
that for any fixed G ≥ 1 and some ε > 0 we have L(N,G) = O(N/(logN)1+ε). Let
f ∈ L2(Rd,R) be a bounded, periodic function with mean zeros which is of finite total
variation in the sense of Hardy and Krause. Additionally, let f and (Mn)n≥1 be given
such that for
σ2N :=
∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx
there exists Σf,Mn > 0 with
lim
N→∞
σ2N
N
= Σf,Mn . (1.20)
Then we have
lim sup
N→∞
|∑Nk=1 f(Mnx)|√
2N log(log(N))
=
√
Σf,Mn a.e. (1.21)
We now state a version of the Law of the Iterated Logarithm for the discrepancy of point
sets defined by multivariate lacunary sequences with not too many non-trivial solutions
of the Diophantine equation:
Theorem 1.3 Let (Mn)n≥1 be a lacunary sequence of non-singular d× d-matrices sat-
isfying the Hadamard gap condition (1.4). Assume that L(N,G) = O(N/(logN)1+ε)
and furthermore L∗(N,G, 0) = o(N). Then the discrepancy of (Mnx)n≥1 resp. the star
discrepancy satisfies the Law of the Iterated Logarithm, i.e.
lim sup
N→∞
NDN (M1x, . . . ,MNx)√
2N log(log(N))
= lim sup
N→∞
ND∗N (M1x, . . . ,MNx)√
2N log(log(N))
=
1
2
a.e. (1.22)
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The main idea in the proof of the Central Limit Theorem is to apply a Theorem due to
Heyde and Brown [13] which ensures the Central Limit Theorem for martingale differ-
ences sequences satisfying certain moment conditions resp. a consequence of Strassen’s
almost sure invariance principle [21] for which we get the Law of the Iterated Logarithm
under similar moments conditions. The elements of the martingale differences are de-
fined by sums of the form
∑
n∈∆k ϕn(x) where ϕn(x) is a piecewise constant function
approximating f(Mnx). The blocks ∆k form a sequence of growing blocks which decom-
poses the set of natural numbers except for small gaps between consecutive blocks. The
filtration is defined by a sequence of σ-fields which are generated by a decomposition of
[0, 1)d into “dyadic” blocks, i.e. their side lengths are negative powers of 2 where the
exponents depend on the magnitude of the “frequencies” Mn in the corresponding block
in a certain manner. The Central Limit Theorem is ensured by a Berry-Esseen type
inequality which gives an upper bound on the mutual distance between the distribution
function of the normalized sums of the martingales and the distribution function of a
standard normal distributed random variable which only depends on second and fourth
moments conditions. In fact only for an upper bound of the conditional variances a
condition on the number of solutions of the Diophantine equations are necessary since
all other moments for which we need upper bounds can be estimated in a different way.
2 Preliminaries
In this section we repeat some basic results on periodic functions of finite total variation
resp. lacunary sequences which are going to be used in the subsequent sections.
For some integer d ≥ 1 set I = {1, . . . , d}. We now introduce the total variation in
the sense of Hardy and Krause for periodic functions on Rd. Let f : Rd → R be some
periodic function, i.e. f satisfies f(x + z) = f(x) for all x ∈ Rd and z ∈ Zd. For some
subset J ⊆ I and points a, b ∈ [0, 1)|J | with ai ≤ bi for all i ∈ J and some z ∈ [0, 1)|I\J |
define
∆J(f, a, b, z) =
∑
δ∈{0,1}|J|
(−1)
∑
i∈J δif(cδ)
where cδ = (cδ,1, . . . , cδ,d) is defined by cδ,i = δiai + (1 − δi)bi for i ∈ J and ci = zi for
i /∈ J . A finite set Yi = {y1 . . . , ym(i)} ⊂ [0, 1) with 0 = y1 < . . . < ym(i) < 1 for some
positive integer m(i) is called a ladder. A multidimensional ladder on [0, 1)d has the
form Y = ∏i∈I Yi. For a multidimensional ladder Y, a subset J ⊆ I and z ∈ [0, 1)d set
YJ,z =
∏
i∈J Yi ×
∏
i/∈J{zi}. For y ∈ YJ,z define y+ ∈ [0, 1)|J | ×
∏
i/∈J{zi} such that y+,i
is the successor of yi in Yi resp. 1 if yi is the largest element in Yi. Then we define the
variation of f over YJ by
VYJ,z(f) =
∑
y∈YJ,z
|∆J(f, y, y+, z)|.
Denote the set of all ladders YJ,z by YJ,z. Then the total variation of f over [0, 1)|J | is
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defined by
VJ(f) = sup
z∈[0,1)|I|
sup
YJ,z∈YJ,z
VYJ,z(f).
The total variation of f on [0, 1)d in the sense of Hardy and Krause is
VHK(f) =
∑
J⊆I,J 6=∅
VJ(f).
A function f is called to be of finite total variation if VHK(f) <∞.
The following Lemma was proved in [26]:
Lemma 2.1 Let f(x) =
∑
j∈Zd\{0} aj cos(2pi〈j, x〉) + bj sin(2pi〈j, x〉) be a periodic func-
tion of finite total variation in the sense of Hardy and Krause. Then we have
|aj |, |bj | ≤ C

 ∏
i∈I,ji 6=0
1
2pi|ji|

V{i∈I:ji 6=0}(f).
for some absolute constant C > 0 and all j ∈ Zd\{0}.
Observe that hereafter we always write C for some absolute constant which may vary
from line to line. Furthermore we always assume that f ∈ L2(Rd,R) is a periodic
function of finite total variation in the sense of Hardy and Krause.
For Γ ∈ Nd0 we denote the Γth Dirichlet kernel by
DΓ(x) =
∑
j∈Zd,|ji|≤Γi
cos(2pi〈j, x〉). (2.1)
Then the Γth partial sum of f is defined by
ψΓ(x) =
∫
[0,1)d
f(x+ t)DΓ(t) dt =
∑
j∈Zd,|ji|≤Γi
aj cos(2pi〈j, x〉) + bj sin(2pi〈j, x〉) (2.2)
for suitable numbers aj, bj ∈ R for all j ∈ Zd with |ji| ≤ Γ for all i ∈ {1, . . . , d}. Set
ρΓ(x) = f(x) − ψ(x). If Γi = G for all i ∈ I we simply write ψG(x) resp. ρG(x). The
Gth Feje´r mean of f is defined by
pG(x) =
1
(G+ 1)d
∑
Γ∈Nd0,||Γ||∞≤G
ψΓ(x)
=
∑
j∈Zd,|ji|≤G
a′j cos(2pi〈j, x〉) + b′j sin(2pi〈j, x〉)
(2.3)
where
a′j = aj
∏
i∈I
G+ 1− |ji|
G+ 1
, b′j = bj
∏
i∈I
G+ 1− |ji|
G+ 1
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for all j ∈ Zd with ||j||∞ ≤ G. Observe that
pG(x) =
∫
[0,1)d
f(x+ t)KG(t) dt
where KG(t) = KΓ(t) with Γi = G for all i ∈ I and KΓ(t) =
∏
i∈I KΓi(ti) =
∏
i∈I KG(ti)
is the d-dimensional Gth Feje´r kernel and KG(ti) is the one-dimensional Gth Feje´r kernel
defined by
KG(ti) =
1
G+ 1
G∑
l=0
l∑
ji=−l
cos(2pi〈ji, x〉)
=
1
G+ 1
G∑
l=0
sin(2pi〈l + 1/2, ti〉)
sin(2pi〈1/2, ti〉)
=
1
G+ 1
(sin(2pi〈(G + 1)/2, ti〉))2
2(sin(2pi〈1/2, ti〉))2
≥ 0.
Therefore we have
|pG(x)| =
∣∣∣∣∣
∫
[0,1)d
f(x+ t)KG(t) dt
∣∣∣∣∣
≤ ||f ||∞
∣∣∣∣∣
∫
[0,1)d
KG(t) dt
∣∣∣∣∣
≤ ||f ||∞.
Now we define rG(x) = f(x)− pG(x).
Lemma 2.2 Let f(x) =
∑
j∈Zd\{0} aj cos(2pi〈j, x〉) + bj sin(2pi〈j, x〉) be some periodic
function satisfying VHK(f) ≤ 1. Then there exists some absolute constant C > 0 such
that for any G ≥ d the function rG satisfies
||rG||22 ≤ CdG−1.
Proof. Observe that for any ε = ε(d,G) > 0 there exists some trigonometric polynomial
f ′ such that ||f−f ′||2 ≤ ε. Let p′G be the Gth Feje´r mean of f ′. We obtain ||pG−p′G||2 ≤
ε. Therefore we have ||rG||2 ≤ ||f ′ − p′g||2 + C
√
dG−1. Thus it is enough to prove the
statement of the Lemma for trigonometric polynomials f . Set
rG(x) =
∑
j∈Zd\{0}
a˜j cos(2pi〈j, x〉) + b˜j sin(2pi〈j, x〉) (2.4)
where
a˜j =
{
aj , ||j||∞ > G,
aj
(
1−∏i∈I (1− |ji|G+1)) , ||j||∞ ≤ G
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and b˜j is defined analogously. We have
||rG||22 =
∑
j∈Zd\{0}
a˜2j + b˜
2
j =
∑
0<||j||∞≤G
a˜2j + b˜
2
j
︸ ︷︷ ︸
(∗)
+
∑
||j||∞>G
a˜2j + b˜
2
j
︸ ︷︷ ︸
(∗∗)
. (2.5)
For some given nonempty J ⊆ I set
D(G, J) = {j ∈ Zd : 1 ≤ |ji| ≤ G for i ∈ J, ji = 0 for i /∈ J},
D′(G, J) = {j ∈ Zd : ji 6= 0 for i ∈ J, ji = 0 for i /∈ J, j /∈ D(G, J)}.
To estimate (∗) we first by Lemma 2.1 observe
∑
0<||j||∞≤G
a˜2j + b˜
2
j ≤ 2
∑
J⊆I,J 6=∅
∑
j∈D(G,J)
(∏
i∈J
1
2pi|ji|
)2(
1−
∏
i∈J
(
1− |ji|
G+ 1
))2
VJ(f)
2.
By definition of VHK(f) it is enough to show
V (G, J) = 2
∑
j∈D(G,J)
(∏
i∈J
1
2pi|ji|
)2(
1−
∏
i∈J
(
1− |ji|
G+ 1
))2
≤ CG−1 (2.6)
for some absolute constant C > 0. By decomposing we have
V (G, J) = 2
∑
K,K ′⊆J,K,K ′ 6=0
∑
j∈D(G,J)
∏
i∈K
1
2pi|ji|
|ji|
G+ 1
∏
i∈J\K
1
2pi|ji|
(
1− |ji|
G+ 1
)
·
∏
i∈K ′
1
2pi|ji|
|ji|
G+ 1
∏
i∈J\K ′
1
2pi|ji|
(
1− |ji|
G+ 1
)
.
Thus we get
V (G, J) = 2
∑
K,K ′⊆J,K,K ′ 6=0
W1(K,K
′) ·W2(K,K ′) ·W3(K,K ′) ·W4(K,K ′)
where
W1(K,K
′) =
∏
i∈K∩K ′
1
(2pi)2
G∑
ji=−G
1
(G+ 1)2
≤
∏
i∈K∩K ′
1
4G
,
W2(K,K
′) =
∏
i∈K∩J\K ′
1
(2pi)2
G∑
ji=−G
1
G+ 1
(
1
|ji| −
1
G+ 1
)
≤
∏
i∈K∩J\K ′
log(G)
4G
,
W3(K,K
′) =
∏
i∈J\K∩K ′
1
(2pi)2
G∑
ji=−G
(
1
|ji| −
1
G+ 1
)
1
G+ 1
≤
∏
i∈J\K∩K ′
log(G)
4G
,
W4(K,K
′) =
∏
i∈J\K∩J\K ′
1
(2pi)2
G∑
ji=−G
(
1
|ji| −
1
G+ 1
)2
≤
∏
i∈J\K∩J\K ′
1
4
.
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Since K ∩K ′ 6= ∅ or K ∩ J\K ′ 6= ∅ and J\K ∩K ′ 6= ∅ we conclude
V (G, J) ≤
∑
K,K ′⊆J,K,K ′ 6=0
C
4|J |G
≤ CG−1 (2.7)
for some absolute constant C > 0 and therefore (2.6) is verified. We now estimate (∗∗).
By Lemma 2.1 we have∑
||j||∞>G
a˜2j + b˜
2
j ≤
∑
J⊆I,J 6=∅
∑
j∈D′(G,J)
a2j + b
2
j
≤ 2
∑
J⊆I,J 6=∅
∑
j∈D′(G,J)
(∏
i∈J
1
(2pi|ji|)2
)
VJ(f)
2.
We furthermore for some nonempty J ⊆ I get
∑
j∈D′(G,J)
(∏
i∈J
1
(2pi|ji|)2
)
≤
|J |∑
l=1
(|J |
l
)2 G∑
j=1
1
(2pij)2

|J |−l ·

2 ∞∑
j=G+1
1
(2pij)2

l
≤
|J |∑
l=1
(|J |
l
)(
1
2pi2G
)l
≤
|J |∑
l=1
(
d
2pi2G
)l
≤ CdG−1
for some absolute constant C > 0. Therefore we have∑
||j||∞>G
a˜2j + b˜
2
j ≤ CdG−1
and the Lemma is proved.
With L(N,G, ν) as defined in (1.15) we have
Lemma 2.3 Let f : Rd → R be a periodic function satisfying VHK(f) ≤ 1 and let
(Mn)n≥0 be a lacunary sequence of matrices satisfying the Hadamard gap condition (1.4).
Then we have ∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx ≤ C(log(d)||f ||22 + ||f ||2)N (2.8)
where C > 0 is an absolute constant depending only on q. If the sequence (Mn)n≥1
furthermore satisfies L(N,G, 0) = o(N) for any fixed G ≥ 1 then we have
lim
N→∞
1
N
∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx = ||f ||22. (2.9)
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Note that hereafter we write log(x) for max(1, log(x)).
Proof. For ||j||∞, ||j′||∞ ≤ G and k > logq(G) we have
||MTn j′||∞ ≤ ||MTn ||∞||j′||∞ ≤ q−k||MTn+kj||∞||j′||∞ < ||MTn+kj||∞. (2.10)
Therefore we obtain MTn j
′ 6=MTn+kj. Now let pG be the Gth Feje´r mean of f . Then for
some k > logq(G) we have
pG(Mnx)pG(Mn+kx) =
∑
u
αu cos(2pi〈u, x〉) + βu sin(2pi〈u, x〉)
where any u is of the form MTn j±MTn+kj′ for some 1 ≤ ||j||∞, ||j′||∞ ≤ G. Therefore by
(2.10) we get ∫
[0,1)d
pG(Mnx)pG(Mn+kx) dx = 0 (2.11)
for k > logq(G). By Lemma 2.2 for any k ≥ 1 there is a trigonometric polynomial gk
with dq2k − 1 < deg(gk) ≤ dq2k such that
||f − gk||2 ≤ Cq−k.
Therefore for k′ > logq(dq2k) by (2.11) and Cauchy-Schwarz inequality we have∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+k′x) dx
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
[0,1)d
(f − gk)(Mnx)f(Mn+k′x) dx
∣∣∣∣∣
+
∣∣∣∣∣
∫
[0,1)d
gk(Mnx)gk(Mn+k′x) dx
∣∣∣∣∣
+
∣∣∣∣∣
∫
[0,1)d
gk(Mnx)(f − gk)(Mn+k′x) dx
∣∣∣∣∣
≤ 2C||f ||2q−k
(2.12)
since ||gk||2 ≤ ||f ||2. We obtain∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx
≤N ||f ||22 + 2
N∑
n=1
N−n∑
k′=1
∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+k′x) dx
∣∣∣∣∣
≤N ||f ||22 + 2N(logq(d) + 2)||f ||22 + 2
N∑
n=1
N−n∑
k′=logq(d)+3
∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+k′x) dx
∣∣∣∣∣
≤N ||f ||22 + CN logq(d)||f ||22 +
N∑
n=1
∞∑
k=1
C||f ||2q−k
≤C(log(d)||f ||22 + ||f ||2)N.
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Thus (2.8) is shown.
The proof of (2.9) is similar. For k′ > logq(q2k) instead of (2.12) we get∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+kx) dx
∣∣∣∣∣ ≤ C||f ||2d1/2q−k
and similarly ∣∣∣∣∣
∫
[0,1)d
s1(Mnx)s2(Mn+kx) dx
∣∣∣∣∣ ≤ C||f ||2d1/2q−k
where for i ∈ {1, 2} the function si is of the form pGi or rGi for some suitable number
Gi > 0.
For any G ≥ 1 we obtain∣∣∣∣∣∣ 1N
∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx− ||f ||22
∣∣∣∣∣∣
≤ 2
N
N∑
n=1
N−n∑
k=1
∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+kx) dx
∣∣∣∣∣
≤C
N
N∑
n=1
N−n∑
k=1
||f ||2d1/2min(G−1/2, q−k)
+
2
N
N∑
n=1
N−n∑
k=1
∣∣∣∣∣
∫
[0,1)d
pG(Mnx)pG(Mn+kx) dx
∣∣∣∣∣
≤C||f ||2d1/2G−1/2
+ (2G + 1)2d
h(N)
N
for some function h(N) with h(N)/N → 0. Observe that such a function exists by
assumption on L(N,G, 0). Since the constant G ≥ 1 can be chosen arbitrary, (2.9) is
shown.
Lemma 2.4 Let (Mn)n≥1 be some lacunary sequence satisfying the Hadamard gap con-
dition (1.4). For any n, n′ ∈ N and j ∈ Zd with ||j||∞ ≤ G for some G ≥ 2 there exists
at most one j′ ∈ Zd with ||j′||∞ ≤ G such that
||MTn j ±MTn′j′||∞ < ||MTn′′ ||∞ (2.13)
where n′′ ≤ min(n, n′)− logq(G).
Here (2.13) has to be understood in the following sense: For n, n′, j there exists at most
one j′ with ||MTn j +MTn′j′||∞ < ||MTn′′ ||∞ and at most one possibly different j′ with
||MTn j −MTn′j′||∞ < ||MTn′′ ||∞.
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Proof. Suppose that (2.13) is satisfied for some n, n′, j, j′. Now take some j′′ 6= j′. We
observe
||MTn j ±MTn′j′′||∞ ≥ ||MTn′(j′′ − j′)||∞ − ||MTn j ±MTn′j′||∞
> G||MTn′′ ||∞ − ||MTn′′ ||∞
≥ ||MTn′′ ||∞.
Therefore the Lemma is proved.
Lemma 2.5 Let p(x) =
∑
j∈Zd,0<||j||∞≤G aj cos(2pi〈j, x〉) + bj sin(2pi〈j, x〉) with G ≥ 2
be some trigonometric polynomial satisfying ||p||∞ ≤ 1 and VHK(p) ≤ 1. Let (Mn)n≥1
be a lacunary sequence satisfying the Hadamard gap condition (1.4). Then we have∫
[0,1)d
(
N∑
n=1
p(Mnx)
)4
dx ≤ CN2 (2.14)
for some constant C > 0 which depends on q and d. If furthermore N ≥ max(Gd−1, d)
then we have ∫
[0,1)d
(
N∑
n=1
p(Mnx)
)4
dx ≤ Cd1/3N2 (2.15)
for some absolute constant C > 0 depending only on q.
Proof. The Proof is this Lemma is based on [5] where a similar result was proved for
d = 1. We only prove (2.15). The proof of (2.14) is essentially the same.
First we are going to show
P
(∣∣∣∣∣
N∑
n=1
p(Mnx)
∣∣∣∣∣ > t√N
)
≤ C exp
(
− t
3/2
8C log(d)
)
(2.16)
for some constant C > 0 depending only on q. For some 0 < β < 1 set P = ⌊Nβ⌋ and
l = ⌈N/2P ⌉. Without loss of generality we may assume 3N4 ≤ qNβ−1. There exists
some N0 ∈ N depending only on q with 3N4 ≤ qNβ−1 for N ≥ N0. Therefore there is
some constant Cq > 0 which depends only on q and β such that (2.15) is satisfied with
Cq and any N < N0. Since N ≥ G2 we have logq(G) + logq(3G) ≤ ⌊Nβ⌋ for N ≥ N0.
Now define
Um(x) =
min(P (m+1),N)∑
n=Pm+1
p(Mnx).
By Markov’s inequality and Cauchy-Schwarz inequality we obtain
P
(∣∣∣∣∣
N∑
n=1
p(Mnx)
∣∣∣∣∣ > t√N
)
≤ 2 exp(−κN t
√
N)
∫
[0,1)d
exp
(
κN
N∑
n=1
p(Mnx)
)
dx
≤ 2 exp(−κN t
√
N)I(κN , l)
1/2I ′(κN , l)1/2
(2.17)
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where κN > 0 and
I(κN , l) =
∫
[0,1)d
l−1∏
m=0
exp (2κNU2m(x)) dx,
I ′(κN , l) =
∫
[0,1)d
l∏
m=1
exp (2κNU2m−1(x)) dx.
Since I(κN , l) and I
′(κN , l) can be estimated similarly, we only estimate the first one.
Using e|z| ≤ (1 + z + z2)e|z|3 we observe
I(κN , l) ≤ exp
(
l−1∑
m=0
|κNU2m(x)|3
)∫
[0,1)d
l−1∏
m=0
(1+κNU2m(x)+(κNU2m(x))
2) dx (2.18)
For some m ≥ 0 we have
U22m(x) =
∑
j∈Zd
αj cos(2pi〈j, x〉) + βj sin(2pi〈j, x〉)
for suitable numbers αj , βj for all j ∈ Zd. Now set
V2m(x) =
∑
j∈Zd,||j||∞<||MTm′ ||∞
αj cos(2pi〈j, x〉) + βj sin(2pi〈j, x〉)
for m′ = ⌊2Pm − logq(G)⌋ and furthermore W2m(x) = U22m(x) − V2m(x). To estimate
|V2m(x)| observe that by Lemma 2.4 for any 1 ≤ n, n′ ≤ N and j ∈ Zd with ||j||∞ ≤ G
there is at most one j′ ∈ Zd with ||j′||∞ ≤ G such that ||MTn j ±MTn′j′||∞ < ||MTn′′ ||∞
where n′′ ≤ min(n, n′)− logq(G). For ||j||∞, ||j′||∞ ≤ 1/2 · q|n−n′| we have
||MTn j ±MTn′j′||∞ ≥
1
2
qmin(n,n
′)−n′′ ||MTn′′ ||∞ ≥ ||MTm′ ||∞.
Then by Lemma 2.1 and Cauchy-Schwarz inequality we have
|V2m(x)| ≤
N∑
n,n′=1
∑
1≤||j||∞,||j′||∞≤G,
||MTn j±MTn′j′||∞<||MTm′ ||∞
(|aj |+ |bj |)(|aj′ |+ |bj′ |) ≤ C
√
d||p||2N (2.19)
where the constant C > 0 depends only on q. Since
0 ≤ 1 + κnU2m(x) + (κnU2m(x))2
we obtain
I(κN , l) ≤ exp(Cκ3NN1+2β)
·
∫
[0,1)d
l−1∏
m=0
(1 + C
√
d||p||2)P + κNU2m(x) + κ2NW2m(x)) dx. (2.20)
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Furthermore we get
κNU2m(x) + κ
2
NW2m(x) =
∑
j
αj cos(2pi〈j, x〉) + βj sin(2pi〈j, x〉)
for suitable αj , βj and j ∈ Zd satisfying ||MTm′ ||∞ ≤ ||j||∞ ≤ 2G||MTP (2m+1)||∞.
Now for 0 ≤ k ≤ m let j2k be any frequency vector of the trigonometric polynomial
1 + C(log(d)||p||22 + ||p||2)N + κNU2m(x) + κ2NW2m(x). If j2m 6= 0 then we get
||j2m||∞ −
m−1∑
k=0
||j2k||∞
≥ ||MTm′ ||∞ − 2G
m−1∑
k=0
||MTP (2k+1)||∞
≥ 3G||MTP (2m−1)||∞ − 2G||MTP (2m−1)||∞
m−1∑
k=0
qP (2k+1)−P (2m−1)
≥
(
3− 2 1
1 − q−2P
)
G||MTP (2m−1)||∞
> 0
(2.21)
where the second inequality follows by assumption on P > logq(G) + logq(3G) and the
fourth inequality follows by P > logq(
√
3) which without loss of generality we may
assume. Therefore by (2.20) we have
I(κN , l) ≤ exp(Cκ3NN1+2β)
∫
[0,1)d
l−1∏
m=0
(1 + C
√
d||p||2P ) dx.
Plugging this into (2.17) yields
P
(∣∣∣∣∣
N∑
n=1
p(Mnx)
∣∣∣∣∣ > t√N
)
≤ 2 exp
(
−κN t
√
N + C0κ
3
NN
1+2β + C0
√
dκ2NN
)
(2.22)
for some absolute constant C0. Choose β = 1/4. Then for
κN =
t
2C0
√
d
√
N
and 0 ≤ t ≤ C0d we observe
exp
(
−κN t
√
N + C0κ
3
NN
1+2β + C0
√
dκ2NN
)
= exp
(
C0
√
d
t2
4C20d
+ C0
t3
8C30d
3/2
− t
2
2C0
√
d
)
= exp
(
− t
2
4C0
√
d
(
1− t
2C0d
))
≤ exp
(
− t
2
8C0
√
d
)
.
(2.23)
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A similar calculation for
κN =
√
t
2
√
C0N
and t > C0d yields
exp
(
−κN t
√
N + C0κ
3
NN
1+2β + C0
√
dκ2NN
)
= exp
(
C0
√
d
t
4C0
+ C0
t3/2
8C
3/2
0
− t
3/2
2C
1/2
0
)
= exp
(
− t
3/2
8C
1/2
0
(
3− 2C
1/2
0
t1/2
√
d
))
≤ exp
(
− t
3/2
8C
1/2
0
)
.
(2.24)
Combining (2.22), (2.23) and (2.24) we get (2.16). Therefore we have∫
[0,1)d
(
N∑
n=1
p(Mnx)
)4
dx ≤
∫ ∞
0
tN2dP
(∣∣∣∣∣
N∑
n=1
p(Mnx)
∣∣∣∣∣ > t1/4N1/2
)
≤ N2
∫ ∞
0
Ct
t1/2√
d
exp
(
− t
3/2
8C
√
d
)
dt
≤ N2
∫ ∞
0
C(t′)3/2 exp
(
−(t
′)3/2
8C
)
d1/3 dt′
where in the last line we substituted t′ = t/(d)1/3. Thus we observe∫
[0,1)d
(
N∑
n=1
p(Mnx)
)4
dx ≤ Cd1/3N2
for some constant C > 0 which only depends on q. Therefore the Lemma is proved.
3 Proof of Theorem (1.1)
The proof of Theorem 1.1 is essentially based on the following Theorem due to Heyde
and Brown [13] which is a consequence of Strassen’s almost sure invariance principle for
martingale differences sequences. We will use a generalized version stated in [2].
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Theorem 3.1 ([2, Theorem B],[13]) Let (Xk,Fk, k ≥ 1) be a martingale differences
sequence with finite fourth moments. Set VK =
∑K
k=1 E[X
2
k |Fk−1] and let (bK)K≥1 be a
sequence of positive numbers. Then we have
sup
t
∣∣∣∣∣P
(
1√
bK
K∑
k=1
Xk < t
)
− Φ(t)
∣∣∣∣∣ ≤ A
(∑K
k=1 E[X
4
k ] + E
[
(VK − bK)2
]
b2K
)1/5
, (3.1)
where A is an absolute constant.
Proof of Theorem 1.1. First we are going to show (1.19). Therefore for some fixed but
large enough integer N ≥ 1 set G = ⌊dmax(2, Nα)⌋ for some 0 < α ≤ 1 and define
p = pG and r = rG as in (2.3). Without loss of generality we may assume ||f ||∞ ≤ 1 and
VHK(f) ≤ 1. Therefore it is easy to see that ||p||2 ≤ ||f ||2 ≤ 1 and ||p||∞ ≤ ||f ||∞ ≤ 1
as well as ||r||∞ ≤ ||f ||∞ + ||p||∞ ≤ 2. We now decompose the set {1, . . . , N} into
consecutive blocks ∆1,∆
′
2,∆2, . . . ,∆
′
k, ∆k, . . . such that the blocks have length
|∆′k| = ⌈2(1 + 2η) logq(k) + Cd,G⌉, |∆k| = ⌊12η−1C1+ηd,G kη⌋.
for some 0 < η < 1. The constant Cd,G is defined by
Cd,G = C(log(G) + log(d) + d log(5 log(G))) (3.2)
for some large enough C depending only on q. It can easily be shown that |∆′k+1| ≤ |∆k|
for all k ≥ 1. In order to define a suitable martingale differences sequence we replace f
by its low-frequency part p which is a finite trigonometric polynomial. Furthermore we
will neglect the indices in ∆′k. The purpose of this is having a fast enough decreasing
ratio
||MT(k−1)+ ||∞
||MT
k−
||∞
≤ k−2(1+2η)q−Cd,G ,
where k+, k− is the largest resp. the smallest integer in ∆k. Later on it will be shown
that the asymptotic size of
∑N
n=1 r(Mnx) and
∑
k
∑
n∈∆′k p(Mnx) can be neglected. We
now approximate p(Mnx) by a piecewise constant function ϕn(x) which is necessary to
define the martingale differences sequence. Let
m(n) = ⌈log2(||MTk+ ||∞) + (1 + 2η) log2(k) + C ′d,G⌉
where k = kn is defined by n ∈ ∆kn and C ′d,G is a constant depending on q, d and G
such that
2(1 + η) log2(Cd,G) + log2(G) + log2(d) + (2d + 1) log2(5 log(G))
≤ C ′d,G
≤ log2(q)Cd,G − 2(1 + η) log2(Cd,G)− d log2(5 log(G)).
(3.3)
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Observe that such a constant C ′d,G exists if Cd,G in (3.2) is chosen large enough. Let Fk
be the σ-field generated all sets of the form[
v1
2m(k+)
,
v1 + 1
2m(k+)
)
× · · · ×
[
vd
2m(k+)
,
vd + 1
2m(k+)
)
with vi ∈ {0, 1, . . . , 2m(k+) − 1} for i ∈ {1, . . . , d}. With x, x′ ∈ Ak for any atom
Ak =
∏d
i=1Ak,i ∈ Fk we have
|p(Mnx)− p(Mnx′)| ≤
d∑
i=1
sup
y∈Ak
∣∣∣∣ ∂∂yi p(Mny)
∣∣∣∣ 2−m(n)
≤ Cd||MTn ||∞G(5 log(G))d2−m(n)
≤ C · C−2(1+η)d,G k−(1+2η).
Here the second inequality follows by Lemma 2.1. The third inequality follows by (3.3).
Therefore on any atom of Fk we easily can find some constant function, say ϕˆn, such
that
|p(Mnx)− ϕˆn(x)| ≤ C · C−2(1+η)d,G k−(1+2η). (3.4)
We have
p(Mnx) =
∑
1≤||j||∞≤G
a′j cos(2pi〈MTn j, x〉) + b′j sin(2pi〈MTn j, x〉).
Thus for any atom Ak−1 ⊂ Fk−1 we obtain
1
λ(Ak−1)
∣∣∣∣∣
∫
Ak−1
p(Mnx) dx
∣∣∣∣∣
≤ 1
λ(Ak−1)
∑
1≤||j||∞≤G
|a′j|
∣∣∣∣∣
∫
Ak−1
cos(2pi〈MTn j, x〉) dx
∣∣∣∣∣+ |b′j |
∣∣∣∣∣
∫
Ak−1
sin(2pi〈MTn j, x〉) dx
∣∣∣∣∣
where λ denotes the Lebesgue-measure on [0, 1)d. For fixed n and j choose i ∈ {1, . . . , d}
such that |(MTn j)i| = ||MTn j||∞. Then we observe by angle sum and difference identities
of trigonometric functions that∫
Bk
cos(2pi〈MTn j, x〉) dx =
∫
Bk
sin(2pi〈MTn j, x〉) dx = 0
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for any box Bk such that Bk,i′ = Ak,i′ for i 6= i′ and λ(Bk,i) = v/||MTn j||∞ for some
integer v. Thus we have
1
λ(Ak−1)
∣∣∣∣∣
∫
Ak−1
p(Mnx) dx
∣∣∣∣∣
≤
∑
1≤||j||∞≤G
|a′j |+ |b′j |
||MTn j||∞
2m((k−1)
+)
≤
∑
1≤||j||∞≤G
(|a′j |+ |b′j |) ·
||MT(k−1)+ ||∞
qCd,G ||MT
k−−Cd,G ||∞
k1+2η2C
′
d,G
≤ C · (5 log(G))dq−Cd,Gk−(1+2η)2C′d,G
≤ C · C−2(1+η)d,G k−(1+2η).
(3.5)
Now set
ϕn(x) = ϕˆn(x)− E[ϕˆn|Fk−1].
Then by (3.4) we have
|p(Mnx)− ϕn(x)| ≤ |p(Mnx)− ϕˆn(x)|+ |ϕˆn(x)− ϕn(x)|
≤ C · C−2(1+η)d,G k−(1+2η)
(3.6)
for some absolute constant C > 0 depending only on q. Thus p(Mnx) can be approxi-
mated by a function ϕn(x), which is constant on any atom of Fk and satisfies:
1. |p(Mnx)− ϕn(x)| ≤ C · C−2(1+η)d,G k−(1+2η) for all x ∈ [0, 1)d,
2. E[ϕn|Fk−1] = 0 for all n ∈ ∆k.
We now define
Xk =
∑
n∈∆k
ϕn(x), VK+1 =
K+1∑
k=1
E[X2k |Fk−1],
where K is given such that N ∈ ∆′K+1 ∪ ∆K+1. It is easy to see that (Xk,Fk)
is a martingale differences sequence. We are going to approximate
∑N
n=1 f(Mnx) by∑K
k=1Xk in order to apply Theorem 3.1. Therefore we need some more notations. For
k ∈ {1, . . . ,K + 1} define
Yk =
∑
n∈∆k
p(Mnx), Y
′
k =
∑
n∈∆′k
p(Mnx).
We observe
N ≤
K+1∑
k=1
|∆′k|+ |∆k| ≤ 2
K+1∑
k=1
|∆k| ≤ Cη−1 · C1+ηd,G K1+η
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and
N ≥
K∑
k=1
|∆′k|+ |∆k| ≥
K∑
k=1
|∆k| ≥ Cη−1 · C1+ηd,G K1+η.
There are constants C1, C2 > 0 such that
C1η
−1/(1+η)C−1d,GN
1/(1+η) ≤ K ≤ C2η−1/(1+η)C−1d,GN1/(1+η). (3.7)
By definition we have the following decomposition
N∑
n=1
f(Mnx) =
K+1∑
k=1
Xk +
K+1∑
k=1
(Yk −Xk) +
K+1∑
k=1
Y ′k +
N∑
n=1
r(Mnx).
Then standard estimates give
P
(
N∑
n=1
f(Mnx) ≤ tσN
)
≤ P
(
K+1∑
k=1
Xk ≤ (t+ ε)σN
)
+ P
(∣∣∣∣∣
K+1∑
k=1
(Xk − Yk)
∣∣∣∣∣ > εσN3
)
+ P
(∣∣∣∣∣
K+1∑
k=1
Y ′k
∣∣∣∣∣ > εσN3
)
+ P
(∣∣∣∣∣
N∑
n=1
r(Mnx)
∣∣∣∣∣ > εσN3
)
,
(3.8)
for some ε > 0 as well as
P
(
N∑
n=1
f(Mnx) ≥ tσN
)
≥ P
(
K+1∑
k=1
Xk ≥ (t− ε)σN
)
− P
(∣∣∣∣∣
K+1∑
k=1
(Xk − Yk)
∣∣∣∣∣ > εσN3
)
− P
(∣∣∣∣∣
K+1∑
k=1
Y ′k
∣∣∣∣∣ > εσN3
)
− P
(∣∣∣∣∣
N∑
n=1
r(Mnx)
∣∣∣∣∣ > εσN3
)
.
Since both inequalities can be estimated analogously we will only focus on the first one.
First we estimate the three latter terms before we estimate the first one by applying
Theorem 3.1. In order to estimate the second term by (3.6) we have∣∣∣∣∣
K+1∑
k=1
(Xk − Yk)
∣∣∣∣∣ =
∣∣∣∣∣∣
K+1∑
k=1

∑
n∈∆k
ϕn(x)−
∑
n∈∆k
p(Mnx)


∣∣∣∣∣∣
≤
K+1∑
k=1
C|∆k| · C−2(1+η)d,G k−(1+2η)
≤ Cη−1C−(1+η)d,G
for some constant C > 0 depending only on q. Therefore by Chebyshev’s inequality we
see that
P
(∣∣∣∣∣
K+1∑
k=1
(Xk − Yk)
∣∣∣∣∣ > εσN3
)
≤ Cη−2C−2(1+η)d,G ε−2N−1. (3.9)
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To estimate the third term we use the definition of Y ′k, Lemma 2.3 and (3.7) to get∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
Y ′k
∣∣∣∣∣
∣∣∣∣∣
2
2
≤ C
K+1∑
k=1
|∆′k| log(d)
≤ C log(d)N1/(1+η) log(N).
Thus by (1.17) and Chebyshev’s inequality we obtain
P
(∣∣∣∣∣
K+1∑
k=1
Y ′k
∣∣∣∣∣ > εσN3
)
≤ C log(d)ε−2N−η/(1+η) log(N). (3.10)
With another application of Chebyshev’s inequality, Lemma 2.2 and Lemma 2.3 we get
the following estimate for the fourth term
P
(∣∣∣∣∣
N∑
n=1
r(Mnx)
∣∣∣∣∣ > εσN3
)
≤ C log(d)ε−2d1/2G−1/2. (3.11)
Thus by (3.8),(3.9),(3.10) and (3.11) we have
P
(
N∑
n=1
f(Mnx) ≤ tσN
)
≤ P
(
K+1∑
k=1
Xk ≤ (t+ ε)σN
)
+ Cη−2 log(d)ε−2(N−η/(1+η) log(N) + d1/2G−1/2). (3.12)
Now for any integer k ∈ {1, . . . ,K + 1} define
s2k =
k∑
l=1
∫
[0,1]d

∑
n∈∆l
p(Mnx)

2 dx.
Thus by we obtain∣∣∣∣∣P
(
N∑
n=1
f(Mnx) ≤ tσN
)
− Φ(t)
∣∣∣∣∣
≤
∣∣∣∣∣P
(
K+1∑
k=1
Xk ≤ sK+1(t+ ε) σN
sK+1
)
− Φ
(
(t+ ε)
σN
sK+1
)∣∣∣∣∣
+
∣∣∣∣Φ
(
(t+ ε)
σN
sK+1
)
− Φ(t)
∣∣∣∣
+ Cη−2 log(d)ε−2(N−η/(1+η) log(N) + d1/2G−1/2).
(3.13)
To apply Theorem 3.1 we need a sequence of positive numbers (bK)K≥1. In [13] the
sequence was given by
∑K
k=1 E
[
E[X2k |Fk−1]
]
. Here we take s2K instead since later we
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are going to estimate the conditional second moments of Xk by those of Yk. In order to
estimate the second term on the right-hand side of (3.13) we now show that for some
C > 0 we have
|σN − sK+1| ≤ (Cη−1/(1+η) log(d)(N1/(1+η) log(N) +Nd1/2G−1/2))1/2. (3.14)
Therefore we use standard estimates and observe∣∣∣∣∣∣∣s
2
K+1 −
∫
[0,1)d

 ∑
n∈∪K+1k=1
p(Mnx)


2
dx
∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫
[0,1)d

K+1∑
k=1

∑
n∈∆k
p(Mnx)

2 −

 ∑
n∈∪k∆k
p(Mnx)

2

 dx
∣∣∣∣∣∣
≤
∑
n,n′∈∪k∆k,
(n,n′)/∈∆k×∆k
∣∣∣∣∣
∫
[0,1)d
p(Mnx)p(Mn′x) dx
∣∣∣∣∣
= 0
(3.15)
since ||MTn j ±MTn′j′||∞ > 0 if 1 ≤ ||j||∞, ||j′||∞ ≤ G and |n − n′| ≥ logq(G). We now
decompose
N∑
n=1
f(Mnx) =
∑
n∈∪K+1k=1 ∆′k
p(Mnx) +
∑
n∈∪K+1k=1 ∆k
p(Mnx) +
N∑
n=1
r(Mnx)
By (3.15) we have ∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∑
n∈∪K+1k=1 ∆k
p(Mnx)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
≤ sK+1. (3.16)
Now with Lemma 2.3 and (3.7) we obtain∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∑
n∈∪K+1k=1 ∆′k
p(Mnx)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
≤
(
Cη−1/(1+η) log(d)N1/(1+η) log(N)
)1/2
. (3.17)
By Lemma 2.2 and 2.3 we observe∣∣∣∣∣
∣∣∣∣∣
N∑
n=1
r(Mnx)
∣∣∣∣∣
∣∣∣∣∣
2
≤
(
C log(d)d1/2G−1/2N
)1/2
. (3.18)
Therefore we obtain (3.14). If we choose N ∈ N large enough such that
N
N1/(1+η) log(N) + d1/2G−1/2N
≥ 9C
′′η−1/(1+η) log(d)
C ′
(3.19)
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where the constant C ′, C ′′ > 0 are defined such that (1.17) is satisfied with C = C ′ resp.
(3.14) is satisfied C = C ′′ then we obtain
|σN − sK+1| ≤
√
C ′N
3
.
Immediately we observe
sK+1 ≥ σN − |σN − sK+1| ≥ 2
√
C ′N
3
. (3.20)
We furthermore get∣∣∣∣ σNsK+1 − 1
∣∣∣∣ ≤ (Cη−1/(1+η) log(d)(N−η/(1+η) log(N) + d1/2G−1/2))1/2. (3.21)
Thus it can easily be shown that for a suitable constant C > 0 depending only on q and
some large enough N fulfilling (3.19) by Mean Value Theorem we have∣∣∣∣Φ
(
(t+ ε)
σN
sK+1
)
−Φ(t)
∣∣∣∣
≤
(
σN
sK+1
ε+
∣∣∣∣
(
σN
sK+1
− 1
)
t
∣∣∣∣
)
sup
{
1√
2pi
e−1/2·u
2
: t ≤ u ≤ (t+ ε) σN
sK+1
}
≤ (Cη−1/(1+η) log(d))1/2(ε+ (N−η/(1+η) log(N) + d1/2G−1/2)1/2).
(3.22)
We plug this into (3.13) and get
∣∣∣∣∣P
(
N∑
n=1
f(Mnx) ≤ tσN
)
− Φ(t)
∣∣∣∣∣
≤
∣∣∣∣∣P
(
K+1∑
k=1
Xk ≤ sK+1t
)
−Φ (t)
∣∣∣∣∣
+ (Cη−1/(1+η) log(d))1/2(ε+ (N−η/(1+η) log(N) + d1/2G−1/2)1/2)
+ Cη−2 log(d)ε−2(N−η/(1+η) log(N) + d1/2G−1/2).
(3.23)
Therefore it remains to estimate∣∣∣∣∣P
(
K+1∑
k=1
Xk ≤ sK+1t
)
− Φ (t)
∣∣∣∣∣
for which we use Theorem 3.1. By Lemma 2.5 we easily see
K+1∑
k=1
E[X4k ] ≤
K+1∑
k=1
C log(d)2/3|∆k|2 ≤ Cη−2 log(d)2/3C2(1+η)d,G K1+2η. (3.24)
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We define
ςk =
∫
[0,1)d

∑
n∈∆k
p(Mnx)

2 dx.
By (3.4) we observe |X2k − Y 2k | ≤ Cη−2k−1 and therefore we obtain
||VK+1 − s2K+1||2 ≤
∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
E
[
Y 2k − ςk|Fk−1
]∣∣∣∣∣
∣∣∣∣∣
2
+ Cη−2 log(K). (3.25)
We now are going to decompose the terms Y 2k − ςk. Therefore we set
Rk(x) =
∑
n∈∆k
∑
n′∈∆k,
|n−n′|≤1+logq(G+1)
p(Mnx)p(Mn′x),
Qk(x) = Y
2
k −Rk(x).
Furthermore we define
T+(j, j′, n, n′, x) =
a′ja
′
j′
2
cos(2pi〈MTn j +MTn′j′, x〉) +
a′jb
′
j′
2
sin(2pi〈MTn j +MTn′j′, x〉)
+
b′ja
′
j′
2
sin(2pi〈MTn j +MTn′j′, x〉)−
b′jb
′
j′
2
cos(2pi〈MTn j +MTn′j′, x〉),
T−(j, j′, n, n′, x) =
a′ja
′
j′
2
cos(2pi〈MTn j −MTn′j′, x〉) +
a′jb
′
j′
2
sin(2pi〈MTn j −MTn′j′, x〉)
+
b′ja
′
j′
2
sin(2pi〈MTn j −MTn′j′, x〉)−
b′jb
′
j′
2
cos(2pi〈MTn j −MTn′j′, x〉),
(3.26)
for 1 ≤ ||j||∞, ||j′||∞ ≤ G, n, n′ ∈ N and x ∈ [0, 1)d. We set
Rk(x) =
∑
n,n′∈∆k,
|n−n′|≤1+logq(1+G)
∑
1≤||j||∞,||j′||∞≤G,
||MTn j+MTn′j′||∞≥||MT(k−1)+ ||∞
T+(j, j′, n, n′, x)
+
∑
n,n′∈∆k,
|n−n′|≤1+logq(1+G)
∑
1≤||j||∞,||j′||∞≤G,
||MTn j−MTn′j′||∞≥||MT(k−1)+ ||∞
T−(j, j′, n, n′, x)
(3.27)
and
Sk(x) =
∑
n,n′∈∆k,
|n−n′|≤1+logq(1+G)
∑
1≤||j||∞,||j′||∞≤G,
0<||MTn j+MTn′j′||∞<||MT(k−1)+ ||∞
T+(j, j′, n, n′, x)
+
∑
n,n′∈∆k,
|n−n′|≤1+logq(1+G)
∑
1≤||j||∞,||j′||∞≤G,
0<||MTn j−MTn′j′||∞<||MT(k−1)+ ||∞
T−(j, j′, n, n′, x).
(3.28)
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Thus we have Y 2k − ςk = Qk+Rk+Sk. In order to estimate |E[Qk|Fk−1]| we first observe
that for |n′ − n| > 1 + logq(G + 1) and 1 ≤ ||j||∞, ||j′||∞ ≤ G we get
||MTn j ±MTn′j′||∞ > ||MTmin(n,n′)||∞ ≥ ||MTk− ||∞.
Therefore if Cd,G is large enough with a similar argumentation as in the proof of (3.6)
we get
|E[Qk|Fk−1]| ≤
∑
n,n′∈{1,...,N},
|n−n′|>1+logq(G+1)
∑
1≤||j||∞,||j′||∞≤G
1
λ(Ak−1)
·
∣∣∣∣∣
∫
Ak−1
T+(j, j′, n, n′, x) + T−(j, j′, n, n′, x) dx
∣∣∣∣∣
≤ C(5 log(G))2d|∆k|2
||MT(k−1)+ ||∞k1+2η2C
′
d,G
||MT
k−
||∞
≤ Cη−2(5 log(G))2dC2(1+η)d,G k2ηk1+2η2C
′
d,Gk−2(1+2η)q−Cd,G
≤ Ck−1
for some constant C > 0 depending only on q. Thus we have∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
E[Qk|Fk−1]
∣∣∣∣∣
∣∣∣∣∣
2
≤ C log(K). (3.29)
By Lemma 2.4 for 1 ≤ n, n′ ≤ N and ||j||∞ ≤ G there exists at most one ||j′||∞ ≤ G
such that ||MTn j ±MTn′j′||∞ ≤ ||MT(k−1)+ ||∞. Hence with Cauchy-Schwarz inequality we
observe ||Sk||∞, ||ςk||∞ ≤ (1+logq(G+1))|∆k |||p||22 ≤ (1+logq(G+1))|∆k |. By definition
we get ||Rk||∞ ≤ (1 + logq(G + 1))|∆k| and therefore we also have
||Rk||∞ ≤ ||Rk||∞ + ||Sk||∞ + ||ςk||∞ ≤ C(1 + logq(G+ 1))|∆k|.
Now we estimate
∑K+1
k=1 E[Rk|Fk−1] obtaining
E

(K+1∑
k=1
E[Rk|Fk−1]
)2 ≤ 2E

 K+1∑
k,k′=1
E[Rk|Fk−1]E[Rk′ |Fk′−1]

 .
For k = k′ we have
K+1∑
k=1
E2[Rk|Fk−1] ≤
K+1∑
k=1
||Rk||2∞ ≤ Cη−2C2(1+η)d,G (log(G))2K1+2η. (3.30)
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We may assume k′ > k now. Since E[Rk|Fk−1] is Fk−1-measurable we get∣∣∣∣∣∣E

 ∑
1≤k<k′≤K+1
E[Rk|Fk−1]E[Rk′ |Fk′−1]
∣∣∣∣∣∣Fk−1


∣∣∣∣∣∣
≤
∑
1≤k<k′≤K+1
||Rk||∞|E[Rk′ |Fk−1]|
≤
∑
1≤k<k′≤K+1
Cη−1C1+ηd,G k
η(1 + logq(G+ 1))|E[Rk′ |Fk−1]|.
Furthermore Rk′ can be represented by
Rk′(x) =
∑
j∈Zd,
||MT
(k′−1)+
||∞≤||j||∞≤2G||MT
k′+
||∞
γj cos(2pi〈j, x〉) + δj sin(2pi〈j, x〉)
where because of constraints on n, n′, j, j′ we have∑
j
|γj |+ |δj | ≤ C(5 log(G))2dη−1C1+ηd,G kη log(G)
for some constant C > 0 depending only on q. Thus we have by using a similar argu-
mentation as above
|E[Rk′ |Fk−1]|
≤ 1
λ(Ak−1)
∣∣∣∣∣∣
∫
Ak−1
∑
j
γj cos(2pi〈j, x〉) + δj sin(2pi〈j, x〉) dx
∣∣∣∣∣∣
≤ C(5 log(G))2dη−1C1+ηd,G kη log(G)
||MT(k−1)+ ||∞k1+2η2C
′
d,G
||MT
(k′−1)+ ||∞
≤ C(5 log(G))2dη−1C1+ηd,G kη log(G)k1+2η2C
′
d,Gq−Cη
−1C1+ηd,G (k
′−1)η
≤ Ck1+3ηq−(k′−1)η
(3.31)
for sufficiently large Cd,G. With (3.30) and (3.31) we conclude∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
E[Rk|Fk−1]
∣∣∣∣∣
∣∣∣∣∣
2
≤

Cη−2C2(1+η)d,G log(G)2K1+2η + ∑
1≤k<k′≤K+1
k1+3ηq−(k
′−1)η

1/2
≤Cη−1C1+ηd,G log(G)K1/2+η .
(3.32)
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Finally we estimate Sk which can be written as
Sk =
∑
0<||j||∞<||MT
(k−1)+
||∞
γj cos(2pi〈j, x〉) + δj sin(2pi〈j, x〉),
where
∑
j |γj | + |δj | ≤ Cη−1(5 log(G))2dC1+ηd,G kη log(G). The fluctuation of Sk on any
atom of Fk−1 is at most∑
0<||j||∞≤||MT
(k−1)+
||∞
(|γj |+ |δj |)2piG||MT(k−1)+ ||∞ · 2−m((k−1)
+)d ≤ Cη−1k−(1+η).
where the inequality follows by definition of m((k − 1)+) and (3.3). Therefore we get
|E[Sk|Fk−1]− Sk| ≤ Cη−1k−(1+η).
Thus we have ∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
E[Sk|Fk−1]
∣∣∣∣∣
∣∣∣∣∣
2
≤
∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
Sk
∣∣∣∣∣
∣∣∣∣∣
2
+ Cη−1 (3.33)
for some constant depending C > 0 only on q. We write
K+1∑
k=1
Sk(x) =
∑
0<||j||∞<||MT
K+
||∞
γ′j cos(2pi〈j, x〉) + δ′j sin(2pi〈j, x〉),
where by L(N,G) ≤ CNβ we have
|γ′j |, |δ′j | ≤ C
(
η−1C1+ηd,G K
1+η
)β
. (3.34)
We obtain ∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
Sk
∣∣∣∣∣
∣∣∣∣∣
2
2
=
∑
j
γ′2j + δ
′2
j
≤ C
(
η−1C1+ηd,G K
1+η
)β∑
j
|γ′j |+ |δ′j |
≤ C
(
η−1C1+ηd,G K
1+η
)1+β
.
By (3.33) we have∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
E[Sk|Fk−1]
∣∣∣∣∣
∣∣∣∣∣
2
≤ C
(
η−1C1+ηd,G K
1+η
)(1+β)/2
+ Cη−1. (3.35)
Using (3.25), (3.29), (3.32) and (3.35) we finally observe
E
[
(VK+1 − s2K+1)2
] ≤ Cη−2C2(1+η)d,G log(G)2K1+η+max(η,β(1+η)). (3.36)
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With Theorem 3.1 and (3.20), (3.24) and (3.36) we obtain
sup
t
∣∣∣∣∣P
(
K+1∑
k=1
Xk ≤ skt
)
− Φ(t)
∣∣∣∣∣
≤A

Cη−2C2(1+η)d,G log(G)2K1+η+max(η,β(1+η))
N2

1/5
≤A

Cη−2C
2(1+η)
d,G log(G)
2
(
Cη−1/(1+η)C−1d,GN
1/(1+η)
)1+η+max(η,β(1+η))
N2


1/5
≤Cη−4/5 log(G)2/5Cmin(1,(1−β)(1+η))/5d,G Nmax(−1/(1+η),β−1)/5 .
Now we set α = 3/4, η = 3/5 and ε = N−1/8. Thus together with (3.23) we have∣∣∣∣∣P
(
N∑
n=1
f(Mnx) ≤ tσN
)
− Φ(t)
∣∣∣∣∣
≤ C
(
log(d) log(N) + log(G)2/5C
1/5
d,G
)
N−min(1/8,(1−β)/5)
for some C > 0 which depends only on q. With (3.2) and N ≥ Cd for some constant
which only depends on q and the constant used in (1.17) we obtain∣∣∣∣∣P
(
N∑
k=1
f(Mnx) ≤ tσN
)
− Φ(t)
∣∣∣∣∣
≤ C
(
d1/5 log(N)3/5 + log(d) log(N)
)
N−min(1/8,(1−β)/5).
Therefore (1.19) is proved.
We now show (1.18). Therefore we take some arbitrary large G ∈ N and repeat the proof
of (1.19). Observe that because of L(N,G) = o(N) instead of (3.34) we get
|γ′j |, |δ′j | = o
(
η−1C1+ηd,G K
2(1+η)
)
and instead of (3.35) we also have∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1
E[Sk|Fk−1]
∣∣∣∣∣
∣∣∣∣∣
2
= o
(
η−1C1+ηd,G K
1+η
)
+ Cη−1.
With Lemma 3.1 and (3.20), (3.24), (3.25), (3.29), (3.32), (3.35) and (3.36) we observe
sup
t
∣∣∣∣∣P
(
K+1∑
k=1
Xk ≤ skt
)
− Φ(t)
∣∣∣∣∣ ≤ h(K)
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for some positive function h with limK→∞ h(K) = 0. Take η = 3/5 and ε = G−1/6 Then
together with (3.23) for sufficiently large N we observe∣∣∣∣∣P
(
N∑
k=1
f(Mnx) ≤ tσN
)
− Φ(t)
∣∣∣∣∣ ≤ h(N) + CG−1/6 (3.37)
for some constant C > 0 which depends only on q and d. Since G can be chosen arbitrary,
we have shown (1.18) which concludes the proof of Theorem 1.1.
4 Proof of Theorem (1.2)
The following Theorem due to Strassen plays an important part in the proof of Theorem
1.2.
Theorem 4.1 ([1, Lemma 2.1],[21, Corollary 4.5]) Let (Xk,Fk, k ≥ 1) be a mar-
tingale differences sequence with finite fourth moments, set VK =
∑K
k=1 E[X
2
k |Fk] and
assume V1 > 0 and VK →∞ for K →∞. Furthermore assume
lim
K→∞
VK
bK
= 1 a.s.
for some sequence (bK)K≥1 of positive numbers, and
∞∑
K=1
log(bK)
10
b2K
E[X4K ] <∞.
Then we have
lim sup
K→∞
∑K
k=1Xk√
2bK log(log(bK))
= 1 a.s.
We shall prove Theorem 1.2 by using this result which ensures the Law of the Iterated
Logarithm for a martingale differences sequence under certain conditions. Therefore we
define the martingale differences sequence in the same way as in the proof of Theorem
1.1, i.e. Xk =
∑
n∈∆k ϕn(x) where the sums are taken over a certain long blocks ∆k with
small gaps between two consecutive blocks. Furthermore the functions ϕn are piecewise
constant functions which are used to approximate the trigonometric polynomials induced
by the low-frequency part of f . Thus we need to give bounds for the remaining parts,
i.e. the small blocks between two consecutive long blocks as well as the high-frequency
part of f . Upper bounds shall be given by the following Lemma which proof is mainly
based on [23] and [18] where a similar result was obtained for the one-dimensional case.
Lemma 4.2 Let (Mn)n≥1 be a lacunary sequence of non-singular matrices satisfying
the Hadamard gap condition (1.4) . Let f be a bounded periodic function of finite total
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variation in the sense of Hardy and Krause satisfying E[f ] = 0 and 0 < ||f ||2 ≤ 1. Then
we have
lim sup
N→∞
∣∣∣∑Nn=1 f(Mnx)∣∣∣√
2N log(log(N))
≤ C||f ||1/42 a.e.
for an absolute constant C > 0 depending only on q.
Proof. For some integers R,S ∈ N set F (R,S, x) =
∣∣∣∑R+Sn=1+S f(Mnx)∣∣∣. Furthermore for
m = max{l ∈ N : 2l ≤ N} we have
F (0, N, x)√
2N ||f ||1/22 log(log(N))
≤ F (0, 2
m, x)√
2 · 2m||f ||1/22 log(log(2m))
+
m−1∑
l=⌈m/3⌉
F
(
2m + µl+12
l+1, δl2
l, x
)√
2 · 2m||f ||1/22 log(log(2m))
+
F
(
2m + µ⌈m/3⌉2⌈m/3⌉, N∗, x
)√
2 · 2m||f ||1/22 log(log(2m))
(4.1)
where µl ∈ {0, . . . , 2m−l − 1} and δl ∈ {0, 1} for all l and the integer N∗ is given by
N∗ = N − 2m − µ⌈m/3⌉2⌈m/3⌉. Let φ(K) =
√
2K log(log(K)). Now define the sets
D(m) =
{
|F (0, 2m, x)| > 16C1||f ||1/42 φ(2m)
}
,
E(m, l, µl+1) =
{∣∣∣F (2m + µl+12l+1, 2l, x)∣∣∣ > 16C1 · 2(l−m)/6||f ||1/42 φ(2m)} ,
for some absolute constant C1 > 0 to be specified later. We are now going to show that
for any ε > 0 there exists some m0 ∈ N such that
P

 ⋃
m≥m0

D(m) ∪ m−1⋃
l=⌈m/3⌉
2m−l−1−1⋃
µl+1=0
E(m, l, µl+1)



 < ε. (4.2)
In order to show this inequality we apply the following inequality for suitable choices of
R, R′, S, Z and α:
P
(∣∣∣∣∣
R+S∑
n=1+S
f(Mnx)
∣∣∣∣∣ > Z||f ||1/42 √2R log(log(R′))
)
≤ 4C2
Z2||f ||1/22 Rα/2 log(log(R′))
+ e−Z/4C1·||f ||
−1/2
2 log(log(R
′)), (4.3)
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with C2 = C3(log(d) + 1) where (2.8) is satisfied with C = C3. Let pRα be the R
αth
Feje´r mean of f and let rRα = f − pRα . We obtain
P
(∣∣∣∣∣
R+S∑
n=1+S
f(MNx)
∣∣∣∣∣ > Z||f ||1/42 √2R log(log(R′))
)
≤P
(∣∣∣∣∣
R+S∑
n=1+S
pRα(Mnx)
∣∣∣∣∣ > Z2 ||f ||1/42 √2R log(log(R′))
)
+ P
(∣∣∣∣∣
R+S∑
n=1+S
rRα(Mnx)
∣∣∣∣∣ > Z2 ||f ||1/42 √2R log(log(R′))
)
.
(4.4)
Using Lemma 2.2 and 2.3 and also Chebyshev’s inequality the second part can be esti-
mated by
P
(∣∣∣∣∣
R+S∑
n=1+S
rRα(Mnx)
∣∣∣∣∣ > Z2 ||f ||1/42 √2R log(log(R′))
)
≤
2E
[(∑R+S
n=1+S rRα(Mnx)
)2]
Z2/4 · 2||f ||1/22 R log(log(R′))
≤ 4C2 log(d)
Z2||f ||1/22 · Rα/2 log(log(R′))
.
(4.5)
In order to estimate the first term on the right-hand side of (4.4) we apply the techniques
used in the proof of Lemma 2.5. We shall show∫
[0,1)d
exp
(
κR
R+S∑
n=1+S
pRα(Mnx)
)
dx ≤ eC1κ2R||f ||2R (4.6)
for large enough R, suitable κR and some absolute constant C1 > 0. Therefore we set
κR =
1
4C1
√
2 log(log(R′))
R
and P = ⌊R1/6α⌋ for some α ≥ 1 as well as l = ⌊R/2P ⌋. Without loss of generality we
may assume κRP ||f ||∞ ≤ 1. Again we define
Um(x) =
P (m+1)+S∑
n=Pm+1+S
pRα(x).
By Cauchy-Schwarz inequality we obtain∫
[0,1)d
exp
(
κR
R+S∑
n=1+S
pRα(Mnx)
)
dx ≤ I(κR, l)1/2I ′(κR, l)1/2
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where I(κR, l) and I
′(κR, l) are defined similarly as in the proof of Lemma 2.5. Since
|κRU2m(x)| ≤ κRP ≤ 1 we estimate I(κR, l) by using ez ≤ 1 + z + z2 which holds for
|z| ≤ 1. Thus we get
I(κR, l) ≤
∫
[0,1)d
l−1∏
m=0
(1 + κRU2m(x) + κ
2
RU2m(x)
2) dx.
We define
V2m(x) =
(2m+1)P+S∑
n,n′=2Pm+1+S
∑
1≤||j||∞,||j′||∞≤Rα,
||MTn j+MTn′j′||∞<||MTm′ ||∞
T+(j, j′, n, n′, x)
+
∑
1≤||j||∞,||j′||∞≤Rα,
||MTn j−MTn′j′||∞<||MTm′ ||∞
T−(j, j′, n, n′, x)
(4.7)
where T+ and T− are defined similarly as in (3.26) and m′ = ⌊2Pm + S − α logq(R)⌋.
It is easy to see that because of Lemma 2.4 for any n, n′ and j there exists at most
one j′ such that ||MTn j ± MTn′j′||∞ < ||MTm′ ||∞. Furthermore for any n and n′ with
||j||∞, ||j′||∞ ≤ 1/2 · q|n−n′| we have
||MTn j ±MTn′j′||∞ ≥
1
2
q|n−n
′|||MTmin(n,n′)||∞ ≥ ||MTm′ ||∞
where the second inequality follows for some R large enough. We conclude that for
||MTn j ±MTn′j′||∞ < ||MTm′ ||∞ we have max(||j||∞, ||j′||∞) > 1/2 · q|n−n
′|. Therefore by
Cauchy-Schwarz inequality and an argumentation similar as in the proof of Lemma 2.2
we observe
|V2m(x)| ≤ C
(2m+1)P+S∑
n,n′=2Pm+1+S
||pRα ||2d1/2q−|n−n′|/2 ≤ Cd1/2||f ||2P
for some constant C > 0. Define W2m(x) = U
2
2m(x)− V2m(x). Then we have
κRU2m(x) + κ
2
RW2m(x)
=
∑
||MT
m′
||∞≤||j||∞≤2Rα||MT(2m+1)P ||∞
αj cos(2pi〈j, x〉) + βj sin(2pi〈j, x〉)
with suitable αj ,βj for all j ∈ Zd\{0}. Now for 0 ≤ k ≤ m let j2k be any frequency
vector of the trigonometric polynomial Cd1/2P + κRU2k(x) + κ
2
RW2k(x). If R is large
enough such that P > logq(R
α) + logq(3R
α) then with a similar argumentation as in
(2.21) we get
∑m
k=0 j2k 6= 0 for j2m 6= 0. We observe
I(κR, l) ≤
∫
[0,1)d
l−1∏
m=0
(
1 + Cd1/2κ2R||f ||2P + κRU2m(x) + κ2RW2m(x)
)
dx
≤
∫
[0,1)d
(1 + Cd1/2κ2R||f ||2P ) dx.
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Therefore (4.6) follows immediately with some constant C1 > 1 which depends on q and
d. Then by Markov’s inequality we observe
P
(∣∣∣∣∣
R+S∑
n=1+S
pRα(Mnx)
∣∣∣∣∣ > Z2 ||f ||1/42 √2R log(log(R′))
)
≤ 2
E
[
exp
(
κR
∑R+S
n=1+S pRα(Mnx)
)]
exp
(
κRZ/2 · ||f ||1/42
√
2R log(log(R′))
)
≤ 2 exp
(
C1κ
2
R||f ||2R− κR
Z
2
||f ||1/42
√
2R log(log(R′))
)
≤ 2 exp
(
−Z log(log(R
′))
4C1||f ||1/22
)
(4.8)
where the last line follows by
C1κ
2
R||f ||2R ≤ κR
Z
4
||f ||1/42
√
2R log(log(R′))
for ||f ||2 ≤ 1 and Z ≥ 1. Now take R = R′ = 2m, S = 0, Z = 16C1 and α = 2. Then we
have
P(D(m)) ≤ C2
256C21 ||f ||1/22 2m log(log(2m))
+ e−4·log(log(2
m)).
It is easy to see that for any ε > 0 there is an m0 ∈ N such that∑
m≥m0
P(D(m)) ≤
∑
m≥m0
C · 2−m +
∑
m≥m0
(log(2) ·m)−4 ≤ ε
2
. (4.9)
To estimate P(E(m, l, µl+1)) we take R = 2
l, R′ = 2m, S = 2m + µl+12l+1, α = 2 and
Z = 16C12
(m−l)/3. First observe
P (E(m, l, µl+1)) = P
(
F (2m + µl+12
l+1, 2l, x) > Z||f ||1/42
√
2 · 2l log(log(2m))
)
≤ C2||f ||
−1/2
2
256C212
2(m−l)/32l log(log(2m))
+ e−4·2
(m−l)/3 log(log(2m)).
We have
∑
m≥m0
m−1∑
l=⌈m/3⌉
2m−l−1−1∑
µl+1=0
C2||f ||−1/22
256C212
2(m−l)/32l log(log(2m))
≤ C
∑
m≥m0
2m/3
m−1∑
l=⌈m/3⌉
2−4l/3 ≤ C
∑
m≥m0
2(1/3−4/9)m ≤ ε
4
(4.10)
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for m0 sufficiently large. Furthermore we obtain
∑
m≥m0
m−1∑
l=⌈m/3⌉
2m−l−1−1∑
µl+1=0
exp
(
−4 · 2(m−l)/3 log(log(2m))
)
=
∑
m≥m0
m−1∑
l=⌈m/3⌉
exp
((
(m− l − 1) log(2)
log(log(2m))
− 4 · 2(m−l)/3
)
log(log(2m))
)
≤
∑
m≥m0
m−1∑
l=⌈m/3⌉
exp
(
−2 · 2(m−l)/3 log(log(2m))
)
≤
∑
m≥m0
⌊2m/3⌋∑
ν=1
exp
(
−2 · 2ν/3 log(log(2m))
)
≤
∑
m≥m0
∞∑
ν=2
exp(−ν log(log(2m))) ≤ C
∑
m≥m0
(m log(2))−2 ≤ C
m0
≤ε
4
.
(4.11)
Inequalities (4.9), (4.10) and (4.11) yield (4.2). With help of this inequality we know
that for any ε > 0 there is an N0 ∈ N such that by (4.1) for each N ≥ N0 we have∣∣∣∑Nn=1 f(Mnx)∣∣∣
||f ||1/42
√
2N log(log(N))
≤ 8C1
(
1 +
∞∑
l=1
2−l/6
)
+
||f ||∞
N1/6
on a set of measure which is bounded from below by 1− ε. Thus we obtain
lim sup
N→∞
∣∣∣∑Nn=1 f(Mnx)∣∣∣√
2N log(log(N))
≤ C||f ||1/42 a.e.
for some absolute constant C which concludes the proof.
Proof of Theorem 1.2. In order to proof the Theorem we repeat the prove of (3.36). But
here we take some arbitrary fixed integer G which is sufficiently large and without loss
of generality we may assume N ≥ d−1G. Observe that for fixed G the definition of the
blocks ∆′k and ∆k and therefore also the definition of the random variables (Xk)k≥1 does
not depend on N . We use L(N,G) = O(N/(log(N))1+ε) where the implied constant may
depend on G. Therefore instead of (3.36) we get
||VK − s2K ||2 ≤ c
K1+η
(log(K))(1+ε)/2
,
where c > 0 as in the remainder of this proof denotes a constant depending on q, d
and G which may vary from line to line. In the remainder of this proof we follow the
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ideas used in [1] and [4]. Now we define a new probability space by taking the product
of [0, 1)d on which Xk is defined and another probability space on which independent
random variables ξ1, ξ2, . . . with P(ξn = −1) = P(ξn = 1) = 1/2 for all n ∈ N are
defined. For any k ∈ N we put Ξk =
∑
n∈∆k ξk. For m ∈ N we define a martingale
differences sequence (X˜m,k, F˜k) by taking the σ-field F˜k = Fk×σ(Ξ1, . . . ,Ξk) and setting
X˜m,k = Xk + Ξk/m. We further put s˜
2
K = s
2
K +
∑K
k=1 |∆k|/m2. With (3.4) we get
||X4k −Y 4k ||∞ ≤ ||X2k −Y 2k ||∞ · ||X2k +Y 2k ||∞ ≤ c|∆k|4k−(1+2η) ≤ c|∆k|2 for some constant
c > 0. By Lemma 2.5 we have E[X˜4m,k] ≤ E[Y 4k ] + ||Y 4k − X4k ||∞ + ckη ≤ c|∆k|2.
Furthermore we obtain E[X˜2m,k|F˜k] = E[X2k |Fk] + |∆k|/m2. Thus we have
V˜K =
K∑
k=1
E[X˜2m,k|F˜k] = VK +
1
m2
K∑
k=1
|∆k| ≥ 1
m2
K∑
k=1
|∆k|
and
||V˜K − s˜2K ||2 ≤ c
K1+η
(log(K))(1+ε)/2
. (4.12)
We now are going to show
V˜K = s˜
2
K + o
(
s˜2K
(
log
(
s˜2K
))−ε/4)
a.s. (4.13)
Since ςK = s
2
K − s2K−1 ≤ cKη we have c1K1+η ≤ s˜2K ≤ c2K1+η for constants c1, c2 > 0
which depend on q, d and G. We also get s2K ′ − s2K ≤ c2(K ′)η(K ′−K) and furthermore
s˜2K ′ − s˜2K ≤ c2(K ′)η(K ′−K) for K ′ ≥ K. Set α = 1− ε/2+ ε2/4 and define Kl = ⌊2l
α⌋.
Then we have
Kl+1
Kl
= 1 +O(lα−1) = 1 +O((log(Kl))(α−1)/α) = 1 + o((log(Kl))−ε/4)
resp.
|Kl+1 −Kl| = o(Kl(log(Kl))−ε/4).
We obtain
0 ≤ s˜2Kl+1 − s˜2Kl ≤ c2Kηl+1(Kl+1 −Kl) = Kηl+1 · o
(
Kl(log(Kl))
−ε/4
)
= o
(
K1+ηl (log(Kl))
−ε/4
)
= o
(
s˜2Kl(log(Kl))
−ε/4
)
or
s˜2Kl+1
s˜2Kl
= 1 + o
(
(log(Kl))
−ε/4
)
.
Since
∞∑
l=1
P
(∣∣∣V˜Kl − s˜2Kl∣∣∣ > s˜2Kl(log(Kl))−ε/4)
≤ 2
∞∑
l=1
E

( V˜Kl − s˜2Kl
s˜2Kl(log(Kl))
−ε/4
)2 ≤ c ∞∑
l=1
(log(Kl))
−1−ε/2 <∞
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by Borel-Cantelli-Lemma we have∣∣∣V˜Kl − s˜2Kl∣∣∣ = o(s˜2Kl(log(Kl))−ε/4) a.s.
For Kl ≤ K < Kl+1 we have(
V˜Kl − s˜2Kl
)
+
(
s˜2Kl − s˜2Kl+1
)
≤ V˜K − s˜2K ≤
(
V˜Kl+1 − s˜2Kl+1
)
+
(
s˜2Kl+1 − s˜2Kl
)
.
Therefore we have proved (4.13). By Lemma 2.5 we get E
[
X˜4m,K
]
≤ c|∆K |2 ≤ cK2η.
Thus we have
∞∑
K=1
(log(s˜2K))
10
(s˜2K)
2
E
[
X˜4m,K
]
≤ c
∞∑
K=1
(log(K))10
K2
<∞. (4.14)
Now we apply Theorem 4.1. Therefore we get
lim sup
K→∞
∣∣∣∑Kk=1 X˜m,k∣∣∣√
2s˜2K log(log(s˜
2
K))
= 1 a.s. (4.15)
By Lemma 2.3 for any N ∈ N we see that
∣∣∣∣∣ 1√N
∣∣∣∣∣
∣∣∣∣∣
N∑
n=1
f(Mnx)
∣∣∣∣∣
∣∣∣∣∣
2
− 1√
N
∣∣∣∣∣
∣∣∣∣∣
N∑
n=1
p(Mnx)
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
≤ 1√
N
∣∣∣∣∣
∣∣∣∣∣
N∑
n=1
r(Mnx)
∣∣∣∣∣
∣∣∣∣∣
2
≤ C(log(d)||r||22 + ||r||2)1/2
for some absolute constant C > 0 which depends only on q. Therefore we get∣∣∣∣∣∣Σf,Mn − lim supN→∞ 1N
∫
[0,1)d
(
N∑
n=1
p(Mnx)
)2
dx
∣∣∣∣∣∣
≤C
(
Σ
1/2
f,Mn
+ (log(d)||r||22 + ||r||2)1/2
) (
log(d)||r||22 + ||r||2
)1/2
≤Cd1/2 log(d)G−1/2
for some absolute constant C > 0 which only depends on q. A similar estimate holds for
lim inf. We obtain
lim sup
K(N)→∞
s˜2K log(log(s˜
2
K))
s2K log(log(s
2
K))
≤
lim supK(N)→∞ s2K(N)/N + 1/m
2
lim infK(N)→∞ s2K(N)/N
≤ Σf,Mn +Cd
1/2 log(d)G−1/2 + 1/m2
Σf,Mn − Cd1/2 log(d)G−1/2
.
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Hence by (4.15) we have
lim sup
K→∞
∣∣∣∑Kk=1 X˜m,k∣∣∣√
2s2K log(log(s
2
K))
≤
√
Σf,Mn +Cd
1/2 log(d)G−1/2 + 1/m2
Σf,Mn − Cd1/2 log(d)G−1/2
a.s. (4.16)
Observe that there is a similar lower bound for the term on the left-hand side. By
definition of X˜m,k we get∣∣∣∣∣∣
∣∣∣∑Kk=1Xk∣∣∣√
2s2K log(log(s
2
K))
−
∣∣∣∑Kk=1 X˜m,k∣∣∣√
2s2K log(log(s
2
K))
∣∣∣∣∣∣ ≤
∣∣∣∑Kk=1 Ξk∣∣∣
m
√
2s2K log(log(s
2
K))
.
Therefore simple calculation shows that
∣∣∣∣∣∣ lim supK(N)→∞
∣∣∣∑Kk=1Xk∣∣∣√
2s2K log(log(s
2
K))
− lim sup
K(N)→∞
∣∣∣∑Kk=1 X˜m,k∣∣∣√
2s2K log(log(s
2
K))
∣∣∣∣∣∣
≤ lim sup
K(N)→∞
∣∣∣∑Kk=1 Ξk∣∣∣
m
√
2s2K log(log(s
2
K))
. (4.17)
Since
∑K
k=1 Ξk is the sum of independent random variables we have
lim sup
K(N)→∞
∣∣∣∑Kk=1 Ξk∣∣∣
m
√
2s2K log(log(s
2
K))
≤
√
Σf,Mn + Cd
1/2 log(d)G−1/2
m
√
Σf,Mn − Cd1/2 log(d)G−1/2
. (4.18)
Because this inequality holds for any integer m by (4.16), (4.17) and (4.18) we get
√
Σf,Mn − Cd1/2 log(d)G−1/2
Σf,Mn + Cd
1/2 log(d)G−1/2
≤ lim sup
K(N)→∞
∣∣∣∑Kk=1Xk∣∣∣√
2s2K log(log(s
2
K))
≤
√
Σf,Mn +Cd
1/2 log(d)G−1/2
Σf,Mn −Cd1/2 log(d)G−1/2
a.e.
Observe that∣∣∣∣∣
N∑
n=1
p(Mnx)
∣∣∣∣∣ ≤
∣∣∣∣∣
K∑
k=1
Xk
∣∣∣∣∣+
∣∣∣∣∣
K∑
k=1
(Xk − Yk)
∣∣∣∣∣+
∣∣∣∣∣
K∑
k=1
Y ′k
∣∣∣∣∣+
∣∣∣∣∣∣
N∑
n=N˜+1
p(Mnx)
∣∣∣∣∣∣ (4.19)
where K is defined such that N ∈ ∆′K+1 ∪ ∆K+1 and Nˆ =
∑K
k=1 |∆′k| + |∆k|. By
using N − Nˆ ≤ cNη/(1+η) we have |∑N
k=Nˆ+1
p(Mnx)| ≤ cNη/(1+η). By (3.6) we have
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|∑Kk=1(Xk − Yk)| ≤ c. To estimate |∑Mk=1(Y ′k)| we apply Lemma 4.2 and obtain∣∣∣∣∣
K∑
k=1
Y ′k
∣∣∣∣∣ ≤ C||p||1/42
√
N1/(1+η) log(N) log(log(N1/(1+η) log(N))) ≤ cN1/(2+2η) log(N)2.
(4.20)
Plugging these estimates into (4.19) gives∣∣∣∣∣
N∑
n=1
p(Mnx)
∣∣∣∣∣ ≤
∣∣∣∣∣
K∑
k=1
Xk
∣∣∣∣∣+ cN1/(2+2η) log(N)2.
Since s2K ≥ cN we have
|∑Nn=1 p(Mnx)|√
2s2K log(log(s
2
K))
≤
∣∣∣∑Kk=1Xk∣∣∣√
2s2K log(log(s
2
K))
+ c
log(N)2
Nη/(2+2η)
.
It follows that
lim sup
N→∞
|∑Nn=1 p(Mnx)|√
2s2K log(log(s
2
K))
≤ lim sup
K(N)→∞
∣∣∣∑Kk=1Xk∣∣∣√
2s2K log(log(s
2
K))
+ lim sup
N→∞
c
log(N)2
Nη/(2+2η)
≤
√
Σf,Mn + Cd
1/2 log(d)G−1/2
Σf,Mn − Cd1/2 log(d)G−1/2
a.e.
Similar arguments yield
lim sup
N→∞
|∑Nn=1 p(Mnx)|√
2s2K log(log(s
2
K))
≥
√
Σf,Mn −Cd1/2 log(d)G−1/2
Σf,Mn +Cd
1/2 log(d)G−1/2
a.e.
By a similar argumentation as in (3.21) we have
Σf,Mn − Cd1/2 log(d)G−1/2 ≤ lim
N→∞
s2K
N
= lim
N→∞
σ2N
N
≤ Σf,Mn + Cd1/2 log(d)G−1/2
and we observe
Σf,Mn − Cd1/2 log(d)G−1/2√
Σf,Mn + Cd
1/2 log(d)G−1/2
≤ lim sup
N→∞
|∑Nn=1 p(Mnx)|√
2N log(log(N))
≤ Σf,Mn + Cd
1/2 log(d)G−1/2√
Σf,Mn − Cd1/2 log(d)G−1/2
a.e.
(4.21)
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By Lemma 4.2 for almost any x we get
lim sup
N→∞
∣∣∣∑Nn=1 f(Mnx)∣∣∣√
2N log(log(N))
≤ lim sup
N→∞
∣∣∣∑Nk=1 p(Mnx)∣∣∣√
2N log(log(N))
+ lim sup
N→∞
∣∣∣∑Nn=1 r(Mnx)∣∣∣√
2N log(log(N))
≤ Σf,Mn + Cd
1/2 log(d)G−1/2√
Σf,Mn − Cd1/2 log(d)G−1/2
+ C||r||1/42
≤ Σf,Mn + Cd
1/2 log(d)G−1/2√
Σf,Mn − Cd1/2 log(d)G−1/2
+ C(dG−1)1/8
and also
lim sup
N→∞
∣∣∣∑Nn=1 f(Mnx)∣∣∣√
2N log(log(N))
≥ Σf,Mn − Cd
1/2 log(d)G−1/2√
Σf,Mn + Cd
1/2 log(d)G−1/2
− C(dG−1)1/8.
Since G can be chosen arbitrary large, we finally observe that
lim sup
N→∞
∣∣∣∑Nn=1 f(Mnx)∣∣∣√
2N log(log(N))
=
√
Σf,Mn a.e. (4.22)
which concludes the proof.
5 Proof of Theorem (1.3)
The proof of this Theorem is mainly based on [18], [10] and [1]. We only show the Law
of the Iterated Logarithm for D∗N , the proof of the Law of the Iterated Logarithm for
DN is essentially the same. For some integer h > 0 and β ∈ [0, 1)d set βh such that
βh,i ≤ βi < βh,i + 2−h and βh ∈ Bh = {β ∈ [0, 1)d : 2hβi ∈ {0, . . . , 2h − 1}, i = 1, . . . , d}.
Furthermore set [α, β) = [0, β)\[0, α) for α, β ∈ [0, 1)d with αi ≤ βi for all i ∈ {1, . . . , d}.
Let fβ(x) = 1[0,β)(x) − λ([0, β)) denote the centered indicator function on [0, β) and
fα,β(x) = 1[α,β)(x) − λ([α, β)) the centered indicator function on [α, β). Now choose
some arbitrary fixed integer L > 0. We have
D∗N (M1x, . . . ,MNx) = sup
β∈[0,1)d
∣∣∣∣∣
∑N
n=1 fβ(Mnx)
N
∣∣∣∣∣
≤ max
βL∈BL
∣∣∣∣∣
∑N
n=1 fβL(Mnx)
N
∣∣∣∣∣+ supβ∈[0,1)d
∣∣∣∣∣
∑N
n=1 fβL,β(Mnx)
N
∣∣∣∣∣ .
(5.1)
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Then, since L can be chosen arbitrary large, (1.22) is shown if we prove
lim sup
N→∞
max
βL∈BL
∣∣∣∑Nn=1 fβL(Mnx)∣∣∣√
2N log(log(N))
=
1
2
a.e. (5.2)
and
lim sup
N→∞
sup
β∈[0,1)d
∣∣∣∑Nn=1 fβL,β(Mnx)∣∣∣√
2N log(log(N))
≤ C2−L/8 a.e. (5.3)
for some constant C depending only on d. For fβL by the second part of Lemma 2.3 we
obtain limN→∞ σ2N/N = ||fβL ||22 = λ([0, βL)) − λ([0, βL))2 ≤ 1/4 where equality holds
for λ([0, βL)) = 1/2. By Theorem 1.2 we have
lim sup
N→∞
max
βL∈BL
∣∣∣∑Nn=1 fβL(Mnx)∣∣∣√
2N log(log(N))
= max
βL∈BL
lim sup
N→∞
∣∣∣∑Nn=1 fβL(Mnx)∣∣∣√
2N log(log(N))
= max
βL∈BL
||fβL ||2 =
1
2
a.e.
(5.4)
Now we are going to prove (5.3). For some given N we set H = ⌈m/2 + log2(d)⌉ where
m = max{l ∈ Z : 2l ≤ N}. Without loss of generality we may assume H > L. It is easy
to see that for any x ∈ [0, 1)d we have
1[0,βH)(x) ≤ 1[0,β)(x) ≤ 1[0,βH+1)(x)
where for convenience we set βH+1 such that βH+1,i = βH,i+2
−H for all i ∈ {1, . . . , d}d.
Therefore we get
1[0,βH)(x)− λ([0, βH ))− d · 2−H ≤ 1[0,β)(x)− λ([0, β))
≤ 1[0,βH+2−H )(x)− λ([0, βH + 2−H)) + d · 2−H .
Thus we obtain∣∣∣∣∣
N∑
n=1
1[0,β) − λ([0, β))
∣∣∣∣∣ ≤ ∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
∣∣∣∣∣
N∑
n=1
ϕJ,h(x)
∣∣∣∣∣+ d2−HN. (5.5)
Here the sum is taken over all non-empty subsets J of I = {1, . . . , d} and ϕJ,h denotes
the centered indicator function on the set∏
i∈I\J
[0, βL,i)×
∏
i∈J
[βhi−1,i, βhi,i)
for any h ∈ {L + 1, . . . ,H + 1}|J |. Now with FϕJ,h(R,S, x) =
∣∣∣∑R+Sn=1+S ϕJ,h(Mnx)∣∣∣ we
have∣∣∣∣∣
N∑
n=1
ϕJ,h(x)
∣∣∣∣∣ ≤ FϕJ,h(0, 2m, x) +
m−1∑
l=⌈m/3⌉
FϕJ,h(2
m + µl+12
l+1, 2l, x) + CN1/3. (5.6)
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As we shall later show the system of inequalities
FϕJ,h(0, 2
m, x) ≤ 16C1||ϕJ,h||1/42
√
2 · 2m log(log(2m)),
FϕJ,h(2
m + µl+12
l+1, 2l, x) ≤ 16C12(l−m)/6||ϕJ,h||1/42
√
2 · 2m log(log(2m))
(5.7)
holds for all m ≥ m0, l ∈ {⌈m/3⌉, . . . ,m − 1}, J ⊂ I, h ∈ {L + 1, . . . ,H + 1}|J | with
H = ⌈m/2 + log2(d)⌉ and β ∈ [0, 1)d on a set of measure which is bounded from below
by 1− ε where ε > 0 can be chosen arbitrary and m0 depends on the choice of ε. Simple
calculation shows
1
2
∏
i∈I\J
ci2
−L∏
i∈J
2−hi ≤ ||ϕJ,h||22 ≤
∏
i∈I\J
ci2
−L∏
i∈J
2−(hi−1). (5.8)
where ci = 2
LβL,i ∈ {0, . . . , 2L − 1} for all i ∈ I\J . Therefore we have∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
||ϕJ,h||1/42 ≤ C
∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
∏
i∈I\J
(ci2
−L)1/8
∏
i∈J
2−hi/8
≤ C
∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
∏
i∈J
2−hi/8
≤ C
∑
J⊂I,
J 6=∅
2−L/8 ≤ C · 2−L/8
(5.9)
where the constant C > 0 depends only on d. Furthermore we have 1 +
∑∞
l=1 2
−l/6 ≤ C
for some absolute constant C > 0. Combining (5.5), (5.6), (5.7) and (5.9) we finally
obtain (5.3). Thus it remains to show (5.7). To prove (5.7) we apply the techniques
used in the proof of Lemma 4.2. Since (5.7) shall hold for any function ϕJ,h we first
encounter all possible choices for given J and h. We set h′i = hi for hi ≤ H and h′i = H
for hi = H + 1. Therefore by definition ϕJ,h is a centered indicator function on a set of
the form ∏
i∈I\J
[0, 2−Lci)×
∏
i∈J
[2−(hi−1)ai, 2−(hi−1)ai + 2−h
′
i)
with c ∈ {1, . . . , 2L}|I\J | and a ∈ ∏i∈J{0, . . . , 2hi−1 − 1}. Thus each choice of c and a
defines a function which we denote by ϕ
(c,a)
J,h . We define the sets
D(m,J, h, c, a)
=
{
F
ϕ
(c,a)
J,h
(0, 2m, x) > 16C1||ϕ(c,a)J,h ||1/42 φ(2m)
}
,
E(m, l, µl+1, J, h, c, a)
=
{
F
ϕ
(c,a)
J,h
(2m + µl+12
l+1, 2l, x) > 16C1 · 2(l−m)/6||ϕ(c,a)J,h ||1/42 φ(2m)
}
,
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where φ(K) =
√
2K log(log(K)). Now we are going to prove that for any ε > 0 there
is some integer m0 such that the union of all these sets with m ≥ m0 has total measure
which is bounded from above by ε. This shall be done by estimating the measure of
each set with the help of (4.3). We take the same choices for S, R, R′ and Z as in (4.9),
(4.10) and (4.11) but we take α = 4d+ 6. It is enough to prove
∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
∑
c∈{1,...,2L}|I|−|J|
∑
a∈∏i∈J{0,...,2hi−1−1}
e−4·2
(m−l)/3||ϕ(c,a)J,h ||
−1/2
2 log(log(2
m))
≤ Ce−4·2(m−l)/3 log(log(2m)) (5.10)
for some absolute constant C > 0 depending only on d where the factor 2(m−l)/3 on the
right-hand side of the first line in the case of D(m,J, h, c, a) becomes 1 and∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
∑
c∈{1,...,2L}|I|−|J|
∑
a∈∏i∈J{0,...,2hi−1−1}
||ϕc,aJ,h||−1/22 ≤ C · 25/8·dm (5.11)
for some absolute constant C > 0 depending only on d. Then the conclusion follows by
similar arguments as in (4.9), (4.10) and (4.11). Observe that with α = 4d+ 6 we get
∑
m≥m0
m−1∑
l=⌈m/3⌉
2m−l−1−1∑
µl+1=0
4C2
256C21 (2
l)α/2 log(log(2m))
· C · 25/8·dm ≤ C
∑
m≥m0
2−dm/24 ≤ ε
4
for m0 sufficiently large and we get a similar replacement for the upper bounds on the
measure of the sets D(m,J, h, c, a). Without loss of generality we may assume L large
enough. Therefore for hi > L for all i ∈ I by (5.8) we have
∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
∑
c∈{1,...,2L}|I|−|J|
∑
a∈∏i∈J{0,...,2hi−1−1}
e−4·2
(m−l)/3||ϕ(c,a)J,h ||
−1/2
2 log(log(2
m))
≤
∑
J⊂I,
J 6=∅
2dL
∑
h∈{L+1,...,H+1}|J|
elog(2)·
∑
i∈J (hi−1)e−4·2
(m−l)/3
∏
i∈J 2
hi/4 log(log(2m))
≤
∑
J⊂I,
J 6=∅
2dL
∑
h∈{L+1,...,H+1}|J|
e−4·2
(m−l)/3
∏
i∈J 2
hi/8 log(log(2m)).
≤ C
∑
J⊂I,
J 6=∅
2dLe−4·2
(m−l)/3
∏
i∈J 2
L/8 log(log(2m))
≤ Ce−4·2(m−l)/3 log(log(2m))
(5.12)
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for some constant C depending only on d and thus (5.10) is proved. Moreover we have
∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
∑
c∈{1,...,2L}|I|−|J|
∑
a∈∏i∈J{0,...,2hi−1−1}
||ϕc,aJ,h||−1/22
≤
∑
J⊂I,
J 6=∅
∑
h∈{L+1,...,H+1}|J|
25/4·(|I|−|J |)L
∏
i∈J
25/4·hi
≤ C
∑
J⊂I,
J 6=∅
25/4·(|I|−|J |)L25/4·|J |H
≤ C · 25/8·dm
(5.13)
for some constant C > 0 depending only on d. Observe that the last line follows by
H ≤ m/2 + log2(d) + 1. Thus (5.11) is proved which finally concludes the proof of
Theorem 1.3.
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