Images taken with modern detectors require calibration via flat fielding to obtain the same flux scale across the whole image. One method for obtaining the best possible flat fielding accuracy is to derive a photometric model from dithered stellar observations. A large variety of effects have been taken into account in such modelling. Recently, Moehler et al. (2010) discovered systematic variations in available flat frames for the European Southern Observatory's FORS instrument that change with the orientation of the projected image on the sky. The effect on photometry is large compared to other systematic effects that have already been taken into account. In this paper, we present a correction method for this effect: a generalization of the fitting procedure of to include a polynomial representation of rotating flat fields. We then applied the method to the specific case of FORS2 photometric observations of a series of standard star fields, and provide parametrised solutions that can be applied by the users. We found polynomial coefficients to describe the static and rotating large-scale systematic flat-field variations across the FORS2 field of view. Applying these coefficients to FORS2 data, the systematic changes in the flux scale across FORS2 images can be improved by ∼1% to ∼2% of the total flux. This represents a significant improvement in the era of large-scale surveys, which require homogeneous photometry at the 1% level or better.
INTRODUCTION
The problem of the calibration of an ensemble of photometric data can be divided into two parts (Padmanabhan et al. 2008; Betoule et al. 2013 ): namely, a relative calibration, where all of the data are calibrated to the same photometric scale with arbitrary flux units, and an absolute calibration, where the photometric scale is calibrated into physical flux units (e.g. J m −2 s −1 ) via comparison to a particular object (or set of objects) with known magnitudes. The relative calibration can depend on a slew of parameters pertinent to how the photometric data were obtained (e.g. colour dependence, atmospheric transparency, detector coordinates, image quality, etc.) and, a priori, it is not always clear which set of parameters best describe the relative calibration. The additional step of absolute calibration boils down to the determination of an extra parameter (zero-point), to convert the measurements into physical flux units.
Early papers on photometric calibration methodology defined the modelling procedures required for a relative calibra-⋆ E-mail: lcoccato@gmail.com tion (Harris et al. 1981; Popper 1982; Reed & Fitzgerald 1982; Manfroid & Heck 1983; Honeycutt 1992) . These works considered photometric calibration models with relative zero-points, extinction, and colour terms combined with time dependence of the coefficients. They also considered the analysis of inhomogeneous observations of overlapping fields from potentially different detectors for a mix of standard and non-standard stars (i.e. non-variable stars with and without standard magnitudes, respectively).
The process of flat fielding is required to calibrate images taken with modern detectors. This is achieved in practice by observing a uniformly illuminated source such as the twilight sky or a flat-field screen. Images of the uniform source, called flat frames, then record the sensitivity variations of the combined telescope/camera/detector system including the high-spatial-frequency pixel-to-pixel variations and the lower-spatial-frequency variations caused by out-of-focus dust shadows etc. However, flat fielding performed in this way does not correct perfectly for the sensitivity variations, especially for the larger scale variations. This is usually due to undesired effects present in the flat frames such as central light (or sky) concentration or non-uniform illumination, but it may also be due to the different spectral energy distributions of the flat field source and the astronomical objects which are to be measured. Manfroid (1995) introduced the concept of performing a correction to the flat field calibration (referred to as an "illumination correction") by using the measured star magnitudes. By using the stars to perform (at least part of) the flat fielding, many of the problems with using flat frames are avoided. The illumination correction introduces terms into the photometric calibration model that are a function of detector coordinates. For the purposes of this paper, we refer to this as a static illumination correction.
With the advent of large-scale surveys which require homogeneous photometry at the 1% level or better, the size of photometric modelling problems has exploded. Padmanabhan et al. (2008) presented a photometric calibration model for Sloan Digital Sky Survey data on a scale many times larger than had been seen before with ∼3×10 7 calibration data points, ∼10 7 star mean magnitudes to be determined, and ∼2000 calibration parameters. The Supernova Legacy Survey followed suit (Regnault et al. 2009 ) and they also developed a tractable way of solving for all of the parameters in the photometric models, including the star mean magnitudes for the non-standard stars, by using a single-step in the least squares solution (see also Schlafly et al. 2012) . Most large surveys now regularly include all of the terms mentioned previously in the photometric model. In terms of photometric calibration modelling, a wide range of effects have already been considered in the literature, including relatively obscure effects that are only significant at the milli-magnitude level (e.g. intrapixel photometric sensitivity maps -Piterman & Ninkov 2002) .
However, what has not been discussed in the literature is how to include in the photometric calibration model a flat field correction that rotates with an instrument component. From now on we refer to this as a rotating illumination correction. The motivation for modelling a rotating illumination correction comes from the work of Moehler et al. (2010, Paper I) where they found that both of ESO's FOcal Reducer and low-dispersion Spectrographs (FORS, Appenzeller et al. 1998) instruments at the VLT produce twilight flats with a fixed large-scale structure component plus another large-scale structure that rotates with the field rotator; this rotating component was further tracked down to being caused by the Linear Atmospheric Dispersion Corrector (LADC). The rotating flat field structure has the potential to degrade the photometric accuracy by adding a large systematic error of up to ∼4% to broadband observations in the case of FORS. Although in Paper I we suggested several ad-hoc solutions to this problem, we did not consider including the correction in the photometric model. Our paper details how to include a static and rotating flat-field illumination correction in the photometric model for the first time while noting an important degeneracy for polynomials (Section 2). In Section 3 we use this photometric model to analyse FORS2 observations of standard star fields and derive flat-field correction maps that include both static and rotating illumination corrections. In Section 4, we describe a recipe for the user to follow, which accounts for the static and rotating illumination corrections determined in Section 3, in order to obtain improved FORS2 photometric measurements. We summarise our results in Section 5.
MODELLING STATIC AND ROTATING ILLUMINATION CORRECTIONS
In order to derive an illumination correction, the photometric data of a large number of stars observed many times need to be analysed.
A fit to such data is relatively easy when a linear model is sufficient to describe the relevant effects. Our goal is to expand the model of to accommodate static and rotating illumination corrections. A feature of the FORS2 instrument is that it includes two detectors that are simultaneously exposed and they rotate in the focal plane about a common axis. For our discussion below, we use the straight forward generalisation to an arbitrary number of detectors. However, we note that our method is limited to the case that the axis of rotation is known a priori. A fit of the rotation centre would lead to a non-linear model and is beyond the scope of our discussion. We therefore consider a set of N data magnitude measurements m i (indexed by i) taken from a set of N im images (indexed by r) that are obtained with detectors that are rigidly mounted on a common structure within an instrument. The N det detectors (indexed by k) of the instrument look through the same optical elements and are similar in terms of spectral sensitivity, and each image may come from any one detector. We assume that each observation obtained by the instrument generates N det images at the same epoch, and that the full set of images may include different pointings in the sky. The observations will include measurements of N obj objects (indexed by j). Our adopted indexing implies that the ith magnitude measurement in our photometric data sample belongs to the j(i)th object, the k(i)th detector, and the r(i)th image, where the adopted notation for j, k and r reflects the fact that these indices are functions of the index i. However, in the rest of this paper we use the simplified notation j, k and r for j(i), k(i) and r(i), respectively, in order to avoid confusion in our subscript notation.
Let M j denote the true instrumental magnitude of the jth object. We also adopt a single reference coordinate system (η, ξ) in the instrument focal plane that applies to all detectors so that each magnitude measurement has associated coordinates (η i , ξ i ).
Then we may write our photometric model as:
where m i is the model magnitude for the ith magnitude measurement and Z is the overall system zero-point. By setting ∆Z . Given a rotation angle θ anti-clockwise around the origin from the (η, ξ) coordinate system to the (η ′ , ξ ′ ) system, we have:
Our photometric model in Equation 1 has numerous potential degeneracies. For instance, if none of the M j are fixed (or known), then the overall zero-point Z becomes degenerate with the M j because adding a constant C to Z may be offset by subtracting C from all of the M j . Hence, one M j for one star should be fixed to an ar-bitrary value to set the (arbitrary) zero-point of the magnitude scale for the relative calibration. A convenient way to do this is to use the standard magnitude of a known standard star for the value of M j , which has the advantage that if other M j values need to be defined rather than fit in order to avoid model degeneracies, then this is possible in a consistent way by using more standard stars. Following on from this, to avoid degeneracies with the detector zero-point offsets ∆Z det k , for each detector pair there should be at least one standard star with known M j observed at least once on both detectors in the set of observations 1 . Degeneracies in the image zero-point offsets ∆Z im r may be avoided by always ensuring overlapping images and/or the presence of standard star measurements for each image.
In order to constrain the static illumination correction function ∆F stat , multiple observations of the same objects are required with different spatial offsets that cover a grid-like pattern over the two spatial dimensions. Similarly, in order to constrain the rotating illumination correction function ∆F rot , multiple observations of the same objects are required at different "rotation angles" (for whichever instrument/telescope component rotates relative to the detectors) and at different distances from the centre of rotation. This second requirement is important but not so obvious. For example, Hrudková et al. (2010) collected an imaging data set where the photometry reveals a sky-position-angle-dependent systematic error. However, the observations lacked spatial offsets relative to the centre of rotation and consequently we found that we could not apply the photometric modelling methodology outlined in this paper to their data. With rotations but no offsets, the annuli of the rotating illumination correction function are constrained, but the relative corrections between annuli remain unconstrained, and therefore the photometric modelling is a degenerate problem in this case.
Polynomials are a sensible choice of model for the spatial variation of both the static and rotating illumination corrections since these sensitivity variations are expected to vary smoothly on a relatively large scale (e.g. Paper I). Hence we adopt 2 :
where D stat and D rot are the degrees of the polynomials for the static and rotating illumination corrections, respectively, and a mn and b mn are the polynomial coefficients.
Substituting Equations 2 & 3 into Equation 5, and then substituting Equations 4 & 5 into Equation 1, defines the remaining parameters of our photometric model and renders the model as a linear model. However, as written above, some of the model parameters are degenerate because the circularly symmetric component of the illumination correction can be included in either the static or rotating correction. Formally, this is a consequence of the Pythagorean relation:
1 In fact, this constraint is somewhat stricter than necessary, but it is a simple constraint that serves our purpose later on.
2 Although using orthogonal polynomials would help improve the orthogonality of the fitting problem, this choice would not render the fitting problem as fully orthogonal because the dot products that define orthogonality and feature in the normal equations use inverse-variance weights (see later).
To remove this degeneracy without affecting the flexibility of the photometric model, it is sufficient to drop the polynomial terms (η ′ ) 2n for 1 n ⌊D rot /2⌋. The fitting of the photometric model to the data follows . Firstly, we write our photometric model using Kronecker delta functions:
where:
Then, with all of the free parameters present in the photometric model, we proceed to minimize the chi-squared:
where σ i is the uncertainty on the ith photometric measurement. The chi-squared minimization is achieved by constructing the normal equations for the general linear least squares problem (Press et al. 2007 ) and solving them using Cholesky factorization followed by forward and back substitution. Since the size of the matrix for the normal equations may become very large for large problems with data from many objects, we use the property that a sub-matrix in the normal equations is diagonal to render the problem tractable (see Appendix A of Regnault et al. 2009 or Section 2.3 of Bramich & Freudling 2012 for details). We also iterate the fitting procedure by rejecting measurements that lie more than √ ln N data · σ i away 3 from the fitted model (and further drop the object observations for which an object now has only a single observation). The iterative fitting is necessary because of the likely presence of variable sources and outlier photometric measurements, and it generally converges within a couple of iterations.
The whole fitting procedure is implemented in the IDL program fit photometric calibration.pro available as part of the DanIDL 4 library of routines.
APPLICATION OF THE PHOTOMETRIC MODEL TO FORS2 OBSERVATIONS OF STANDARD STAR FIELDS
In the following, we apply the photometric model described in Section 2 to a set of standard star fields observed with FORS2 as part of the nightly calibration plan.
Observations and reductions
We downloaded from the ESO archive 5 FORS2 imaging observations of standard star fields carried out with the B, V, R, and I ESO filters 6 . We limited our data selection to the time range between 1st November 2011 and 7th July 2013. The starting date coincides with when the new nightly calibration plan for FORS imaging was put into operations (see ; this plan was indeed defined in order to ensure that the spatial and angular offsets needed to constrain the model for the ∆F stat and ∆F rot illumination correction patterns are performed (see Section 2). The time interval was additionally split into two ranges using the epoch of the UT1-M1 mirror illumination and LADC re-alignment (31st May 2012 -11th June 2012) as a break-point. We will refer to these two time ranges as range A (1st November 2011 -30th May 2012) and range B (12th June 2012 -7th July 2013). Since such instrument interventions can modify the overall instrumental response and the shape of the illumination patterns that we want to study, we processed the data from the two time ranges independently.
We also imposed the following constraints on the instrument set-up for the data to be analysed: Standard Resolution Collimator, 2 × 2 pixel binning (i.e. spatial scale of 0.
′′ 25 per binned pixel), detectors CCID20-14-5-3 and CCID20-14-5-6 for chip 1 and chip 2, respectively. Collimator, binning mode, and detector name are indicated by the header keywords HIERARCH ESO INS COLL NAME, HIERARCH ESO DET WIN1 BINX/Y, and HIERARCH ESO DET CHIP1 ID, respectively.
According to the calibration plan, at the beginning of each night, two standard star fields from the Stetson catalogue 7 are observed; the first is observed at low airmass, the second at high airmass. If these observations indicate that the night is photometric, more standard star fields are observed during the night to check its photometric stability. Standard star fields are observed at different position angles on the sky, and with different telescope offsets from the nominal field coordinates (from 10 ′′ to 60 ′′ ). The data were reduced using the automatic FORS2 ESORex pipeline version 4.9.23 8 . The pipeline includes automatic identification of the stars, measurement of instrumental magnitudes, and cross-checking with the standard star catalogue. The identification of sources, and measurement of instrumental magnitudes within the FORS2 pipeline is performed with SExtractor (Bertin & Arnouts 1996) , which evaluates the local sky background and computes 10 ′′ diameter aperture photometry.
One fundamental difference with the standard data reduction cascade is that in our analysis we divided each master flat by its smooth large-scale component. This is created by applying a boxcar smoothing window (200×200 pixels) to the master flat frame while masking 2 sigma outliers (to avoid large variations within few pixels) and regions close to the edges of the illuminated area (to avoid spurious edge effects in the filtering). This new master flat, which contains only the pixel-to-pixel sensitivity variations, is used to calibrate the images. In this way, the large-scale sensitivity variations across the detectors are left unmodified in the photometric data. The aim of this paper is indeed to study these systematic sensitivity variations across the field-of-view using the photometric data, and to separate them into the contributions of the static (∆F stat ) and rotating (∆F rot ) illumination corrections defined in Section 2. 
Star identification
In our analysis we use the information from all detected stars in each observed field regardless of whether or not they have catalogued standard magnitudes.
Standard stars are identified by comparing the coordinates of the standard stars in Stetson's reference catalogue with those of all of the detected sources obtained using the frame WCS information. Then, more accurate coordinates and the frame astrometric solution are re-computed by minimizing the offsets in right ascension and declination between the standard stars' coordinates in the image and in the reference catalogue. We refer to the FORS2 pipeline reference manual for more details (see Footnote 8).
Other objects detected in our data are considered to be useful stars if they fulfill the following requirements:
• the object is detected in more than 3 images (to avoid spurious detections);
• the differences between the celestial coordinates of the object as measured in each image must be smaller than 1.
′′ 2 on the sky; • the object must have no other detected source within 3 ′′ ; • the object has a measured magnitude that is brighter than the 1st quartile of the magnitude histogram in each image (to avoid objects that are too faint).
The above requirements do not apply to standard stars.
Reference coordinate system
The (η, ξ) reference coordinate system that we used is defined as follows. Let x and y be the pixel coordinates on the calibrated images as reported by the FORS2 data reduction pipeline. The conversion between these coordinates and those of the archival raw images (i.e. not yet processed by the pipeline) are x = x raw , y = y raw − 5, for both detectors, due to the removal of pre-/overscan regions during processing.
Consistent with the previous analysis of Paper I, we consider the centre of the illuminated area in the focal plane to be the centre of rotation and the origin of our (η, ξ) reference coordinate system adopted in Section 2. The (x, y) coordinates of this point are: for chip 2. The conversion from the image coordinates (x, y) into the (η, ξ) coordinates is:
for chip 1, and:
for chip 2. The number 1700 is an arbitrary but fixed normalisation coefficient, which is comparable to the size of the useful field of view (∼ 1700 × 1700 binned pixels); the quantity φ is the offset angle between chip 1 and chip 2 and it can be read from the header keyword HIERARCH ESO DET CHIP1 RGAP. For our data it is φ = 0.08278
• . The rotator angle θ needed to convert between the coordinate systems (η, ξ) and (η ′ , ξ ′ ) (see Equations 2 and 3) is computed as the average of the following entries in the image header HIERARCH ESO ADA ABSROT START and HIERARCH ESO ADA ABSROT END. The maximum difference between the two entries is 0.77 degrees, which corresponds to a shift of 2.
′′ 5 at the border of the FORS2 field of view. The impact on the photometry is negligible, as the rotating illumination correction patterns vary at most by a factor of 1.0001 within 2.
′′ 5.
Application of the photometric model
In our fit we used the measured magnitudes m i of all of the stars that were observed and detected in our data set on nights with stable photometric conditions, as classified by ESO Quality Control 9 . The list of images obtained during photometric conditions is given in Table A1 ; the number of standard and other stars identified in these images for the considered time ranges is summarised in Table 1. For each time range, we fitted the photometric model defined in Equation 7 to measure: i) the true instrumental magnitudes M j of the observed stars, ii) the values of the coefficients a mn and b mn of the static and rotating illumination corrections defined in Equations 4 and 5, respectively. Note that we used the catalogued standard magnitudes to fix the true instrumental magnitude M j for one standard star in each standard star field since the standard star fields that were observed do not overlap. The true instrumental magnitudes for the remainder of the standard stars, and for the other detected stars, were left as free parameters in the photometric model.
Results
For each time range, we fitted 4 models that differ by the degrees of the polynomials representing the static and rotating illumination corrections. Table 2 describes them in detail. Model A represents the photometric model without fitting any illumination corrections, model B represents the model that includes the static illumination correction only (degree 2), model C includes the rotating illumination correction only (degree 2), and model D includes both static and rotating illuminating corrections (both of degree 2).
We repeated the fit many times discarding randomly 40% of the measurements to check the robustness of the fit results, finding consistent static and rotating illumination corrections in all of the random realizations. Figure 1 shows the maps of the mean residuals of our models across the focal plane (i.e. in the (η, ξ) coordinate system). If largescale spatial sensitivity variations are negligible, then, for model A, where no static or rotating illumination correction terms are fitted, there should be no structure in the residual maps above the noise level. However, we do observe such structure (see the top row of panels in Figure 1 ) across the focal plane. The inclusion of polynomial surfaces to account for the static and rotating illumination corrections clearly helps to remove these large-scale structures in the residuals and to decrease the χ 2 (Table 2 ). Figure 2 shows the best-fit two-dimensional surfaces representing the static and rotating illumination corrections for the different filters and for the two time ranges.
The shape of the illumination corrections for the two time ranges are similar for all bands, except for the static correction in the I filter. We are still investigating the source of this difference; observations of standard stars after July 2013 will help to monitor the variations of the illumination corrections with time. At the moment, we can exclude causes related to changes in the mechanical components or the set-up of the rotator, because they would have produced a large variation in the rotating patterns between the time ranges for all bands. We can also exclude a degeneracy between the static and rotating patterns, because it would have caused a variation in the I band rotating pattern coupled with the observed variation in the static pattern.
IMPROVING FORS2 PHOTOMETRIC MEASUREMENTS
We demonstrated in Section 3.5 that the inclusion of static and rotating illumination correction terms improves the photometric modelling for FORS2 data. The best fit coefficients reported in Table 3 can be used to improve the calibration of photometric measurements from any FORS2 observation. The coefficients associated to time range B have on average smaller errors than those of time range A, as a consequence of the larger numbers of data points available in time range B (see Table 2) . However, the different numbers of data points between the two time ranges does not affect the improvement in photometry that can be achieved: indeed we find later on that the systematic variations in photometric data decrease by very similar amounts for both time ranges when the correction coefficients are applied (see Section 4.3).
In this Section we test that photometric measurements that are calibrated by the static and rotating illumination corrections represent an improvement with respect to photometric measurements that do not include these corrections.
Firstly, we define "correct" and "incorrect" photometric pro- Table 2 . Description and results for the adopted photometric models. cedures to be those that do and do not, respectively, take into account the static and rotating large-scale spatial sensitivity variations. "Corrected" magnitudes obtained by a correct photometric procedure will be denoted by m C i . "Uncorrected" magnitudes obtained by an incorrect photometric procedure will be denoted by m U i .
"Uncorrected" photometric measurements
"Uncorrected" magnitudes can be obtained, for example, from a data reduction procedure that follows the following steps:
(i) Compute the master bias(es) and master flat(s), for example using fors bias and fors img sky flat recipes of the FORS2 data reduction pipeline. Use them to calibrate the science image(s). (ii) Perform the photometry of the stars on the science images, for example using the fors zeropoint recipe of the FORS2 data reduction pipeline.
(iii) Using a set of standard star observations on photometric nights, determine the overall zero-point Z, detector zero-point offsets ∆Z det k , and nightly extinction coefficients λ n where the index n refers to the nth night. In other words, fit the following equation to the FORS2 standard star observations:
where X i is the airmass of the ith magnitude measurement. m i , M j , Z, and ∆Z det k are as in Equation 1. This is a standard procedure for zero-point and atmospheric extinction determination for use in the calibration of photometric measurements of science objects.
(iv) Use the best-fit values of Z, ∆Z det k , and λ n to calibrate the instrumental magnitudes of the stars in the science images to obtain the apparent "uncorrected" magnitudes m U i .
"Corrected" photometric measurements
A "correct" photometric data reduction scheme accounts for the sensitivity variations ∆F stat and ∆F rot . The most efficient way to correct for ∆F stat and ∆F rot is to follow the points listed in Section 4.1 above, but using a different master flat frame than the one determined in the 1st point of the list. This "improved" master flat frame to be used to calibrate the science images can be obtained as follows:
• Compute master bias(es) and master flat(s), for example using the fors bias and fors img sky flat recipes of the FORS2 data reduction pipeline.
• Remove any large-scale variations from the master flat(s) to leave only the pixel-to-pixel variations. This can be done for example by dividing the master flat by a smoothed version of itself, or by a best fitting polynomial surface (see Section 3.1).
• Multiply each pixel-to-pixel master flat determined above by the corresponding correcting surface C(x, y, θ) to obtain the improved master flat. The correcting surface is given by:
∆F stat (η, ξ) and ∆F rot (η ′ , ξ ′ ) are the best-fit polynomial-surface static and rotating illumination corrections, respectively, whose coefficients are specified in Table 3 . We recommend to use the a mn and b mn coefficients determined for time range A if observations are prior to 31st May 2012, and those for time range B if observations are obtained after 1st June 2012 10 . Equations 2, 3, 10, and 11 specify the transformations to convert the detector pixel coordinates (x, y) and rotator angle θ into the coordinates (η, ξ) and (η ′ , ξ ′ ) that enable the calculation of ∆F stat (η, ξ) and ∆F rot (η ′ , ξ ′ ) via Equations 4 and 5. The rotator angle θ is read from the header keywords of the master flat, as specified in Section 3.3. The use of the improved master flats automatically corrects for the large-scale spatial sensitivity variations across the focal plane.
"Corrected" instrumental magnitudes m C i will be obtained following the steps 2-4 in Section 4.1 and using the improved master flats determined above.
Improvement in photometry
We now want to test if, and quantify by how much, the application of the static and rotating illumination corrections determined in Section 3.5 to the master flats improves the photometry that is performed on FORS2 images.
We consider now the uncorrected (Section 4.1) and corrected apparent magnitudes (Section 4.2) determined for all of the standard stars in our data set (see Equation 12) observed at least 10 times under photometric conditions in each filter.
We compare the histograms of the residuals of the uncorrected and corrected magnitudes, ∆m U i and ∆m C i , respectively in Figure  3 . Residuals are computed as the difference between the apparent 10 As consistency check, we tested that if coefficients are applied to observations of the wrong time range, the systematic variations in photometric data can increase up to ∼ 1.7%, as measured following the prescriptions detailed in Section 4.3. magnitude m i and the median apparent magnitude for the relevant star. In detail, for each standard star we compute:
where indicates the median. We find that the use of the corrected magnitudes reduces the scatter in the histograms by c = σ(∆m We tested that the use of higher polynomial degrees in the parametrisation of ∆F stat and ∆F rot does not significantly improve the results.
SUMMARY
In Paper I we found a rotating illumination pattern in imaging data from ESO's FORS1 and FORS2 instruments and attributed it to the rotating Field Rotator Unit. The photometric zero point variations of up to ∼4% across the detectors are big enough to be a concern for precision photometry with these instruments. We also found that this pattern is stable between instrument interventions. The usual strategy of obtaining flat frames that match the position angle of the science observations is cumbersome and suffers from a static illumination pattern that has to be corrected for. On the other hand, the stability of the pattern suggests that it is possible to correct for the rotating illumination pattern and significantly improve the photometric accuracy that can be obtained with these instruments. In this paper, we therefore aimed to derive an analytic correction to the flat frames that can be applied to improve the photometric accuracy.
We used data from the FORS2 nightly standard star observations to derive a photometric model that includes terms for both a static and rotating illumination correction. For this purpose, we generalised the fitting method from . We then derived the corrections to the flat frames, and investigated how the photometric scatter of individual stars improves depending on whether our corrections are used or not. We found that using the analytic corrections, the systematic variations in photometric data taken from 1st November 2011 to 30th May 2012 decreases by ∼2.5%, 1.3%, 0.75%, and 1.7% in the BVRI filters, respectively. Similarly, for data taken from 12th June 2012 to 7th July 2013, the improvements are ∼2.0%, 0.96%, 2.0%, and 1.6% in the BVRI filters, respectively.
The amplitude of the improvements are consistent with the pattern amplitudes found in Paper I for FORS2. We therefore suggest that flat frames for the FORS2 instrument should be corrected by the applicable analytic expressions of Equations 4 and 5, whose coefficients are given in Table 3 , before they are applied to science data. 
