Abstract-One of the many services that intelligent systems can provide is the ability to analyze the impact of different medical conditions on daily behavior. In this study, we use smart home and wearable sensors to collect data, while (n = 84) older adults perform complex activities of daily living. We analyze the data using machine learning techniques and reveal that differences between healthy older adults and adults with Parkinson disease not only exist in their activity patterns, but that these differences can be automatically recognized. Our machine learning classifiers reach an accuracy of 0.97 with an area under the ROC curve value of 0.97 in distinguishing these groups. Our permutation-based testing confirms that the sensor-based differences between these groups are statistically significant.
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I. INTRODUCTION
T HE population is aging-the estimated number of individuals aged 85+ will likely triple by 2050 [1] . With this changing demographic comes the urgent goal of developing cost-effective technologies that meet the needs of older adults and their caregivers [2] . Specifically, we must focus attention on smart technologies and their potential to identify early indicators of cognitive and physical illness and to help individuals live independently in their own homes.
In this paper, we investigate the role that smart environments can play in observing and understanding the behavioral impact of aging and aging-related conditions including Parkinson disease (PD) and mild cognitive impairment (MCI). Researchers have argued that assessing individuals in their everyday environment will provide the most valid information about everyday functional status [3] . Currently, in the field of neuropsychology, informant-report and performance-based measures are most commonly used as proxies for real-world functioning [4] . Both methods, however, have advantages and disadvantages. For example, although informant-report measures are subject to reporter biases, they can capture information about performance across multiple unstructured environments and over an extended period of time [5] . Concomitantly, although performance-based measures typically require completion of one task at a time in a controlled artificial laboratory, they provide a more objective measure of functional capacity [6] . Data also suggest that informant-report and performance-based methods do not always correlate highly with each other [7] . Clinical approaches for assessing functional status are thus limited by restricted behavior sampling, data collection in a laboratory or physician office, and lack of a "gold standard" for measuring everyday functional abilities. Recently, attention has been directed toward using technologies to examine the quality of tasks being performed within a smart environment. Investigating this area is important, as evidenced by studies that support a relationship between daily behavior and cognitive and physical health [8] . Decline in the ability to independently perform activities of daily living has been associated with placement in long-term care facilities, shorter time to conversion to dementia, and a lower quality of life for both the functionally impaired individuals and their caregivers [9] . The maturing of sensor technologies and creation of physical smart environment testbeds provides convincing evidence that we can effectively create such smart environments and use them to aid with clinical assessment and understanding of behavioral differences between healthy older adults (HOAs) and older adults with cognitive and physical impairments.
We propose utilizing smart home and machine learning technologies to observe and quantify the changes in behavior that are manifested for individuals with PD and with MCI. We hypothesize that sensors placed in everyday environments can be analyzed using machine learning techniques to identify differences in the ways that normal everyday activities are performed between HOAs and older adults with PD and with MCI. To validate our hypothesis, we perform a study in which older adult participants perform a set of instrumental activities of daily living (IADLs) tasks in our smart home testbed. We apply machine learning techniques to differentiate the groups based on cognitive and physical health status. The results highlight differences in behavioral patterns between participant groups. Based on these behavioral features, our approach automates the classification of clinical health category for these individuals. This study was approved by the Institutional Review Board of Washington State University.
II. RELATED WORK
A smart environment such as a smart home, workplace, or car can be viewed as an environment in which artificial intelligence techniques reason about and control our physical home setting [10] . In a smart home, sensors collect data while residents perform their normal daily routines. Because sensor data can be collected in a naturalistic way without modifying an individual's behavior, it can be used as an aid for automated health assessment and to understand the behavioral impact of various health conditions.
As an example, Pavel et al. [11] observed mobility in smart homes and found evidence to support the relationship between mobility changes and cognitive decline. Lee and Dey [12] presented older adults with visualized information from an embedded sensing system to determine if this information helped them gain increased awareness of their functional abilities. In another effort, computer vision techniques to correlate stroke survivor's motion with expert functional scores on the Arm Motor Ability Test were used.
The ability to perform automated assessment of cognitive health has recently been given a boost because activity recognition techniques are becoming more capable of accurately identifying an individual's activities in real time from sensor data. These techniques map a sequence of readings from a variety of sensor modalities [13] - [15] .
The combination of sensor data collection and activity labeling enhances the ability to study the relationship between health and behavior. First, the labeled activities themselves can be analyzed to see how completely and effectively they are performed by smart home residents. Some earlier work has measured activity correctness for scripted tasks [16] , and the activity performance quality is then related to the individual's cognitive and physical health. Similarly, sensing systems have been utilized to assess mental and physical health using motion and audio data [17] , [18] .
In this study, we enhance previous approaches to behavioral analysis by examining sensor data from smart environments as well as wearable and object sensor data to determine whether behavioral differences can be automatically detected between HOAs and older adults with PD and with MCI while performing activities in a smart home setting. We are also interested in determining how well machine learning algorithms can automatically categorize an individual's health condition based solely on sensor data collected in this setting.
III. STUDY DESIGN
A. Method
Participants in this study included 84 Caucasian communitydwelling older adults from a larger sample of 260 individuals. Participants were recruited through advertisements, community health and wellness fairs, physician referrals, and from past studies in our laboratory. The recruitment and data collection occurred over a period of two years. We first screened participants by telephone using a medical interview and the Telephone Interview of Cognitive Status (TICS). Exclusionary criteria for this study included a TICS score in the impaired range (TICS <26), history of head trauma with significant period of coma, current or recent (past year) psychoactive substance abuse, history of cerebrovascular accidents, or other known medical, neurological or psychiatric causes for cognitive difficulties (e.g., epilepsy, multiple sclerosis, significant depression) other than PD or MCI. No participant received more than one point for a comorbid disorder (e.g., type II diabetes) on the Charlson comorbidity index [19] . Those who met initial screening criteria completed two testing sessions. During session 1, participants underwent a battery of neuropsychological tests. During session 2, participants completed activities at the CASAS smart home testbed located on the WSU campus. These evaluations were scheduled one week apart with each testing session lasting approximately three hours.
For this study, we analyzed two participant groups (corresponding to Analysis 1 and Analysis 2). Mean demographic, medical, and neuropsychological data (standard deviations in parentheses) for the participant groups can be found in Table I . As part of Analysis 1, we compared behavior between an HOA group and a PD group. A total of 25 PD participants completed both testing sessions. Individuals with PD were diagnosed by their respective neurologist in Eastern Washington; most of the neurologists were board certified with specialties in movement disorders. The majority of PD participants were prescribed antiParkinsonian medications (N = 23; see Table I ) and all were tested in the on-state while on their normal medication regimen. None of the PD patients were wheelchair bound; Hoehn and Yahr Scale score ࣘ4 [20] .We selected 50 HOA participants who also completed both testing sessions and were most closely matched by age and years of education with the PD group to comprise the HOA group.
For Analysis 2, we decomposed the PD group into two subgroups: PD participants with no indication of mild cognitive impairment (PDNOMCI, n = 16) and participants who had PD and met criteria for MCI (PDMCI, n = 9). MCI was diagnosed by two neuropsychologists following review of the testing data, interview data, and medical records when available. Diagnosis of MCI required the following 1) self-or informant-report of decline in cognitive abilities; 2) objective evidence of impairment in one or more cognitive domains represented by scores >1.5 standard deviations below age-based norms or in relation to estimated pre-morbid abilities; 3) not demented, and 4) generally preserved independence in functional abilities as confirmed by self-report and informant-report on an IADL questionnaire. Most of the PDMCI participants met criteria for amnestic MCI (n = 8), and both single-domain (n = 3) and multidomain (n = 6) MCI are represented in this sample. In order to maintain a uniform class distribution, we selected 18 of the HOA group that were most closely matched to the PDNOMCI group in age and education. In addition, we selected a group of nine participants who did not have PD but did have MCI; the majority of these individuals met criteria for amnestic MCI (n = 8) and single-domain MCI (n = 6). The PD groups had difficulty with processing speed and verbal fluency tests, while the MCI groups differed significantly from the HOA and PDNOMCI groups on verbal learning and memory measures. Sweep and Dust Sweep the kitchen, dust the dining living rooms using supplies from the kitchen closet. 5 Cook Cook a cup of soup, following the package directions and using the kitchen microwave. 6 Wash Hands Wash hands using the hand soap next to the kitchen sink. Dry hands using a paper towel. 7
TUG Test
Sit in a chair at the end of a hallway that is 3 meters long. Stand up, walk to the end of the hallway, turn around, walk back to the chair, and sit down. 8
TUG Test with Name Generation
Repeat the TUG test while simultaneously completing a semantic fluency task (i.e., generating girls' names). 9
Day Out Task Perform a complex set of activities as efficiently as possible to prepare for a day out.
During the experiment, each participant was familiarized with the smart home testbed. The participant was then asked to perform a sequence of nine activities. Instructions were given before each activity. Once the activity started, no further instructions were provided unless the participant explicitly asked for assistance.
The activities are summarized in Table II . The first six activities represent IADLs commonly assessed by IADL questionnaires as well as by performance-based measures of everyday competency [21] . Successful completion of IADLs requires intact cognitive abilities such as memory and executive functions. Researchers have shown that declining ability to perform IADLs is related to decline in cognitive abilities [22] .
The next two activities represent versions of the Timed Up and Go (TUG) test. The TUG is used to assess a person's mobility and requires both static and dynamic balance. The TUG is used frequently with the older adult population to assess cognitive and motor functions because it is easy to administer and complete. It is valuable for our study because of the reliability that has been demonstrated in using TUG to detect mobility changes in subjects with PD [23] .
The ability to multitask, or perform concurrent tasks by interleaving, has been said to be at the core of competency in everyday life [24] . Therefore, we designed a naturalistic "Day Out Task" (DOT) that participants complete by interweaving subtasks. Participants were told to imagine that they were planning for a day out, which would include meeting a friend at a museum at 10 A.M. and later traveling to the friend's house for dinner. The eight subtasks that need to be completed to prepare for the day out are explained and participants are told to multitask and perform steps in any order to complete the preparation as efficiently as possible. Participants are also provided with a brief description of each subtask that they can reference. The DOT subtasks are summarized in Table III .
B. Smart Home Testbed
Study activities were performed in our smart home testbed. A smart home environment can be defined as one that acquires and applies knowledge about its residents and their physical surroundings in order to improve their experience in that setting [10] . Our behavioral study was performed using the CASAS smart home testbed [25] . CASAS components include sensors, Heating pad Microwave (3 min) a heating pad located in the cabinet to take on the bus.
S3
Medication Right before leaving, take motion sickness medicine from kitchen cabinet.
S4
Bus map Plan a bus route using a provided map, determine the trip time and calculate when to leave to catch the bus.
S5
Change Gather correct change for the bus.
S6
Recipe Find a recipe for spaghetti, collect ingredients to make the sauce.
S7
Picnic basket Pack all of the items in a picnic basket located in the closet.
S8
Exit When all the preparations are made, take the picnic basket to the front door.
actuators, and software algorithms, which communicate via publish/subscribe instant messaging. All of the CASAS smart homes can store information locally or securely transmit them to the cloud to be stored in an SQL database. The CASAS smart home architecture has been used to gather behavior data in 50 smart homes including the on-campus apartment that we use for the study described here. Our on-campus smart home testbed contains a living room, dining room, and kitchen on the first floor and two bedrooms, an office, and a bathroom on the second floor. The apartment is instrumented with infrared sensors on the ceiling which detect motion inside their field of view, magnetic door sensors on cabinets and doors which detect door openings and closings, ambient light and temperature sensors which report significant light/temperature changes, and vibration sensors on selected items including the dustpan, broom, duster, oatmeal container, watering can, bowl of noodles, hand soap dispenser, dish soap dispenser, medicine dispenser, and picnic basket which report when the item has been moved. Each of the ambient sensors sends a text message when there is a significant change in the sensed value. We refer to these messages as "events" which are collected and stored by CASAS. All activities were performed on the first floor of the apartment with sensors located as shown in Fig. 1 .
In addition, two wearable sensors collected continual information while participants performed activities. An Android smart phone was on the upper dominant arm, affixed by a strap. Additionally, a wearable sensor was attached to the ankle on the dominant side. Both of these devices collected data 30 times a second that contains three-axis accelerometer, gyroscope, and magnetometer readings.
During the study, an experimenter delivered instructions to participants and answered questions through an intercom while observing the participants' activities from an upstairs room via a web camera (see Fig. 2 ), using a Wizard of Oz experiment design. The experimenter used our real-time annotation (RAT) system to log information as it occurred, including the beginning and ending of each activity step. The sensor readings (sensor events) are recorded by CASAS and are formatted based on the date, time, sensor identifier, sensor value, and the RAT annotation, if available.
C. Feature Extraction
The goal of this study is to analyze sensor data to determine if behavioral differences exist between HOAs and older adults with PD based on activity performance. Our machine learning 2 
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Correlation between each pair of accelerometer / gyroscope axes S and V, algorithms will analyze features of the raw sensor data, summarized in Table IV . The data features that we extracted can be grouped into five categories: 1) ambient sensor features; 2) wearable sensor features; 3) DOT features (for activity 9); 4) participant features; and 5) activity features. The feature vector is summarized in Table IV .
In Table IV , there are eight features that extract information about the ambient sensors. These include the time spent on the activity and the number of sensor readings that were generated during the activity. We also include the number of different sensors (motion, door, item, and total) that generated readings. Unlike the wearable sensors, the ambient sensors only generate readings if they sense an event (e.g., motion in the sensor's viewing area, door opening or closing, or a significant change in temperature or light). The fact that a particular sensor generated an event during an activity indicates that the participant spent time in that part of the apartment and possibly manipulated doors or items in that region.
The last two ambient sensor features refer to "irrelevant sensors." There are areas in the apartment in which an activity is typically performed, as well as items and doors that are typically manipulated. If sensors that are not typical for an activity generate readings, this may be an indication that the participant is wandering or not performing the activity correctly. We used the entire set of participants to generate a list of irrelevant sensors for each activity, by noting the number of participants that triggered each sensor for a particular activity. We then use z scores to determine which sensors are outliers for each activity and add these to the irrelevant sensor list for the activity.
The next category of sensor features is extracted from wearable sensors, which continuously collect data throughout the activities. These are standard signal processing features, which are calculated based on values collected during a particular ac-tivity. These features complement the ambient sensor features because they provide data corresponding to movement patterns, in contrast with the location and object manipulation insights provided by ambient sensors.
The third category of sensor features is extracted only from the DOT activity. We note that because the activity is complex, some participants do not complete all of the subtasks. The experimenter uses the RAT to note which subtasks are performed, and we encode these as binary values in the feature vector. The parallelism value (pvalue) and interweave value (ivalue) provide an indication of the number of activities that are interrupted, interwoven, and/or performed in parallel. Finally, the last three features in this category indicate which subtask is started first, second, and third. Some sequences of activities will be more efficient than others, so these values give an indication of the strategy that is used to complete the DOT efficiently.
Finally, the last two categories provide information about the participant (participant age) and the activity (activity number). The feature vector contains 352 feature values for each activity. In contrast, a single participant's feature vector combined over all activities contains 3152 features.
IV. DATA VISUALIZATION
First, we examine some of the data features using data visualization strategies. The box plots in Fig. 4 show the duration of a selection of tasks for the HOA and PD population groups. The box shows the range of durations for the group with a horizontal line at the median point, whiskers at the smallest and largest values still within 1.5 interquartile range, and individual stars indicating outliers.
We only show visualization highlights here. For many of the activities and features, there is not a large difference between each subpopulation. The largest duration differences between the groups occur with Cook (which is longer than the other activities) and TUG performed while listing items belonging to a given category (i.e., girls' names). We note that the PD participants take longer to perform these activities and the range of times for this group is larger.
The second type of plot we include is a probability density function of the task duration. The population mean is indicated with the smooth curve. As shown in these plots, the differences between groups are not extremely pronounced.
We can tell from looking at the graphs that distinguishing behavior between the different population groups cannot be effectively based on any single activity or sensor feature. Instead, we will use machine learning algorithms that can distinguish the groups using more complex learned functions.
V. ANALYSIS RESULTS
Our goal for this study is to determine whether differences exist in the way that individuals with PD and with MCI perform complex daily activities in comparison with HOA, and whether these differences can be detected by sensors using machine learning algorithms. We, therefore, pose a number of hypotheses that we will evaluate using our study data: 1) H1: Machine learning algorithms can use sensor data to distinguish HOA participants from PD participants (Analysis 1). 2) H2: Machine learning algorithms can use sensor data to distinguish participants in the categories HOA, MCI, PDNOMCI, and PDMCI (Analysis 2).
3) H3:
The choice of sensor (e.g., ambient, wearable) will have a noticeable impact on the ability to differentiate different participant groups. 4) H4: The ability to differentiate between different participant groups will vary depending upon the activity that is being monitored and analyzed. 5) H5: Dimensionality reduction techniques can improve classifier performance, particular when the data dimensionality is high and the number of data points is relatively small. 6) H6: The relationship between our sensor-based learned patterns and the actual participant groups will be statistically significant.
A. H1: Automated Classification of HOA and PD Participants
We first want to determine whether participant group category can be automatically classified. We see from Fig. 3 that the groups may not be easily distinguished based on a single feature. However, machine learning algorithms generate class descriptions and class boundaries as a complex function of all available features and therefore may be able to find behavioral differences between the groups.
We initially compare the HOA and PD groups. To do this, we first input all of the features for each activity as a separate data point to a supervised classifier. Given 75 participants and nine activities, we have 675 data points labeled "Individual Activities." Next, we combine the features for all activities into a single data point, so there is one data point for each participant, or 75 data points labeled "Combined Activities." We measure classification accuracy and area under the ROC curve (AUC). These measures are based on tenfold cross validation. The AUC values provide additional insights when the class distribution is not perfectly balanced. If behavioral differences exist, the classification performance will be better than that of a random classifier (0.5 for the two-class case).
Different machine learning strategies offer distinct advantages in terms of the complexity of the learned concept, the generalization power, the ability to deal with noisy data, and the ability to process discrete or continuous feature values. We experiment with the following types of classifiers.
1) Decision tree classifier (DT):
DT selects features that maximally reduce the uncertainty or entropy of the dataset. The learned tree can be expressed as humanreadable rules, which allows us to interpret the findings that help differentiate the participant groups. 2) Naïve Bayes classifier (NBC): NBC selects a class label that has the greatest probability based on the observed data, using Bayes rule and assuming conditional independence. 3) Random forest (RF): RF generates a set of 100 decision trees, each created from a random selection of data points.
4) Support vector machine (SVM): SVM identifies a function
that maximizes the distance to data points in both classes. Cases which involve more than two classes are modeled as a combination of one-versus-all binary classifiers. 5) Adaptive Boosting: AdaBoost combines multiple base classifiers by weighting each one according to its accuracy. We combine boosting with a decision tree (Ada/DT) and with a random forest (Ada/RF). Table V summarizes the performance results of the classifiers for the HOA and PD participants (Analysis 1). As the results show, all classifiers do a better job than random classification (p < 0.01 for each classifier), indicating that there are observable differences in behavior between participants in the two groups. On the other hand, the sensitivity of Ada/DT for the individual activities is 0.90 and the specificity is 0.57. For the combined experiment the Ada/DT sensitivity is 0.70 and the specificity is 0.36. This indicates that in both cases, the healthy adult class is easier to recognize, possibly as a result of having more data points in this category.
Decision trees provide human-interpretable rules by which classifications are generated. The tree orders features in a greedy search method according to their ability to decrease the entropy on the dataset, or conversely increase the ability to classify the data. Based on this, we note that the features which most clearly separated the two population groups were specific wearable sensor features (power, sma, autocorrelation, skewness, and median), a few ambient sensors (number of irrelevant sensors, magazinecount, and duration), and the participant's age. Including the participant's age raises some interesting questions because this is not a property that is strictly observable from the smart home sensors. As Fig. 4 shows, age does have a slight impact on activity performance (in this case, on activity duration). To determine the quantifiable impact of this feature on performance, we remove it from consideration and retest the Ada/DT algorithm, which was the best performing classifier. When age is removed, the performance of the Ada/DT algorithm does drop to an accuracy of 0.70 and an AUC of 0.70. The groups are matched in age, so we conclude that age does play a factor in combination with sensor-observed features. However, the smart home sensors combined with machine learning can still do a reasonable job of separating the two groups without including the age variable. 
B. H2: Automated Classification of HOA, MCI, PDNOMCI, and PDMCI Participants
In the first experiment, we observe that the PD group is a complex category. Some of the PD participants also have MCI and others are cognitively healthy. The cognitive health of the participant can impact the way the activity is performed, as can the motor symptoms (e.g., resting tremor, slow movement, rigidity, postural instability) that are often observed with Parkinson patients. As a result, we introduce Analysis 2 in which we compare groups of PD without MCI (PDNOMCI), age and educationmatched HOA, PD with MCI (PDMCI), and participants who do not have PD but do have MCI (MCI). We hypothesize that these four categories will be easier in general to distinguish than the HOA and PD groups. However, the classifiers may have more difficulty with Analysis 2 because each group has fewer data points than for Analysis 1. Machine learning classifiers need a large number of data points in order to learn such complex concepts based on a large number of features.
The results of Analysis 2 are shown in Table IV . Accuracies for Analysis 2 have a wider range than for Analysis 1 but also have higher overall accuracies, as high as 0.85 accuracy and 0.96 AUC using Adaboost with decision trees. The accuracy is better than a random classifier with statistically significant results when using separate data points for each activity and when using combined activities data points, both with the Ada/DT classifier (p < 0.01). These results provide evidence that there are behavior differences between these four participant groups. Using Ada/DT, the sensitivity is higher for the healthy adult category (0.90, as opposed to 0.79 for PD, 0.89 for MCI, and 0.82 for PDMCI). The specificity for all categories using Ada/DT is fairly high (0.90 for HOA, 0.92 for PD, 0.97 for MCI, and 0.97 for PDMCI).
As with Analysis 1, several features offer discriminative power. However, in this case the most-used features are the wearable sma, the number of unique sensors and total number of sensor events, the number of irrelevant sensors, the activity duration, and the participant's age. The features that appear in the Analysis 2 model but not the Analysis 1 model focus more on the amount of time and movement for each activity, which may highlight differences between MCI participants and non-MCI participants. Prior direct observation work in our smart home testbed has shown that, in comparison to HOA, individuals with MCI require greater time to complete complex activities and demonstrate more incomplete and inaccurate activity completion [26] .
Although the classifiers vary in performance, a one-way ANOVA indicates that the differences are not statistically significant for either classification experiment. As a result, we stick with the highest-overall-performing classifier, adaptive boosting with decision trees (Ada/DT), for the remainder of the experiments we discuss in this paper.
C. H3: Analysis of Sensor Choices
In this paper, we are focusing on activity performance differences between individuals with PD and HOAs. In the literature, the choice of sensor platform varies greatly for activity modeling and analysis [13] - [15] . Different types of sensors offer advantages in terms of the types of activities they can easily track. They also differ in terms of cost, placement challenges, usability, and information granularity.
We are interested in determining which sensor platform is most effective at detecting differences between our population groups while they perform complex activities. In this case, we consider two classes of sensors: ambient and wearable. We postulate that differences between the HOA and PDNOMCI groups will be more easily detected by the wearable sensors. To test this, we repeat our supervised classification task using all sensors, just the ambient sensors, and just the wearable sensors. We also perform this experiment with just the HOA and MCI groups (Analysis 3), where we predict that the ambient sensors will better detect the differences. We also include the HOA and PD classification for comparison. Our experiments have observed that PD participants may have differences in body movement patterns from HOA participants. On the other hand, we have found that MCI participants exhibit differences from HOA participants with respect to task accuracy and duration and their patterns of movement around the home [17] .
The results from this experiment, summarized in Table VII , are interesting and somewhat mixed. Overall, we see that distinguishing the HOA group from the MCI is simpler than distinguishing HOA from PD or PDNOMCI. This is intuitive, because as the direct observation data indicates, the MCI participants tend to exhibit more errors in the activities (e.g., missed steps, substituting objects), more off task activities (e.g., wandering) and take more time than the HOA group.
In contrast, the differences between the HOA and PDNOMCI participants are subtler. Nevertheless, HOA/PDNOMCI classification is better than random even when a subset of sensors is utilized. The wearable sensors perform best when each participant is considered as a single data point (the combined data), which is consistent with the theory that many of the differences will be related to body movement patterns rather than the method of performing activities. On the other hand, ambient sensors performed best for HOA/MCI classification in the combined case. When every activity is treated as a separate data point, the wearable sensors do separate the classes, better than when integrating ambient sensors and with close to perfect accuracy. When all of the data for a single participant are combined, accuracy drops due to the smaller number of data points. This provides evidence that body movement patterns differ not only between HOA and PDNOMCI participants but also between HOA and MCI participants, although the ambient sensors generally boost the overall recognition accuracy. This is consistent with recent literature which suggests that changes in gait speed may precede diagnosis of MCI [27] .
D. H4: Analysis of Individual Activities
In the same way that different sensor platforms highlight particular types of differences between individuals and groups, so we hypothesize that activities will highlight to a greater or lesser extent the differences in activity performance between individuals with PD and HOAs. To validate this hypothesis, we look at the sensor data for each activity individually to see how well our machine learning algorithm can classifier individuals as HOA or PD (Analysis 1) or HOA, MCI, PDNOMCI, or PDMCI (Analysis 2).
The results are shown in Table VIII . The classifiers perform better when utilizing information from all activities than when focusing on any one activity. This is consistent with current diagnostic approaches which rely on multiple pieces of data and also supports the idea of performing long-term continual monitoring of activity behavior in order to predict, detect, and monitor the progression of disease. This is the role that smart home technologies can play in analyzing, diagnosing, and assisting with PD and other age-related changes and disorders. A one-way ANOVA indicates that the difference between the groups is not significant. However, the difference in performance between using all activities and using any one single activity is significant (p < 0.05). Looking at the activities, we see that the more complex tasks such as TUG with name generation and the DOT provide good discriminating power for HOA/MCI/PDNOMCI/PDMCI based on AUC values. This is not the case for the HOA/PD classification task, however, for which analysis no single activity appears to provide the most insights on population group patterns.
E. H5: Dimensionality Reduction
At this point, we observe that the datasets have very large feature vectors. The individual activities datasets have 352 features and the combined dataset contains 3152 features. Learning concepts in high-dimensional spaces can sometimes present a challenge for machine learning algorithms, referred to as the "curse of dimensionality." Dimensionality reduction techniques such as principal component analysis (PCA) can be applied to the data before classification to map the original feature space onto a lower dimensional space in a way that maximizes the variance of the data in the new space.
We apply PCA to each of the datasets, which reduces the individual activities datasets to 32 features and the combined datasets to a range of 51-53 features. In the HOA/PD analysis, reducing the feature vector has a dramatic impact as shown in Table IX, improving accuracy to 0.75 and AUC to 0.72 (p < 0.05) for the combined activities. Reducing the dimensionality does not consistently improve performance for the other cases, however, and for some of the datasets, the performance actually drops. This is consistent with findings across the field of machine learning, which indicate that the impact of dimensionality reduction is highly dependent on the nature of the data and the selected classification algorithm. We can also go the opposite direction. Dimensionality reduction can be valuable when the feature vector is large and the number of data points is fairly small. However, in some cases, the feature vector is not large enough. In particular, because the features are specified a priori, they may not fully and accurately describe the nature of the data. For these data, then, we experiment with adding features to the vector. We do this by applying a simple k means clustering algorithm with k = 2 clusters. With this additional feature, the performance improves for one of the smaller (individual activities) datasets. In addition, we can address the data sparsity problem by performing random resampling of the data. As expected, this has the greatest effect on HOA/PDNOMCI, which has very few data points for one of the classes, as well as for Analysis 2, which has the greatest number of classes and smallest number of data points for each class.
F. H6: Permutation Test
Finally, we perform a permutation-based p-value test to determine if there is a statistically relevant relationship between the sensor data and participant group labels. This technique for evaluating classifiers was introduced by Ojala and Garriga [28] and is used to address situations such as ours where the data are characterized by a large number of features and a relatively small number of data points, so it may be difficult to determine whether the classifier results are trustworthy and generalizable to new data points (in our case, people who did not participate in the study).
In this analysis, we keep the original collection of data points and their class labels. We train a classifier on the data (as shown in Tables V and VI) . Next, we keep the data points but randomly shuffle the class labels and repeat the training and testing process, making sure that each participant is not assigned more than one unique class label. The original set of data points is used as is the original class distribution, but the labels are randomly permuted. The permutation test measures how likely the observed classifier would be obtained by chance and the resulting p-value represents the fraction of random datasets under a null hypothesis where the classifier performed at least as well as in the original data. Table X presents the results from the permutation test. In this case, we focus on the combined activity set. This combines features from all nine activities into one feature vector, so there is one data point per participant. This is the most challenging case for our classifier because there is a high-dimensional feature vector and relatively few data points from which to learn the concept.
We used the original classifier method presented in Section III-A. Given the original classification results for this combined dataset, there may be a concern whether the classifier is identifying a true difference between the groups or if the results are due to chance. However, the statistically significant result for the null hypothesis indicates that there does exist a relationship between sensor-based activity performance and participant groups. The results suggest that the machine learning classifier applied to our sensor data is significant, even if the data are sparse with high dimensionality.
VI. DISCUSSION
The study described in this paper does face some limitations. The current study relies on experimenters entering activity information into RAT. For this information to be used in a home setting activities would need to be recognized automatically, as described in the literature [29] . The type of cross-sectional study described here also presumes that individuals will perform activities in a fairly uniform manner. Use of this technology in a home setting will require that activity recognition and analysis be sensitive to individual activity differences that are not linked with PD or MCI. The technology will also need to be enhanced to operate in settings with multiple residents and interrupted activities.
Another potential limitation is user acceptance of the technology. All of the collected information in this study was encrypted and password protected. User perception of privacy as well as the actual security of home-based systems is an ongoing issue that will need to be addressed for the technology to be widely accepted and used.
Finally, we point out that some of the features that we include in the analysis are not directly computable from the features. In particular, the age of the smart home resident would need to be supplied by the individual. Other features such as the irrelevant sensors and the activity duration would rely on automated activity recognition and segmentation. While such tools are available, they were not used for this particular study.
VII. CONCLUSION
In this paper, we investigated whether the impact of PD and MCI could be sensed and identified using sensor data and machine learning algorithms. Our results indicate that smart homes, wearable devices, and ubiquitous computing technologies can be useful for monitoring activity behavior and analyzing the data to pinpoint differences between HOAs and older adults with PD or MCI. The technologies can be used to perform inhome health monitoring as well as early detection of functional changes associated with PD and MCI. The technologies can also assist with treatment validation by providing an ecologically valid setting in which residents are monitored in their own homes while performing their normal routines. In future work, we will investigate methods of automatically evaluating the quality of the performed activities and comparing this across population groups. We also plan to increase our study to include more participants and population groups to better understand using our sensor-based machine learning methods.
