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Introduction
This thesis describes the results of experimental and theoretical investigations on
doped transition metal clusters, performed over the last four years. The field of
cluster physics is not a recently emerging one, as already in the 12th century India
for example the synthetic metal cluster calomel was used, mainly as laxative and
disinfectant. Furthermore, metal clusters of copper or iron have found widespread
usage in for example stained windows. The scientific investigation into clusters
however started with pioneering experiments in the sixties [1] of the previous
century and really took off around the seventies and the eighties [2]. As will
become clear however after reading this thesis, the field is still far from being widely
explored. Many unknowns still exist and new technologies as well as experimental
and theoretical techniques, are still in a process of innovation so that we can better
understand clusters and their unexpected and intriguing behaviour. The research
pushes the limits of what can be experimentally achieved. Experimental findings
stimulate in turn the development of more advanced theoretical tools that try to
model and understand what it is that is found, as well as the other way around,
by trying to predict the outcome of measurements. Why do we go through all this
trouble to try to get a better grasp on clusters? There must be a good reason for
it. Indeed, there are many good reasons why clusters are worth the effort. Before
going into details of this however, this chapter will describe what clusters are and
why cluster physics is both fundamentally interesting as well as technologically
exciting. It will conclude with a full outline of this thesis.
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Figure 1: Typical properties like magnetism are often known for one atom and the
bulk but not for the intermediate size range of clusters, where they can change a lot
even by adding one atom.
What are clusters and why study them?
Although no strict definition exists, we take atomic clusters to be aggregates of
atoms containing a few to several thousand atoms [3]. Clusters thus form the link
between the atom and the bulk. This link however is not a trivial extrapolation.
Since in general the properties of the atom and the bulk are completely different
going from the quantum limit to the classical one, simple scaling methods will
fail in this region. While shrinking a material from bulk size to nanosize or even
smaller, less neighbouring atoms mean less orbital overlap, the original symmetry
gets disrupted and especially the surface becomes more important as the surface
to volume ratio strongly increases. The challenge is to understand what this
means for the resultant geometry of the system and for the fundamental material
properties like the electronic structure and magnetism.
Although nowadays many material properties are well understood in both the
small atomic and the large bulk limits, in the intermediate cluster regime this is
still not always the case. That scaling laws cannot be naively applied in this region
is illustrated in Fig. 1 where we investigate a certain property, like magnetism, of
a cluster. Adding or removing just a single atom can completely change the value
of that property. This also shows that in order to understand clusters, we have to
study them as a function of the number of atoms and really add one atom at a
time to see what influence it has on the overall cluster structure and properties.
This extreme size dependence obviously complicates research. Imagine having a
slab of iron and every time you cut off a small piece of it, the properties of the entire
slab completely change. It would be impossible to extrapolate knowledge from the
larger slab to gain information about the slightly smaller slab. This is however
exactly what happens in cluster physics. Nevertheless, we can use clusters to study
and understand the underlying fundamental physics that drives this extreme size
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Figure 2: Evolution of magnetic moment of terbium oxide measured using a Stern-
Gerlach setup. Strong fluctuations are seen sometimes even just by adding one atom.
Graph from van Dijk et al. [4].
dependent behaviour. At the same time, we can use this knowledge to learn how
the fundamental properties in bulk materials arise.
Magnetic properties
In Fig. 2 an example is given of the strong size dependence of clusters. Here
the magnetic moment of Tb clusters was measured using a Stern-Gerlach type
deflection setup, where a cluster beam is deflected by an inhomogeneous magnetic
field [4, 5]. It can clearly be seen that the magnetic moment goes from a high
magnetic ferromagnetic state towards a low anti-ferromagnetic state sometimes
just by adding or removing one atom. See for example how from Tb15 to Tb16
the magnetic moment is lowered by around 75%. For clusters above 30 atoms
these strong fluctuations become less significant and a more bulk-like convergence
is eventually obtained.
Note that Fig. 2 also illustrates another important point about clusters: One
can not naively apply bulk theories to clusters. Whereas the alternating magnetic
coupling as function of cluster size reminds of the bulk Ruderman-Kittel-Kasuya-
Yosida (RKKY) coupling scheme, where the coupling coefficient changes sign as
function of distance [6], it cannot simply be applied here. The RKKY coupling
in rare-earths needs metal-like 5d conduction electrons to mediate the interaction
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Figure 3: Evolution of electronic structure from the atom to clusters to bulk. The
discrete levels of atom form due to overlapping orbitals with neighbouring atoms in
the bulk a continuous band structure. For the clusters the structure is intermediate
between the two extremes and also very dependent on the exact size of the cluster.
between the localized 4f spin moments. However, electronic measurements on these
clusters show that these clusters have a permanent electronic dipole moment, which
excludes these metal-like electrons [4]. In fact, recent calculations in our group by
L. Peters et al. show that this inter-atomic exchange is driven by a competition
between ferromagnetic double exchange and anti-ferromagnetic super exchange [7].
This example thus shows that cluster physics can really drive fundamental physics
forward. At the same time it shows the importance of a strong collaboration
between experimental and theoretical research.
Electronic properties
Next to a strong size dependence, clusters also show intrinsically different physical
properties compared to the bulk due to their electronic level structure, see Fig. 3.
Due to quantum confinement the electronic levels of clusters can no longer form
energy bands as common in the bulk. They are discrete in nature, not unlike the
atom. Clusters can thus for example serve to study the origin of the band structure
in a stepwise fashion. In this role they do not only give information about clusters
itself but also elucidate why the bulk energy structure has a certain shape.
An example of this is shown in Fig. 4, where the photoelectron spectra for
vanadium anions of different sizes are given [8]. This technique will be discussed
in some detail in part II of this thesis. In brief, the electron binding energy is mea-
sured by ionizing the cluster and subsequently detecting the kinetic energy of the
electron. This photoelectron spectrum is thus proportional to the electronic struc-
ture of the cluster. In this figure the onset of the bulk electronic band structure
is seen with increasing cluster sizes. Already around N = 17 atoms the electronic
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Figure 4: Photoelectron spectra of V−3−5 in the left panel and V17
–, V27
–, V43
– and V65
–
in the right panel at 6.42 eV photon energy, compared to scaled bulk photoelectron
spectrum of V(100) surface at 21.21 eV photon energy. It shows the appearance of
bulk features for larger cluster sizes and how these evolve toward the bulk. Figure
adapted from Wu et al [8].
structure has strong similarities with the bulk spectrum and for the larger clusters
the spectrum is almost equal. Other examples of this kind show the stepwise onset
of s/d [9] or s/p hybridization [10].
Practical uses
Next to answering fundamental scientific inquiries, clusters are also of practical
interest. They fit in the technological trend of continuously aiming to shrink all
the parts in electronic devices. In magnetic storage for example the bits become so
small that the magnetization becomes unstable due to superparamagnetic effects.
Understanding what happens to the magnetization on such a small scale is thus
of vital importance. Similar issues also plague other fields, like the semiconductor
industry. Transistors shrink until they will eventually reach the few atom limit.
We need to understand what exactly goes on on this scale and possibly think of
alternatives before this limit is actually reached.
One can think of such a process in two different ways, either top-down or
bottom-up. Currently in the high-tech industry the thinking is mostly top-down,
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larger objects are scaled down while trying to keep the initial functionalities more
or less the same. The opposite approach is bottom-up; here first a suitable start-
ing point is found, in our case a cluster with a certain desired property. From
this then we can try to construct the device. We can use clusters in this case as
building blocks, or superatoms, with each size being a different type of building
block with different properties which can be tailored to suit a certain technological
requirement [11]. Since quantum dots also fit the definition of clusters, the current
applications of clusters span the range from televisions, solar cells, diode lasers,
single electron transistors to biological sensors and optoelectronics [12–14]. Main
applications for clusters can also be found in catalysis, where the large surface
to volume ratio is exploited to enhance chemical reactions. Finally, in nanomag-
netism, clusters are a candidate for both data storage as well as magnetic sensors
[14, 15].
How we study clusters
Since clusters are strongly size dependent it can be understood that they are also
very dependent on their environment. In this thesis we try to study clusters ex-
perimentally with as less perturbation as possible. This means we have to study
them in vacuum, where they have no interaction with other atoms and thus have
a perfectly defined size and number of atoms. As will be explained in detail in the
introductory chapters of parts I and II, we generate the clusters in the vacuum
by ablating atoms from a surface. These atoms are then forced to interact with
each other by means of a small inert helium pulse and subsequently aggregate
together to form clusters. Using mass spectroscopic techniques we can distinguish
clusters by mass, in some cases even on the isotope level. The principle for all
the experimental techniques described in this thesis is similar. First the clusters
are generated, then all different masses undergo the some interaction with a light
source before lastly they are detected in a mass separated fashion. The fundamen-
tal differences between our experimental techniques can be found in the types of
interactions with the light they undergo. In part I of this thesis the interaction
will be with an X-ray synchrotron source, ejecting electrons from the core p-orbital
towards the valence d-orbital. This enables us to probe the magnetic moments of
clusters in a spin and orbital resolved way. In part II the interaction takes place
within a laser beam. We eject valence electrons out of the neutral system to form
ions that can be subsequently detected. We will employ various techniques to do
this in both the photon and the field dominated regimes, crossing the wave-particle
dualism of light in a way reminiscent of how clusters bridge the way between the
atomic quantum world and the classical bulk.
Outline of the thesis
The main theme in this thesis will be what happens to clusters when we go from
homogeneous clusters to heterogeneous ones, by doping them with other atoms.
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We have doped cobalt, vanadium and holmium clusters with either oxygen, carbon,
gold or rhodium. We performed a variety of measurements on them in order to
determine how either their magnetic or electronic properties vary with substitution
of one or more atoms.
This thesis is divided in two parts. The first part deals exclusively with the
magnetic properties of the clusters while the second part deals with electronic
ionization measurements.
In the first chapter of part I, an introduction into cluster magnetism is given.
This extended overview will first describe what happens to the magnetic properties
when going from bulk material towards the smaller clusters. Then, it will give an
overview of the field of cluster magnetism in general and especially what happens
when the cluster is no longer homogeneous but heterogeneous, with the inclusion of
dopant atoms. It ends with an extended discussion of the experimental techniques.
This introduction provides a background for chapter 2, where the X-ray magnetic
circular dichroism (XMCD) measurements that we performed at the BESSY II
synchrotron in Berlin are described in detail.
Part II starts in chapter 3 with an extended introduction of the electronic
properties and specifically of the ionization mechanisms of clusters. It will end
with a detailed description of the most commonly used experimental techniques.
Chapter 4 will then describe ionization in the photon dominated regime. We
will show the results of the one-photon threshold ionization measurements per-
formed on vanadium carbide. The ionization energies are obtained by scanning
the photon energy of a nanosecond laser over the ionization energy of the cluster.
In chapter 5 we go from the photon dominated to the field dominated regime.
The chapter describes the strong field measurements perfoMagnetism and ex-
change interaction of small rare-earth clusters; Tb as a representativermed on
both vanadium carbide clusters as well as on gold doped cobalt clusters. We ex-
tract ionization energies in this field dominated way and compare them with the
values obtained in the photon dominated regime of chapter 4.
Chapter 6 ends part II with preliminary results of time-dependent strong field
ionization studies. This chapter will serve as a proof-of-concept of the dynamic
ionization experiment that we aim to use in order to study typical strong field
phenomena like barrier suppression in a time resolved fashion. We show that
we have successfully extended the technique of chapter 5 to also include a time
dimension. This will enable us to get a full 3D map of the ionization of clusters
as function of both time, power and wavelength.
The thesis concludes with a summary and outlook.
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Magnetic properties of clusters
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Chapter1
Magnetism of clusters: an
introduction
This chapter provides an overview of the magnetic properties of clusters. We will
focus in some detail on the physical differences between magnetism of bulk and
clusters. We will show for example that while the orbital magnetic moments are
strongly quenched in bulk material, this is typically not the case for their cluster
equivalent. We will then continue by giving a short overview of what might happen
when we dope a 3d transition metal cluster with a 4d or 5d atom. We conclude
with an introduction into the experimental method of X-ray Magnetic Circular
Dichroism (XMCD) which we have used to study the magnetism of doped cobalt
clusters in a spin and orbital resolved fashion. This will provide the groundwork
for the experimental results discussed in chapter 2.
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1.1 Magnetism of clusters
The magnetic properties of clusters are fundamentally different from those of the
isolated atom or the bulk, but can to a first approximation be seen as an inter-
mediate case between these two limits. It is therefore illustrative to begin the
discussion of magnetism in clusters by highlighting the differences with both the
atomic and the bulk cases.
1.1.1 Magnetism of atoms
In the majority of materials, the main magnetic properties arise from the electrons
in the system. As an example, let us consider the transition metal atom cobalt.
The electronic structure for the neutral cobalt atom is Co: [Ar] 3d74s2. So if we
ignore the core electrons and just consider the valence electrons, Co has 7 electrons
in the 3d state and two in the 4s state. To get the electronic ground state of this
system we have to consider the interactions between all constituents. Ignoring the
nucleus-nuclear interaction there are two parts: the electron-electron interaction
and the electron-nucleus interaction. We have to consider these interactions while
taking the Pauli exclusion principle into account. It is the combination of these
interactions which together can be called the exchange interaction, which governs
the most energetically favourable electron configuration.
With the first Hund’s rule, which follows from this (intra-atomic) exchange
interaction, the second Hund’s rule which originates from the orbits of the electrons
and the third which follows from spin-orbit coupling, the ground state for the Co
atom can be determined. This will be the electronic state with maximum spin
S, maximum orbital quantum number L and maximum total magnetic moment J.
Using term symbols this can be written as 4F9/2, so S = 3/2, L = 3 and J = 9/2.
With these quantum numbers the magnetic properties can be determined using
the below equations.
µorb = LgLµB (1.1)
µspin = SgSµB (1.2)
µtot = µorb + µspin (1.3)
µtot = JgJµB (1.4)
gJ ≈ 3
2
+
S(S + 1)− L(L+ 1)
2J(J + 1)
(1.5)
The total magnetic moment µtot can be separated into the spin moment µspin,
generated by the spins of the electrons, and the orbital moment µorb, which origi-
nates from the orbital motion of the electrons. Now with Eq. (1.1) and Eq. (1.2)
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Figure 1.1: The basic differences between three exchange models. The Heisenberg
model assumes localized moments with exchange parameters J between different mo-
ments. When J > 0 the moments want to couple ferromagnetically and for J < 0 they
couple antiferromagnetically. Delocalization is introduced with a hopping parameter
t in the Hubbard model. For large t the system becomes even more delocalized and
we can speak of spin bands in the Stoner model. Because of the exchange interaction
these spin bands can be split into a majority and minority band.
and using that the Lande´ factors gS ≈ 2 and gL = 1, the spin and orbital moment
of cobalt are given as µspin = 3 µB and µorb = 3 µB. The total moment is the sum
of these parts Eq. (1.3), so µtot = 6 µB. The same value will be obtained when
using Eq. (1.4).
1.1.2 From atom to bulk: Heisenberg, Hubbard and Stoner exchange mod-
els
When we no longer look at just one atom but instead at a collection of atoms in a
bulk material, it is to be expected that the overall electron system changes through
interaction with neighbouring atoms. This will have a profound influence on the
magnetic properties. We will again use cobalt to illustrate this size evolution.
The magnetic properties of cobalt originate from the 3d orbitals, of which the net
spin magnetic moment is µspin = 3 µB/atom. For all the core electrons, which we
will define as all the electrons in the 1s, 2s, 2p, 3s and 3p orbitals, the situation
is similar to the 4s, all electrons in these full orbitals are coupled and they don’t
contribute to the magnetic moment. The 3d orbitals are thus the sole contributors
to the magnetic moment in this atomic case.
Heisenberg model
When atoms are put together their electron orbitals can overlap, forming molecular
orbitals which, given the right conditions bond the atoms together. The amount of
overlap between different orbitals is dependent on their spatial position, form and
size. In general for transition metals the magnetic 3d orbitals are localized close to
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their atoms and the magnetic moments are said to resign only at the atomic sites.
In this limit, such a localized electron picture can be described by the Heisenberg
model. The magnetic properties of a material in this model mainly originate from
the coupling of these localized atomic magnetic moments through an exchange
coupling parameter Jij , which couples the spins of atom i and atom j. This can
either be positive or negative for respectively ferromagnetic (parallel) and anti-
ferromagnetic (anti-parallel) coupling, as shown in the left panel of Fig. 1.1. The
Heisenberg Hamiltonian can thus be written as the sum over all these exchange
coupled spins:
Heff = −
N∑
i 6=j
Jij(si · sj) (1.6)
The Heisenberg model has been especially successful in describing the magnetic
properties of dielectrics, e.g. oxides. However, since this picture assumes localized
magnetic moments which originate from localized electrons, for materials with a
high metallic conductivity this picture will fail to describe the magnetization. In
the bulk metal cobalt for example, the magnetic 3d electrons are itinerant, free to
move around the material. In this case it is necessary to use a more delocalized
picture.
Hubbard Model
For a more universal description of the electronic correlations in solids, the Hub-
bard model can be used. In this model both localization and delocalization of
electrons are allowed and it is the interplay between these two which determines
the electronic and magnetic ground state. The Hubbard Hamiltonian is given by
HHub = −t
∑
〈i,j〉,σ
(c†i,σcj,σ + c
†
j,σci,σ) + U
N∑
i=1
ni↑ni↓ (1.7)
The first term represents the hopping of electrons with the same spin σ between
two neighbouring sites (i and j). The operator c†i,σ creates an electron of spin
σ on atom i, and cj,σ annihilates an electron at site j. Here t is a parameter
proportional to the likelihood of the electron hopping from one atom to another.
In this hopping a spin-flip is not allowed. Also Pauli’s principle is taken care of, no
two equal spins are allowed on the same site. In the simplest case where a single
atomic orbital per site is considered, the number of electrons per site can be a
maximum of 2. It can be shown that (-t) is proportional to the kinetic energy of
the electrons. The second term describes the Coulomb interaction U of electrons
with opposite spin on the same atom. The larger U, the more repulsion between
these electrons. The whole model is summarized in the central panel of Fig. 1.1.
Thus these two terms induce opposite behaviour. Whereas a large hopping term
creates delocalized electrons by making it favourable to move from site to site, a
large Coulomb term will favour localized moments by pushing the electrons as far
away from each other as possible. The system will thus try to minimize both the
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kinetic energy (-t) and the Coulomb energy (U). In calculations this parameter U is
often used as a free parameter, which can be used to favour one behaviour over the
other. In our calculations that will be discussed in the next chapter this method
is employed. It can be shown that in the extreme case where U  t, the system
will be localized, thus Heisenberg-like and Jij can be described in terms of U and
t as: 2|Jij | = 4t2/U , and is often called the t-J model. The third parameter in the
problem is the average number of electrons per site 〈N〉, where 0 ≤ 〈N〉 ≤ 2. By
using the average number 〈N〉 we don’t have to look at the number of electrons for
each specific site ni↑ni↓. For example when 〈N〉 = 1/2 or 〈N〉 = 3/2, the system
can be considered a metal because there will be always a hole left for the electrons
to go to.
In spite of its simplicity, the Hubbard model, which is around 50 years old,
led to a significant progress in the understanding of the properties of correlated
electrons. However, it is directly solvable in limiting cases only.
Stoner Model
When the electrons are delocalized, electronic orbitals increasingly overlap and
the electrons are no longer bound to their respective atoms. This causes their
electronic levels to broaden, forming energy bands, see the right panel of Fig. 1.1.
The Stoner model can be obtained from the Hubbard model by taking a mean-field
approach, where all sites feel an averaged field of all other electrons, instead of
discrete interactions from specific sites. In Hubbard terms, if U  t, the system
will be mainly delocalized and the behaviour will be more Stoner-like. In the
Stoner model, magnetic effects are included by assuming an averaged molecular
magnetic field which splits the density of states (DOS) into a part for electrons with
majority spins (aligned with this magnetic field) and one for the minority spins
(anti-parallel to this field). The spin-only magnetic moment is then given by the
imbalance of electrons between the majority and minority bands mspin = N
↑−N↓.
The Stoner criterion describes when spontaneous magnetization µspin > 0 occurs:
D(εF )U > 0 (1.8)
Here D(εF ) is the density of states at the Fermi level and U is the Hubbard in-
teraction parameter. Thus a large density of states at the Fermi level favours a
spontaneous magnetization. The implication hereof is that for several 3d materials
the two spin-bands can split and there will be magnetic order. This can be under-
stood by the realization that there is in this case a minimal interaction between
3d orbitals, which leads to a small bandwidth, and subsequently a large density of
states. This in turn satisfies the Stoner criterion and spontaneous spin polarization
occurs to reduce the DOS at the Fermi level. This small bandwidth is even more so
the case for surface atoms, of which small clusters have many. That a high D(εF )
leads to a high magnetic moment can be qualitatively visualized by considering
the Pauli exclusion principle. When many states are close in energy, electrons can
be distributed over different states, where through the exchange interaction they
can be ferromagnetically coupled. When, in the opposite case D(εF ) is low, the
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Figure 1.2: Values for the spin-orbit parameter ζ, from [1]. Going from 3d to 4d or
5d increases the spin-orbit coupling.
different energetic states are far away from each other. So in this case the electrons
are forced to occupy the same state and must, due to the Pauli principle, couple
their spins anti-parallel, leading to a low spin-state.
It is in general not straightforward to determine which model and/or approx-
imation has to be used, as all approaches have their merits and failures. For
example while the Stoner model does a good job at predicting the non-integer
magnetic moment for transition metals, it fails at predicting the Curie tempera-
ture. This stresses also the importance of experimental results in order to verify
which model works best for a certain system.
1.1.3 Spin-orbit coupling
The orbital magnetic moment µorb originates from the orbital motion of the elec-
tron around the core. Likewise from the point of perspective of the electron, the
core orbits around the electron, creating a magnetic field perpendicular to the
plane of this motion. This generated field couples to the spin moment of the elec-
tron, leading to spin-orbit coupling (SOC). We can define the positive expectation
value ζ = 〈ξ(r)〉, which is called the spin-orbit coupling constant. The function
ξ(r) is a parameter determined by the orbital configuration of the system. The
SOC Hamiltonian is then given by Eq. (1.9), where s and l are the spin and orbital
vector respectively.
HSOC = ξ(r)(s · l) (1.9)
The strength of this parameter for valence electrons generally increases with in-
creasing nucleus size as shown in Fig. 1.2. Here it can easily be seen that the SOC
is much stronger in 4d and 5d metals than in 3d metals. This we will exploit in
the next chapter by doping 3d cobalt with 4d rhodium or 5d gold. The SOC is im-
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Figure 1.3: Directional quenching of the orbital moment of an atom by ligand field
effects in a thin film. (Figure from [1])
portant for several reasons, it is for example the origin of the magnetic anisotropy,
which induces a preferential magnetization axis in a material, as is explained later.
Also it has been shown that even though the influence is generally not very large,
the value of ζ can in principle influence the geometry of a cluster [2]. On a more
experimental ground, knowing the SOC of a material can determine which inter-
pretation has to be given to for example experimental data, as will be discussed
in detail later. If you assume a very high SOC, the spin and orbital moment are
completely coupled and follow each others movement. This means you should not
treat them independently but as one total moment. When a material has a low
SOC however, one may consider both spin and orbital moments as independent,
with the interaction between them included as perturbation. These two different
ways of treating experimental data can lead to a different determination for mag-
netic moments as has been shown before [3, 4], illustrating the importance of this
parameter. Another important use of SOC for us relates to the X-ray magnetic
circular dichroism (XMCD) measurements that we performed. Without the strong
SOC of the core 2p levels there would not be any XMCD contrast for different
magnetization directions.
1.1.4 Ligand field and quenching of the orbital magnetic moment
To understand the magnetization of a cluster, we can model it as a surface. Both
clusters and surface atoms have many dangling bonds and a strong asymmetric
environment. The simplest case is then to consider a two dimensional thin film as
is shown in Fig. 1.3.
In the isolated atomic case (top part of the figure) the electron is free to rotate
20 Magnetism of clusters: an introduction
around the atom within its orbital. When the atom is however part of a thin
film with other atoms surrounding it, the electron orbit will be disturbed. For
example, when the surrounding atoms are positive (left bottom case) the electron
will be attracted by the Coulomb forces towards these atoms, restricting its mo-
tion mainly in the drawn regions, creating spatially confined molecular d-orbitals.
These can be seen as standing waves, formed by oppositely travelling electrons.
Since the eigenstates of the unperturbed atom are spherical harmonics YL,M , the
new d-orbitals are linear combinations of these. For example in the case of neigh-
bouring cations as shown in the figure, the resulting eigenstate is a dxy orbital,
which is proportional to the linear combination dxy ∝ |Lz = −2〉 − |Lz = 2〉. The
expectation value 〈dxy |L| dxy〉 can be shown to be zero, thus completely quenching
the orbital momentum. When two or more of these orbitals are however mixed
due to spin-orbit coupling, there can still be a resultant orbital moment. This is
an important fact, since the resultant orbital moment can in many cases still be
significant.
Continuing this line, the more nearest neighbours there are, the more the elec-
tron motion in each dimensions is perturbed, which can lead to a strong quenching
of the orbital moment in crystalline bulk material. For example, the orbital mo-
ment of cobalt bulk is in the order of 0.1 µB/atom. Compare this to the atomic
moment of 3 µB/atom and it will become clear that the orbital moment is almost
completely quenched. Clusters are an intermediate case between these two ex-
tremes since they have relatively many surface atoms, leading to a less perturbed
picture than for the bulk. In experiments it is therefore seen that for cobalt clus-
ters, for example, the orbital value can still be as high as 0.8 µB/atom [3]. In
general it can be stated that for clusters less neighbours means less quenching of
the orbital moments. This means the orbital magnetic moments are highly sensi-
tive to geometry changes, which we will use in the discussion of our measurements.
1.1.5 Magnetocrystalline anisotropy
As is now clear, the anisotropic surroundings of an atom can strongly influence
the localization of its electronic orbitals and even quench the orbital moments
as a result. As shown in Fig. 1.3, the out-of-plane orbitals in the thin film are
much less perturbed than the in-plane orbitals. Their preferred direction is called
the easy magnetization direction. The direction which the orbitals try to avoid
is called the hard magnetization direction. The Bruno model [5] states that the
orbital moment is larger along the easy magnetization direction than along the
hard magnetization direction and that the difference between the two directions
yields the magnetocrystalline anisotropy energy (MAE):
∆EMAE =
ζ
4µB
(measyorb −mhardorb ) > 0, (1.10)
If we now consider that the orbital and the spin moment are coupled through the
spin-orbit coupling with strength ζ, see Eq. (1.9), it can be seen that also the
initially isotropic spin moment becomes anisotropic, making thus also the total
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magnetic moment µtot anisotropic. The strength in this simple picture is mainly
determined by the combination of the strength and symmetry of the ligand field,
the strength of the SOC and the value of the unquenched moment. For cobalt the
EMAE of free clusters has been given an upper bound by measuring the Natural
Linear Dichroism, and a value of EMAE  52 µeV is found for Co+10 clusters [4].
This is comparable to the measured bulk hcp value of EMAE = 60µeV [6]. See
section 1.3.3 for more details.
1.1.6 Ferromagnetism and (super)paramagnetism
In the bulk, the ferromagnetic state in absence of an applied magnetic field will
consist out of many individual ferromagnetic domains. This polydomain state
will, upon shrinking of the system move into a single domain state, where all the
spins in the material point the same direction. The stability of this magnetization
direction depends on the temperature T and the anisotropy energy EMAE = KV .
Here K is the magnetic anisotropy density and V the volume of the particle. The
time τN wherein a nanoparticle randomly flips its magnetization due to thermal
fluctuations is given by the Ne´el-Arrhenius equation:
τN = τ0 exp
(
KV
kBT
)
(1.11)
Here τ0 is the attempt frequency, a material dependent property proportional to
the inverse of the ferromagnetic resonance frequency, of the order of 1 ns for the
materials considered. So depending on the duration of the measurement τM , the
particle will appear ferromagnetic if τM  τN and superparamagnetic if τM  τN
[7].
When we consider a superparamagnetic particle it means that the single do-
main of the particle will flip its direction randomly while still remaining in the
ordered ferromagnetic (FM) state. This happens below the Curie temperature of
the material and is therefore also different from the paramagnetic state, where the
FM order is lost and all spins can flip individually.
In applications where a stable magnetic state is required for small particles, this
random flipping of the magnetization of small nanoparticles increasingly causes
problems. This is for example what hard-disk manufacturers are struggling with,
shrinking the bit size as far as possible (reducing V ), while keeping the magnetic
state of the bit in the desired direction. As the stability of the system τN is
determined by the magnetic anisotropy of the particle, hard-disk manufacturers are
looking for a magnetic material with a high magnetic anisotropy energy. Clusters
could bring a solution here [8].
1.1.7 Thermal effects in small particles
To better understand the behaviour of the magnetism of clusters at finite temper-
ature, we first discuss what happens in the bulk.
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Since the magnetization in a material originates from the interplay between
atomic magnetic moments, the more these moments are aligned, the higher the
magnetic moment will be. In general, thermal fluctuations can disrupt this align-
ment, lowering the magnetization.
Paramagnetism
When we consider a paramagnetic bulk system, all spins individually point in
random directions, leading to a net magnetization of zero. This is equal to a
ferromagnetic system above the Curie temperature. When we assume a strong
spin-orbit coupling, the total magnetic moment of the atoms µ can be described
by the total magnetic quantum number J:
µ = g
√
J(J + 1)µB , (1.12)
where the g-factor is given for a free atom by the Lande´ equation:
g = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
(1.13)
When a magnetic field H is applied along the z-axis, the projection of the
magnetic moment along this field µz is given by:
µz = gmJµB (1.14)
Since mJ can just have discrete (2J + 1) values, the magnetic moment will also
be oriented in a discrete way. Only for large J we can assume that the moment
follows the magnetic field in a continuous way. The magnetic moment will try to
align with this magnetic field in order to minimize its energy:
E = −µ ·H = −mJgµBH (1.15)
Using Boltzmann statistics it can be shown that the net magnetization M per
atom as a function of the temperature T of the sample along the magnetic field is
given by the Brillouin function BJ(x):
M(T ) = MsatBJ(x) = Msat
[
2J + 1
2J
coth
(
(2J + 1)x
2J
)
− 1
2J
coth
( x
2J
)]
(1.16)
Here x is defined as the ratio of the magnetic energy over the thermal energy:
x =
MsatH
kBT
, (1.17)
With Msat the saturation magnetization along the magnetic field defined as the
maximum moment each atom can have: Msat = µz = gJµB .
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Superparamagnetic clusters
For clusters the situation is similar but not identical. Instead of considering all
atoms separately, like in the bulk system, we will take the distribution of many
clusters to be our ”bulk” material made of individual magnetic moments, one
moment from each cluster. This is justified by the fact that in most cases the
clusters are superparamagnetic, as will be shown later. We will define the total
saturation magnetic moment of one cluster Msat as the sum of all the individual
magnetic moments per atom and assume all N atoms in the clusters have the same
saturation magnetic moment µ:
Msat = Nµ (1.18)
Here the magnetic moment µ is thus defined per atom and in units of µB .
We can now continue to use the Brillouin function Eq. (1.16) using the definition
Eq. (1.18) for Msat. However, considering that now Msat is not defined as the
magnetic moment of one atom, but of N atoms, the total magnetic quantum
number J will have a high value. If we take the classical limit lim
J→∞BJ(x) the
Langevin function will be obtained and we can write the magnetization of the
cluster as:
M(T ) = µ
[
coth
(
µNB
kBT
)
− kBT
µNB
]
(1.19)
It has been shown before that for free clusters the magnetization follows the
Brillouin function, or equivalently for large J, the Langevin function [3]. The exact
reason why we can treat the clusters as paramagnetic particles is still under debate.
Currently two competing theories are proposed, first, the Spin Relaxation Model
by Knickelbein [9] and later the Avoided Crossing Model by Xu et al. [10]. The
two models however both lead to the same temperature behaviour of the measured
averaged magnetic moments, which can be described by the Langevin equation.
1.1.8 Alloying
As discussed above, the magnetic anisotropic energy (MAE) is strongly dependent
on geometry and symmetry of the system [2]. Reducing the size from a highly
symmetric bulk state towards a more a-symmetric structure like a cluster, ferro-
magnetic elements from the 3d series, like Fe, Co and Ni show an increased MAE.
However, although increased compared to the bulk, the MAE is still quite weak
due to the weak spin-orbit coupling in these 3d materials. For the 4d materials
the opposite is true, they have a high spin-orbit coupling (SOC) (Fig. 1.2) but
in general they are not ferromagnetic. Only in some cases 4d metals can become
magnetic, for example on surfaces or in a cluster form [11]. Nanoalloying 3d mate-
rials with a high spin moment with 4d or 5d materials with a high orbital moment
and strong SOC thus promises to deliver the combination of high anisotropy and
a high magnetic moment. This could potentially overcome the superparamagnetic
limit in technical applications [12]. An example can be found for FePt nanopar-
ticles, which are considered for high density magnetic storage [13]. The origin of
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Figure 1.4: Magnetic moment values calculated (left) and measured using Stern-
Gerlach and XMCD (right). Figure from the PhD thesis of J. Jalink (2014).
the observed alloying effects is not always clear however. As is shown before, the
magnetic properties are also highly dependent on the geometry of the material. In
some cases the doping can influence the ground state geometry of clusters, which
in turn can lead to a different magnetic moment or different MAE [14].
1.1.9 Materials
In this work we have studied the magnetic properties of cobalt clusters which are
substitutionally doped with either one rhodium or one gold atom. Therefore these
three different materials and their alloys are here introduced before the results of
these measurements will be discussed in the next chapter.
Cobalt
Cobalt is a 3d transition metal atom with electron configuration [Ar] 3d74s2 and
ground state 4F9/2, so with a spin and orbital moment both equal to 3 µB. In the
bulk, cobalt is a ferromagnet with two stable crystal structures, namely hcp [15]
and fcc [16]. For fcc, the spin magnetic moment is experimentally determined [16]
to be µspin = 1.56 µB/atom. The magnetic moment for bulk hcp is determined
using XMCD [15] to be µorb = 0.153 µB/atom and µspin = 1.55 µB/atom, thus with
an orbit / spin ratio of about 10%. The magnetic moments of the cobalt clusters
have been measured and calculated by different groups, including our own, using
both Stern-Gerlach deflection and XMCD, see Fig. 1.4 for an overview. In general
a downward trend is observed for the magnetic moments when going from small
to larger clusters. From the figure it also becomes clear however that no consensus
has yet been reached about either the calculations of the magnetic moments for
the clusters or about their measurements. It is clear from the figure that different
experimental setups often give different values. To bypass this problem in this work
we mainly compare magnetic moments measured using the same experimental
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setup, where thus the only differences are induced by the cluster and not by the
measurement technique itself. This will enable us to focus on changes in the
magnetic properties upon doping.
Bulk materials and clusters do not always behave in the same way to doping.
As an example, in [17], Yin et al. doped Co clusters with either Mn and V. It is
known that in bulk the magnetic moment decreases when going from pure Co to
either CoMn or CoV [17]. In these Stern-Gerlach type deflection measurements
an increase in magnetic moment for CoMn was found, contrary to the bulk case.
In contrast, for CoV a decrease in magnetic moment was observed, similar to the
bulk. This is one of many examples that both demonstrates that clusters really
are an exciting system to study and that one has to be careful to apply naive
condensed matter extrapolations to them.
Rhodium
Rhodium is a 4d transition metal with electron configuration [Kr] 4d85s and ground
state equal to cobalt 4F9/2, thus also with spin and orbital moment both equal to
3 µB . As is the case for all 4d metals, rhodium is non-magnetic in the bulk [18].
However it is ”nearly” ferromagnetic [19], meaning that small perturbations, of
e.g., the lattice constant, can influence the density of states and consistent with
the Stoner criterion (1.8) give rise to a ferromagnetic state. For most studied
Rh clusters, a non-zero magnetic moment is found using Stern-Gerlach deflection
[11, 20], indicating that the non-magnetic Rh can become magnetic when the size is
reduced. Recently this data has been supplemented, showing also multiferroic be-
haviour in Rh clusters, where both ferromagnetism and ferroelectricity are present
[21].
The orbital and spin moments are measured for pure Rh clusters in a xenon
matrix. For small clusters (N ≈ 20) a maximum total moment of 0.4 µB/atom
with an orbit/spin up to 60% is found [22]. For the Rh dimer, Yuan et al. [23]
find with calculations an orbit/spin ratio of about 50%. They propose that large
orbital moments combined with strong spin-orbit coupling account for the large
MAE in Rh clusters.
Rhodium alloys
Since these large SOC and MAE in Rh clusters could potentially lead to interesting
applications when alloyed with materials with a high magnetic moment, many
studies have been performed on Rh alloys. We will give here a short overview of
the most relevant ones.
One approach to the stabilization of magnetism in the 4d elements is the forma-
tion of layered structures of 4d materials with ferromagnetic 3d transition metals
[19]. For example, the 4d metal Pd has been found to have a significant magnetic
polarization in Pd/Fe multilayers [24]. An example of an induced magnetic polar-
ization on Rh can be found in a study by Harp et al. [19]. Here they studied with
XMCD the bulk alloys CoxRh100−x, with (x=77,49) on the Rh M2,3 edge. They
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found a strong enhancement of the total magnetic moment on the Rh atoms, up to
30% of the moment on the ferromagnetic Co atoms. This was in contrast with the
CoRu alloys that they also studied, where the Ru atoms have magnetic moments
less than 7% of those on the Co atoms. This is an indication that alloying Co and
Rh can influence the magnetic properties of both species. As indicated before,
alloying 3d FM materials with 4d or 5d atoms can have an effect on both the spin
moment and the orbital moment of the resulting alloy. This is mainly due to the
increased SOC for 4d and 5d materials.
Following the line of decreasing the dimensions of the system, Dennler et al. [25,
26] calculated the structural and magnetic properties of ComRhn clusters smaller
than 5 atoms. They find the magnetic moment on the Rh atoms to be significantly
enhanced by the presence of Co atoms, but not the other way around. Since it is
well known that magnetism is very sensitive to the interatomic distance, care has
to be taken that not just the change in geometry is responsible for the change of
magnetic moment. So in order to distinguish between the effects of the substitution
itself and those resulting from the induced interatomic distance variation, they
also calculated homologous clusters, with different constrained geometries. They
obtained the same results, indicating that it is indeed the alloying which influences
the induced magnetization and not the change in geometry. This is a approach
that we will also use later on.
Berlaga-Ramirez et al. calculated the magnetism in segregated bimetallic CoRh
clusters (N around 110 atoms, with equal Co/Rh concentration) [14]. They state
that since CoRh undergoes the transition from hcp in the bulk to icosahedral in
small clusters, there should be a transition in geometry somewhere, which they
calculate to be in the range of hundreds of atoms [14]. Mun˜os-Navia et al. cal-
culated [27] the spin and orbital moments of Co19Rh24 nanoparticles and showed
that the orbital moment amounts to about 20-50% of the total magnetic moment
in these systems. Moreover, the induced spin moment on the Rh atom amounts to
about 20% of the total magnetic moment and there is a considerable enhancement
of the orbital moments at the Co atoms.
The magnetic properties of CoRh nanoparticles with a size around 2 nm and
Co concentrations of xCo = 0.76, 0.49 and 0.25, have been studied using SQUID,
Mossbauer spectroscopy and XMCD [28]. Here it was observed that all the studied
CoRh clusters are magnetic, with an average spin moment per atom that is larger
than the one of macroscopic crystals or alloys with similar concentrations. Also
for the same nanoparticles it is found in theory and experiment [29, 30] that
the induced 4d moment at the 3d-4d interfaces controls the magneto-anisotropic
behaviour.
Lv et al. calculated, without fully taking SOC into account, the structural, elec-
tronic and magnetic properties of Co1−8Rh clusters [31]. They reported that the
HOMO-LUMO gap shows odd-even alternations as the size of clusters increases,
and that the Co6Rh cluster bears the largest energy gap among all these clusters.
It is shown that Co and Rh atoms are aligned ferromagnetically in these clusters
and that the Rh atom has a significant influence on the magnetism, consistent
with all studies discussed above.
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In [32, 33] a magnetic moment up to 2.38 µB/atom is observed for CoRh
nanoparticles around 2 nm, which is strongly enhanced compared to the CoRh
bulk computational value of 1.17 µB/atom [34].
Dı´az-Sa´nchez et al., calculated, without fully taking SOC into account, CoRh
core-shell nanoparticles in the range (N=43 and 273 atoms) [35]. They found
a significant local spin moment in the normally paramagnetic Rh and a strong
dependence hereof on the local environment (Co concentration around Rh). All
alloys are found to have a higher average spin moment than corresponding alloys in
the bulk. They stated this is mainly the consequence of two contributions: First,
an enhancement of the Co moments and second, induced spin moments at the Rh
atoms, which couple parallel to the Co moments.
Next to doping Co with Rh there have also been done some studies where
the 3d metal Fe is doped with Rh, see for example Heebeeb Mokkath et al. [36].
Here spin-polarized density functional calculations fully including spin-orbit cou-
pling have been performed for FemRhn and FemPtn clusters having n + m < 19
atoms. The spin magnetic moments, orbital magnetic moments and the magnetic
anisotropy energies have been determined. A significant enhancement of magnetic
anisotropy energies is found by the substitutional nanoalloying of Fe with Rh and
Pt atoms. They obtained a non-monotonous dependence of the MAE as a function
of Fe content, i.e., upon going from pure Fe to pure Rh and Pt. They state that
substitutional nanoalloying boosts the magnetic anisotropy energies primarily by
creating significant cluster symmetry lowering.
Gold alloys
Gold is a 5d transition metal with electronic configuration [Xe] 4f145d106s and
ground state 2S1/2, so spin moment 1 µB and zero orbital moment.
Enhancement of the magnetic anisotropy of Co clusters by Au capping has been
studied by Luis et al. [37] where they capped Co nanoparticles in the size 1-3.5
nm with gold. They found that the anisotropy increases with decreasing particle
size and that the superparamagnetic blocking temperature and the coercive field
are significantly enhanced. They postulate a bonding or hybridization between the
Co and Au atoms at the interface between the two metals, showing that adding
gold to a cobalt nanoparticle can be a way to enhance the magnetic anisotropy of
the particle, opening up the way to technological applications of these magnetic
nanoparticles.
The magnetic polarization of Co/Au self-assembled nanoparticles was mea-
sured using XMCD [38]. Here Bartolome´ et al. also find an increase in both
orbital moment and anisotropy for Au capped Co particles and they argue that
the increase of µorb with Au capping reflects an increase of the MAE for the Co
surface atoms. They claim two effects to be responsible for this. First, the hy-
bridization of the Au 5d bands with the Co 3d band leads to a redistribution of
the number of holes for the Au bands. Second, the polarization of the Au 5d band
is obtained by exchange interaction with the Co bands.
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13-atom clusters
There has been done quite some work on cluster consisting out of 13 metal atoms,
which appears to be a ’magic’ number in clusters due to geometric shell closings.
Recently Montejano-Carrizales et al. [39] studied ConPt13−n clusters. They find
that the magnetic moment decreases with increasing Pt concentration in the 13-
atom CoPt.
Khanna et al. calculated 4d 13-atom clusters and found that they are magnetic,
contrary to their bulk form. Also, they doped them with a FM 3d atom and saw
a strong increase in the magnetic moment [40].
Habeeb Mokkath [36] calculated FeRh for 13 atoms as function of Fe concen-
tration and found strong oscillations as a function of size and composition and
concluded that this is due to the substitutional nanoalloying, which enhances the
orbital moments and boosts the MAEs.
Other theoretical studies on 13 atom clusters include for pure clusters [41],
[42],[43] and for doped: [44]. For the pure Co13 cluster, the lowest lying structure
is found to be hcp with a total magnetic moment of 27 µB, so per Co atom
2.08 µB/atom [44]. Substitutionally doping the Co13 cluster to give Co12Rh,
lowers the total spin moment to 25 µB , with 1.09 µB/atom on the Rh atom, thus
slightly lowering the moment on the Co atoms to 1.99 µB/atom [44].
Summary 3d / (4d - 5d) alloys
To the best of our knowledge, only one study, either theoretical or experimental,
has previously been performed for ConRh / ConAu in the size range that we
have studied, [8 ≥ n ≥ 14]. Namely, Aguilera-Granja et al. studied Co12Rh, as
discussed above [44]. This makes direct comparison difficult, especially considering
the strong size dependence of most cluster properties, which is so inherent to cluster
science. However, as an overview, in previous studies it is found that embedding
4d or 5d atoms in a 3d environment can lead to:
1. Small or no enhancement of the spin moment on the 3d atoms [25, 26].
2. Significant enhancement of the orbital moment on the 3d atoms [27, 38].
3. Strong induced magnetization on the 4d atoms which couple ferromagneti-
cally to the 3d atoms [19, 25, 26, 35].
4. A change in the ground state isomer, influenced by the 3d/4d atomic ratio
[14].
5. An enhancement of the orbit/spin ratio [27, 37].
6. A significant enhancement of the anisotropy of the alloy, mainly originating
from the 3d/4d interface [29, 30, 36–38].
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1.2 Computational method: Density Functional Theory
Density Functional Theory (DFT) will be used in order to attempt to repro-
duce our experimental results. This is a quantum mechanical computational
method that, instead of treating all electrons individually by the wavefunction
ψ(r1, r2, . . . ), uses the electronic charge density (ρ(r)), which greatly reduces the
number of variables in the system from 3N to 3 [45]. It is widely used in for ex-
ample physics, chemistry and biology to investigate the geometric and electronic
structure ranging from isolated atoms to a bulk system.
A full description of this technique falls outside of the scope of this thesis and
extensive overviews can be found elsewhere [45–47].
While in theory every physical observable can be expressed in terms of the
electron density, it is in general unknown how to do this. This is true also for the
magnetization. In order to get magnetic properties from DFT one can reformulate
DFT in terms of the electron density as well as the spin magnetization density
and orbital magnetization density. When these densities are known, the orbital
moment is then calculated by integrating the orbital magnetization density around
all atoms in the system. This is typically done within a sphere with the Wigner-
Seitz radius.
We have calculated the orbital and spin moments using both the generalized
gradient approximation (GGA) functional defined by Perdew, Burke and Ernzer-
hof (PBE) [48] and the GGA + U method [49]. For the calculations, the Vienna
ab-initio simulation package (VASP) [50] was used, which is a DFT implementa-
tion based on a pseudopotential plane wave method. DFT in its GGA form is
derived in the limit of a nearly uniform electron gas, which usually works well for
itinerant electron systems. However, for electrons with a more localized character,
i.e. strongly correlated electrons, the electron-electron interaction is not properly
described by GGA. We will treat electron correlations on a higher level, i.e. via
the GGA+U method. This method treats on-site Coulomb interactions within the
static mean field approximation. One would thus expect that the description of
the orbital moment improves in GGA+U with respect to plain GGA. Whether
the description within GGA+U is accurate enough to properly account for the
correct orbital moment is one of the key issues that we would like to address in
this work. For our calculations we used the rotational invariant formulation of the
GGA+U method of Lichtenstein et al. [51]. Since VASP uses periodic boundary
conditions, a large cubic unit cell with edges of 20 A˚ was considered in order to
prevent interactions between clusters of different unit cells. The k-mesh contained
only the gamma-point and the cut-off of the plane waves was equal to a kinetic
energy of 400 eV. For all calculations spin-orbit coupling and non-collinearity were
fully taken into account. Finally, the calculations were considered converged for
changes of the total energy smaller than 1µeV between two consecutive iterations,
while the geometry was considered converged when the forces on all atoms were
smaller than 5 meV/A˚.
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Figure 1.5: The XMCD effect in Co. In (a) the bulk Stoner band model is schemat-
ically drawn for cobalt. The two bands are exchange split to give a spin imbalance
between the majority spin-up (red) and minority spin-down (green). In (b) this is
shown for the atomic case. Here also the spin-orbit split 2p orbitals are drawn. The
L2 and L3 resonances are as defined in the picture.
1.3 Experimental Method: XMCD
To study the magnetic moments of the bi-metallic ConRh and ConAu clusters
we have performed X-ray Magnetic Circular Dichroism (XMCD) measurements.
What follows is a brief introduction into this technique.
Consider again the 3d transition metal cobalt. As stated before, in the atomic
case the 3d orbital has 5 spin up and 2 spin down electrons, generating a spin mo-
ment of µspin = 3 µB/atom and orbital moment µorb = 3 µB/atom. Equivalently,
it can also be said that the 3d orbital in the atom has 3 holes in the minority spin
level, see Fig. 1.5, where this basic idea is outlined. Here, for the bulk case in the
Stoner model, shown in Fig. 1.5a it is seen that the majority spin band (up/red) is
completely filled while the minority band (down/green) is shifted with respect to
the majority one due to exchange splitting. This will cause a spin-imbalance, indi-
cated by the empty part of the minority band above the Fermi level. In Fig. 1.5b
this is illustrated for the atomic case. The 3d level is equivalently split due to
exchange splitting. The three holes are present in the minority level.
In general, knowledge over the distribution of these holes gives an idea about
the spin moment of the atom. Equivalently, knowing the orbital character of
these holes will give information about the orbital moment. This is the effect that
XMCD exploits. For Co, there are 6 electrons in the 2p orbital. For these l =
1 and s = 1/2. Due to spin-orbit coupling these levels are split into j = l ± s,
leading to j = 3/2 and j = 1/2. See Fig. 1.5b. The splitting is very large, about
15 eV. We will use the splitting of the 2p levels to probe the magnetic moment of
the 3d orbitals.
We use circular polarized X-ray photons which have an energy around the
2p → 3d transitions, also called the absorption L-edge. Here L3 is the transition
1.3 Experimental Method: XMCD 31
770 780 790 800 810
0
ssum = s++ s-  
sBG
−30
0
sXMCD = s+- s-  
fsXMCD
A A+B
770 780 790 800 810
0
(ssum - sBG)   
f(ssum - sBG)   
C
(a) (b)
(c) (d)
0
s-
s+
L2
L3
X-ray Energy (eV)
XA
S
XA
S
Figure 1.6: The XMCD effect in Co. In (a) the X-ray absorption spectrum (XAS)
is shown for both X-ray polarizations, negative (dashed blue line) and positive (full
red line), with the two resonances, L3 and L2, visible. In (b) the difference between
these two XAS, the XMCD spectrum (green line), is plotted as well as its integral
(dashed line). The sum of the two XAS is shown in (c) (green line), together with the
background function (dashed brown line). In (d) finally the sum minus the background
(σres, see Eq. (1.22)) is plotted as a gray line as well as its integral (dashed pink line).
The quantities A, B and C are as defined in the figure and correspond to the ones
used in the sum rules Eq. (1.26).
from 2p3/2 → 3d around 780 eV and L2 the transition 2p1/2 → 3d around 795 eV.
These two transitions are drawn in figure Fig. 1.6.
1.3.1 Two-step model
In the two-step model [1], the XMCD process can now be visualized as follows.
In step one the X-ray photon interacts with a 2p electron and it can transfer its
angular momentum to the spin of this 2p electron using spin-orbit coupling (SOC).
Because of the opposite sign of the SOC in both 2p split levels, the coupling will
be opposite for the 2p1/2 and 2p3/2 levels. This will thus generate a spin-polarized
electron, with the polarization direction based on the circular polarization direction
of the photon. In step two the exchange split 3d orbit, with unequal spin-up and
spin-down ratio, serves as a detector for the spins and orbital moment of this spin-
polarized excited electron. Basically, it is the efficiency of detection that gives
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information about the detector, which is the 3d orbit that carries the magnetic
moment that we are interested in. Thus this method relies on the polarization
dependence of the p to d transition intensities. In particular, the spin and orbital
moments can be determined by looking at the difference in absorption for the two
different X-ray polarizations.
1.3.2 Data analysis
In Fig. 1.6 idealized modelled shapes of experimental spectra are plotted. The X-
ray photon energy is scanned in the range that includes both the L3 and L2 edges.
The two traces in panel (a) correspond to the X-ray absorption spectra (XAS) for
both the positive σ+ and negative σ− polarization direction. When the energy is
too low to promote the 2p electrons, almost no X-ray absorption is seen. When the
energy is in resonance with the L3 edge a strong absorption is seen. At this edge
the signal is higher for σ− than for σ+ due to the polarization dependent p → d
transition probability, as discussed before. When the energy further increases, a
non-resonant background absorption can be seen until the energy is in resonance
with the L2 edge. Here again the signal is strongly enhanced and an opposite
contrast can be seen compared to the L3 edge. The XMCD signal σ
XMCD is
defined as the difference in absorption between these two polarizations:
σXMCD ≡ σ+ − σ− (1.20)
This is plotted in Fig. 1.6-b. The integral over σXMCD over the entire energy
range is plotted in a dashed line in the same graph. Since we want to know the
absorption difference over both edges, we need to know the integral over σXMCD
for both the L3 and L2 edges. These can be extracted from the parameters A and
B as defined in the figure, with A the integral of σXMCD over the L3 edge and B
the integral of σXMCD over both edges together.
In order to normalize the signal and to get absolute values for the magnetic
moments, we also have to look at the total resonant absorption intensity σres,
which is obtained from the sum of the two XAS σsum via:
σsum ≡ σ+ + σ− (1.21)
σres = σsum − σBG (1.22)
Here σBG is defined as the non-resonant XAS background. We model this non-
resonant background as:
σBG(E) =
σtot(810eV)
2
(
1 +
2
3
erf(E − L3) + 1
3
erf(E − L2)
)
(1.23)
where L3 and L2 are the positions of the resonances of the two edges given in eV.
The factors 23 and
1
3 can be understood by considering the number of electrons in
respectively the 2p3/2 and 2p1/2 orbitals, see Fig. 1.6. σ
sum and σBG are plotted
1.3 Experimental Method: XMCD 33
in Fig. 1.6b and σres is plotted in Fig. 1.6c, along with the integral over σres. The
parameter C is then defined as the value of the integral over σres over both the
L3 and L2 edges. The total polarization averaged XAS is defined as:
〈I〉 = Cnh (1.24)
where nh is the number of holes per atom in the d-orbital. For the Co atoms in Co
cation clusters it is experimentally verified that nh is constant within error bars,
with a value of 2.5 ± 0.2 holes per atom [4]. Which is thus slightly lower than the
atomic value of 3.
Sum-Rules
Using the parameters A,B and C that we extract from experiment, together with
the value nh = 2.5, we can extract the spin and orbital magnetic moment using
the Sum Rules [15]:
mzl = −
4(A+B)
3C
nh (1.25)
mzs = −
2(A− 2B)
C
nh − 7 〈Tz〉 (1.26)
where 〈Tz〉 is the anisotropic magnetic dipole.
1.3.3 Anisotropic Magnetic Dipole 〈Tz〉
The term 〈Tz〉 is related to the magnetic anisotropy of the clusters, and as discussed
elsewhere [3, 52], for surfaces this value can be quite high [53] but it can be ignored
for freely rotating nanoparticles. There are several arguments for this, which we
will briefly discuss. The main argument is that this term can be averaged out
when measured over all relevant magnetic axes. So we need to show that the
cluster can rotate freely with respect to its magnetic moment. This is the case
when the magnetic anisotropy energy Eq. (1.10) is smaller than the rotational
energy EMAE  12kBT . There is experimental evidence that indicates that the
cluster is indeed rotating freely.
For example Langenberg et al. [4] measured the X-ray Natural Linear Dichro-
ism (XNLD) for free clusters. The XNLD intensity depends on the angle of mea-
surement in a magnetic anisotropic sample and can be used to probe the easy
and hard magnetic axis. To show that there is no XNLD effect present in free
clusters they measured the XAS using linearly polarized X-rays over the L2 and
L3 edge as function of applied magnetic field. If a strong anisotropy would be
present you would see a different XAS for strongly aligned magnetic moments in
high fields than for weakly aligned moments in a low field. However they do not
observe any difference, concluding that there is no XNLD present and hence the
clusters are free to rotate. In our analysis we will, in line with all previous XMCD
measurements on clusters, take 〈Tz〉 = 0
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1.3.4 Finite temperature correction
Sec. 1.1.7 describes how the magnetization of a cluster is a function of the ratio
of the temperature and applied magnetic field. As will be shown in Sec. 1.4, we
measure the moments at 20 K at a field of 7 T. So, using Eq. (1.19), we measure the
magnetization M(T = 20), however, what we are interested in is µ, the saturation
magnetization per atom. We therefore have to isolate µ from Eq. (1.19) in order to
write it as a function of the measured magnetization M(T ). All discussed magnetic
moments in this work are Langevin corrected in this way.
In contrast to Peredkov et al. [3], we will assume a strong SOC and perform
this correction for the total magnetic moment µ = µtot and not for µorb and µspin
separately as they did. As was also pointed out by Langenberg et al. [4], this
coupling of J = L + S can be justified by looking at the energy U of a magnetic
moment µ in a magnetic field B, see Eq. (1.15). For a spin moment of about
2.5 µB in a field of 7 T, this gives an energy of about 1 meV. When we compare
this to the atomic spin-orbit coupling parameter ξ from Fig. 1.2, we see that ξ
is in the order of 50 meV for 3d transition metals. We therefore do not expect
decoupling. In our analysis we first correct the total magnetic moment for the
finite temperature using the inverse Langevin correction described above. We
then look at the ratio of the orbital moment and the spin moment of the measured
magnetization and assume this ratio remains unchanged before and after finite
temperature correction: M(T )orb/M(T )spin = µorb/µspin. From this we can then
correct both the spin and orbital values separately.
1.4 X-Ray Circular Magnetic Dichroism (XMCD) Setup
The experimental setup that we used is described in detail by Peredkov et al.
[3, 54]. In short we used X-ray Magnetic Circular Dichroism (XMCD) at the L2
and L3-edge of cobalt to probe the magnetization in a spin and orbitally resolved
fashion as explained in detail in Sec. 1.3. In the following we will give some details
about the GAMBIT setup that we used and also illustrate the differences and
additional difficulties between obtaining a XAS from a bulk system compared to
clusters in the gas phase.
1.4.1 Cluster production
Clusters are produced using pulsed laser vaporisation of a rotating thin foil which
has a composition of either Co90Rh10 or Co90Au10, see Fig. 1.7(a). The ablation
laser is a Nd:YAG-laser which is frequency doubled to emit at 532 nm with a
repetition rate of 20 Hz and an energy per pulse of about 10 mJ. A piezo-valve
pulses (≈40 µs) a helium carrier gas jet at a backing pressure of ≈ 15 Bar into the
source chamber. The Nd:YAG laser ablates atoms from the target foil into this
helium pulse, which then condense into clusters of different charges and with a
broad mass distribution, see Fig. 1.8. This cluster/helium mixture is then guided
through a skimmer and through ion-optics in a manner that in our case only
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Figure 1.7: The experimental XMCD setup for free clusters used for this experiment,
from [54]. See main text for details.
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Figure 1.9: Schematic drawing of the The Fourier-Transform Ion Cyclotron Reso-
nance trap. Trapping plates (I) contain the ions in the trap. Excitation electrodes (II)
excite the ions in a higher orbital where they are either ejected or detected using the
detection electrodes (III). The magnetic field B = 7 T is anti-parallel to the incoming
X-ray radiation.
selects the positively charged clusters Fig. 1.7(b). Subsequently the clusters are
steered over 90° by an electrostatic quadrupole deflector Fig. 1.7(c) and guided via
ion-optics into an Fourier-Transform Ion Cyclotron Resonance (FT-ICR) ion trap
Fig. 1.7(e).
1.4.2 Fourier-Transform Ion Cyclotron Resonance
The FT-ICR serves multiple purposes of ion-trapping, mass selection, X-ray inter-
action region and mass detection. A simplified FT-ICR is schematically illustrated
in Fig. 1.9. The cell consists out of trapping electrodes (I) on a high voltage, to
keep the clusters trapped in the longitudinal direction and excitation (II) and de-
tection (III) electrodes for mass selection and detection respectively. The entire
cell is placed in a superconducting magnet which generates a homogeneous field
of 7 T at the interaction region. The direction of the magnetic field is parallel to
the initial cluster propagation and anti-parallel to the incoming X-ray beam. The
clusters can enter the cell when the first trapping electrode lowers its voltage for a
short period of time. The charged clusters then move back and forth between the
trapping electrodes in a complex spiral path rotating around the magnetic axis
due to the Lorentz forces generated on the ions by both the magnetic field and the
electric fields of the trapping plates. The frequency of the rotation is a function of
the magnetic field B, charge q and mass m of the clusters, given by the cyclotron
resonance frequency (CRF):
f =
qB
2pim
(1.27)
Mass selection is obtained by pulsing all unwanted masses out of the trap using a
suitable high amplitude RF pulse on the excitation electrodes. This pulse sweeps
in frequency in a range which makes it come in resonance with all CRF’s (see
Eq. (1.27)) of all masses except the one desired. Upon resonance, the clusters
move with a strongly increased spiral radius, which means they collide with the
electrodes or are otherwise being ejected out of the trap.
Mass detection is achieved using again the CRF. A low amplitude RF field
sweeps over a big frequency range over the excitation electrodes. This will move
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all clusters towards a motion with a slightly larger spiral radius. These charged
clusters can then be seen as an electric current, which can be detected by the volt-
age they induce on the nearby detection electrodes. The obtained high frequency
voltage signal corresponds to the sum of all resonance frequencies of the masses
inside the trap. Taking the Fourier transform of this signal will yield the mass
spectrum with a mass resolution in the order of m/δm ≈ 104.
1.4.3 Temperature Control
The ion trap is filled with around 20 clusters packages generated by 20 shots of the
Nd:YAG laser. The unwanted masses are then subsequently ejected. Once mass
selection is achieved, a cryogenic He pulse is allowed to interact with the clusters.
Through collisional cooling the clusters will achieve a thermal equilibrium at about
20 K.
1.4.4 Recording the XAS of Free Clusters
In bulk materials the interaction of X-rays with samples can directly be monitored
by looking at the change that the propagating light undergoes by for example being
absorbed by a target. For free clusters in the gas phase this is not possible due to
the low density of clusters. That is, there is no observable change in the intensity
of the X-rays upon absorption by the clusters, therefore we need to employ an
action-spectroscopy technique. In our case this means we look at the generated
products of the interaction, this is illustrated in Fig. 1.10.
Basically four steps can be distinguished in the process to obtain an X-ray
absorption spectrum from the interaction of the X-rays with the trapped clusters
in the FT-ICR. First the X-ray photon promotes an electron from the split 2p band
into a vacancy in the 3d band. This is the basic transition that we are interested
in, as explained in Sec. 1.3. In step two, an electron of intermediate level will
decay in order to occupy the 2p hole created in step 1. The energy that is gained
by this decay can subsequently be released by transferring it to another electron,
which can then be ejected out of the atom. This process is known as Auger decay.
The emittance of this Auger electron leaves once again a vacancy open, which can
then also be filled by another Auger process. In this way an Auger cascade or
explosion can be initiated, leaving a highly charged unstable cluster as result. In
step three this charged cluster will break apart or explode into charged fragments:
ConRh
+ → Con−jRh+ + Co+j + e−, (1.28)
where j usually is between 1 and 4, see Fig. 1.10. Also higher charged fragments
can be produced in this way. In the last step we count these fragments as a function
of X-ray energy and polarization and as such we obtain the XAS spectrum. Now
we can apply the methods of section 1.3 to extract the relevant information. The
synchrotron light is allowed to interact with the trapped cold mass selected clusters
for about 20 seconds, which gives a parents / fragments ratio of about 1 %, ensuring
photoabsorption by the parent and not by the fragments.
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Figure 1.10: The action spectroscopy method used to obtain the XMCD signal. (a-I)
First a cation is allowed to interact with the X-rays, depending on the XMCD resonance
conditions this will excite a 2p electron towards the 3d band, leaving a hole behind in
the 2p shell. With Auger decay this hole will be filled up with an intermediate electron,
releasing energy in the process. (a-II) This energy can trigger an avalanche of more
electrons being excited, subsequently leading to ejections of electrons, leaving the
cation more unstable. (a-III) This instability leads to the explosion or fragmentation
of the cluster. (b) The fragments can be detected in the mass spectrum and counted
as function of X-ray energy to give an X-ray Absorption Spectrum (XAS), see Fig. 2.1.
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Figure 1.11: The photonflux for the UE52-PGM beamline at the BESSY II Syn-
chrotron. The two dips are related to absorption of the X-rays due to a thin Co
contamination on the optics.
We used the UE52-PGM beamline at the BESSY II synchrotron storage ring.
The synchrotron is utilized in top-up mode, which means the rotating electron
package is continuously supplemented to keep the same electron current inside the
storage ring, giving us a constant ring current of 300 mA.
At the interaction region inside the ICR cell the X-ray width is determined to
be ≈ 0.5 mm. The vertical height can in principle be set by the variable exit slit
of the monochromator. We used an exit slit of 500µm which gives a resolution of
about 1 eV and a flux of about 1012 photons/s. In Fig. 1.11 the photon flux is given
for the two different polarizations. Two features can be distinguished, first that
the flux for different polarizations is not equal and secondly that resonances can
be seen which lower the flux for certain energies. These resonances are due to the
cobalt L3 and L2 absorption edges originating from a small cobalt contamination
on the output mirrors. This behaviour is reproducible however, and we measure
these flux traces as a calibration before and after each measurement.
1.5 Summary
We have given a short introduction into the most important physical concepts and
experimental methods dealing with magnetism in clusters. We briefly mentioned
the role of spin-orbit coupling and anisotropy in the magnetic properties of clusters
and we have seen how these can be very different to those both in the atomic
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case as well as in the solid bulk. Furthermore, we have discussed how adding a
dopant atom to a cluster can change its magnetic properties. Finally we concluded
with a short introduction into the experimental method XMCD. This introductory
chapter now enables us to understand the next chapter, which deals with the
XMCD measurements of doped cobalt clusters.
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Chapter2
Orbit and spin resolved magnetic
properties of [ConRh]
+ and
[ConAu]
+
Bi-metallic nanoalloys of mixed 3d-4d or 3d-5d elements are promising candi-
dates for technological applications. The large magnetic moment of the 3d ma-
terials in combination with a high spin-orbit coupling of the 4d or 5d materi-
als give rise to a material with a large magnetic moment and a strong magnetic
anisotropy, making them ideally suitable in for example magnetic storage devices.
This chapter describes the influence of doping of small cobalt clusters on their spin
and orbital magnetic moment which we studied for the cations [Co8−14Au]+ and
[Co10−14Rh]+. Compared to the undoped pure cobalt [Con]+ clusters we find a
significant increase in the spin moment for specific Con−1Au+ clusters and a very
strong increase in the orbital moment for some Con−1Rh+ clusters, with more
than doubling for Co12Rh
+. This shows that substitutional doping of a 3d metal
with even just one atom of a 4d or 5d metal can lead to dramatic changes in
both spin and orbital moment, opening up the route to novel applications. At
the same time we have performed an extensive check on the current capabilities of
DFT calculations to properly describe the orbital magnetic moments in transition
metal clusters. We conclude that both the GGA-PBE method, as well as the com-
monly used GGA+U extension fundamentally underestimate the unquenching of
the orbital magnetic moments with respect to the bulk.1
1Adapted from: D. Dieleman, M. Tombers, L. Peters, J. Meyer, S. Peredkov, J. Jalink,
M. Neeb, W. Eberhardt, Th. Rasing, G. Niedner-Schatteburg and A. Kirilyuk ”Orbit and spin
resolved magnetic properties of size selected [ConRh]+ and [ConAu]+ nanoalloy clusters”, Phys.
Chem. Chem. Phys., 17, 28372 (2015)
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2.1 Introduction
The study of finite size effects on magnetism has been an active research theme for
years. It is widely known that reducing the dimensionality of a system gives rise
to a generally much higher magnetic moment than in the bulk system [1, 2]. This
is attributed to a reduced coordination number of the surface atoms for smaller
systems, leading to less quenching of the magnetic moment. This increase of the
magnetic moment is experimentally observed for the smallest possible systems,
namely clusters consisting only out of a few atoms. Initially this was measured
using Stern-Gerlach deflection, where only the total magnetic moment is resolved
[3], but recently also using X-ray Magnetic Circular Dichroism (XMCD), which is
sensitive to both the spin and orbital magnetic moments [4, 5].
Not only does this enhancement of the magnetic moment occur for the 3d
materials that are ferromagnetic in the bulk (Fe, Co, Ni) [3–5]. It is even shown
that 4d or 5d systems, which are non-magnetic in the bulk, can show a substantial
magnetic moment when they are reduced in size. This is true for example in 4d
rhodium clusters [6, 7]. It has also been shown that alloying 3d and 4d metals
can induce a magnetic moment on the 4d atoms. For CoRh this is observed
experimentally (in the bulk [8], for clusters on a Xe matrix [9] and for chemically
prepared nanoparticles in a polymer matrix [10–12]). Also there has been a certain
amount of theoretical work for CoRh, some of which included spin-orbit coupling
(SOC) [10, 11, 13–15] but most without [16–21]. The reason that most work does
not fully include SOC is that modern calculations still have difficulties properly
accounting for the degree of quenching of orbital moments. However, as will be
discussed in some detail, the inclusion of SOC is important for comparison with
the observed effects in this work. Specifically it is necessary in order to obtain
values for the orbital magnetic moments in calculations.
We have studied the spin and orbit resolved magnetic moments of small (8 ≤
N ≤ 14) cobalt clusters doped with either one rhodium or one gold atom using
XMCD on the L-edge of cobalt. We directly compare with the undoped cobalt
clusters measured earlier [4], this enables us to isolate the specific change that
alloying introduces on the magnetic properties. We observe in some cases dramatic
changes in both the spin and orbital moments upon doping the cobalt clusters.
In the case of going from Co13
+ to Co12Rh
+ the orbital moment for example
increases with more than 150%, indicating that even the substitution of one atom
can have enormous consequences.
2.1.1 Experimental details and method
The experimental details for the XMCD measurements have been discussed in
detail in the previous chapter. In brief, clusters are produced using pulsed laser
vaporisation of a rotating thin foil which has a composition of either Co90Rh10 or
Co90Au10. A helium carrier gas jet compresses this ablated plasma into clusters
of different charges and with a broad mass distribution. This cluster/helium mix-
ture is then guided into a Fourier-Transform Ion Cyclotron Resonance (FT-ICR)
2.2 Results & Discussion 49
ion trap. This FT-ICR serves multiple purposes of ion-trapping, mass selection,
X-ray interaction region and mass detection. For these purposes the trapping cell
is placed in a superconducting magnet which generates a homogeneous field of
7 T at the interaction region. The ion trap is filled with around 20 cluster pack-
ages generated by 20 shots of the Nd:YAG laser and the unwanted masses are
subsequently ejected. Once mass selection is achieved, a cryogenic He pulse is
allowed to interact with the clusters. Through collisional cooling the clusters will
achieve a thermal equilibrium at about 20 K. All experiments were performed at
the GAMBIT experiment at the UE52-PGM beamline at the Helmholtz-Zentrum
Berlin.
2.2 Results & Discussion
In Fig. 2.1 the X-ray absorption spectra (XAS) are shown which are obtained
for Co13Au
+. In (a), the spectra are shown for two different polarizations. All
other quantities in this figure are deduced from these two spectra, as discussed
in Sec. 1.3.2. The XMCD signal Eq. (1.20) is also plotted in (a), as well as its
integral. In (b) the sum of the two XAS is shown, as well as the background as
defined in Eq. (1.22). In (c) the sum signal minus the background is plotted, as
well as its integral. From these graphs the parameters A, B and C are extracted,
which, using the sum rules of Eq. (1.26), give the magnetic moments. Compare
the experimental spectra from Fig. 2.1 with the idealized spectra in Fig. 1.6 from
the previous chapter and it is clear that in the experiments the analysis is more
complicated. We will discuss in section 2.3.4 how this will affect the uncertainty
of the obtained values.
A summary of measured XMCD spectra for various cluster sizes is plotted in
Fig. 2.2. All of the spectra clearly show the two resonant transitions, at both the
L3 and L2 edge. Some features can be pointed out specifically. For ConRh it can
clearly be seen that the XMCD signal at the L2 edge around 795 eV is changing
strongly with cluster size. Especially for Co12Rh the XMCD signal at the L2
edge almost disappears. Using the sum rules Eq. (1.26) it can be understood that
relatively speaking, the lower the L2 dichroism signal is, the lower (more negative)
B will be, indicating an increased orbital moment for this cluster.
Using the method described in section 1.3, the temperature corrected Langevin
scaled magnetic moments are obtained. These are summarized in table 2.1 and
also in Fig. 2.3, where they are compared for the case of pure cobalt clusters from
Peredkov et al. [4] and Langenberg et al. [22]. To compare with the results from
Peredkov et al., as was done before [22], we have reanalysed their data in a way
that does not assume a decoupling of the spin and orbital moments, contrary to
their original interpretation, see section 1.3.4. The values plotted here are thus
slightly different than the ones reported in their original article.
It has to be understood that all these values are given in µB/(cobalt atom)
and care has to be taken to directly compare them with the pure cobalt case
where we measure all atoms in the cluster. We do not know the spin and orbital
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Figure 2.1: Exemplary XMCD traces for Co13Au
+. Top panel (a): The ion yield as
function of the photon energy for positive σ+ (red) and negative σ− (blue) circular
polarization. The XMCD trace (black) is obtained by subtracting σXMCD = σ+−σ−.
The integral over the XMCD signal is plotted in green. Panel (b): The sum signal
of both polarizations σSUM = σ+ + σ− (green) and the background function σBG
(black). (c): The sum signal with the background subtracted (blue) and the integral
hereof (red). The quantities A,B and C are defined as indicated in the figure and
correspond to the ones defined in Fig. 1.6.
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Figure 2.2: All measured XMCD traces for the ConRh
+ (left) and ConAu
+ (right)
clusters.
moment on the dopant atom and are purely sensitive to the induced changes of
the magnetization on the cobalt atoms as result of substitutional doping.
In Fig. 2.4 the orbit/spin ratio is plotted. As can also be seen from the sum rules
of Eq. (1.26), this ratio divides the normalization parameter C and the number of
holes nh out of the equation, giving a more direct way of comparing results.
From the figures it becomes clear that not all clusters show a significant devia-
tion from their undoped counterpart. Also, doping with either Rh or Au does not
always systematically increase or decrease µorb and µspin. For example, whereas
for Co8Au
+ the gold atom introduces a decrease of µorb, for Co12Au
+ the gold
doping slightly increases µorb. The influence of doping is thus strongly dependent
on the cluster size. It therefore becomes necessary to consider each individual
cluster size.
2.2.1 Results per individual cluster
9 atoms
For clusters with 9 atoms, we compare Co9
+ and Co8Au
+. Peredkov et al. found
for Co9
+ the spin and orbital moments respectively µspin = 2.06 µB/atom and
µorb = 0.62 µB/atom. When we replace one cobalt atom with gold, we obtain
Co8Au
+ and we measure on the one hand a slight increase of the spin moment to
µspin = 2.31 ± 0.23 µB/atom but on the other hand a significant decrease of 39% in
the orbital moment to µorb = 0.38 ± 0.06 µB/atom as can be seen also in Fig. 2.7.
In Fig. 2.5 the calculated geometry for the neutral Co9 is shown. This geometry is
found by using DFT with the RevTPSS functional without spin-orbit coupling fully
included. The found geometries are subsequently compared with experimental
data using vibrational spectroscopy in order to determine the geometrical ground
state [23], as is shown in Fig. 2.8 for Co13. A spin moment of µspin = 1.89 µB/atom
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ConRh
N Spin Orbital Total o/s
µ (±) µ ± µ (±)
9
10
11 2.22 0.22 0.42 0.09 2.66 0.31 0.19
12 2.22 0.22 0.81 0.08 3.09 0.30 0.36
13 2.12 0.24 1.13 0.19 3.29 0.43 0.54
14 2.36 0.23 0.51 0.05 2.82 0.28 0.22
15 2.70 0.42 0.57 0.06 3.07 0.47 0.21
ConAu
N Spin Orbital Total o/s
µ (±) µ (±) µ (±)
9 2.31 0.23 0.38 0.06 2.70 0.29 0.17
10 2.44 0.24 0.68 0.07 3.12 0.31 0.28
11 2.57 0.26 0.58 0.08 3.15 0.34 0.23
12 2.24 0.22 0.63 0.06 2.87 0.29 0.28
13 2.25 0.23 0.64 0.06 2.89 0.29 0.28
14 2.15 0.22 0.78 0.08 2.94 0.29 0.36
15 2.27 0.23 0.44 0.10 2.71 0.33 0.19
Table 2.1: Our results for the rhodium (top section) and gold (bottom section) doped
cobalt clusters. All magnetic moments are given in µB / (cobalt atom). The results
are Langevin scaled as described in the main text. N is the total number of atoms,
so N = n + 1 for ConRh and ConAu.
Co10Co9
Figure 2.5: Geometries of Co clusters as calculated in our group by J. Jalink et al.
[23]. The spin moment is given below the geometries.
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is found in the calculations. We have not performed calculations on the doped
Co8Au cluster so we cannot directly compare the obtained results with theory.
The decrease in the orbital moment for this size is remarkable, since in general
when looking at different sizes of ConAum alloys it is found that both the orbital
moments as well as the magnetic anisotropy increase with gold doping [24, 25].
10 atoms
For Co9Au
+, as can be seen in Fig. 2.7, both the spin and orbital moments seem to
be slightly increased compared to the Co10
+ cluster, but the error bars (Fig. 2.3)
of both individual measurements overlap. Co10 is calculated and compared with
vibrational data in the same way as described above. The geometrical ground
state of Co10 is shown in Fig. 2.5. There a spin moment of µspin = 1.8 µB/atom
is found, which is lower than the µspin = 2.44 ± 0.24 µB/atom that we find for
Co9Au. As is the case for most transition metal clusters, there have so far not
been any calculations done for the Co10 cluster having spin-orbit coupling fully
included, nor has the gold doped Co9Au been calculated.
11 atoms
Co10Au
+ has an almost unchanged orbital moment compared to Co11
+ but a
significant increase of 28% in µB per cobalt atom for the spin moment. The
situation is opposite for Co10Rh
+, where the spin moment overlaps with Co11
+
but the orbital moment is decreased by 24%. We have not performed calculations
for these cluster sizes, nor have there been similar calculations in literature using
full spin-orbit coupling.
12 atoms
While for Co10Au
+ the spin moment was enhanced, for Co11Au
+ the spin moment
drops sharply down to the undoped value within the error bars. Also the orbital
moment remains almost the same compared to the undoped value.
For Co11Rh
+ the spin moment overlaps with Co11Au
+ but the orbital moment
is significantly enhanced, with 51% compared to Co12
+, starting an increase of
orbital moment which will have its maximum for Co12Rh
+. It is not clear where
this strong increase of the orbital moment comes from. We will discuss possible
reasons later on. Also for this size there have been no calculations with spin-orbit
coupling fully included to compare with.
13 atoms
Clusters with 13 atoms have been intensively studied [26–28]. For Co12Au
+ we
find an increase in the orbital moment of about 48% while the spin moment does
not significantly change. In the case of rhodium, for Co12Rh
+ the spin moment
also does not change significantly, however the orbital moment changes drastically.
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ICO 31 mB
Co13 Co13 Co12Rh
Planar 27 mB Planar 25 mB
Figure 2.6: Geometry of the Co13 cluster as calculated in our group by Jalink et al.
[23] (left and middle), compared with Co12Rh as calculated by Aguilera-Granja et al.
[21] (right). The calculated spin moment is displayed below.
We find an increase of 164% compared to Co13
+. This is also visualized in Fig. 2.4,
where the ratio µorb/ µspin is plotted. The average value is around 0.25 for most
clusters but is highly increased to more than 0.5 for Co12Rh
+.
In Fig. 2.6 some geometries of Co13 and Co12Rh are depicted. The icosahe-
dron geometry for Co13 is found from density function theory (DFT) calculations
that we did [23] using the RevTPSS functional without spin-orbit coupling fully
included. The found geometries are compared with experimental data using vi-
brational spectroscopy as discussed above for Co9. We are aware of theoretical
studies that find a preference for a hexagonal growth pattern in Co clusters [29],
and specifically a slight preference for a hexagonal geometry for Co13 [30], but in
those studies there has been no comparison with experimental data. The geome-
try for Co12Rh is taken with permission from Aguilera-Granja et al. [21] and is
calculated using the PBE form of GGA, without calculating the orbital magnetic
moments. For Co12Rh Aquilera-Granja et al. find a total spin moment of 25 µB, as
indicated in the figure. They find 2 µB/atom on the cobalt atoms and 1 µB/atom
on the rhodium atom. Compare this with the 2.22 ± 0.22 µB/atom that we find
for the cobalt atoms in Co12Rh.
When we consider the absolute increase of orbital moment per atom, from
0.43 ± 0.05 µB/atom to 1.14 ± 0.19 µB/atom, taking the error bars into account
this would give a minimum increase of 0.47 µB/atom. This strong increase in
orbital moment can either be attributed to a polarization of the Co atoms sur-
rounding the dopant Rh atom or to a dopant induced geometry change. These
options will be discussed in detail later in this work, where we perform an ex-
tensive investigation into the current DFT capacity to accurately cope with the
unquenched magnetic moments.
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Figure 2.7: Percentile increase of the magnetic moments compared to the pure Co
clusters measured by Peredkov et al. [4].
14 atoms
Compared to Co14
+ the Au doped Co13Au
+ shows minimal, non-significant changes
in both the spin and the orbital moment. Only the Rh doped cluster shows for
this size a small change, the orbit moment drops slightly, by 17% compared to the
pure cobalt cluster, while the spin moment remains within error bars unchanged.
No calculations have been done for these clusters.
15 atoms
The largest cluster size that we have measured has 15 atoms. Here for both the
Rh and Au doping the orbital and spin moment stay, within error bars, the same
as the undoped case. It is to be expected that the influence of one doping atom
will decrease with increasing cluster size, as the cluster will be less perturbed if
just one of many atoms is replaced. To support this assumption however, more
measurements have to be done, either by going to heavier clusters or increasing
the doping per cluster size. Also for this size there have been no calculations for
the doped clusters.
2.2.2 Comparison with previous XMCD experiments
As stated before, we consider the ranges of [Co8−14Au]+ and [Co10−14Rh]+, al-
ways attaching one single dopant atom to a cobalt cluster. Recently, Langenberg
et al. remeasured XMCD data for pure Co clusters [22]. They found that the
spin moments they obtain are larger than the spin moments obtained for the same
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clusters by Peredkov et al. In fact, their range of spin moments is closer to our re-
sults for ConAu
+ clusters. However, as also pointed out before [22], the orbit/spin
ratio is a more reliable way of comparing data because this will cancel out pos-
sible errors in for example the degree of circular polarization and the number of
occupied 3d states. In Fig. 2.4 it is shown that the µorb/ µspin ratio obtained by
Peredkov et al. and Langenberg et al. are comparable. Is has to be noted that
since our results are measured using the same experimental setup as Peredkov et
al. [4] used, our results can be directly compared to their measurements for pure
cobalt clusters even when the results from Langenberg et al. do not match. It
is likely that an experimental artefact, like an imperfect thermal equilibrium of
the clusters, is the cause of the difference between the two measurements made on
different experimental setups, see for a full discussion elsewhere [22].
2.2.3 How can doping influence the magnetic properties?
As will be made clear later, theory cannot yet give a full explanation of the mag-
netic properties in small transition metal clusters. We are therefore forced to form
models based on more qualitative arguments.
In general the magnetic moment of a doped material can change in three ways.
First, the dopant atom can have a very high magnetic moment, which it can either
intrinsically posses, or it can be polarized by the parent atoms. Second, the dopant
may be a source of magnetic polarization on the neighbouring parent atoms. This
it can do by hybridization with the parent orbitals, which can either lead to a
different orbital moment or to a change in the spin moment. Third, the dopant
can energetically favour a different ground state isomer geometry, which can lead
to different magnetic properties.
The first option, the magnetic moment on the dopant atoms itself has been
studied for example by Harp et al [8]. Here they discussed doping a bulk tran-
sition metal with a different transition metal. They noted that the magnetic
polarization on the impurity atoms depends on its d-band occupation number.
When the occupation number of the dopant is the same or higher than the par-
ent material, it generally polarizes ferromagnetically and when it’s lower, it will
normally polarize anti-ferromagnetically. In our case we study the parent material
cobalt, with the same d-band occupation number as the dopant rhodium, hence
rhodium is expected to polarize ferromagnetically in a cobalt environment. For
gold the situation is similar.
In particular this ferromagnetic coupling of the dopant is calculated by Aguilera-
Granja et al. [21]. They found for Co12Rh an induced spin moment on the Rh
atom of 1.09 µB/atom while for Rh13 a spin moment of 0.69 µB/atom is found.
This shows that the magnetic polarization increases when the Rh atom is in a Co
environment. In our measurements we cannot say anything about the polarization
of the Rh atom since we just probe the L-edge of the cobalt atoms, providing
exclusively information about the magnetic properties around these atoms.
Possible origins for the strong increase in the orbital moment for substitutional
doping with Rh have thus to be found in an induced magnetic polarization on the
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Figure 2.8: Calculated Co13 geometries compared with experimental vibrational spec-
trum, from [23]. The DFT calculations are performed using revTPSS exchange cor-
relation functional in the ADF calculation package [31]. The vibrational spectrum is
obtained using an action IR-UV excitation spectroscopy scheme.
Co atoms or in a possible geometry change. For the latter it is known [19] that the
strong spin-orbit coupling in the 4d and 5d metals can influence the geometry of
the system. Since orbital quenching is a purely geometric effect, a drastic change in
geometry could in principle lead to a dramatic enhancement of the orbital moment.
This is an assumption that we will test in the next section. An induced magnetic
polarization of the 3d atoms by a 4d or 5d material has been observed before in
both experiment and calculations [14, 25]. Proposed mechanisms for this can be
found in hybridization of the 3d Co bands with the dopant 4d/5d bands as well
as in the increased MAE at the interface between the Co and Rh/Co atoms.
2.3 Calculating the magnetic moment of Co13 and Co12Rh
Speaking about Co12Rh, to the best of our knowledge, only Aguilera et al. have
calculated the magnetic moment for this cluster, see Fig. 2.6. For Co12Rh Aguilera
et al. found an averaged spin moment of 1.92 µB/atom over both atomic species
[21] and for Co13 µspin = 2.08 µB/atom, which is thus a small decrease in the
spin moment when doped with Rh. These spin magnetic moments are comparable
to our measured moments of 2.12 µB/atom for Co12Rh
+ and 2.25 µB/atom for
Co12Au
+. The orbital moments were unfortunately not calculated by Alguilera et
al.
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In an attempt to reproduce the giant increase in the orbital moment when going
from Co13
+ to Co12Rh
+ we have performed calculations using various approaches.
Starting points for these calculations are the non spin-orbital coupled density
function theory (DFT)[32, 33] calculations that we have performed earlier for a
range of cobalt clusters [23] and which are compared with their experimentally
obtained vibrational spectra in order to confirm their ground state geometry. As
can be seen in Fig. 2.8 the Co13 isomer with the lowest calculated energy is the
one which matches closest with the measured vibrational spectrum and has the
icosahedron symmetry. The second highest has a hexagonal bilayer structure.
Starting point for our spin-orbital coupled calculations is therefore the icosahedron
(ICO) structure.
So the first aim of the calculations is to compare the orbital and spin moments
of Co13 and Co12Rh in the icosahedron geometry. For Co12Rh this statement must
be interpreted in the way that the icosahedron is just used as starting geometry;
for all calculations a geometry relaxation is performed. Furthermore, for Co12Rh
two different positions have been tried for the Rh atom: in the centre of the
icosahedron and off-centre. The latter position was found to be energetically most
favourable so this is the position that we used further. The geometries are shown
in Fig. 2.6. The isomer that Aguilera et al. found as the ground state for Co13 is
the planar structure, which however does not match with either our calculations
or with the experimental vibrational data. The position of the Rh atom was found
as indicated in the figure.
2.3.1 Theoretical Method
The orbital and spin moments have been calculated using both the GGA-PBE
and the GGA + U methods, see Sec. 1.2 for computational details. Whether
the description within GGA+U is accurate enough to properly account for the
correct orbital moment is one of the key issues that we would like to address in
this work. Note that LDA and LDA+DMFT (dynamical mean-field theory) have
been compared in the same respect for Fe, Ni, Co bulk and Co impurities in gold
[34]. There it was found that LDA+DMFT provides orbital moments in excel-
lent agreement with experiment, while LDA severely underestimates the orbital
moment. What is missing in that work however, is the performance of GGA+U.
It would, also from a practical point of view, be very interesting to see whether
GGA+U already treats electron correlation on a high enough level with respect
to the orbital moment, since the GGA+U method is much less computationally
demanding than GGA+DMFT. Moreover in that work [34], Chadov et al. used
the perturbative spin polarized T-matrix exchange fluctuation (SPTF) solver. In
the case of clusters we cannot a priori assume correlation effects to be small.
Therefore, another solver for the DMFT routine should be used. For example, the
exact diagonalization routine could be used, which is even more computationally
demanding than the SPTF solver. Furthermore, this method has never been used
in a full spin polarized calculation. Therefore, in this work we will limit ourselves
to the comparison of GGA and GGA+U.
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Co13 ICO µorb µspin
GGA 0.10 2.38
GGA+U (1) 0.28 2.37
GGA+U (2) 0.25 2.28
Experiment 0.43 1.97
Table 2.2: Calculation results for Co13. All values are given in µB/atom
Since it is known that LDA can in some cases provide better lattice constants
than GGA [35], we compare our geometry with our experimental spectra in order
to determine the best geometrical ground state, and also try different geometries.
Two different sets of Hubbard U values were used in order to test the U dependence
of the spin and orbital moment:
For pure Co13:
 (1) U = 3 eV and J = 0.9 eV
 (2) U = 7 eV and J = 0.9 eV
For Co12Rh:
 (1) UCo = 3 eV, JCo= 0.9 eV, URh = 1.6 eV and JRh = 0.3 eV
 (2) UCo = 7 eV, JCo = 0.9 eV, URh = 4.6 eV and JRh = 0.3 eV
Here option (1) corresponds to a typical U that would be used in pure Co and Rh
bulk. Option (2) has more atomic like values.
The orbital magnetic moments are calculated within a sphere with a Wigner-
Seitz radius around the atoms, as it is standard practice in this method. The spin
magnetic moments are calculated over the entire cluster, with the exception for
the Rh values in table 2.3. Here the spin magnetic moments for Rh are also given
within a sphere of the Wigner-Seitz radius.
2.3.2 Calculation results and discussion
By comparing the calculated orbital and spin moments (see Table 2.2 and Table
2.3) with the experimental ones, it is clear that the orbital moment is underes-
timated. Furthermore, there is not such a big difference in the orbital moment
obtained in the calculations on substituting one Co atom for one Rh atom, as is
the case for our experiment.
It could be possible that the icosahedron is not the ground-state geometry of
Co12Rh. Since the calculations seem to match better for Co13 than for Co12Rh it
can be that the change of geometry upon doping triggers a geometry change. It has
been shown before that doping very small cobalt clusters with one gold atom can
induce a change in geometry [36]. In order to test the geometry dependence of the
orbital moments, the orbital moment of Co13 is calculated for different geometries.
The following five additional geometries have been used for Co13: BBP, C-BPC,
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Co12Rh ICO µorb µspin
GGA 0.113 1.62
0 0.35
GGA+U(1) 0.208 2.06
-0.138 0.86
GGA+U(2) 0.228 2.21
-0.107 1.02
Experiment 0.91 2.06
Table 2.3: Calculation results for Co12Rh. The first rows per method give the values
averaged over the entire cluster for all 13 atoms. The second rows per method
correspond to the value for the Rh atom only, these are calculated within a sphere
with a Wigner-Seitz radius around the Rh atoms. The minus in front of the orbital
moment of the Rh atom means that it is pointing in the opposite direction with respect
to the Co atoms. All values are given in µB/atom
Geometry µorb µspin
BBP 0.178 2.07
C-BPC 0.208 2.07
CUBIC-L 0.237 2.07
HCP 0.183 2.07
ICO 0.195 2.38
Table 2.4: The orbital moment dependence of Co13 on the geometry structure. All
values are given in µB/atom
CUBIC-L, HCP and ICO [28]. The method used is GGA+U (U = 2 eV and J =
0.9 eV). As seen in Table 2.4, the orbital moment does not vary much between the
different geometries. The values remain well below the experimentally obtained
ones.
Another possible explanation for the discrepancy between the calculations and
experiment is that the calculations were performed for neutral clusters, while the
experimental values are obtained for charged clusters. Therefore a calculation
on a charged cluster is performed for Co13
+ ICO with both GGA and GGA+U
(same U and J as for the geometry calculations). We find that for both GGA and
GGA+U the charged calculation give orbital moments within 5% of their neutral
counterparts.
2.3.3 Outlook calculations
We have shown that both GGA and GGA+U approaches cannot produce orbital
moments comparable with the experiment. Both methods underestimate the or-
bital moments compared to the experimental values. The underestimation should
be inherent to the method, because different geometries, different U values and
both neutral and charged clusters have been tried to solve this discrepancy. As dis-
cussed above, most likely the reason for this underestimation is related to the way
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how electron correlation effects are taken into account. Broadly speaking when
looking in terms of energy ordering, Hund’s first rule treats the spin moments on
a larger energy scale than the second rule, which is related to the orbital moment.
The smaller the differences in energy become, the more important it becomes to
properly take effects like electron correlation into account, as the introduced er-
ror will be more important. This also means that if the electron correlation for
a certain cluster size increases, the calculations will be less accurate. This can
possibly also explain the discrepancies that we observed. In the future it would
thus be highly interesting to see whether a more sophisticated method like DFT
in combination with the dynamical mean field theory (LDA+DMFT) would be
able to produce orbital moments in agreement with experiment. It is reasonable
to expect that this would be case, see for example the article by Chadov et al. [34]
There it is shown how a small orbital splitting around the Fermi level, imposed
by the LDA+DMFT method gives orbital moments similar to experiment for bulk
Fe, Co and Ni, while having almost no influence on the spin moment.
2.3.4 About experimental uncertainties
There are several sources for uncertainties in the experiment. We will discuss the
main sources that give rise to the error bars that we have determined. First when
determining the parameters A, B and C from the experimental data it can be seen
from Fig. 2.1, that it matters where exactly we take the integration limits. Ideally
the integral of the XMCD spectra should be flat in between the two resonances,
this is however not the case in our experiments. We have taken this into account by
shifting the positions of the integration limits (on the energy axis) and determining
the error that would be introduced in this way by the extreme values.
A fact to mention is that the equilibrium temperature of the clusters can be a
small source of error. Langenberg et al. observe the calculated temperature from
the Brillouin fit to be 7 K warmer than the 5 K they use in their ion trap. It is
however unlikely that our deviation is so large, mainly because we measure at the
higher temperature of 20 K, which is much easier to stabilize compared to the 5
K that is used in their setup.
As discussed briefly before, we exclusively probe the L-edges of the cobalt
atoms. We are ignorant of the magnetic polarization that might arise on the
dopant atoms. This will become more of a problem when doping with more than
one atom. We have to keep in mind that the magnetization is given per cobalt
atom. Note that this is not an issue when determining µorb and µspin in this way,
because the sum-rules are already given in terms of magnetic moment / active
atom, where the number of active atoms are always given by the number of cobalt
atoms in the cluster.
2.3.5 Future steps
It would be interesting to not keep the doping of the Co clusters fixed to just
one doping atom, but to stepwise increase the amount of doping. However, when
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increasing dopant level, it becomes increasingly important to look at the X-ray
absorption edges of the dopant itself in order to determine the local magnetic
moments and also to determine the combined magnetic moment of the cluster.
Measuring the magnetization on the dopant would also give valuable fundamental
information about the induced magnetization on the dopant, which would elucidate
the influence of doping on the magnetization even more.
In our group we are working on a theoretical framework in order to be able to
better calculate the spin-orbit coupling and orbital moments in transition metal
clusters. Once this is in achieved, it would give valuable additional information
about the electronic and geometric structure of the clusters. A solid theoretical
understanding of the orbital moment in transition metal cluster remains one of
the main points that still needs to be understood.
From an experimental point of view, the technique as used in this work is
quite time consuming. Each cluster of a certain composition and mass has to be
measured separately, leading to a measurement time of up to 24 hours per mass
to obtain a proper signal/noise ratio. This process should be speeded up in future
work. One of the improvements that could be made in the measurements is to
assume a certain shape of the XAS and instead of measuring the intensity for
all energies with small steps, just measure the few key-points defining this shape.
This can be achieved by measuring just the intensity at four energy positions: the
intensity before the resonance, the absorption intensity at the L2 edge, at the L3
edge and at the tail after the resonances. This is the scheme that is employed in
[22].
2.4 Conclusion
In conclusion, we have measured the orbital and spin magnetic moments of cobalt
clusters which are substitutionally doped with either a rhodium or a gold atom.
Comparing with pure cobalt clusters the spin and orbital moments are either
increased or decreased in a way that is very dependent on the specific cluster
size, no general trend can be extracted. For some sizes the changes are very
extreme, for example in Co12Rh
+ the orbital moment more than doubles compared
to the pure cobalt clusters. The origins hereof remain to be clarified. In case of
the Co12Rh
+ cluster we propose that only a change of geometry or of electronic
structure compared to the pure Co13
+ cluster can explain the strong increase. This
transition could be brought about by the strong spin-orbit coupling present in the
Rh atom. We have additionally demonstrated that the GGA+U method alone
is not able to produce orbital magnetic moments in agreement with experiment,
which is an important check on the capabilities of this method. In the future
our next step will be to compare this result with the much more computationally
expensive LDA+DMFT method.
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Ionization processes in clusters
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Chapter3
Ionization processes in clusters:
overview and experimental
techniques
There are many ways to ionize a cluster and there are equally many ways to study
these different processes. In this chapter an overview of two different ionization
processes as well as the different experimental techniques to study them are dis-
cussed. The main distinction we make in here is between photon induced ionization
and electric field induced ionization. In the photon induced case the photon energy
is transferred directly to the electron. When the energy per photon is higher than
the ionization energy EIP , we can have single photon ionization (SPI). When the
energy per photon is lower than EIP more photons are needed and we can have
multiple photon ionization (MPI). In the field induced case, the electric field of
the ionizing laser is comparable to the Coulomb potential that binds the electron
to the atom. We can speak about strong field ionization (SFI) when the distur-
bance to the Coulomb potential by the electric field of the laser is so large that the
electron can escape either through the disturbed barrier (tunnelling ionization) or
over the completely suppressed ionization, in barrier suppressed ionization (BSI).
This chapter provides the necessary background for the next three chapters, where
we analyse experimental results assuming either of these ionization process.
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3.1 Introduction
The interaction of light with matter is one of the most important research subjects
in many fields from atomic physics to molecular, cluster, optical and solid-state
physics. That this interaction is in its own right interesting should become clear
from this chapter, however this interaction is very often used as a tool to determine
properties which have at first glance nothing to do with this light-matter interplay.
Already in the previous part we saw how we can use light as a probe for the
magnetization of clusters. Moreover, even research fields that are at first glance
removed far away from the physical sciences benefit immensely from these studies.
A very recent example is the study to read ancient fragile rolls without opening
them, by use of X-ray technology.1
This importance of the interaction of matter with light was already widely
recognized in the scientific community when Einstein received in 1921 the Nobel
prize for the explanation of the photoelectric effect. The prize was awarded for his
unique analysis of experimental data of electrons being emitted from metals when
light is shone upon them, which he described in his seminal paper from 1905 [1]. In
this paper he proposed a novel way of looking at light, not as a continuous field but
rather as consisting of discrete energy packets, which set the quantum revolution
in motion. This new description of light properties explained the light-frequency
threshold that was observed when analysing the emitted electrons as function of
light frequency, as only above a certain threshold electrons were detected.
Now, more than hundred years later, it is commonplace to speak in terms of
these discrete energy light packages as photons and identify these thresholds as
ionization potentials or work functions. Many photoelectric processes, especially in
ideal model cases like infinite metals, are well understood. However, some processes
are still poorly described when going to more realistic or complicated systems like
atomic clusters. For example, the ionization potentials of many clusters are still
unknown, as is the specific ionization process for them.
The different ionization processes that might occur in clusters is the topic of
this chapter, which provides the groundwork for chapters 4, 5 and 6. We will see
for example that it is the light intensity that determines whether one should better
consider light as consisting out of discrete photons with discrete energies or as a
wave, with corresponding oscillating electric field.
The first part of this chapter is an introduction into the relevant different
ionization processes that can take part in bulk, since many ideas in the cluster field
can be borrowed from solid-state physics. We continue by outlining the differences
between bulk and clusters and describe the interactions that are of interest in this
work. This section is ordered by going from low intensity light, where the photon
picture dominates, towards high intensities where the electrical field description
dominates. The last parts of this chapter describes the experimental techniques
and materials used for these ionization studies.
1http://www.qmul.ac.uk/media/news/items/smd/99565.html
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Figure 3.1: Short overview of ionization terminology. For a metal, the Fermi energy
is defined as the energy that an electron can maximum have at zero Kelvin. The
workfunction EWF is defined as the Fermi energy and the ionization energy EIP as
the top of the valence band. For a metal the ionization energy and the work function
are the same, namely the Fermi energy EFermi, see main text.
3.2 Ionization basics of bulk materials
In an atom, molecule or cluster we can define ionization as the removal of an
electron from a system, with the first ionization as the removal of an electron from
a neutral system to give a cation. The second ionization is in the same way the
removal of an electron from the cation, and so forth. We are mainly interested
in the first ionization, especially in chapter 4. Nevertheless, in some cases, like
Coulomb explosion or other non-sequential processes, it is not even well defined
what is exactly the sequence in which the electrons are removed.
Since it is good practice to start with a system with which we are already
quite familiar, we will start with an ideal bulk material. Here we use a very
crude distinction, whether depending on its electronic structure the material is
either a metal or an insulator. We assume that the bulk material consists out of
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sufficiently many electrons that their electronic states have no longer any discrete
structure but have formed a band structure as was schematically visualized in the
introduction chapter in Fig. 3.
We can make the distinction about the type of material depending on whether
or not it has a bandgap Egap around the Fermi level, see Fig. 3.1. Here for two dif-
ferent electronic types the band structure is drawn. We can see that for a material
with a bandgap the energy needed to remove an electron, the ionization energy,
or equivalently the ionization potential EIP , is defined as the energy necessary to
move an electron from the top of the valence band towards the vacuum level. The
work function is in this very simple model the (virtual) energy necessary to move
an electron from the Fermi energy towards to vacuum level. For a metal, with no
band gap around the Fermi level, the ionization energy EIP and work function
EWF are the same.
3.2.1 Electron distribution at finite temperature
The above picture is valid for zero temperature for non-interacting electrons. As
soon as we go to a situation where temperature is included, the electrons will be
thermally excited and thus somewhat redistributed across the states in the vicinity
of the Fermi energy. In general the density of states of a system g(E) has to be
multiplied by the temperature dependent distribution function f(E,T ) to give the
occupied density of states n(E,T ):
n(E,T ) = g(E)f(E,T ) (3.1)
Here the distribution function f(E,T ) is given by Fermi-Dirac statistics around
the Fermi energy:
f(E,T ) =
1
e(E−EF )/(kbT ) + 1
(3.2)
This situation is schematically depicted in Fig. 3.2 for a finite temperature for
a constant density of states (left) and for a dielectric (right). Part of the electrons
occupy the states above the Fermi level, while below the Fermi level there appear
electron holes.
3.2.2 Measuring the work function
Since the work function and the ionization energy give information about the
electronic band structure, they are widely studied properties. The simplest exper-
iments to measure them only need an electron detector and a wavelength tunable
laser with photon energy Ehν =
hc
λ = hν. Scanning the wavelength at 0 K from
low Ehν to high Ehν initially yields no electrons, while at a certain threshold the
electrons begin to appear. This threshold can then be identified as the ionization
energy EIP or for metals, equivalently, the work function. From the temperature
dependence of the Fermi-Dirac distribution function it becomes clear that such a
threshold is not sharp, at finite temperature it can be blurred by thermally excited
electrons occupying energies higher than the ionization potential.
3.2 Ionization basics of bulk materials 75
O
cc
up
ie
d 
 D
O
S
Energy Efermi
D
en
si
ty
 o
f s
ta
te
s
D
is
tr
ib
ut
io
n 
fu
nc
tio
n
0
1 Fermi-Dirac
Thermal smearing
Valence band Conduction band
Holes
O
cc
up
ie
d 
 D
O
S
Energy Efermi
D
en
si
ty
 o
f s
ta
te
s
D
is
tr
ib
ut
io
n 
fu
nc
tio
n
0
1 Fermi-Dirac
Valence band Conduction band g(E)
f(E,T)
n(E,T)Holes
Electrons
Figure 3.2: Occupied density of states at finite temperature for a conductor (left)
and dielectric (right). Some of the electron density can be excited over the bandgap
if the temperature is high enough and the bandgap small enough.
In an important paper by Fowler in 1931 [2] it is explained that not all electrons
can actually participate in this photoionization process in a bulk metal. Only
electrons at the surface will be ejected and from these surface electrons only the
ones with a velocity vector approximately normal to the surface can escape the
surface. In the ideal case of modelling the metal as a gas of electrons obeying
Fermi-Dirac statistics (Eq. (3.2)), the number of electrons per unit volume having
velocity components in the ranges (u,u+ du), (v,v + dv) and (w,w + dw), with u
normal to the surface and v and w orthogonal to u, is given by:
n(u, v,w)dudvdw = 2
(m
h
)3 dudvdw
e(
1
2m(u
2+v2+w2)−EF )/(kBT ) + 1
(3.3)
Integrating this equation over the entire surface gives for the number of elec-
trons per unit volume n(u)du with velocity component normal to the surface in
the range (u,u+du):
n(u)du =
4pikBT
m
(m
h
)3
ln
(
1 + e(EF−
1
2mu
2)/(kBT )
)
du (3.4)
When trying to eject an electron from the metal, we assume that the yield
of ejected electrons Y is proportional to the number of electrons N that have an
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Figure 3.3: In the top panel n(E,T) (filled area) is depicted for two different tem-
peratures. Here EF = =0.5 eV and E = 0 eV the vacuum level. The dashed line is
f(E,T). In the bottom panels the electron yield is shown, calculated using (3.7). The
right bottom panel is a zoom of the left bottom panel.
energy high enough to be able to escape given a certain photon energy Ehν :
Y ∝ N(Ehν) (3.5)
The number of electrons within this range, N(Ehν) can be found by integrating
Eq. (3.4) from EF − Ehν towards infinity:
N(Ehν) =
∫ ∞
1
2mu
2=EF−Ehν
n(u)du (3.6)
This integral can with some approximations [2] be solved to give the Fowler for-
mula:
ln
(
Y
T
)
= B + ln f
(
Ehν − EF
kBT
)
(3.7)
Here B is an experimental coefficient including all constants and instrumental
parameters and f is the integral over the distribution function:
f(x) =
{
ex − e2x/4 + e3x/9− ... (for x ≤ 0)
pi2/6 + x2/2− (e−x − e−2x/4 + e−3x/9− ...) (for x ≥ 0) (3.8)
By fitting the experimental electron yield with the yield Y in the Fowler formula
Eq. (3.7), both the temperature and Fermi energy can be extracted. For T = 0 K
or for Ehν far above EF , this yield simply follows the quadratic dependence:
Y ∝ (Ehν − EF )2 (3.9)
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Figure 3.4:
√
Y for 10 K and 300 K. For the higher temperature, due to the thermally
excited electrons, the yield starts earlier. It can be seen that for low temperature or
high photon energy the
√
Y becomes linear. EF can be extracted by extrapolating
the linear part and determining the intersection with the energy axis.
For two different temperatures, at 10 K and 1000 K the calculated electron yields
are plotted in Fig. 3.3. The Fermi level can easily be extracted by plotting the
square root of the yield and fitting it with a linear function, the intersection with
the energy axis gives then EF , as illustrated in Fig. 3.4.
3.3 Difference in ionization between Clusters and Bulk
For clusters the ionization process is more complicated than the one outlined
above for bulk. However, as is often the case in cluster science, the theory for
bulk works quite well as a first approximation. We shall see that even Fowler’s
theory, which is developed for an infinite metal plane produces reasonable results
when applied to metal clusters [4, 5]. The main differences between the ionization
of bulk and clusters are to be found in the discrete electronic density of states,
the influence of the vibrational density of states and the possible geometry change
between neutral and ionized cluster. These effects are briefly discussed below.
However, to properly describe this, we start by giving a small overview of the
relevant measurement techniques.
3.3.1 Near-threshold photoionization techniques in clusters
To study the electronic structure in clusters the following 3 techniques are most
commonly used, with the results of them illustrated in Fig. 3.5.
Photoionization efficiency
The photoionization efficiency (PIE) curve is obtained by scanning the photon
energy Ehν around the ionization energy EIP and counting the number of clusters
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Figure 3.5: The difference between photoionization efficiency PIE (a), photoelectron
spectroscopy PES (b) and Zero Energy Kinetic Electron (ZEKE) spetroscopy (c) for
Nb3O. (figure adapted from [3])
that are ionized as function of Ehν . This gives curve (a) in Fig. 3.5. For low Ehν
no clusters are ionized, while around the ionization energy the ion yield begins to
rise. With n(E,T ) the occupied density of states as given in Eq. (3.1), the ion
yield Y is given, similar to the bulk photoelectric yield Eq. (3.6) by:
Y (E,T ) ∝
∫ ∞
E
σ()n(,T )d (3.10)
Here E = EIP −Ehν and σ() is the absorption crossection. This equation shows
that the occupied density of states n(E,T ) can be obtained from the PIE by
differentiation:
dY (E,T )
dE
∝ n(E,T ) (3.11)
This has been done for example in Al clusters [6].
The exact interpretation of PIE’s remains a question of controversy and is
discussed in more detail later in section 4.3.
Photoelectron spectroscopy
A more direct technique for obtaining n(E,T ) is measuring a photoelectron spec-
trum (PES). Here clusters of a specific mass are ionized by photons with a photon
energy Ehν which is fixed and set at a point far above the ionization energy. The
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300 K
100 K
Hot band
Figure 3.6: On the top left two ZEKE traces are shown for Nb3O at different temper-
atures. A detailed structure can be observed, each peak corresponds to a transition
from a vibrational state of the neutral towards a vibrational state of the cation, as is
depicted in the right panel. At the 300 K an occupied ’hot’ vibrational state can be
seen as indicated. In the left bottom panel the calculated DFT ZEKE spectrum and
geometric structure is shown.(figure adapted from [3])
kinetic energy of the freed electron Ekin is then measured using an electron spec-
trometer like a velocity map imaging device [7] or magnetic bottle [8] and the
binding energy for this electron Eb can be obtained by simple conservation of en-
ergy: Eb = Ehν − Ekin The binding energy is measured for many clusters and
electrons to give a PES trace, which is similar to the shape of the DOS of the
cluster, see trace (b) in Fig. 3.5.
Zero Electron Kinetic Energy spectroscopy
More details about the DOS can be obtained by a variant of PES called Zero
Electron Kinetic Energy (ZEKE) spectrocopy [6]. In the conceptually simplest
implementation of ZEKE, Ehν is set exactly on the threshold of ionization and
then measures how many electrons with zero kinetic energy have been ejected.
Scanning Ehν whilst counting the ZEKE electrons gives a highly detailed picture
of the vibronic spectrum as shown in trace (c) in Fig. 3.5. In the ZEKE spectra each
peak corresponds to a transition from a vibrational state of the neutral towards
the vibrational state of the ion or from anion towards neutral, see Fig. 3.6. This
technique can also be used to obtain the ionization energy with a high degree of
accuracy. Although typically first a PIE measurement is carried out to give a
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Figure 3.7: Photoelectron spectra of V17
–,V27
–, V43
– and V65
– at 6.42 eV photon
energy, compared to the bulk photoelectron spectrum of V(100) surface at 21.21 eV
photon energy. It shows how the cluster’s spectral features evolve toward the bulk.
From [9].
rough estimate as to where EIP can be expected, [6] both measurements are thus
complimentary.
3.3.2 Discrete Electronic Density of States
As was illustrated in the introduction chapter and specifically in Fig. 3, the
electronic structure goes from being discrete and wide-spaced for the atom towards
continuous bands in the bulk. The clusters are intermediate between these two
extremes. Especially in the size range that we are interested in, with number of
atoms per cluster N less than 30, the DOS still contains strong features of discrete
electronic levels. This plays a role when measuring the ionization efficiency.
As discussed above, the DOS of clusters is often obtained by measuring the
photoelectron spectrum (PES). This is shown in Fig. 3.7 for a few different vana-
dium clusters. Here it can be clearly seen how the DOS evolves towards the bulk
state (lowest trace in the figure) for larger clusters. Since typically mass selection
needs to be achieved before ionization, this technique is mostly used on charged
clusters, usually cations, from which the first ionization energy EIP can thus not
be extracted. Nevertheless, it has to be noted that in some studies mass separation
has been achieved on neutrals using the velocity slip technique [3].
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Integral = av. energy per molecule
     = 1419 cm-1
Figure 3.8: In the left panel the experimental (upper) and calculated (bottom) vi-
brational spectra for cationic fluorene (C13H10), cationic fluorene that has lost one H
atom due to UV ionization, as well as its composite spectrum are shown. In the top
right panel the VDOS is calculated from this vibrational spectrum. In the middle panel
this VDOS is multiplied by the Boltzmann distribution function to give the occupied
VDOS. The bottom panel shows the energy distribution over the vibrational modes.
(adapted from [10])
3.3.3 Vibrational states
The discrete nature of the DOS can also become important when looking for
example at the temperature redistribution, as shown in Fig. 3.3 for the bulk. If
the DOS is not continuous and for example the gap Egap between the highest
occupied state and the lowest occupied state is large, this would mean that at
elevated temperatures an electron can not be excited to a higher electronic state
and thus the cluster only gains energy in the vibrational system.
While in crystalline bulk we can speak about phonons to indicate the periodic
propagating vibrational modes of the atoms in a lattice, in a cluster we typically
speak in terms of the vibrational spectrum. In clusters, this is not a continuous
dispersion but initially discrete, like the electronic density of states. In general, a
cluster with N atoms can have 3N-6 vibrational modes. When studying ionization
on the threshold around EIP , these vibrational levels become important since at
finite temperatures they can be occupied. We will see in the next section that
the vibrationally excited cluster is easier to ionize, which means they effectively
obscure the electronic DOS in the PIE or PES measurements.
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The vibrational spectrum of clusters can be measured with several techniques,
some of the more popular are infrared multiphoton dissociation (IR-MPD) [11],
messenger evaporation [12], infrared resonance enhanced multiphoton ionization
(IR-REMPI)[13] and IR-UV spectroscopy [14]. The experimentally obtained spec-
trum is often used for comparison with theory in order to determine the ground
state geometry of a cluster.
If the vibrational spectrum is known, it is possible to calculate the occupation of
the vibrational density of states (VDOS). This is typically done using the Beyer-
Swinehart algorithm [15]. In brief, this algorithm couples all the initial 3N-6
harmonic vibrations as well as their combinations. This leads to an exponentially
increasing VDOS. As an example, this is shown for the molecule fluorene in Fig. 3.8,
which is adapted from Oomens et al. [10].
In the previous section we discussed how knowledge about the electronic DOS
gives information about the PIE around the threshold and vice versa. From this,
one can expect that an a-priori knowledge of the vibrational density of states
would also improve the analysis. Illustrative attempts have been made to this
effect. In an article in 2008 by Wucher et. al [16], the vibrational density of states
is approximated by a semi-classical density expression for a distribution of 3N-6
harmonic oscillators. This method is used to determine both the ionization energy
as well as the internal temperature of an indium cluster. Prem et al. compared
these results to the ones that can be obtained using pure Fowler’s theory [4].
For the materials investigated in this work, namely vanadium carbide clusters,
the vibrational spectrum is in general not known. This also complicates possible
DFT calculations on these materials, since calculated isomers cannot be verified
with experiment, as is the usual method.
3.3.4 Different geometries between charged and neutral cluster
The ionization energy, or adiabatic ionization potential (AIP), of a cluster corre-
sponds to the energy difference between the neutral and the ionized clusters in
their ground state. This means that the relative change in geometry between the
ionized and the neutral state also plays a role in the ionization efficiency of a
cluster.
Therefore, the quantity of interest is typically the adiabatic ionization potential
(AIP). However, according to the Franck-Condon principle, the most probable
transitions are those in which the geometry does not change [18]. The transition
moment is proportional to:
M ∝
∫
ψvψ
′
v′ (3.12)
thus the transition becomes more likely if the molecular vibrational wavefunctions
ψ overlap.
This is illustrated in the left panel of Fig. 3.9. Here the neutral cluster, with
a prolate shape, gets ionized to the more spherical cation. While both the adi-
abatic ionization potential (AIP) and the vertical ionization potential (VIP) are
not dependent on temperature or vibrational excitations, this is not the case for
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Figure 3.9: (left) Schematic diagram of the photoionization process Na9 to Na9
+
+ e. Here the neutral has a prolate shape and the cation a more spherical shape.
The ionized state is shown as a function of the long axis of the cluster (R). The
thermal shape oscillations in the ground state give rise to a large bandwidth of excited
vibrational states, causing extended thermal tails in the photoionization efficiency
spectra as can be seen in the right panel which shows the photoionization yield for
NaN clusters [17], left figure from [18].
the measured photoionization efficiency (PIE) curves. As is shown in the figure,
around room temperature the neutral has a vibrational energy of about 0.03 eV.
We take the classical turning points of these vibrations as the two limits in space
which determine the Franck-Condon overlap with the cationic state, as shown in
Fig. 3.9. From these turning points many vibrational levels can be reached in the
cation, depending on the actual geometric change. In the figure this is illustrated
as a 10-fold amplification of the original thermal distribution, from 0.03 to 0.3 eV.
On the right side of the figure the PIE for Na9
+ is shown. Here the thermal tail
on the low photon energy side is shown in red.
For very small clusters the difference in geometry can be considerable and thus
the difference between AIP and VIP quite large. However, for larger clusters the
change in geometry between neutral and ionized is typically not very pronounced
and the measured VIP converges towards the AIP.
3.3.5 Fragmentation
In principle the harmonic potential, as shown in Fig. 3.9 works well to calculate
the vibrational levels at low energies, but it fails to describe the dissociation limit
when the vibrational quantum number v goes to infinity. An anharmonic potential
like the Morse potential solves this problem by introducing a dissociation limit De.
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Figure 3.10: The morse potential (blue) shown here for a dimer introduces a dissoci-
ation limit into the potential landscape. The vibrational levels are also getting spaced
closer apart at higher energies, contrary to the harmonic potential (green). (Figure
from [19])
This is shown in Fig. 3.10. The vibrational levels lay closer together with increasing
energy, leading eventually to dissociation.
It is not a-priori known what is the potential landscape of a cluster, dissociation
might for certain Ehν be more favourable than ionization. The anharmonic Morse
potential makes it qualitatively clear why for higher photon energy the photoion-
ization efficiency drops, as for example seen in the high photon energy part of the
right panel of Fig. 3.9. This is a common feature of most PIE curves. For large
Ehν the Franck-Condon overlap with the ionized state can decrease because the
dissociated state becomes more preferred, leading to a drop in the photoionization
efficiency.
3.4 Different intensity regimes
So far we have only discussed which processes play a role in the ionization around
the ionization threshold, where the energy of the photon Ehν is close to or slightly
higher than the ionization energy EIP . This is however not the only way for an
electron to escape the binding Coulomb potential.
Consider the electric field of the laser with frequency ω, peak field strength E0
and linear polarization in the z-direction given by:
E(t) = ezE0f(t) cos(ωt+ ϕ(t)) (3.13)
Here f(t) is the normalized temporal field envelope of the pulse, usually a Gaussian
and ϕ(t) is the temporal phase. The pulse duration τ is given as the FWHM of
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Figure 3.11: Different ways to ionize an electron trapped in a Coulomb potential.
The strength of the laser field increases from left to right. When the photon energy
Ehν is high enough, already at low laser intensities the particle can be ionized by just
one photon (a). With increasing laser intensity the particle can be ionized by ionized
by multiple photons (b). Increasing even further can lead to a sufficient disturbance
of the Coulomb potential by the electrical field of the laser so that the electron can
also escape either by tunnelling through the lowered barrier (c) or even by escaping
over the completely suppressed barrier at very high intensities (d).
the temporal profile.
The intensity of the laser I(t) is given by:
I(t) = I0f(t)
2, (3.14)
with I0 the peak intensity given by
I0 = c0E20/2 (3.15)
The intensity is usually given in units of W/cm2. When speaking about the ion
yield as a function of the laser intensity, usually the peak intensity I0 is implied.
As shown in Fig. 3.11 there are several ways for an electron to escape the
Coulomb potential. At low intensities the electron can escape through single pho-
ton ionization, this is what we have discussed up to now and is shown in (a). When
we increase the laser intensity or decrease Ehν with respect to EIP the cluster has
a higher probability to absorb multiple photons before ionization (b). If the laser
field in (3.13) is strong enough to modify the original Coulomb potential we enter
the field dominated ionization regime and as a result the electron is able to tunnel
through the barrier (c). In the last case, the field is so strong that the barrier is
completely suppressed and the ionization probability goes to unity (d).
In the classification of intensity regimes often the ponderomotive potential is
given. This is defined as the cycle averaged kinetic energy of a freely oscillating
electron in a laser field [20]:
UP =
e2E20
4meω2
≈ 9.33× 10−14 eV × I0[W/cm2]× (λ[µm])2 (3.16)
with me and e respectively the mass and the charge of the electron.
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Typically the separation between the photon and field dominated regime is
given by the electron ionization energy: UP = EIP . For the materials that we
investigate EIP is typically in the order of 10 eV and the laser wavelength is
800 nm , the switching point from photon to field dominated lies thus around I0 ≈
1× 1014 W/cm2. Note that with IR-lasers, the longer wavelengths significantly
reduces the required I0, which means much lower intensities are necessary to study
this regime. Nevertheless in most cases it is not possible to speak about a fixed
threshold between one regime and the other, as multiple processes can take place
at once.
This separation of regimes is often also identified by the Keldysh parameter:
γ =
√
EIP
2UP
, (3.17)
with γ  1 indicating the photon regime while at γ  1 the field regime plays a
larger role in the ionization process. Equivalently one can also picture γ in the time
domain: γ = ωlaserτtunnel. Here τtunnel is the tunnelling time which is the classical
time an electron needs to pass the barrier. So if the tunnelling time is smaller than
the optical period, the optical field ionization is the leading process. This can be
understood by the qualitative argument that the barrier is only lowered for the
duration of half an optical pulse. If the electron needs more time to escape, the
barrier is already high again, making it impossible for the electron to escape in
this way if ω is too high.
To get some feeling about what exactly we are talking about in table 3.1 some
typical values are given for laser fields, cluster vibrations and critical intensities.
In the next parts we discuss the processes responsible for both the low and
high laser field regimes.
3.4.1 Low laser field: Near-threshold photoionization
When the laser field is low, the bounding potential is almost not disturbed and
the only way to free an electron is by absorption of the photon energy, see the
uttermost left picture in Fig. 3.11. Also because of the low intensity, the chance
of absorption of multiple photons is very low. In this section we discuss what
happens when only one photon gets absorbed by a cluster. We look at the ion yield
as function of Ehν , this gives photoionization efficiency (PIE) curves as discussed
in section 3.3.1. From these, the ionization energy can be extracted. From the
previous sections however it has become clear that due to the unknown EDOS,
VDOS and possible geometric changes, the interpretation of these PIE’s is not
straightforward in clusters. A unified theory of how to interpret PIE does not
yet exist [4] and different schemes are employed by different groups to extract the
ionization energy EIP from the data. Also it is not always clear which analysis
method is chosen, which makes comparing literature values more difficult. In the
next chapter we will discuss four of the most used analysis methods, although
others exist as well [16].
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Laser properties
λ 800 nm
Max power 4 W
Rep freq. 1 KHz
Energy p/p 4 mJ
Min pulsewidth 36 fs
Spotsize 500 (µm)2
Intensity 1× 1015 W/cm2
Frequency 375 THz
Optical period 2.7 fs
Photon energy Ehν 1.55 eV 12500 cm
−1
Typical cluster vibration
Vib. frequency 0.06 eV (500 cm−1) 15 THz
Typical vib. period 67 fs
Critical intensities
H-atom Co8
EIP 13.6 eV (109620 cm
−1) 5.8 eV (46748 cm−1)
IBSI 1.3684× 1014 W/cm2 4.5× 1012 W/cm2
EBSI 3.2× 1010 V/m 5.8× 109 V/m
τtunnel 0.39 fs 1.4 fs
Up = Ei @ I0 2.2776× 1014 W/cm2 9.7× 1013 W/cm2
γ = 1 @ I0 1.1388× 1014 W/cm2 4.8× 1013 W/cm2
Table 3.1: Typical values for the experiments described in this chapter. Applicable
values are given both for the hydrogen atom as for a typical cluster.
3.4.2 Intermediate laser fields: Multiphoton ionization
For higher laser intensities the cluster has a higher probability of absorbing mul-
tiple photons, see Fig. 3.11. In this multiple photon ionization (MPI) regime the
photon yield Y is typically characterized by the number of photons N it absorbs
in the following way:
Y ∝ σIN0 , (3.18)
with σ the absorption crossection, which may depend on intermediate resonant
states. If we neglect above threshold ionization, which is the excitation of electrons
far above the vacuum level, we expect the number of photons N that are absorbed
for a neutral cluster to be dependent on its ionization energy EIP and the energy
per photon Ehν like:
EIP ≤ NEhν (3.19)
Since Ehν is known, information about N gives information about EIP . From
(3.18) it can be seen that we can easily extract N by measuring the ion yield as
88 Ionization processes in clusters: overview and experimental techniques
function of laser intensity:
log(Y ) = N log(I0) + log(σ) (3.20)
The slope on a log-log scale thus determines N , see Fig. 3.12, the bottom panel.
In chapter 5 and 6 we use this technique to determine the ionization energy and
compare it with the one obtained through the one-photon near-threshold method
described in the previous section.
3.4.3 Strong laser fields: Field ionization
For high laser intensities, with γ  1, the electric field of the laser influences the
Coulomb potential of the atoms to a large extent and one can speak about field
ionization. When we simplify the complex electronic structure of the cluster to an
electron bound by a negative 1/r potential as shown for all regimes in Fig. 3.11,
the Hamiltonian is a function of the effective electric potential Veff .
H =
pˆ2
2m
+ Veff (3.21)
Here the effective potential is a sum of the original 1/r potential and the laser’s
electric field E . When we consider only the x direction this is given by:
Veff = − 1
4pi0
Ze2
|x| + eEx (3.22)
Tunnel ionization
When E is high enough, the barrier is significantly lowered and the electron can
tunnel through the barrier. The probability for atomic tunnelling can be described
by the Ammosov-Delone-Krainov (ADK) rates [22]. Here the probability of tun-
nelling, w, is given as function of the peak electric field E0, the final charge state
Z, the final quantum numbers l and m and the ionization energy EIP in atomic
units [22]:
w =
(
3E0n∗
piZ3
)1/2
Z2
2n∗2
(
2e
n∗
)2n∗
1
2pin∗
(2l + 1)(l + |m|)!
2|m|(|m|)!(l − |m|)!
×
(
2Z3
E0n∗3
)2n∗−|m|−1
exp
(
− 2Z
3
3n∗3E0
) (3.23)
where n∗ = Z/
√
2EIP .
ADK theory employs the single active-electron concept [22] so its accuracy
drops when multiple electrons play an active role in the ionization process such
as e.g. the formation of a plasmon. Nevertheless, it has with some success been
employed on clusters [21, 23, 24]. Since this expression is known to be valid to a
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Figure 3.12: Typical results for an intensity scan for a cluster. [top panel]: The ion
yield is plotted on a semi-log scale. The black curve is the ADK fit used to determine
the ionization energy. The saturation intensity Isat is given as the intersection of
a straight line with the energy axis. [bottom panel]: The same curves and fits are
plotted on a log-log scale. From here we can identify the number of photons N (see
(3.20)). The appearance intensity, Iapp is defined as the somewhat arbitrary intensity
where no clusters are detected anymore. (figure from [21])
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high degree for hydrogen like atoms, as well as many noble gas atoms like Ar and
Xe, ADK rates can be used to calibrate the experimental system [21]. Especially
the laser intensity scale can in this way be calibrated, this is done for example
with Xe [21]. We have performed this calibration for our system with Ar and He
atoms, see chapter 5.
A fit of the ADK model through the experimentally obtained ion yield using
EIP as fit parameter can also give an indication of EIP . This is shown in Fig. 3.12.
Barrier suppression
The height of the disturbed barrier Vbar can be obtained by differentiating (3.22)
with respect to x and setting it equal to zero. This gives Vbar = −
√
Ze3E
pi0
. To find
the critical electric field EBSI where the electron does not see the barrier any more
(see Fig. 3.11-(d)), we can equate Vbar with the ionization energy Vbar = EIP .
This gives:
EBSI = (4pi0) E
2
IP
4Ze3
(3.24)
Converting to laser intensity instead of the electric field by using (3.15), we can
find the critical laser intensity necessary to completely suppress the barrier IBSI
as [20]:
IBSI =
pi2c30
2e6
E4IP
Z2
≈ 4× 109 (EIP [eV])
4
Z2
[W/cm2] (3.25)
From (3.25) it can be seen that this threshold intensity IBSI can also be an indi-
cator for the ionization energy. This will be used further on in this thesis to check
which ionization regime is mainly responsible for the observed effects. Since there
is no straightforward manner of knowing where the barrier is suppressed, we will
use Isat as defined in Fig. 3.12 to be equal to IBSI .
Other strong field effects
When the laser intensity is even higher, the electrons can be stripped away from
the cluster before the cluster has had time to react to it. This phenomenon leads
to the so called Coulomb explosion since the resulting bare ions suddenly feel
each other without their charges being shielded by electrons, which results into
a sudden explosion of the ion frame. This processes generally leads to atoms in
highly charged states [24].
Strong field ionization is used in higher harmonic generation (HHG). Qualita-
tively this processes can be understood as follows. An electron is ejected from an
atom in half an optical cycle but pulled back by the electric field of the laser in
the other half of the cycle. This forces the accelerated electron to recombine with
the atom, releasing its energy as electromagnetic radiation. This process can lead
to the emission of attosecond pulses in the hard X-Ray regime [20].
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Figure 3.13: General overview of a measurement of clusters in the gas phase.
3.5 Experimental techniques for clusters in the gas phase
The experimental techniques for the study of clusters are fundamentally different
than those for the bulk. This was already shown in part one of this thesis. There,
an action spectroscopic technique had to be used in order to study the magneti-
zation of the clusters. This is a common method in free gas phase cluster science.
Usually the clusters are counted as function of the action under interest. In some
cases, like PES and ZEKE, the electrons are detected but we have not employed
these methods and will therefore not discuss them further.
In this work we always measure the ion yield as a function of laser action. In
order to do this we need in principle three steps. These are illustrated from left
to right in Fig. 3.13. First, the production of clusters happens through ablation.
Second, the interaction of the clusters with the laser in the measurement stage
takes place. Finally, the detection of this interaction is performed by measuring
the number of clusters. These steps are discussed briefly below.
For the ionization measurements we have used 2 different experimental setups.
For the near-threshold measurements we have used the cluster setup from the
group Molecular Structure and Dynamics headed by Prof. dr. J. Oomens which is
located at the FELIX facility in Nijmegen. This setup is connected to a Nd:YAG
pumped dye laser. The strong field ionization setup is located in our own labs
and is connected to a Ti:Sapphire fs-laser. Since both setups use a very similar
mechanism for cluster production and detection, we will start by outlining the
production and detection techniques. Then we discuss the differences between the
two ionization methods.
3.5.1 Cluster production
The production of the clusters takes place in the Smalley type source [25] as
depicted in Fig. 3.14. The idea is very similar to the cluster source used in the
first part of this thesis. The cluster formation is achieved by vaporizing a small
fraction of material from the target sample rod by means of a laser beam (Nd-
YAG, λ = 532 nm, τ = 5 ns) which is focused on the target rod. Typical energies
used for ablation are 5-40 mJ/pulse. This vaporization takes place simultaneously
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Figure 3.14: The cluster source used in all ionization experiments. The Nd:YAG laser
ablates atoms from the surface of the sample. Combined with the short He gas pulse
the plasma formed in this way condenses into clusters, see main text for details.
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Figure 3.15: Schematic representation of the TOF-MS. (a) Repeller, extractor and
ground electrodes generate an electric field. The cationic clusters of different masses
undergo different accelerations due to this field. Depending on their mass they arrive
later or earlier on the MCP detector. (b) Lighter clusters arrive earlier and heavier
arrive later. Since the MCP generates a cascade of electrons, for each cluster mass
one negative voltage peak is detected.
with the introduction of a short helium gas pulse. The purpose of the helium gas
pulse is both to quench the plasma and force the hot metal vapour to condense
into clusters, as well as to transport these clusters into the vacuum as a mixed
helium and cluster beam. In this way we produce clusters in the range between N
= 1 and N ≈ 30 atoms which can be either in a neutral or charged state. We use
only the neutral clusters. This cluster beam is forced through a skimmer to select
only the centre of the distribution.
3.5.2 Cluster detection: Time of Flight Mass Spectrometer
After production the clusters enter the interaction region. Here they undergo
interaction with either the dye-laser, ArF excimer laser or fs-laser. The clusters
are initially neutral. The end product of our interaction is always an ionized
cluster, a cation.
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We employ a time of flight mass spectrometer (TOF-MS) [26]. In brief, we
have in the interaction region 3 electrodes, with different voltages on them and
thus an electric field gradient between them, see Fig. 3.15. The cationic clusters
with charge Z are accelerated by an electrical field (E) which results in a force
(F ) acting on the clusters:
F = ma = ZeE, (3.26)
where m is the mass of the cluster and e is the elementary unit charge. After the
acceleration, the clusters enter a field-free region where, at the end, a microchannel
plate detector (MCP) is located. The MCP acts as an electron multiplier which
converts a collision of a cluster with a MCP plate into a measurable voltage dif-
ference through a cascade of electron collisions under a strong electric field. This
voltage difference (Fig. 3.15-b) we can detect with an oscilloscope and send to the
computer. Clusters of different mass over charge ratio m/z have a different accel-
eration which leads to a different velocity of the clusters depending on this ratio.
If all clusters are single charged, heavier clusters thus arrive later on the MCP
than lighter ones, which enables us to distinguish them in mass after a calibration
of the system. Since the acceleration is dependent on the m/z ratio, we can also
distinguish different charged cations even when the mass is identical. We will use
this technique in the context of strong-field ionization in chapter 5 and 6.
In both setups we employ a reflectron type TOF-MS, which increases the mass
resolution by adding an extra ion mirror which compensates for the initial spread
in kinetic energy [27].
3.5.3 Near-threshold photoionization
To determine the ionization energies of doped clusters through near-threshold
ionization we employ a dye-laser located at the FELIX facility in Nijmegen. The
dye-laser, from Lioptec, is pumped by a tripled Nd:YAG laser (output at 355
nm). We use the frequency doubled output of the dye-laser. See Sec. 4.2 for more
information.
Real-time laser power stability system
As is normal with dye-lasers, the output power changes quite dramatically when
shifting the wavelength over different points of the dye curve. Different approaches
have been used by different groups to compensate for this. The most obvious
might be to simply normalize the ion yield by the power of the laser which can
be measured in real-time with a power meter behind the setup. This can lead to
an error in the measurement however. When the power increases a lot, ionization
of the cluster can also happen via a two-photon ionization process. This process
complicates the analysis. Therefore, we have to take great care that throughout
the entire dye-curve range we stay within the one-photon regime. We opted for a
different scheme.
We have built a real-time power stabilization scheme. This basically consists
out of 3 components. First, a half lambda plate which rotates the polarization of
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Figure 3.16: Experimental setup for static power dependences
the laser. This wave plate is mounted on a computer controlled rotational stage.
Second, a polariser which in our case functions as an attenuator. Depending on
the polarization of the light it will reflect or transmit the light. Lastly, the power
meter, which is placed after the setup. This measures the power continuously
during the measurement. This signal is fed into the computer. Using a PID
loop the signal of the power meter is fixed on a certain power by rotating the
wave plate appropriately. This ensures that, even when the ouput of the dye-laser
greatly changes when it reaches different efficiencies of the dye-curve, the power
inside the setup remains unaltered to within about 5%.
3.5.4 Strong-field measurements
This section describes the experimental setup for the strong-field measurements
performed in chapters 5 and 6. In brief, for the static measurements we use the
setup as shown in Fig. 3.16. Here a fs-laser system provides a laser pulse with
tunable pulse width. The power of this pulse can be computer controlled using a
rotatable half lambda wave plate and a polariser. This beam is led into the cluster
machine through a lens. The position of the lens with respect to the ionization
region can be varied, enabling us to defocus the laser beam whenever necessary.
The ionized clusters are then detected using a TOF-MS with a MCP as discussed
in Sec. 3.5.2.
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Laser system
We used a commercial amplified laser system from Spectra-Physics, which can
generate 35 fs pulses with a repetition frequency of 1000 Hz with maximum average
energy per pulse of around 4 mJ. In brief this system consists out of 3 parts. The
first is the Mai Tai SP seed laser, this unit contains a CW diode-pumped laser
which pumps a Ti:Sapphire crystal. This crystal can emit 50 fs pulses tunable
around 800 nm with a repetition rate of 84 MHz. This system is initially actively
mode-locked. The output from the Mai Tai SP is amplified by the Spitfire Pro
amplifier, which is pumped by the Empower. The Empower pumps at 526.5 nm
with 100 ns pulses with a repetition frequency of 1 KHz. Before amplification the
Mai Tai pulses are stretched using a combination of multi-pass grating and mirror.
Changing pulse width
In the laser system, after amplification by the Ti:Sapphire crystal but before out-
put, the amplified stretched pulses are led into the compressor, where they can
be compressed to about 35 fs. We can vary the pulse width of the fs-laser system
however using the same compressor. The compressor consists out of a grating
pair which separates different wavelengths and introduces a path difference be-
tween them. We can control this compressor in such a way that we can stretch
the pulses in time to a maximum of about 4 ps while the minimum is around 36
fs. We use a Spectra Physics PulseScout Autocorrelator to determine the pulse
width.
In some of our experiments we don’t use this compressor to compress the pulses
to as small as possible but instead we use it to vary the pulse width between 35
fs and about 4 ps. The pulse width and temporal profile are measured using an
autocorrelator and found to be Gaussian. The frequency spectrum is measured
using a spectrometer and a bandwidth of about 30 nm is found.
Laser power control
To vary the power of the fs-laser system we use a combination of λ/2 waveplate and
polariser, see Fig. 3.16. The waveplate rotates the polarization of the light with
a fixed amount depending on the geometrical orientation of the waveplate with
respect to the incoming polarization. The waveplate if positioned on a rotational
stage which is connected to a stepper motor. The stepper motor is controlled using
the computer. Before the measurements are made, a calibration of the laser power
as a function of waveplate angle is performed. In this way we can precisely control
the output laser power just by rotating the waveplate to a predefined angle. The
fluctuations in the power of the fs-laser (< 0.5%) are negligible when averaged
over the measurement time for one power, which is typically in the order of 30
seconds.
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Figure 3.17: The measured laser power before (Pin) and after (Pout) all optics and
vacuum viewport as function of the rotation of the λ/2 waveplate. The x-axis is given
in steps of the stepper motor of the rotational stage.
3.5.5 Power to intensity calibration
As we are mostly interested in the ionization behaviour as a function of the laser
intensity I, which is typically given in [W/cm2 ], we have to convert the measured
total averaged power to these units. We establish the intensity of the laser in the
interaction region using the method described below.
Determination power inside ionization region
During the measurements, we determine the power of the laser before the vacuum
setup. There is a difference in power between what is measured outside and what
is actually going inside. This is mainly due to the combination of mirrors, lenses
and entrance windows of the vacuum setup, which all absorb or reflect a certain
portion of the power. We can precisely compensate for the loss by putting the
power meter inside the setup when it is open to atmospheric pressure and compare
the measured power Pin with the measured power outside the setup Pout. The
ratio between the two Pin/Pout gives the loss. This simple method enables us to
exactly know the power in the interaction region by measuring it before the setup.
Typical calibration curves are shown in Fig. 3.17.
Determination laser intensity inside ionization region
Next to the power, we also need to know the spot size of the laser, or more precisely
the profile of the spot. To this means we employ a WinCam series CCD Beam
Imager. This is a small CCD camera which can visualize the laser spot without
the need for large approximations to calculate the size.
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Figure 3.18: The spot size as measured inside the interaction region using a CCD
camera. The two cross sections are shown in the left graph and snapshots of the 2D
and 3D profiles are shown on the right.
In Fig. 3.18 an example of a typical laser spot is shown, from these measure-
ments the Gaussian radius w of the spot is obtained. We have performed these
measurements as a function of distance out of focus (DOF) so we can track the
spot size when we defocus the laser using the linear stage on which the lens is
mounted.
The peak intensity of a Gaussian shape pulse with optical power P and Gaus-
sian radius w is given by:
I0 =
P
0.5piw2
(3.27)
Since we know from the autocorrelator that the beam has a Gaussian temporal
shape with pulse width τ , we now know both the temporal and spatial profile of
the laser beam as a function of the computer controlled parameters pulse width τ
and power P.
Absolute Intensity scale calibration
To calibrate the absolute laser intensity scale with more detail we have compared
laser intensity scans using both the Argon and Helium atoms which we then com-
pare with the ADK method. [22] See for the results section 5.2.1.
The effect of the viewport on the pulsewidth power and duration
Since we need to enter the vacuum setup from outside, we have to take into ac-
count the change that the laser pulse undergoes while passing through the window.
Basically two things that can have an influence on our measurements may hap-
pen. First, a significant part of the incoming power can be attenuated by passing
through the window, mainly by reflection. Reflection on a fused silica window
with index of refraction n = 1.45 around 800 nm can be significant (around 8%)
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if care is not taken to minimize the reflection. This is easily done for linear po-
larization by putting the window at the Brewster angle σcrit = arctan(n2/n1) of
around 55.4 deg. The second effect that might happen when the light passes the
windows is that due to chromatic group dispersion the pulse width is extended.
This effect is larger when going to very short pulses. The shortest pulse that we
get is around 38 fs. A pulse with initial pulse width τ0 passing through a medium
with second-order group delay dispersion D2 will have a final pulse width τ defined
as:
τ = τ0
√
(1 + (4 ln(2
D2
τ20
)2) (3.28)
For 10 mm of fused silica with D2 = 360 fs
2 this gives for an initially unchirped
pulse of 36 fs a final pulse width of around 46 fs. We have checked this using a
auto correlator with and without viewport and we find similar changes. We also
compensate for this in the measurements since the pulse width is an important
variable in our experiment.
3.5.6 Static strong field: Intensity Selective Scanning
We follow largely the method as described in detail by Hankin et al. [28]. The
main difference between our and their setup is that we use a variation of the
Intensity Selective Scanning (ISS) technique [29]. Whereas full-version ISS employs
a pinhole to extract the electrons or ions to detect, we employ the full interaction
between laser beam and cluster beam, without a pinhole. The advantage is that
we can detect cluster species that have a very low number density inside the cluster
beam. These are extremely hard to detect using the full ISS method. In our setup
we find for example that the number of CoRh clusters produced in our source to
be orders of magnitude less than than for vanadium or niobium clusters which
seem to become benchmark systems for ISS. The disadvantage of not employing
the pinhole technique is that we cannot slice a a part of the laser beam that has
constant peak intensity. We have to integrate over the propagation direction of the
laser (z-axis) whereas in the ISS model the laser intensity in the z-axis is assumed
to be constant.
Since the ionization processes that we study are in general non-linear, this ad-
ditional integration over the z-axis adds an additional uncertainty when comparing
to a theoretical model. However, most of our measurements are performed far out
of focus in order to minimize fragmentation. This has the additional advantage
that the variation in laser intensity over the range of our cluster beam (≈5 mm) is
also much less than that would be around the focal point. Since we exactly know
the shape I(z) of the laser beam as a function of z-distance from the focal point we
can convert the laser profile and power to intensity per area and the disadvantage
of less precision far outweighs the advantage of being able to measure all possible
cluster species.
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Figure 3.19: Dynamic pump-probe setup. Compared to Fig. 3.16 a second laser leg
is added through a translation stage to induce a delay between the two legs.
3.5.7 Dynamic femtosecond pump-probe setup
The setup used for time-dependent strong field ionization (Fig. 3.19) is for the
most part similar to the static one. Main difference is the second laser line which
splits from the main one using a beam splitter. The delay line can make the second
path longer or shorter compared to the first path, thus introducing a time-delay
between the two pulses.
Method
To continue the study of the ionization mechanisms we proceeded to a pump-probe
type setup. As shown in the figure, we use one pulse to excite the electrons towards
a higher level and use the second pulse to further ionize them. Depending on the
time delay between the two pulses and the availability of intermediate levels, this
will or will not succeed. This time delay is a direct indication of the stability of
the levels. This is described in more detail in chapter 6.
Spatial overlap of two pulses
Roughly, the overlap in space between the two pulses is found by sliding a movable
plate inside the extraction region. This inset has a small hole of around 1 mm.
By focusing both spots through this hole a rough overlap can be found. By now
placing a mirror between the lens and the vacuum setup this overlapping point can
be projected at a different spot outside the vacuum. At the point where the beams
overlap we place a second harmonic crystal. By placing a screen after the crystal
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we see two blue spots, one from each pulse. Time overlap is found by shifting the
delay stage back and forth around the position where we expect the two paths
to be the same. When there is overlap in time a third blue spot appears in the
centre between the previous two ones. Removing the mirror now ensures that we
have two pulses overlapping in both space and time. Further fine-tuning can be
performed by looking at the atom-signal. In overlap the signal will be usually
much higher than for the two pulses separately.
Two colours
Next to generating a delay between the two pulses we can also change the colours
of one of the pulses in order to generate an a-symmetry in photon energy. In the
simplest case we do this by using a second harmonic generating crystal for one
of the pulses and by bandpass mirrors to filter out the remaining 800 nm from
the 400 nm SHG. The other way of generating two colours is using an Optical
Parametric Amplifier (OPA) for one of the legs. We used an automated TOPAS
from Spectra Physics for this purpose.
Finding overlap in time and space in these cases is complicated by the fact that
we can no longer use the SHG crystal technique described in the previous section,
if we don’t start with two pulses of 800 nm. We find time overlap based on the
non-linear increase of the atomic signal at time overlap of the two pulses. This is
described in chapter 6.
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Chapter4
Near-threshold photoionization of
vanadium carbide clusters
This chapter describes the measurements of the ionization energies for vanadium
carbide in the range V5−25C0−10 using the photoionization efficiency (PIE) method.
In this method we scan the photon energy using a dye-laser and determine the
point in photon energy where the ionization of the clusters start. We determine this
point using two data analysis methods, namely linear extrapolation and the Fowler
method. The finite temperature of the clusters can obscure the determination of
this point when using the linear method. In the Fowler method we get a better fit
by also taking the temperature into account. To check our method we first compare
measurements for the pure vanadium clusters with measurements performed earlier
and we find a good match. We then look at the influence of an increased amount
of carbon to the system and we find that adding carbon to the system initially
decreases the EIP but for some cluster sizes adding more carbon increases the EIP
again.
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4.1 Introduction
In this chapter we study carbon doped vanadium clusters and particularly the
influence of this doping on the ionization energy. A wide range of metal carbide
(MET-CAR) clusters, has been studied before. The field was initiated around the
1992 Science paper by Guo et al. [1] where they discussed the discovery of Ti8C12
+
metallo-carbohedrenes. This came almost together with another Science paper in
1992 by Guo et al. where they discuss more generally the stability of M8C12
+ (M
= V, Zr, Hf, and Ti)] clusters [2]. Since then many other transition metal clusters
have been doped with carbon. For example the influence of carbon doping on the
ionization energy of niobium clusters has been studied by Fukishima et al. in 2009
[3]. There they find that the ionization energies of carbon-rich clusters, NbnCm
(n ≤ m), tend to be higher than the EIP of the niobium-rich clusters. They claim
that the higher ionization energies are due to the structure of the carbon-rich
clusters: carbon-carbon bonding is preferred when the number of carbon atoms
exceeds the number of metal atoms [3].
Also for vanadium carbide there has been some work. There is a study where
anion PES is compared with DFT calculations on small anionic VnCm clusters,
with n = [1-4] and m = [2-8] [4]. It is observed that the methane content used
for the production of the carbides can significantly change the geometry of these
clusters and that the VC2 unit serves as building block for larger vanadium carbide
clusters. Vanadium doping on carbon clusters has been studied with respect to
the ionization energy and electron affinity for V Cm, m = [1-8], open-chain clusters
[5]. In this theoretical paper an even/odd parity effect is found in m, the number
of carbon atoms, with respect to both the ground state and the binding energies.
For a few vanadium carbide clusters, different ones than we study in this
chapter, there have also been IR-REMPI measurements [6]. No vibrational spec-
troscopy studies have been performed for the range that we investigate here.
Next to providing fundamental knowledge about the electronic structure of the
cluster, the EIP can be used to test in which laser intensity regime the ionization
is taking place, whether this is in the photon dominated regime or field dominated
regime. Depending on the intensity regime, a value for EIP can be established
using the relevant formulas discussed in chapter 3.
The present chapter discusses the ionization energies of the vanadium carbide
clusters obtained in the photon dominated regime via near-threshold ionization
and measured using photoionization efficiency (PIE) curves. We can use the EIP
values obtained in this way as a starting point to better understand strong field
aspects that we will describe in the next two chapters.
4.2 Experimental details
The setup is described in detail in Sec. 3.5. In brief, a Nd:YAG laser ablates a
vanadium rod, the resulting vapour is quenched using a helium pulse and clusters
are subsequently formed. To create carbide clusters we add a small quantity of
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Dye Initial wavelength (nm) Energy after doubling (eV)
Coumarin 153 560 - 520 4.43 - 4.77
Coumarin 307 522 - 485 4.75 - 5.11
Coumarin 102 490 - 464 5.06 - 5.35
Total 560 - 464 4.43 - 5.35
Table 4.1: The dyes used in the scans
methane to the helium. The carbon from the methane interacts with the plasma
and binds to the vanadium atoms, to aggregate into clusters. Only neutral clusters
are selected from the cluster beam which are then ionized using a dye laser, which
photon energy output we double using a second harmonic generation crystal. The
dye laser is pumped with the third harmonic (355 nm) of a Nd:YAG laser. The
subsequent ions are detected using a reflectron time-of-flight mass spectrometer.
4.2.1 Dye-ranges
The dyes that we used (Coumarin 102, 307 and 153) typically have an energy
range after doubling, in the order of 0.3 eV. We want to scan in a window of
about 1 eV, which means we have to scan in three separate regions with a small
overlap and later connect the three regions together. These three regions and
corresponding dyes are given in Table 4.1. At the edges of the individual ranges
the power obtained is typically much lower than at the centre. We stabilize the
laser at a constant 5 mJ / pulse using the real-time power stabilization method
described in Sec. 3.5.3, which makes sure we stay in the one-photon regime.
4.2.2 Reference
For our measurements, the intensity of clusters ionized with the dye laser is nor-
malized on a reference signal. This reference is obtained by ionizing the clusters
with an ArF laser at 193 nm (Ehν = 6.43 eV). This is higher in energy than the
maximum energy that we can obtain using the dye-laser, which thus enables us to
better visualize the distribution of the neutral clusters. We produce clusters at 20
Hz and the dye-laser and ArF-laser both operate at 10 Hz to enable us to generate
an on/off reference as well as by the amount of photons in the dye-laser. Each
energy point is averaged for 20 seconds, thus 200 shots signal and 200 shots ref-
erence. This largely compensates for the slow fluctuations in our cluster ablation
process and especially enables us to connect the above discussed different dye-
regions together into one spectrum, which would not be possible without reference
signal.
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Figure 4.1: Different ways to analyse the PIE and extract the ionization energy. The
arrows indicate the EIP obtained for different analysis methods. The linear threshold
extrapolates the yield towards the energy axis and the interception determines EIP .
In Fowler’s method, the linear part of
√
(Y ) is extrapolated towards the energy axis
and the interception determines again EIP . In Watanabe’s method the IP can be
determined from the point where the logarithm of the yield first deviates from linearity.
In Pseudo-Watanabe EIP is defined as the point where Y goes from a region of
exponential behaviour towards linear.
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4.3 Method
The ionization energy can be determined from the photoionization efficiency (PIE)
curves in different ways. The first one simply extrapolates the linear part of the
PIE towards the baseline. The intersection between the energy axis and this
straight line is taken as the EIP . This point can however be obscured due to the
finite temperature that the clusters have. To compensate for this, one could also
perform a Fowler type fit to the data, which then gives both EIP as well as a
rough estimate of the temperature of the cluster. The results for this are shown
in the end of this chapter.
The most straightforward method is thus to plot the PIE on a linear scale and
find the threshold energy by fitting the PIE with a linear function. This is shown
in the top panel of Fig. 4.1 as the intercept of the origin with the black line. As
is discussed in more detail elsewhere [7, 8], this linearisation technique can not
be properly justified for clusters but it parametrises at least the part around the
threshold. From Fowlers formula on the other hand one would expect a quadratic
dependence of the yield, see Eq. (3.9). In Fig. 4.1 this is shown as the red line,
which is
√
Y . Similarly the intercept of a linear fit through this line with the origin
gives the ionization energy in Fowler’s case, indicated by the blue arrow.
Watanabe [9] used a method where, plotting the PIE on a log scale and the
energy on a linear scale (bottom panel of Fig. 4.1), the IP can be determined from
the point where the PIE first deviates from linearity, which is the point indicated
by the arrow. This method works well for diatomics but has been shown to fail
for systems with more atoms [7, 10]. Besides, it becomes clear that this method
of assigning the intercept is ambiguous, especially when the data becomes more
noisy. An improvement for this method was introduced by Kappes et. al, [7]
which is called pseudo-Watanabe. Here they define the EIP as the point where
the yield goes from a region of exponential behaviour towards linear, indicated in
Fig. 4.1 by the orange arrow. This assignment is somewhat less ambiguous than
the Watanabe method and gives values which are slightly lower. There is no real
theoretical justification for this method though [8].
Another model, by Limberger and Martin[11] assumes harmonic-vibrational
oscillations of equal frequencies for the neutral and ionized cluster. The ion po-
tential is shifted with respect to the neutral, like in Fig. 3.9. Now a stepfunction
in the PIE is assumed for each transition from a vibrational state towards a vibra-
tional state of the ion, the first of which thus gives the VIP. For larger clusters this
model is extended to fit the PIE with a sum of error functions, here the ionization
energy is one of the four fit parameters. [11] Since the vibrational states are very
important around the threshold region it is to be expected that knowledge about
these vibrational states improves the analysis methods.
Since no consensus has been reached about which method to use for which
clusters, we analyse the results of our measurements using two methods, namely
the linear model and the Fowler model. We will now discuss these in more detail.
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Figure 4.2: Left: the density of states of a metal at T = 0 K is a square with
sudden onset at EFermi. For a metal at finite temperature some of the electrons are
excited above EFermi (shaded area). Right: Ion yield as a function of laser intensity.
At T = 0 K a sudden onset is seen and a linear dependence is obtained. At finite
temperature, already before EFermi electrons can be detached (shaded area). The
shape of this hot-band region gives information about the temperature of the material
through fitting with the Fowler function.
The linear model PIE
Since the PIE is proportional to the integral of the occupied DOS [Eq. (3.11)],
to properly analyse the PIE one should take the real DOS into account. This is
however not measured nor calculated for the VnCm clusters in the range that we
are interested in. We therefore have to assume some basic forms for the DOS. The
simplest model is called the sudden onset model and is just a constant DOS. This
gives a linear dependence form of the PIE as function of energy, as sketched in
Fig. 4.2. The first improvement to this model assumes a finite temperature and
thermal electron smearing, included via the Fermi-Dirac distribution [Eq. (3.2)].
This is sketched as the shaded areas in the figure. Here still a linear dependence is
found for high enough photon energies (specifically for E > kT). Extrapolation to
the baseline thus generates a value of EIP in the sudden onset model. As stated
above, this model is often used because of the simplicity and reproducibility of the
values. The error introduced by the analysis in this method is smaller than for e.g.
the Watanabe or Pseudo-Watanabe methods, [8] where a bending point between
linear and exponential behaviour is chosen. Especially for quite noisy data like
in the current work, finding this point in a reliable way is often difficult, if not
impossible.
To make the linear fit, the PIE is thus plotted as a function of the photon
energy. The linear part of the PIE is manually selected for each PIE, as is the
threshold for the intercept. The error in EIP is calculated by trying various
positions for both the threshold determination as well as for the positions where
the linear part ends and starts. The error is then chosen in such a way that it
encompasses all these variations.
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Figure 4.3: Example mass spectrum at 232 nm (5.35 eV). The distribution of carbon
is indicated by the coloured lines which follow the maxima of the indicated peaks.
Fowler
Fowler’s formula Eq. (3.7), is derived for the case of an infinite metal plane but has
been used also for the determination of ionization potentials and temperatures of
transition metal clusters [12]. In this case we substitute in Eq. (3.7) EF for EIP .
We have three fitting parameters which can in principle be freely chosen, namely
the temperature T, the ionization energy EIP and the experimental parameter B.
Next to this we also have some liberty in selecting the fitting range. Since the PIE
does not increase continuously but eventually saturates or even decrease, it does
not make physical sense to fit the entire PIE. We select only the region around
the threshold, for which we expect Fowler to be a good approximation. To be
able to compare temperatures between different clusters we fixed the experimental
parameter B. Its value was determined by performing a few fits with B as a free
parameter. We found the average value of B not to change too much between
different measurements and fixed it at the mean value of B = -13.
4.4 Obtained mass spectra
Before we will discuss the resulting ionization energies we first discuss the mass
spectra that we typically obtain with these measurements.
In Fig. 4.3 a typical mass spectrum is shown, obtained at the shortest wave-
length 232 nm, and averaged over 50 shots. Clearly it can be seen that the most
prevalent vanadium carbide clusters are of the type VnC3. It is shown later though,
that this depends on the wavelength used. We find a wide distribution of masses
and can extract ionization energies from them in the range V5−25C0−10. For the
lower masses the EIP is too high for the clusters to be ionized with one pho-
ton. For higher masses, until approximately V30C3 we can still observe clusters.
However, due to the lower resolution of the time of flight mass spectrometer at
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Figure 4.4: The prevalence of clusters with certain number of vanadium atoms (n)
(left panel) or carbon atoms (m) (right panel) in them as function of photon energy.
higher masses it becomes increasingly difficult to separate the different clusters.
For example V26C6 and V27C2 just differ 3 amu in mass, which nears the limit
of our resolution at these masses, especially in a combination with the initial low
production in this size range which already gives a low signal to noise ratio.
4.4.1 Shifting of the carbon distribution
In Fig. 4.4 the number of clusters with a certain vanadium content n [VnC0−10] is
shown in the left panel and those with a certain carbon content m [V5−25Cm] in
the right panel. The plotted value for m carbon atoms is just the sum V5−25Cm =∑n=25
n=5 VnCm, with a similar expression for the sum of vanadium clusters. Similarly
the detailed distribution of the number of clusters of a certain mass is shown in
Fig. 4.5 for three different energies.
When analysing VnC0−10, going from low to high photon energy, it can be seen
that for low energies almost no cations are created. For slightly higher energies
the clusters start to become ionized starting from the higher n, meaning that the
ionization energy there is lower, as is to be expected. However, there seems to be a
clear minimum in the distribution, centred around n = 15. This could possibly be
explained by the fact that the distribution of the neutral cluster beam is centred
around lower masses, as can be seen for the reference signal. Due to thermal
smearing, the clusters can be ionized even below the EIP . Now considering the
much higher initial content in the neutral beam for N around 12, a relatively
high number of clusters in this size range can be ionized. The clusters in the
region around n = 15 are then just between either having a low EIP or being very
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Figure 4.5: Typical mass distributions for 3 different photon energies.
abundant. This can be also seen by noting that for higher photon energies, the
distribution centres around n = 12.
If we now look at the right panel, it can be seen that going from low to high
photon energies produces a small shift in carbon content from higher to lower.
There can be several reasons for this. The first one is that carbon reduces the
ionization energy of the cluster while more clusters with lower carbon content
are initially produced. This would mean that initially more clusters with a high
carbon content would be ionized, while at higher energies, when everything can be
ionized, the distribution would shift towards the initial one of the neutrals. This
is also indicated by the curve at 193 nm, which is the ArF reference signal that
corresponds to the initially produced distribution of neutrals. The peak lies here
at m = 3. We will however see later that the ionization energies of the carbon
rich clusters do not drop in a uniform way when more carbon is added, although a
small trend is visible for lower EIP with larger m. However as we saw above, the
number of clusters with n vanadium atoms is distributed differently for different
photon energies. Realizing that clusters with large n like to have more carbon
embedded, it can be understood that the observed carbon content also scales with
photon energy.
Another reason for the small carbon shift from higher to lower content with
increasing photon energy can be that the clusters with a high carbon content loose
their carbon in the ionization process with high energetic photons. This process
would obscure the analysis of the PIE since fragments can contaminate the count.
It is hard to tell, without prior mass selection, which process is most responsible
for the observed effects.
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4.5 Ionization energies
In Fig. 4.6 the two methods we employed in the analysis of the photo ionization
yields are shown for a typical PIE. The left panel is a zoom of the PIE, the full
scale is shown in the right panel. The blue line indicates a linear fit while the red
line shows a Fowler fit. In the case for the linear fit the EIP can be extracted
by checking the intercept with the baseline as indicated in the figure. For the
Fowler case the EIP is one of the 2 fit parameters since B is fixed (see above).
The ionization energy and temperature are thus automatically given. It can be
seen that the Fowler fit only models the threshold region as it expects a quadratic
dependence for the yield on the photon energy. Selection of the appropriate window
around the threshold thus also influences the fit.
The same is true for the linear fit, as deviations from either quadratic or linear
behaviour are typically observed for high photon energies, as can be seen for ex-
ample in Fig. 4.7. In this figure a range of PIE’s is shown. The vertical red lines
indicate the EIP ’s obtained using the linear method. After the initial linear rise
typically a saturation is found, this is especially clear for larger n. Possible expla-
nations can be found in the mismatch of orbital overlap between the deeper laying
electronic states and the ionized states. This would give a reduced Franck-Condon
overlap, effectively reducing the absorption cross-section, leading to a lower ion
yield. Also we cannot exclude fragmentation as a reason for the diminishing yield.
For some clusters, especially heavier ones, it can be seen in Fig. 4.7 that we even
observe the slope to become negative, strongly reducing the ion yield for higher
photon energies.
Next to the thermal smearing, the initial ion yield observed before the EIP can
also be attributed to two-photon ionization. Care has thus to be taken that we
are really in the one-photon regime. This is done by performing ion yield scans as
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function of laser intensity I for different photon energies, since the ion yield can
be modelled by Y ∝ In, with n the number of photons.
4.5.1 Previous results for vanadium and vanadium carbide
For vanadium carbide the ionization potentials are in general not known. A few
exceptions are notable. For V8C12 the ionization energy is estimated as the energy
where the process changes from a one-photon to a two-photon process [14]. For
the range where we studied the ionization potentials (V5−25C0−10) to the best of
our knowledge no measurements have been performed before.
4.5.2 Pure vanadium clusters
For pure vanadium clusters the ionization energies have been measured before by
Kaldor et al. [13] using the laser energy scanning method. There the error was
not determined and it was also not exactly described how they determine EIP
from the measured PIE data. We obtain in general values which are comparable
to theirs, see Fig. 4.8 for a comparison between their values and ours. In general
a slow decrease in EIP is found when going to larger clusters.
The values are very close together, though a notable exception is V15. They see
a sharp drop but in our case the EIP values are more or less continuous without
sharp spikes. We obtain a drop between V18 and V19, which follows also the
trend measured by Kaldor et al. When we include their data in our discussion,
it becomes clear that the strongest change in the ionization energy compared to
the atom occurs for clusters with less than 10 atoms. In this work however, in the
case for pure clusters, for N ≤ 10 the signal to noise ratio is too low to obtain any
data, as can be seen in the first column of Fig. 4.7.
Note that the similarity between the two datasets indicates the robustness of
the method. In the Watanabe or pseudo-Watanabe analysis of the data, it is much
harder to reproduce existing data because of the large degree of freedom in the
interpretation, inherent to those methods [8].
4.5.3 Vanadium carbide clusters
In Fig. 4.9 all the results for the vanadium carbide clusters are summarized. The
results from the linear analysis are indicated as blue open circles. The red closed
circles are obtained by the Fowler method. The green squares are taken from
Kaldor et al. [13] A different visualization of the same data is displayed in Fig. 4.10.
We will discuss some trends from these figures.
The first thing to notice about the results is that the EIP values seem to
decrease slightly with increasing carbon content. However, this is not always
the case. Especially for larger clusters the influence of the carbon becomes less
important, as is to be expected.
Second, for many clusters there is a clear minimum in EIP when going from low
to high carbon content. This is clearly seen in Fig. 4.10 as the more yellow/green
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Figure 4.7: All photoionization efficiency (PIE) curves. The PIE is divided by a
reference signal and by the amount of photons in the laser. The red vertical line
indicates the EIP determined using the linear method, the gray box is the error. The
vertical axis indicates the number of vanadium atoms (n) and the horizontal axis
indicates the number of carbon atoms (m), as exemplified for V10C3. The photon
energy x-axis for each PIE is the same (4.4 eV - 5.4 eV). The y-axis is also the same
for each PIE. Where no red line is shown, the signal to noise ratio is too low to
determine the EIP .
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Figure 4.8: Ionization energies for pure vanadium Vn clusters. The blue circles are
obtained from the linear model, the red triangles from the Fowler model and the green
squares from Kaldor et al. [13].
area for M around 3 and 4 atoms and N between 10 and 15. Also in Fig. 4.9 this
can clearly be observed in for example V11Cm and V16Cm.
Third, there seems to be some drop in EIP which is quite sharply defined
starting for all clusters from V17C6. This is most clearly seen in the colour mapping
in Fig. 4.10 as the right side of the graph is blue. For the neutral clusters this
discontinuity can also be observed in Fig. 4.8 between n = 18 and 19, as discussed
in section 4.5.2.
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Figure 4.9: The ionization energies for vanadium carbide clusters determined with
both the linear method (empty blue circles) and the Fowler method (filled red circles).
The number in the right bottom corner is the amount of vanadium atoms in the cluster.
In green filled squares the values from Kaldor et al. [13] are indicated.
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Figure 4.10: Colormap representation of all the ionization energies. The values are
given in eV. It can clearly be seen that EIP drops going from the left to the right,
going to bigger clusters. Also, there is a slight minimum around M = 3-5 carbon
atoms.
4.6 Discussion
We can compare these results with the ones obtained for niobium carbide, which
is the element directly below vanadium in the periodic table. Fukushima et al. [3]
studied the EIP of NbnCm clusters and found that carbon rich niobium clusters
(n ≤ m) have a slightly higher EIP than niobium rich clusters. They find in
some cases a minimum value for EIP for low carbon content while the ionization
energy goes up again for higher carbon content. As discussed above in our case
this general trend is also visible. They discuss this change in EIP in terms of C-C
and C-Nb bonding.
The carbon atoms tend to form C2 units [15, 16]. The clusters containing C2
dimers are then energetically favoured with respect to those containing only single
carbon atoms or trimers [15]. Thus, carbon-carbon bonding is preferred when
the number of carbon clusters increases, leading to more stable clusters and thus
higher EIP ’s.
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Figure 4.11: EIP as function of N
−1/3. Plotted are vanadium carbide clusters from
the linear method (blue dots) and from the Fowler method (black dots) and the pure
vanadium clusters (green dots). Extrapolation to the bulk with all measurements
included (black line) and for just the pure vanadium clusters (green line). The red
dots are for n < 17 and m > 5. N is here defined as total number of atoms in the
cluster (N = n+m).
Fukushima et al. [3] described that by noting that the C2 units strongly in-
teract with the Nb atoms and that the C2
2– undergoes a σ interaction and two pi
interactions with the Nb atoms. These electronic bonds are likely to stabilize the
neutral niobium carbide clusters, increasing the EIP of the carbon-rich clusters.
Although Nb and V are similar elements, we have to be careful to not simply
interpret this data in the same way. For vanadium carbide however, there are
some suggestions that the C2 units are important in the construction of larger
metal-carbide clusters. For example in [4] it is found that in both experiment
(PES) and theory (DFT) the VC2 unit serves as a precursor in the growth of
large metal-carbon clusters. As a model system for the (100) surface there has
been a DFT study on the V9C9 cluster [17]. In this study Didziulis et al. find
that the covalent mixing of the valence bonding levels in this cluster is very high,
containing virtually 50% carbon and 50% metal character. This suggests that also
in vanadium carbide the metal-carbon bonding plays an important part in the
stability.
4.6.1 Extrapolation to the bulk work function
From the EIP measurements for clusters with a certain total number of atoms
N = n + m, we can estimate the workfunction EWF for the bulk. This can be
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done by using the scaling law [18]:
EIP = EWF +
α
R
= b+ a
e2
4pi0rs
N−1/3 (4.1)
Here rs is defined as the radius of a sphere whose volume is equal to the volume per
conduction electron. One should note however that in general the size dependence
of mixed clusters is an ambiguous concept since it is not clear how exactly to
define the relevant N when plotting as a function of size [18]. We take rs equal to
vanadium bulk with rs = 2.15a0. Plotting thus EIP as a function of N
−1/3 with
N = n + m, should thus yield a linear dependence. This is shown in Fig. 4.11.
Here the green points are the EIP ’s of the pure vanadium clusters obtained both
from Kaldor et al. and from this work. The blue and red dots are the EIP ’s of
the VC clusters, from this work obtained with a linear fitting process. The black
dots show the same but are obtained with Fowler fit. A straight line through these
data points yields the parameters a and b from Eq. (4.1), with b being equal to the
work function. When we do this for all plotted data points we obtain: a = 0.24
and b = 3.96 eV. This value can be compared with the experimentally obtained
work function for V C0.8 of 4.3 eV [19] We obtain thus a value which is slightly
lower than the bulk workfunction.
When we look at the plot more carefully we see that part of the data does not
follow this behaviour. Especially the data indicated in red does not match this
picture. We find that all these red points are originating from VnCm clusters with
[n < 17, m > 5]. These follow the pattern discussed in the previous paragraph,
namely that more carbon can lead to a higher EIP .
To study the general difference between doped vanadium and pure ones we can
look at the green dashed line, this is a fit through just the pure vanadium clusters,
obtained from both our work and from Kaldor et al. This gives a = 0.29, b = 3.74
eV, which is thus even slightly lower. Note that the work functions for vanadium
bulk and V C0.8 bulk are the same: 4.3 eV [18, 19]. We can see from the graph
that we have to be careful however to make definitive statements about the fit,
the range ideally has to be longer to make a better extrapolation.
The correction parameter a in Eq. (4.1) can also yield certain information.
This is discussed in detail by Svanqvist et al. [18]. For metal clusters the value
most used is a = 3/8. This is derived from two corrections. First, it corrects
for the fact that the cluster is not a flat plane but a metal sphere, which lowers
the EWF . Second, it takes the effect that the parting electron has on the sphere
into account, which increases the work function. A value of a > 0.4 is typically
found for semi-conductors and semi-metals while a value 0.1 < a < 0.3 is found
for metals [18]. Our obtained values are thus within the metal range, which is to
be expected for transition metal clusters [18].
4.6.2 Temperature
The temperatures obtained from a Fowler fit are plotted in Fig. 4.12 as a function
of N , the total number of vanadium + carbon atoms. The red horizontal line
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Figure 4.12: The temperature of clusters obtained with the Fowler model. The red
line indicates room temperature, at which the clusters are created.
indicates room temperature, at which the clusters are created. We can see a
barely noticeable trend in the data, the temperature seems to become lower for
larger clusters. This would thus mean that the larger clusters are better cooled
than the small ones, although the concept of temperature it not very well defined
here.
To better understand the concept of temperature in clusters we need to under-
stand what are the important parameters. Fowler’s formula assumes an infinite
metal plane with a continuous electronic band structure, while our clusters, espe-
cially the smaller ones, have a discrete structure. This affects the threshold shape.
By means of the electron-phonon coupling, part of the energy of the electronic
system is transferred to the vibrational system. It is known that vibrationally
excited clusters are easier to ionize, and this thus influences the threshold shape
and consequently the temperature dependence. Furthermore, for clusters we can-
not assume that all different temperature components are in equilibrium, as the
electronic, vibrational and rotational temperatures can differ.
We are currently working on a way to combine the experimental vibrational
data and the calculated DOS in order to describe the threshold shape of the PIE in
more detail, especially as a function of temperature. In principle we can obtain the
density of vibrational states from the measured vibrational data using the Beyer-
Swinehart algorithm, which, when multiplied by the Boltzmann distribution gives
the density of vibrational states at a certain temperature [20]. This would increase
the accuracy of the temperature estimation and at the same time yield information
about the precise ionization mechanisms around the threshold. Note however,
that while the vibrational spectra for some vanadium carbide clusters have been
measured using IR-REMPI, [6] for the relevant sizes that we have studied there
are no spectra or calculations yet.
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4.7 Conclusion
We have measured the EIP of vanadium carbide clusters in the range of V5−25C0−10
using near-threshold photo ionization efficiency measurements. We have analysed
these PIE curves using the linear extrapolation method and Fowler’s formula.
We find that adding carbon to the system initially decreases the EIP but for
some cluster sizes adding more carbon increases the EIP again. To understand
fully what the underlying processes are more studies have to be performed. In
particular the combination of vibrational spectroscopy and DFT calculations have
to be carried out to determine the geometric ground state of the clusters from
which the DOS can be calculated. It would then be interesting to observe how
exactly the carbon influences the cluster. We have also discussed here how carbon
dimers can have a stabilizing function. Additional measurements in combination
with DFT calculations could verify this hypothesis.
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Chapter5
Static strong field ionization
In the previous chapter we have discussed how the ionization energy of a cluster
can be obtained by scanning the wavelength of a laser in the near-threshold single
photon regime. This chapter takes a different approach. We have performed static
strong field measurements using a high power femtosecond laser in order to identify
both the ionization process as well as the ionization energies. We scan the intensity
of the laser and try to determine the point where the electric field of the laser is
equal to the Coulomb potential. From this point we can deduce EIP . We use the
values of EIP obtained in the previous chapter as check for the method that we
apply here and show that the two methods can be complementary. We show that
the advantage of this method is that very short wavelengths are not necessary to
reach a high EIP . As an example of this we show EIP values for cobalt clusters
with less than 7 atoms, which were previously inaccessible to their high EIP .
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5.1 Introduction
In chapter 4 we saw how in the single photon regime we could measure the ioniza-
tion energies of vanadium carbide clusters simply by scanning the photon energy
of the laser over the ionization threshold. Looking back at Fig. 3.11 however we see
that this is just one of multiple ways the ionize a cluster. In Sec. 3.4 we introduced
these different ionization regimes. Continuing from the single photon regime, we
go in this chapter to the multiphoton regime, as well as to the higher intensity
tunnelling and barrier suppression regimes.
We described in chapter 3 that for each laser intensity regime we can extract
the ionization energy. In the single photon regime, the ways to extract EIP has
been extensively described in Sec. 4.3 and subsequently used in chapter 4. In the
multiphoton ionization (MPI) regime, we can see from Eq. (3.20) that the slope
of the ion yield, when plotted as a function of the laser power on a log-log scale,
is equal to the number of photons N that is at least required for ionization. This
can then give EIP through Eq. (3.19).
When we increase the intensity of the laser further, the Coulomb barrier starts
to be suppressed by the electric field of the laser, as discussed in Sec. 3.4.3. This
can open up the route for tunnel ionization, where the electron tunnels through the
Coulomb barrier. This tunnelling ionization is well described using ADK theory
Eq. (3.23), especially in the single active electron (SAE) regime. We will use this
for calibration of the intensity axis, using argon and helium atoms, for which the
SAE approach still holds.
Increasing the intensity yet higher completely suppresses the barrier. In this
regime we can derive EIP through the critical laser intensity for barrier suppres-
sion, Eq. (3.25).
All these methods are employed in this chapter in order to better understand
what is happening to the cluster when a strong laser field interacts with it. Also,
we show how we can use this knowledge to extract the EIP in such a way that
it can not only reproduce the ionization energies measured in the single photon
regime but also extend the range of ionization energies that can be measured.
5.2 Experimental Method
The experimental setup is described in detail in Sec. 3.5 and specifically in Sec. 3.5.4.
In brief, clusters are produced using ablation with a Nd:YAG laser at room tem-
perature. Neutral clusters are subsequently ionized in the interaction region by
a fs-laser which has pulses with a pulse width of around 40 fs at 800 nm. We
vary the power of the laser by a combination of a rotating λ/2 plate and polariser.
The fs-laser is focussed with a lens (f = 0.5 m). This lens is mounted on a linear
translation stage in order to vary the position of the focal point with respect to
the cluster bundle. The ionized clusters are detected using a reflectron time of
flight mass spectrometer.
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Figure 5.1: left panel: Ion yield for the V atom at 53 mm from focus. Right panel:
Ion yield transformed to absolute intensity using Eq. (5.3)
5.2.1 Calibration measurements
Before we can start the measurements on the clusters we need to know exactly
what the intensity in W/cm2 is that the clusters are subjected to.
As discussed in 3.5.5, we measured the power P of the laser at the interaction
region. Furthermore, we determined the spatial profile with Gaussian width w at
different lens positions using a CCD camera placed inside the interaction region.
The temporal profile of the laser pulse, f(t), we get from an auto-correlator, from
which we determine the FWHM of the Gaussian pulse. We can convert all this to
intensity in W/cm2 using:
I(t) = I0f(t), (5.1)
where I0 is determined by Eq. (3.27). In all the discussions about results as a
function of intensity, I0 is implied. In order to check and improve the intensity
calibration, we can compare them to ADK curves. We have performed calibration
measurements on systems for which the ADK theory is known to be valid, namely
for the noble gas atoms, especially in the high intensity tunnelling regime [1].
We performed this calibration for two different systems both in order to cali-
brate the intensity axis, as well as to verify the calibration method itself.
We don’t extract clusters through a pinhole, as is usually done in ISS experi-
ments (see Sec. 3.5.6), this means that, especially close to focus there is a gradient
of laser intensity over the cluster bundle. In the first approximation however we
can ignore this and we can use the same method that is typically used in ISS exper-
iments to extract the absolute intensity rates from ion-yield curves. This method
is described in full detail elsewhere [2]. What follows is a short description of this
method.
From relative yield to absolute rates
What we are physically measuring inside the experimental setup is the integral of
the intensity dependent ionization rate W (I) over the entire temporal profile of
the laser f(t):
Y (I0) =
∫ ∞
−∞
W (I0f(t))dt (5.2)
130 Static strong field ionization
1013 1014 1015 1016
0
0.5
1
1.5
2
Laser intensity (W/cm2)
∫ ∞∞  W
(I 0
 f(
t))
 d
t
Ar+ Ar2+ He+
ADK
Experiment
Figure 5.2: Calibration using argon atom and helium compared with ADK
Here I0 is the peak intensity of the pulse from Eq. (5.1) and Y (I0) is the relative
yield that we actually measure. The latter depends very much on the experimental
parameters, such as MCP voltage and cluster beam overlap with the laser. To
transform the relative ion yield to absolute ionization rates, this curve Y (I0) can
be parametrized by determining the slope dY (I0)dI0 = β(I0) at each point in intensity,
as shown in the left panel of Fig. 5.1. If the signal to noise ratio is good enough
β(I0) can be obtained for all laser intensities. When we define β∞ as the converged
slope for high intensities, we can write [2]:∫ ∞
−∞
W (I0f(t))dt = ln
β∞
β∞ − β (5.3)
This is plotted in the right panel of Fig. 5.1. W (I) is known theoretically for
some cases. In our case, when comparing with noble gas atoms, W (I) is the
ionization rate which is given in the SAE approach by the ADK theory. After
this transformation to absolute rates the experimentally measured curve can thus
directly be compared with theory. Since we know the laser’s temporal profile
f(t) from the autocorrelation measurements we can thus numerically perform the
integration in (5.3).
Results
In Fig. 5.2 the results of these calibration measurements are shown for the first
two charge states of the argon atom, Ar+ and Ar2+ as well as for the helium atom
He+, compared to the ADK theory. We can see that the curves originate at the
right places for all atoms. Considering the fact that we don’t employ the pinhole
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technique, the fit is quite satisfactory. We have obtained this fit by multiplying
the laser intensity axis by a scaling factor compared to the initially calculated
intensities from the spatial profile. This scaling factor has a value of 1.45, this is
the value that we use for all subsequent measurements.
In general there are several ionization pathways for the higher charged atoms.
For example the second charged atom Ar2+ can be obtained either by going directly
from the neutral in a non-sequential way: Ar −−→ Ar2+ or sequentially through
the first charged Ar −−→ Ar+ −−→ Ar2+. In experiment it is found that both
pathways contribute to the ionization [1]. The ion yield for Arn+, S(Arn+) can
for example thus be described by:
S(Arn+) =
n∑
i=1
αinSADK(Ar
i+) (5.4)
Here S(Arn+) is the experimental ionization rate of the Arn+ atom and SADK(Ar
i+)
is the rate as defined by the ADK theory Eq. (3.23) for formation of the ith charge
from the (i-1) times charged. In [1] a relative contribution of α12 = 0.03 is found
for the sequential pathway. The additional contribution from the SADK(Ar
1+)
curve to the S(Ar2+) curve results in a shift towards lower laser intensity for the
latter. In Fig. 5.2 we have also plotted the curve for Ar2+ with α12 = 0.03, this
is the blue line which is slightly shifted to the left. We see that in our case this
gives a better match to experiment than without this addition.
As test for the calibration, in the same graph next to the Ar results also the
helium atom curve is plotted, as well as its ADK curve. We can see that the onset
of the curve has an excellent match, confirming that our calibration is indeed
correct, although at higher intensities the curves start to diverge. Also for the
Ar fits, the shapes are not identical to the ADK curves. We suspect that this is
due to the fact that we don’t employ a pinhole and are thus extra sensitive to the
inhomogeneous laser intensity in the interaction region. This problem is worsened
the more we go in focus, which is necessary in order to observe the ionization of
materials with a high EIP , like the noble atoms shown here. For the transition
metal clusters that we want to investigate however the EIP is much lower, and we
can thus stay far away from focus.
5.3 Vanadium carbide
The first case that we describe is the material that we investigated in the previous
chapter, namely vanadium carbide. Identical to the experiments in that chapter,
we produce vanadium carbide by mixing methane in our helium carrier gas while
ablating from a vanadium rod. A typically obtained distribution of masses is given
in Fig. 5.3. We obtain clusters in the range V1−15C0−4 with a maximum for VnC1.
However, as is described in Sec. 5.3.3, the distribution heavily depends on the
intensity of the laser and similarly on the actual distance from focus.
Vanadium has been studied before using strong infrared lasers (λ = 1.5 µm) [3].
Here Smits et al. found for the vanadium atom a suppression of ionization relative
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Figure 5.3: Typical distribution of vanadium carbide. (800 nm, 46 fs, 53 mm out of
focus)
to the ADK model. They suggest that this derives from dynamic polarization or
screening effects within the atom. In [4] Ross et al. studied strong field ionization
of small transition metal carbide clusters using λ = 624 nm and a pulse width of
100 fs. Also there it was reported that the initial ionization of the vanadium atom
is suppressed compared to the ADK tunnelling scheme.
5.3.1 Vanadium atom
To compare these observations with our experimental setup we have made laser
intensity scans of vanadium atoms for different lens heights and compared this
with ADK theory, as shown in Fig. 5.4. Here we have already transformed the
experimental ion yield to the integrated absolute ionization yield using (5.3).
We find that the single vanadium atom can be ionized from a starting point
in intensity which depends on the lens height and can be either higher or lower
than the ADK rates. This is understandable as different processes other than
pure tunnelling may take place. Whereas ADK just takes tunnelling in the SAE
approach into account, in reality for vanadium we have multiple active electrons
and also we cannot exclude MPI. We ionize with 800 nm, thus photons with
1.55 eV, which means we would need 5 photons in the purely MPI regime to
ionize the V atom with EIP = 6.7 eV. However it is to be expected that at these
strong intensities already the electrical field of the laser disturbs the bounding
potential, lowering the number of effective photons that need to be absorbed.
Also, fragmentation of the clusters preferentially leads to fragments of monomers
or dimers, which can distort the observation.
Smits et al. use an effective potential to account for the failure of the SAE
approach of ADK for systems with multiple active electrons. In a strong laser field
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Figure 5.4: V atom ionized for focal positions, compared to ADK and ZRP.
for a multiple active electron (MAE) system, the electrons tend to be polarized
towards the lowered barrier. This screens the core from the point of view of the
centre electrons. Smits et al. mimic this dynamic screening by applying a different
effective Coulomb charge, which in the limit of an infinitely polarization is called
the Zero Range Potential and largely cancels the lowering of the barrier. This thus
sets a lower limit on the ionization rate and it is expected that the real ionization
rate lays between purely SAE ADK and the MAE ZRP. This is indeed what they
found for transition metal atoms [3]. They find for example the Nb atom to
almost completely overlap with the ZRP curve while the V atom lies somewhere
in the middle between the two curves, similarly to what we find for our in-focus
measurements as can be seen in Fig. 5.4.
5.3.2 Vanadium clusters
Since in the end what we are interested in is the behaviour of clusters, rather
than atoms, we have analysed the measurements in the same way also for clus-
ters. We have extracted Isat for all VnCm clusters by plotting the ion yield on
a semi-logarithmic scale and extrapolating the linear part of the curve towards
the intensity axis. This method was illustrated in Fig. 3.12 in chapter 3. The
results for Isat for all clusters can be found in Fig. 5.5. Also plotted in the graph
are the results for the pure vanadium clusters from Smits et al. as well as their
calculations for the conducting sphere model (CSM) [5]. This model considers the
cluster to be a perfect conducting metal sphere. This system can be polarized by
the electric field E of the laser. When an electron tries to escape this sphere, it
generates an image charge on the sphere, which influences the subsequent success
of the ionization process. In Fig. 5.6 a schematic drawing of this process is shown.
They calculate the electric potential of this system of sphere and electron, given a
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Figure 5.6: The cluster is modelled as a conducting sphere, the electric field of the
laser (E) polarizes the sphere. An escaping electron generates an image charge on the
sphere. Picture from Smits [6]
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known ionization energy, using equation 1 in [5]. Now Isat in the CSM approach
can be calculated by determining at what intensity the electric field of the laser
can suppress this new potential. In Fig. 5.5 it can be seen that our results which
are obtained almost in focus, match very closely their obtained experimental re-
sults (upper dashed line). The more we go out of focus however we converge our
values for Isat towards the CSM results. Note that the CSM results are calculated
by assuming a certain ionization energy (from [7]) and are therefore also an indi-
cation for the ionization energy. In Sec. 5.4 we explore this topic in more detail
and show that we can directly use these results from Fig. 5.5 to reliably predict
the ionization energies of the clusters.
5.3.3 Relative distribution
To study in more detail what exactly happens to the groups of constituents that
we have in our mass spectra we have separated the mass spectra into groups,
identifying 6 subsets. These are the sum of
1. vanadium clusters:
15∑
n=3
V +n
2. vanadium carbide clusters with one carbon atom:
15∑
n=3
VnC
+
3. vanadium carbide clusters with two carbon atoms:
15∑
n=3
VnC
+
2
4. vanadium carbide clusters with three carbon atoms;
15∑
n=3
VnC
+
3
5. highly charged states of the carbon atom:
10∑
i=2
Ci+
6. highly charged states of the vanadium atom:
10∑
i=2
V i+
Note that the first charged state of both the vanadium atom and dimer are not
included initially.
These groups can be tracked as a function of laser intensity to show their
relative ionization behaviour. This is plotted in Fig. 5.7 for again the same four
focal positions, giving around three orders of magnitude variation in laser intensity.
A number of observations can be made from these plots. Most obvious is the
fact that all plots are quite different with respect to each other, especially the one
almost in focus (upper panel) compared to the ones out of focus. This is indicative
for the wealth of information that can be extracted from these plots.
Is is clear that for high intensities of the laser the higher charge states are the
dominant species. Initially these are just the V i+ states but the highly charged
carbon Ci+ states quickly begin to increase their relative yield. Especially for
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very high intensities, as can be seen in the top plot, the highly charged states of
the carbon atom take up a significant fraction. From this general trend one can
already make estimations of the ease of ionization for both atomic species with
EIP = 11.3 eV for the carbon atom and EIP = 6.75 eV for the vanadium atom.
Remarkable is however that the VnC carbide clusters seem to ionize earlier than
the Vn vanadium clusters, as can be seen from the slow increase of the dark blue
region compared to the lighter blue region. This could be an indication of the
relative ionization ease, as will be explored later in greater detail.
In the middle panel, for an average intensity around 0.2× 1013 W/cm2 a max-
imum can be found for the relative yield of pure vanadium clusters, as seen in
the dark blue area around this intensity. This happens just before the onset of
the highly charged states, indicating that the yield is limited by the creation of
the highly charged species, effectively destroying the clusters by fragmentation or
Coulomb explosion. This trend is more clear when looking at the VnC1 cluster
section. An increase of charged species always leads to a equivalent drop in single
charged clusters, indicating that these highly charged species are directly created
from the clusters. A further point to notice is that for the almost in-focus plot
in the top panel, the onset of ionization has a very different shape, much sharper
compared to the other plots, also indicating that the process of ionization is indeed
different in this region.
5.4 Extraction ionization energies
In the previous chapter we discussed the near-threshold ionization technique in
the single photon ionization (SPI) regime. This technique is accurate and widely
used to study the ionization energies of materials which have an EIP that can
be reached by doubling or tripling of the dye-laser. However, for materials that
are expected to have a high ionization energy, this method becomes less trivial.
For example metal oxide clusters are expected to have EIP larger than (7-8 eV)
and single photon energies are difficult to generate at these energies at sufficient
intensities [8]. Also the control of these UV frequencies, which is vital for near-
threshold ionization becomes increasingly difficult. One way to possibly overcome
this is non-resonant ionization detection using two photons with Ehν = EIP /2
[9] but determining a specific threshold points becomes increasingly difficult with
more photons involved in this method.
We discussed in Sec. 3.4.3 how we can extract the ionization energy for a
material by looking at the point in energy where the electrical field of the laser
is equal to the Coulomb potential that binds the electron to the cluster. If we
can determine this point, IBSI , we can use this to calculate the ionization energy
using Eq. (3.25). The advantage is that we are not limited by photon energy but
instead by the maximum intensity that we can generate. Using fs pulses we can,
by focussing the laser, quite easily generate intensities around 1× 1015 W/cm2.
This translates, using Eq. (3.25), to around 22 eV.
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5.4.1 Vanadium carbide
Thus we would like to study the ionization energies of vanadium carbide using
barrier suppression ionization (BSI). To make sure we are in the right regime we
have performed laser intensity scans at different distances from the laser focus
using a computer controlled linear translation stage on which the lens (f = 0.5 m)
is mounted. We extract Isat from these measurements as discussed before and the
results are shown in Fig. 5.8. The solid blue line indicates the EIP obtained by
Kaldor et al. [7]. The trend in the data is equal to Isat which was plotted in Fig. 5.5
since EIP and Isat can directly be converted using Eq. (3.25). We can see that the
values for the ionization energies converge towards the previously measured value
with increasing distance from focus, giving an almost perfect match for 51.5 mm
from focus.
It is a-priori not clear why going further away from focus should yield a better
approximation in the BSI regime, since naively the opposite should be true. We
can understand this however by looking at Fig. 5.7. In the plots where we are
more in focus, for example the top panel and the middle panel, the mass distribu-
tion is dominated by highly charged species. This indicates that we have already
crossed regimes from simple barrier suppression to more destructive mechanisms
like Coulomb explosion and that this is the only route to ionization already from
the start. Determining Isat from these plots thus does not show the onset of bar-
rier suppression, since we are already above this threshold. Looking at the bottom
right panel in Fig. 5.7 however it can be seen that there is a large region where the
composition does not change significantly and that we remain in the same regime.
This is exactly the region where we have obtained Isat and this thus gives the
right estimate for IBSI and thus EIP , as we already concluded. This also shows
the importance of systematically studying the mass distribution in such plots.
We would like to compare this with Fig. 5.9 where the ionization energy is
obtained with the MPI approach. Here EIP is determined from the slope of the
yield as a function of laser intensity on a log-log scale, as given in Eq. (3.20). The
values are much less accurate than for the BSI extracted values. Also realize that
the values indicated here are calculated by determining the slope, which is then
rounded to the nearest integer and multiplied by 1.55 eV. So the values in the
graph are the lowest limit for EIP . In general it can be seen that the more we are
in focus, the larger the error in determining EIP via this method. This is to be
expected since strong field effects heavily distort the MPI picture. Also, as can
be expected from the low intensity part of the top panel in Fig. 5.7, the more we
are in focus, the shorter the ionization onset. In some cases the slope has to be
determined from very few data points and the values become less reliable. It is
thus safe to conclude that in the MPI approach we are not able to reproduce our
measured EIP and the BSI method provides a much better alternative.
To explore this in more detail, in Fig. 5.10 we have plotted the ionization
energies obtained via BSI at 51.5 mm from focus compared with the dye-laser
measurements from the previous chapter. For the pure vanadium clusters also the
measurements from Kaldor et al. are shown. In the upper left panel the results
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for pure vanadium clusters are shown. The solid line with square symbols (red)
indicate the EIP obtained using BSI, they match very well with the previously
measured EIP from Kaldor. For the atom and the dimer however, the match is
not good any more and BSI underestimates the ionization energy. We suspect that
fragmentation plays a role here. When clusters fragment, we usually see a high
increase of both the atom and the dimer content in the mass spectrum. This can
lead to an underestimation of EIP .
In the other three panels the ionization energies are compared for the carbides.
The match between the Single Photon Ionization (SPI) measurements, obtained
in the previous chapter and using BSI is very good. To illustrate the difference
between the carbides and the pure clusters we have also plotted the curve for the
pure V clusters from Kaldor et al. in all panels. It can be seen that the carbides
have a lower EIP for the small clusters but the influence for carbon substitution
lessens for bigger clusters, which is a consistent trend between both BSI and SPI
measurements.
It can be seen that the range of clusters that could be measured using the BSI
technique looks larger than using SPI. In this case however, this is mainly related
5.4 Extraction ionization energies 141
Total number of atoms (n+m)
I o
n i
z a
t i o
n  
E n
e r
g y
 ( e
V )
5 10 15
4.5
5
5.5
6
6.5
7
 
 
V
n
 (SPI)
V
n
 (Kaldor)
V
n
 (BSI)
5 10 15
4.5
5
5.5
6
6.5
7
 
 
V
n
C (SPI)
V
n
C (Kaldor)
V
n
C (BSI)
5 10 15
4.5
5
5.5
6
6.5
7
 
 
V
n
C2 (SPI)
V
n
C2 (Kaldor)
V
n
C2 (BSI)
5 10 15
4.5
5
5.5
6
6.5
7
 
 
V
n
C3 (SPI)
V
n
C3 (Kaldor)
V
n
C3 (BSI)
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to the mass distribution that the two different cluster sources produce. We can
nevertheless conclude that both techniques produce the same results.
5.4.2 Gold doped cobalt clusters
To test the method on a system for which the ionization energies are unknown
we have measured the ionization energies for gold doped cobalt clusters such as
discussed in chapter 4. In Fig. 5.11 a typical mass distribution is shown taken
57 mm out of focus (f = 0.5 m). The distribution centres around ConAu. As we
saw before with vanadium carbide however, the distribution changes a lot with
changing the intensity of the laser. This is also the case here and can be seen in
Fig. 5.12. Here the distribution is split into 6 groups as indicated in the legend. It
can be seen that, contrary to the VnCm case in Fig. 5.7, almost no highly charged
atomic species are created. This is due to the fact that cobalt is much harder
to ionize than vanadium and it is thus also much more difficult to create highly
atomic charges. Also we are far away from focus, where Coulomb explosion is not
to be expected. Note that the group for Co1−2 starts much later than the groups
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for the clusters. This has the same reason and also indicates the higher ionization
energy for atom and dimer.
Thus having made sure that we are still in the right ionization regime, we can
now apply the same technique as for VnCm to extract the ionization energies. In
Fig. 5.13 we show the results. We can directly compare the blue diamonds from
Yang et al. [10] obtained for the pure cobalt clusters using SPI, with the red
squares obtained using BSI. Also here the match is very satisfactory and the same
trends are reproduced.
Fig 5.13 clearly shows the advantage of this method. The gray line depicts the
maximum energy per photon that Yang et al. [10] could obtain, namely 6.2 eV, or
200 nm. In their work they give the values for Co4-6 as > 6.2 eV since they cannot
go higher. Using the BSI technique however we can easily reach these energies.
For Co3 Yang et al. state a value of 5.97 eV whereas we get 7.1 eV, which is more
in line with what can be expected.
When looking at the doped clusters we see that there is no general trend with
adding one or two gold atoms to the cobalt, although in most cases doping seems
to either have no influence on EIP or increase it. For example, for 5 atoms in the
cluster, adding one gold atom to make Co4Au1 has an EIP which is significantly
enhanced compared with both Co5 and Co3Au2. Also for N = 8 and N = 11 there
seems to be an increase in EIP , with substituting two cobalt atoms with two gold
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ones.
5.5 Conclusion
We have shown how by varying the laser intensity across the strong field ion-
ization regime we can elucidate various ionization processes. We have used this
information to determine the size of the beam where side effects like Coulomb
explosion are minimized as we can determine the ionization energies in the field
dominated regime. Instead of using a fixed numbers of photons to ionize the clus-
ters we determine the electric field that is necessary to overcome the Coulomb
field. Comparison with the measurements obtained in the previous chapter by a
wavelength tunable dye-laser for vanadium carbide shows a good match. For gold
doped cobalt clusters we have employed this technique to determine the ionization
energies, which had not been measured before. For the pure cobalt clusters we
could obtain measurements for clusters smaller than 7 atoms, which were previ-
ously inaccessible due to the high EIP . We can thus conclude that this technique
provides an alternative way of determining the EIP next to the near-threshold one
photon ionization methods.
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Chapter6
Strong field time-dependent
femtosecond ionization
This chapter describes ionization dynamics measurements. We show the influence
of the pulse width on the ionization behaviour of doped clusters. In the case for
doped ConAum clusters we find for example that increasing the percentage of the
dopant gold in the cobalt cluster makes the cluster ionization more dependent on
pulse width. This could be an indication for an increased spacing between the
electronic levels with doping. Next to this we demonstrate how we can extract
the electronic relaxation time by probing the ease of ionization as a function of
delay between two laser pulses. We show the preliminary results of pump-probe
ionization measurements where we find a metastable level in the Ho2O molecule
with a lifetime of around 8 ps. These are the first time-dependent ionization
measurements to be performed in our group and these results thus serve as a basis
for more extended studies in this topic.
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6.1 Introduction
Next to using femtosecond lasers to generate a high enough electric field to reach
the field dominated ionization regime as we did in the previous chapter, we can
also exploit the small time scale of our femtosecond laser in order to study time
dependent ionization. With our laser system we can generate pulses shorter than
40 fs, which allows us to study ionization on a time-scale comparable to the motion
of the atomic nuclei. By first exciting the system and then probing it after some
time-delay, we can in principle monitor in real-time the energy transfer both in
the electronic system and between the electrons and the nuclei.
After excitation of electrons by a laser, the excited electrons redistribute their
energy by either electron-electron (e-e) scattering or to the lattice by electron-
phonon (e-ph) scattering. In the e-e coupling case, relaxation times are determined
by the number of states in the excitation range. For electron-phonon coupling
this is not the case, because the excess energy of the electron is converted into
nuclear motions of the cluster and vibrionic interactions have to be taken into
account [1]. For bulk transition metals the high density of states leads to extremely
short excitation lifetimes [2]. In bulk nickel for example, an electron-electron
thermalization of 80 fs is found while the relaxation time for electron-phonon
coupling is in the order of 0.3-0.4 ps [3].
In the bulk, e-e scattering is the dominant process [4]. It is to be expected how-
ever that when the DOS becomes smaller, this relaxation process becomes slower
and e-ph coupling becomes more important in the relaxation process. However,
for still quite large nanoparticles this is not always the case. Voisin et al. studied
e-e scattering time scales for silver nanoparticles [5]. They found especially for
particles smaller than 5 nm a decrease in e-e thermalization times when reducing
the particle size. They relate this to the fact that the wave functions of the con-
duction electrons extend beyond the particle radius, leading to a reduction of their
density close to the surface, a so called spill-out. They explain this by a reduction
of the electron screening created by the surface of the d-band conduction electrons
with decreasing particle size. This increases the Coulomb interaction between the
scattering electrons. At the same time, the d-electron wave functions are localized
close to the core, which will also lead to less efficient screening of the Coulomb
interactions close to the surface. Both effects are thus expected to increase the
effective e-e scattering and thus a faster thermalization for smaller particles [5].
For much smaller particles however, like atomic-size clusters, the DOS becomes
discrete and the amount of scattering possibilities is thus smaller. One would thus
expect that the e-e scattering rate will be strongly reduced. This is indeed what is
observed, slower processes like wavepacket motion [6] and luminescence in smaller
silver clusters are observed [7]. Also typical cluster processes like dissociation are
quite slow. The dissociation of Au3
– has been measured in a pump-probe type
setup to be between 50 and 1000 ps, depending on the excitation used [8].
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Figure 6.1: Time-resolved photoelectron spectra of Pt3
– as a function of the time
delay between pump and probe pulses (both 1.5 eV). Note how the double peak
structure for electron binding energies between 0 and 0.5 eV disappears within 300 fs.
Note that the pulse width is 275 fs. Figure from Pontius et al.[9].
6.1.1 TRPES
For clusters typically these time-dependent ionization studies are performed using
Time Resolved Photo Emission Spectroscopy (TRPES). This is basically the same
PES-technique as described in Sec. 3.3.1 but in a pump-probe setting. The binding
energy of electrons is measured as a function of the time delay between excitation
and probe. In this way the energy redistribution of the electrons can be visualized
in real-time.
This has been done for example for Pt3
– [9], where Pontius et al. used a pump-
probe setup at 800 nm, see Fig. 6.1. From a first-order rate equation they find
the life-times of the optically excited states, of less than 70 fs, taking into account
the pulse width of 275 fs. This fast relaxation suggests the existence of inelastic
electron-electron scattering similar to the bulk case. This is surprising, because as
discussed above it is to be expected that the lower DOS of clusters will lead to less
scattering channels and thus a longer relaxation time [4]. For Ni3
– Pontius et al.
resolved the e-e (215 fs) and e-ph (450 fs) coupling time scales in a pump probe
setup [4].
6.1.2 Plasmons
Next to electron thermalization, also plasmonic effects are studied in clusters.
For example the influence of pulse width on the generation of highly charged
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Figure 6.2: The generation of higher charged species from Pt cluster ions has a
maximum at 600 fs due to a resonance of the plasmon energy with the photon energy.
The left panel is taken from [10] and shows this resonance by varying the pulse width
of a 800 nm laser. The right panel shows the same resonance as a ratio of the higher
charged over the single and double charged, in a pump-probe type experiment, from
[11]
atoms is studied for platinum clusters ions [10]. The influence on pulse width on
the importance of Coulomb explosion (CE) has been theoretically studied [12].
It is concluded that the pulse width has more influence on the CE than other
experimental parameters like fluence and cluster size. In the Coulomb explosion
process the electron density changes upon expansion and with this also the plasmon
energy. When the plasmon energy matches the photon energy the generation of
higher charged species becomes more efficient, this is illustrated in Fig. 6.2. Around
600 fs the clusters plasmon energy matches the 1.55 eV photon energy and higher
charged atoms are produced. When thus a pulse width of around 600 fs is used
most energy is resonantly put into the plasmon system, with a more efficient
ionization process as a consequence. In a different study, instead of changing the
pulse width, Doppner et al. [11] studied the same system of platinum clusters in
a pump-probe type setup and also found an enhanced resonance ionization with a
delay between the two pulses of about 300 to 1000 fs.
These results already indicate that there are similarities between changing the
pulse width of the laser and performing two pulse pump-probe ionization. This
chapter reports the first time-dependent strong-field measurements performed in
our group. We have probed different mechanisms using both the technique of
changing the pulse width as well as employing two pulse pump-probe ionization
with both one colour and two colour pulse pump-probe ionization. These mea-
surements lay down the ground work for more detailed dynamic strong field mea-
surements which will be performed in the future.
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Figure 6.3: Power scan for the Fe atom for different pulse widths.
6.2 Experimental details
We use the setup as was illustrated in Fig. 3.19 and discussed in Sec. 3.5.7. The
vacuum part and cluster creation part is the same as the one used and described
in the previous chapter. That is, a frequency doubled Nd:YAG laser ablates atoms
from the surface of a metal which combines with a short pulse of a helium carrier
gas to form clusters. We study the neutral clusters by ionizing them with a fs-
laser. For more details about the laser system see Sec. 3.5.4. We employ in this
chapter three schemes and we refer to the appropriate sections in chapter 3 for
more information. These are:
 One pulse: changing the pulse width of the laser with a two-grating com-
pressor (Sec. 3.5.4)
 Two pulses one colour: Two pulses of the same colour with a variable time
delay between them introduced by a difference in laser path (Sec. 3.5.7)
 Two pulses two colours: Two pulses with different colours, with a variable
time delay between them (Sec. 3.5.7)
6.3 Pulse width dependence
To study the pulse width dependence of the ionization of small clusters and their
oxides, we have measured iron oxide (FenOm, n = 1−10, m = 0−3). Power scans
are obtained at 5 different pulse widths (42 fs, 100 fs, 1000 fs, 2000 fs, 3000 fs).
The results for the Fe atom are shown in Fig. 6.3 both as a function of intensity
(upper panel) as well as a function of energy per pulse (lower panel). The first
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Figure 6.4: Power scan for the Fe5O cluster for different pulse widths. The laser
wavelength is 800 nm and for all pulse widths 25 mm out of focus, f = 0.5 m.
thing to note is that in the upper plot all curves are shifted horizontally with
respect to each other. This can be understood by the fact that changing the pulse
width obviously has a large impact on the laser intensity, as the energy per pulse
is divided by pulse width to give the intensity in Watt. In the bottom panel this is
not the case since the energy per pulse stays identical with changing pulse width.
In this bottom plot it can be seen that the shorter pulse width is already at lower
power much more effective at ionizing clusters than the large pulse widths.
What is at first glance perhaps surprising however, is that the yields seem to
saturate very sharply for the 3000 fs pulse width. This is not so much the case for
shorter pulse widths. The saturation for longer pulse widths is however simply an
experimental artefact. When the signal produced is too high, the MCP detector
saturates and an increasing ion yield does not result any more in an increasing
MCP signal. This is different for the other pulse widths. The saturation is less
abrupt for shorter pulses, indicating that a different process is here responsible for
the saturation of the signal. We shall see that the creation of the highly charged
species is responsible for the slower saturation for large powers and small pulse
widths. Different behaviour can thus clearly be seen depending solely on the pulse
width.
The same type of plots are also shown for the cluster Fe5O in Fig. 6.4. It can
be seen that for shorter pulse widths the yield is a lot lower than for the longer
pulse widths. This is more dramatic than what is found for the atom, where the
effect on the pulse width is much smaller. The reasons for this become clear when
we study this effect in more detail for both the highly charged atoms and the iron
clusters. This is shown in Fig. 6.5. In the left panel the effect of pulse width is
shown on the yield of the highly charged atoms. It can be seen that the smaller
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Figure 6.5: The maximum ion yield for higher charged atoms (left panel) and pure
Fe clusters (right panel), as function of pulse width.
the pulse width, the higher the yield of the highly charged ions becomes. This
suggests that for shorter pulse widths the saturation of the iron atom, that we
saw in Fig. 6.3, is due to the generation of highly charged atoms. Thus instead of
simply ionizing to yield a single charged ion, we are multi ionizing it in a process
like Coulomb explosion. This is also what can be concluded from the right panel,
where we can see the opposite behaviour for clusters. A higher cluster signal is
obtained for longer pulse widths. The clusters thus get destroyed when going to
shorter pulse widths, they fragment into highly charged atoms. These two panels
together thus nicely show the competition between either MPI or BSI ionization
for longer pulse widths and more destructive behaviour like Coulomb explosion for
shorter pulse widths.
Contrary to the case for Pt clusters from Koller et al. (see Fig. 6.2), we did not
observe any resonances for certain pulse widths in the yield of the highly charged
atoms. Where their yield shows a clear maximum around 600 fs, our signal just
keeps on increasing with shorter pulse width. Their initial mass distribution is
however much broader than ours. They report up to N = 100, while we see clusters
until approximately N = 12. It is possible that our clusters are not large enough
to exhibit significant resonant plasmonic behaviour. Another reason might be that
our steps in pulse widths are too large, since we expect a resonance around a few
hundred femtosecond. We have no data between 100 and 1000 fs. This should be
improved in the future experiments.
6.3.1 Influence of oxidation
In Fig. 6.6 the normalized yield is plotted for different iron clusters and their
oxides. The minimum and maximum yields are normalized between 0 and 1 for
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each curve. The plots show thus the relative dependence on pulse width, comparing
different oxide contents in the clusters. It can clearly be seen that for most clusters
the minimum yield is found for the smallest pulse width and the maximum for
the largest pulse width. The exact dependence is however different for different
compositions. The pure iron clusters Fen, reach a maximum in the yield already
around 2000 fs. When more oxygen is added, the maximum yield does not saturate
yet with longer pulse widths, the yield keeps increasing. This suggests that the
maximum efficiency is not yet reached for oxygen doped clusters. It would be
interesting to see the effects of even longer pulse widths on these clusters. Next,
we study the ionization dynamics in Au-doped Co clusters, which is related the
XMCD measurements of part I of this thesis.
6.3.2 Au doped Co clusters
The pulse width dependence of the ionization of cobalt clusters doped with gold
(ConAum, n = 1− 15,m = 0− 3) is studied for 6 different pulse widths. Typical
results are found in Fig. 6.7 for the 7 atom clusters Co7 and Co6Au. The most
obvious difference between the two systems is that even though the signal at 46 fs
is about the same for both Co7 and Co6Au, for the gold doped cluster the signal
drops down very fast when going to longer pulse widths. For the pure cluster the
signal also goes down with increasing pulse width but much slower. In general
the behaviour of decreasing signal with increasing pulse width is opposite to the
case for iron clusters. This is possible due to the different focal distances for
both measurements. The iron oxide measurements are performed at 20 mm out
of focus while the cobalt gold measurements are performed much farther out of
focus (between 34 and 66 mm) because the iron oxide is harder to ionize. This
makes it rather difficult to directly compare the two systems. However, we can
of course compare the behaviour of different clusters within the same system with
each other, since all were subject to the same experimental conditions.
This is illustrated in more detail in Fig. 6.8 for a cluster with N = 7 atoms
in the left panel and for N = 6 atoms in the right panel. The signal of the pure
Co clusters for both sizes decreases with increasing pulse width but much less
pronounced than their doped counterparts, who reach a minimum around 1000 fs.
In Fig. 6.9 this is plotted for the pure Co clusters in the right panel and for the ones
doped with one gold atom in the right panel. The same general trend of faster
decay with gold doping can be seen, although there are a few exceptions. The
signal for Co2Au for example, is less influenced by the pulse width than Co3. Note
that the difference is not related to the initial cluster yield, since for example Co7
and Co6Au have approximately the same intensity for the smallest pulse width.
As can be seen in Fig. 6.9 the inclusion of gold makes the ionization process
more dependent on the pulse width. In general this means that for the pure cobalt
clusters the intermediate levels are such that the excited electrons relax in energy
relatively slowly compared to the gold doped ones. This means that the electronic
density of states is high enough, in such a way that the electron does not fall back
down a lot in energy when it goes from the excited virtual levels towards a true
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electronic energy level. This is schematically depicted in Fig. 6.10. Drawn there
are the electronic energy levels of two different systems. The left is more atom-
like, with discrete levels spaced far apart and the right is more bulk-like with the
levels spaced closer together. ∆τ is the pulse width of the incoming laser pulse or
equivalently the spacing between two different laser pulses (see next section). In
each case the electron absorbs in total four photons (a typical situation for 800
nm and an IP around 5-6 eV). When ∆τ is small, the electron can absorb energy
in a coherent way, regardless the density of states. When ∆τ is large however the
electron falls back in energy. When the drop in energy is big enough (as in the
left case) the subsequent two photons cannot free the electron any more and the
cluster remains neutral. When the drop is small (as in the right case), the electron
can still reach the vacuum level and the cluster is ionized. From this qualitative
argument we can expect thus some change in the spacing of the DOS with the
inclusion of a gold dopant in the cobalt cluster. Note that strong field effects are
neglected in this simple model.
Note that we cannot extract directly relaxation times from these pulse width
dependence measurements. For this we need to do time-dependent pump-probe
measurements, which is the topic of the next section.
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Figure 6.6: Maximum ion yield for iron oxide clusters at different pulse widths. The
yields are normalized between 0 and 1 and the offset on the y-scale corresponds with
the number of iron atoms in the clusters. The top panel is a zoom of the bottom
panel. Blue lines correspond to Fen clusters, red to FenO, green to FenO2 and orange
to FenO3.
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N = 6 atoms in the right panel. Plotted is the maximum yield of a power scan (the
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fs pulse width.
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Figure 6.10: Difference in relaxation dynamics between large and small electronic
level spacings. See main text for details.
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6.4 Variable delay pump-probe
The time dependent studies are the next step in the quest to understand the
dynamics of the ionization processes for the clusters. As discussed above and indi-
cated in Fig. 6.2 in principle similar processes could be probed by either changing
the pulse width or changing the delay between two pulses.
6.4.1 Calibration of spatial and temporal overlap
To find temporal and spatial overlap between the two pulses at time zero we can
use the system as outlined in Sec. 3.5.7. Here the two 800 nm pulses are incident
on the same spot on a second harmonic crystal. When both pulses arrive at the
exact same time (within the pulse width of the laser) a third spot appears in the
centre between the two beams. This gives already a quite precise indication of
where the pulses overlap in both space and time. To perform this more exactly
we look at the ionization yield that we obtain.
Since the EIP of our studied systems is usually around 6 eV and we ionize with
Eph = 1.55 eV, our process is highly non-linear. We use this process to identify
time zero by comparing the measured signal with a reference signal which is either
given by just the one pulse signal multiplied by two or by two pulses with a very
large (2 ns) delay. We can model the former using an optical chopper, which cuts
one leg of the laser path in an on/off fashion. We can then look at the difference
between the signal and the reference in order to calibrate the system.
6.4.2 One colour pump-probe
Once the calibration is complete we can verify it by performing a delay scan, mea-
suring the signal as function of delay between the two pulses. We have done this
for terbium oxide using two pulses of 800 nm with a FWHM pulse width of 46 fs.
In Fig. 6.11 the results are plotted. Clearly we can see the auto-correlation func-
tion of the laser pulse itself for the Tb atom in the left panel centred symmetrically
around delay time zero. This indicates that the calibration was successful. Next
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Figure 6.12: Left panel: Two colour fs-dynamics for Holmium oxide. When first the
800 nm pulse comes and then the 400 nm, nothing is ionized. When however first
the 400 nm pulse comes followed by the 800 nm the system is ionized. Right panel:
One colour experiment with V8C, a symmetric broadening is seen. The pulse width
for both measurements is 100 fs.
to using this data for calibration we can of course also see what we can learn from
this data. Not all plots show the same behaviour. For example the Tb2O molecule
shows a clear broadening of the signal compared to the Tb atom. Especially at
the sides of the peak, around 50 fs, the signal does not drop down immediately
but instead some shoulder-type features are visible. This is also quite pronounced
for Tb3O and Tb3O2.
In general, the first pulse excites the cluster towards some intermediate state
and depending on the relaxation time and the delay between the two pulses it will
still be excited / hot enough to undergo ionization through the second pulse. We
are thus probing the relaxation time and the resultant measurement thus gives the
convolution of the relaxation time with the laser pulse. The shape is symmetrical
because the two pulses have the same colour.
Shoulder structures, as clearly seen for example for Tb2O, indicate that two
processes are taking place at different time scales. For small delays the signal
seems to follow the laser pulse, multiplied by a deconvolution factor
√
2, which
would indicate a relaxation time equal or faster than the pulse width. After around
50 fs however, when the pulses no longer overlap, a significant signal is still seen.
This indicates that the system has been brought in a state that is easier to ionize
by the second pulse. Around 100 fs the system has relaxed again. For a more
quantitative analysis higher resolution measurements are necessary. However, the
goal here was to see if we could use this scan as calibration, in which we succeeded.
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6.4.3 Two colour pump-probe
Next, we used the second harmonic of one of the two pulses to get one pulse of
800 nm and the other of 400 nm. We found for most systems we tried (vanadium
carbide, cobalt gold, terbium oxide, holmium oxide) no discernible difference be-
tween one colour and two colour experiments. However for the Ho2O molecule
a clear difference can be found. This is illustrated in the left panel of Fig. 6.12.
The molecule is not ionized when first the red 800 nm pulse comes followed by the
blue pulse. This is seen in the negative time delays part. However when the situ-
ation is reversed, for positive delay times the molecule gets ionized up until very
large delays. We can fit the yield for positive delays with an exponential decay,
we find a decay time of τ = 7.8 ± 1.1 ps. Compare this with the case for V8C
plotted in the right panel where the signal of the two pulses one colour experiment
is completely symmetric. The pulse width is here 100 fs, which would thus give
an auto-correlation signal of
√
2 × 100 = 141 fs. We have made a Gaussian fit
with FWHM = 275 ± 50 fs. This is broader than would be expected from the
pure auto-correlation signal of the two pulses, indicative of some slower relaxation
process. However, the signal to noise ratio is too small to identify two different
relaxation processes here. This observation shows that there is some meta-stable
intermediate level in Ho2O which can be reached by the 400 nm pump but not by
the 800 nm. This technique thus shows the stability of this level and subsequent
relaxation processes.
6.5 Fixed delay pump-probe power scan
In the previous section we have made a full time-dependent study at a fixed laser
power. Ideally we would like to map out the complete 3-D space of ion yield as
function of power, wavelength and delay to investigate the complete ionization
process and the role the electric laser field plays in this. Making this complete
time-depend power scan study for many different delays is very time consuming
however. For vanadium carbide we have therefore performed measurements where
the time between the two pulses is varied between the two extremes that our delay-
line is capable of. This would at least give an indication of interesting phenomena
that might occur. One power dependence scan is thus done for zero time-delay,
while the other at 1.6 ns delay between the two pulses. If any interesting effects
are observed we can then in future studies perform these power-scans over a wide
range of delays to investigate at which delays this effect appears and disappears.
Since for most metal systems the relaxation time is in the order of maximum
a picosecond, we expect that at our large delay all clusters have already relaxed.
There should thus be a visible difference between the two measurements.
In Fig. 6.13 a few of the results of these measurements are shown. It can be
clearly seen that for the long pulse delay, the onset of the ionization is delayed with
respect to the ionization at time-overlap of the two pulses. This means there is an
electronic relaxation process which is faster than our 1.6 ns delay, as expected.
To study this effect more quantitatively we can take the difference of ion-yield
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Figure 6.14: (left) Two power scans for the V atom. One at two pulses overlapping
and at two pulses with a 1.6 ns delay between them. (right) The difference in ion
yield at the 0.0486 W points as indicated in the left graph.
at a fixed laser power between different delays and study this as a function of
cluster size and delay time. This is shown in Fig. 6.14 for our two delays. In the
left panel the relevant quantities are indicated by the arrows, in this case for the
V atom. In the right panel the results are shown for a range of vanadium and
vanadium carbide clusters. Note that these results are not normalized on the total
ion yield and serve only to give an indication of the gap in ion yields between the
two delays. Since for all clusters this is a positive value it means the clusters are
harder to ionize with a large delay, as expected.
A more detailed study is necessary to see for example at which time delay the
splitting appears. This would give an indication of the relaxation time.
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6.6 Conclusion and future direction
We have demonstrated the first strong-field dynamic ionization studies performed
in our group, which will open up the way for more detailed studies in the future.
We have seen a strong pulse width dependence on the ionization of gold doped
cobalt. We have illustrated how a larger spacing of the electronic levels could be
responsible for the observed effects. We have demonstrated one and two colour
pump probe measurements for free clusters and as proof of principle found a meta-
stable electronic level in the Ho2O molecule with a lifetime of around 8 ps. Now
that we have shown that we can successfully measure time-dependent ionization
effects we can continue to make more quantitative measurements. We are currently
building a velocity map imaging [13] electron spectrometer. This would enable
us to make a mass-specific PES as function of delay between the two pulses.
Knowing the kinetic energy of the electrons in such a way would thoroughly expand
our understanding of the underlying processes. Mapping out in a 3D-space the
influence of both the delay time and the laser intensity on the ionization process
would enable us to see in real time [14, 15] for example how the Coulomb barrier
would be suppressed and how this would influence any relaxation processes. For
example, the threshold between Coulomb explosion and tunnelling ionization can
be visualized in a straightforward way once we can detect the kinetic energy of the
electrons by just studying the time dependence of the highly energetic electrons
[16].
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Summary and Outlook
Clusters are small (sub) nanometer particles that have in our case between 1 and
around 30 atoms. They bridge the link between the quantum atomic limit and
the classical bulk limit. The fundamental properties of these intriguing objects
can change dramatically by adding or removing just one atom. This makes them
exceptionally interesting particles both from the point of view of fundamental
science as well as for applications. We study them in a size selective way in the
gas phase. In this way we minimize any interactions with the environment and we
can in a stepwise manner add or remove an atom from the cluster.
This thesis is divided into two parts, the first studies the magnetic properties
of clusters and the second deals with their ionization properties.
In the first part we show that using the experimental X-ray circular dichroism
(XMCD) technique we can obtain the spin and orbit resolved magnetic moments
of free cobalt clusters, which are either doped with one gold atom or with one
rhodium atom. We compare these measurements with previous experiments on
pure cobalt clusters and we show a significant increase in the spin moment for
specific Con−1Au+ clusters and a very strong increase in the orbital moment for
some Con−1Rh+ clusters, with more than doubling for Co12Rh
+. This shows that
substitutional doping of a 3d metal with even just one atom of a 4d or 5d metal can
lead to dramatic changes in both spin and orbital moment, opening up the route
to novel applications. At the same time we have performed an extensive check
on the current capabilities of DFT calculations to properly describe the orbital
magnetic moments in transition metal clusters. We conclude that the commonly
used computational tools fundamentally underestimate the unquenching of the
orbital magnetic moments with respect to the bulk. More advanced calculations
that improve this point are on their way.
In the second part we study the ionization behaviour of clusters in different
laser intensity regimes. We scan the photon energy of a low intensity laser in
the single photon regime (SPI) over the ionization energy threshold of vanadium
carbide clusters. By identifying at which point in photon energy the clusters start
to be ionized we extract the ionization energy (EIP ) for clusters in the range
V5−25C0−10. We find no clear trend in EIP as function of number of dopant
carbon atoms. However, we find that while adding carbon to the system initially
decreases the EIP for most cases, for some cluster sizes adding more carbon will
increase the EIP again. To understand fully what the underlying processes are,
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more studies have to be performed. In particular the combination of vibrational
spectroscopy and calculations have to be carried out to determine the geometric
ground state of the clusters, from which the density of states can be calculated. It
would then be interesting to observe how exactly the carbon influences the cluster
properties.
Since electrons are being bound to their respective atoms by the opposite elec-
tric potential of the atomic nuclei, modifying this potential will change how the
cluster will be ionized. We can modify this Coulomb potential using the electric
field of a laser. When the laser is strong enough (≈ 1× 1014 W/cm2) the electric
field of the laser is comparable to this binding potential of the electron and we
enter the strong field regime. We experimentally find the point in laser intensity
where the laser’s electric field is equal to this bounding potential. This point is
called the barrier suppression ionization (BSI) point and we can also in this way
extract the EIP . We then use both the SPI and the BSI technique on the vana-
dium carbide ionization energies and we find a good match, showing the validity
of the BSI technique. As a next step, we employ this BSI technique to determine
the ionization energies of cobalt clusters and gold doped cobalt clusters. For the
pure cobalt clusters we can even obtain measurements for clusters smaller than
7 atoms, which are inaccessible with the low field SPI technique due to the high
EIP . This demonstrates that both techniques are complementary.
Finally we show measurements of strong field ionization in a time-dependent
way. We show the influence of the pulse width of the laser on the ionization
behaviour of doped clusters. In the case for ConAum clusters we find for example
that increasing the percentage of the dopant gold in the cobalt cluster makes the
cluster ionization more dependent on pulse width. This could be an indication
for an increased spacing between the electronic levels with increased doping. We
demonstrate pump-probe measurements for free clusters and as proof of principle
experiment find a meta-stable electronic level in the Ho2O molecule with a lifetime
of around 8 ps. Since we show that we can successfully measure time-dependent
ionization effects, we can continue to make more quantitative measurements. We
are currently building a velocity map imaging electron spectrometer. Mapping
out in a 3D-space the influence of the pulse width, pump-probe delay time and
the laser intensity on the ionization process would enable us to see in real time
for example how the Coulomb barrier would be suppressed and how this would
influence any relaxation processes.
Samenvatting en Vooruitzicht
Clusters zijn kleine groepjes atomen, die in dit proefschrift tussen de 1 en ongeveer
30 atomen hebben. Ze zijn ongeveer een nanometer groot en vormen de schakel
tussen de kwantummechanische 1-atoomlimiet en de klassieke bulklimiet. De fun-
damentele eigenschappen van deze intrigerende objecten zijn dramatisch te veran-
deren door het toevoegen of verwijderen van slechts een enkel atoom. Daarom
bestuderen we de clusters afhankelijk van hun massa. We kunnen aan het clus-
ter stapsgewijs atomen verwijderen of toevoegen en meten wat er verandert. Dit
doen we in de gasfase, omdat zo de mogelijke interacties met de omgeving gem-
inimaliseerd worden. Naast hun fascinerende fundamentele natuurkundige eigen-
schappen zijn clusters interessant voor toepassingen.
Dit proefschrift is in twee delen opgesplitst. Het eerste deel beschrijft de studie
van de magnetische eigenschappen van de clusters en het tweede deel behandelt
de eigenschappen die gerelateerd zijn aan hun ionisatie.
In het eerste deel laten we zien dat we met behulp van de experimentele
techniek X-ray circular dichroism (XMCD) de magnetische spin- en orbitaalmo-
menten van gedoteerde kobaltclusters kunnen meten. Deze kobaltclusters zijn
gedoteerd met een rhodiumatoom of met een goudatoom. We vergelijken deze
metingen met eerder verrichte metingen op pure kobaltclusters. We demonstr-
eren dat we een significante toename in het magnetische spinmoment zien voor
specifieke Con−1Au+ clusters en een zeer sterke toename in het orbitaalmoment
voor sommige Con−1Rh+ clusters. Voor Co12Rh
+ meten we bijvoorbeeld een ver-
dubbeling in het orbitaalmoment. Dit laat zien dat substitutioneel doteren van
een 3d-metaal met slechts 1 atoom van een 4d- of 5d-metaal tot dramatische ve-
randeringen kan leiden in zowel de spin- als orbitaalmomenten, wat de weg naar
nieuwe toepassingen kan openen.
Tegelijkertijd voeren we een controle uit op de huidige mogelijkheden van den-
sity functional theory (DFT)-berekeningen om de orbitaalmomenten van tran-
sitiemetaalclusters te bepalen. We concluderen dat de meestgebruikte reken-
methoden fundamenteel het orbitaalmoment van clusters onderschatten omdat
het dempen van het orbitaalmoment in clusters overschat wordt. Geavanceerdere
berekeningen die dit probleem aanpakken zijn onderweg.
In het tweede deel van dit proefschrift bestuderen we het ionisatiegedrag van
clusters bij verschillende laserintensiteiten. We scannen de fotonenergie van een
laser met een lage intensiteit in het 1-fotonregime (single photon ionization, SPI)
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over de ionisatiebarrie`re van vanadiumcarbideclusters. We bepalen de ionisatie-
energie (EIP ) door de laagste fotonenergie waarop clusters nog ge¨ıoniseerd worden
te meten. Dit doen we voor de clusters V5−25C0−10. We vinden geen duidelijke
trend in EIP als functie van het aantal gedoteerde koolstofatomen. We vinden in
de meeste gevallen dat het toevoegen van koolstof als gevolg heeft dat EIP verlaagd
wordt. Echter, voor sommige clusters wordt EIP weer verhoogd als er nog meer
koolstofatomen worden toegevoegd. Het is onduidelijk wat precies de oorzaak
hiervan is. Om deze reden zou het wenselijk zijn om vibrationele spectroscopische
metingen uit te voeren in combinatie met DFT-berekeningen op deze gedoteerde
clusters. Zo kunnen de geometrische en de elektronische grondstructuur van de
clusters bepaald worden. Het zou dan interessant zijn om te zien op welke manier
koolstof precies deze clustereigenschappen be¨ınvloedt.
Elektronen zijn gebonden aan atomen door de tegengestelde elektrische poten-
tiaal van de atoomkernen. Wanneer deze potentiaal gewijzigd wordt, zal ook de
manier van ioniseren veranderen. We kunnen dit doen met behulp van het elek-
trische veld van een laser. Wanneer deze sterk genoeg is (≈ 1× 1014 W/cm2), dan
is het elektrische veld van de laser vergelijkbaar met de bindingspotentiaal van
het elektron en betreden we het sterke-veldregime. We vinden op experimentele
wijze het punt in laserintensiteit waar het elektrische veld van de laser gelijk is aan
deze bindingspotentiaal. Dit punt wordt gedefinieerd als het barrier suppression
ionization (BSI) punt. Ook dit punt kunnen we gebruiken om EIP te bepalen.
We gebruiken dan zowel de SPI- als de BSI-technieken om de EIP van vanadium-
carbides te bepalen. Hierbij vinden we een goede overeenkomst. Dit illustreert
de validiteit van de BSI-methode. Als vervolgstap hebben we deze BSI-methode
gebruikt om de ionisatieenergiee¨n van kobaltclusters en kobaltclusters gedoteerd
met goud te bepalen. Voor de pure kobaltclusters kunnen we zelfs waarden meten
voor clusters met minder dan 7 atomen, die normaal niet bereikbaar zijn met de
lage-veld SPI-techniek vanwege hun hoge EIP . Dit resultaat laat zien dat beide
technieken complementair zijn.
Ten laatste laten we metingen van tijdsafhankelijke sterke-veld-ionisatie zien.
We demonstreren de invloed van de pulsbreedte van de laser op het ionisatiegedrag
van gedoteerde clusters. In het geval van ConAum-clusters zien we bijvoorbeeld
dat een toename van het percentage goud in de kobaltclusters de ionisatie meer
afhankelijk maakt van de pulsbreedte. Dit zou een indicatie kunnen zijn voor
een toename van de ruimte tussen de elektronische niveaus bij toenemend gedo-
teerd goud. We demonstreren pump-probe-metingen voor vrije clusters en bij
wijze van proof-of-principle-experiment vinden we een meta-stabiel elektronisch
niveau in het Ho2O molecuul met een levensduur van ongeveer 8 ps. Aangezien
we hebben laten zien dat we succesvol tijdsafhankelijke ionisatie-effecten kunnen
meten, kunnen we nu doorgaan met meer kwantitatieve metingen op clusters. Als
vervolgstap hierop zijn we momenteel bezig met het bouwen van een velocity map
imaging elektronenspectrometer. Dit brengt de invloed van de pulsbreedte, pump-
probe-tijdsvertraging en laserintensiteit op het ionisatieproces in kaart. Dit zal ons
in staat stellen om in real-time te zien hoe de Coulombpotentiaal wordt verstoord
en hoe dit de relaxatieprocessen be¨ınvloedt.
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