Synaptic connectivity between neocortical neurons is highly structured. The network structure of 11 synaptic connectivity includes first-order properties that can be described by pairwise statistics, such as 12 strengths of connections between different neuron types and distance-dependent connectivity, and 13 higher-order properties, such as an abundance of cliques of all-to-all connected neurons. The relative 14 impact of first-and higher-order structure on emergent cortical network activity is unknown. Here, we 15 compare network structure and emergent activity in two neocortical microcircuit models with different 16 synaptic connectivity. Both models have a similar first-order structure, but only one model includes 17 higher-order structure arising from morphological diversity within neuronal types. We find that such 18 morphological diversity leads to more heterogeneous degree distributions, increases the number of 19 cliques, and contributes to a small-world topology. The increase in higher-order network structure is 20 accompanied by more nuanced changes in neuronal firing patterns, such as an increased dependence of 21 pairwise correlations on the positions of neurons in cliques. Our study shows that circuit models with 22 very similar first-order structure of synaptic connectivity can have a drastically different higher-order 23 network structure, and suggests that the higher-order structure imposed by morphological diversity 24 within neuronal types has an impact on emergent cortical activity. 25 1 50 this gap. An algorithmic approach uses available data to generate synaptic connectivity in a neocortical 51 microcircuit model with diverse morphologies (Reimann, King, Muller, Ramaswamy, & Markram, 52 2015). When simulated, this neocortical microcircuit model (NMC-model, Figure 1A1 ) can reproduce an 53 2 array of in vivo-like neuronal activity (Markram et al., 2015), and allow us to compare and manipulate 54 detailed, predicted structure and function.
INTRODUCTION
Local synaptic connectivity between neocortical neurons is highly structured (Perin, Berger, & Markram, 26 2011; Song, Sjstrm, Reigl, Nelson, & Chklovskii, 2005) . Details of first-order structure that can be 27 described by pairwise statistics include distinct mean connection strengths between different neuron types 28 Figure 1 . Reducing higher-order network structure in a neocortical microcircuit model. (A1) Visualization of neurons of neocortical microcircuit (NMC-) model. (A2) Deriving synaptic connectivity between neocortical neurons: Connectivity in the NMC-model is based on a touch-based approach that considers appositions of dendrites and axons (Reimann et al., 2015) . Connectivity in the control cloud-model considers overlap of average dendritic and axonal clouds (Reimann, Horlemann, et al., 2017) . (B1) We computed network properties for seven statistical instantiations of the microcircuit (apposition-based connectomes AC 1−7 , orange diamonds and red star) (Markram et al., 2015) , and simulated one of them in this study (the NMC-model with connectome AC 1 , red star). Additionally, we studied versions of the model using the existing NMC-neurons, but synaptic connectivity derived according to the cloudbased approach (cloud-connectomes CC 1−5 , green diamonds). We then implemented one of the alternative connectomes within the existing synapses of the NMC-neurons, resulting in the cloud-model that we simulated, with connectome C 1 * (blue star). The rewiring of the cloud-model was restricted to excitatory connections. (B2) Number of connections across connectomes. By design, the cloud-connectomes CC 1−5 have the same number of connections as the NMC-model connectome AC 1 . However, the implemented connectome of the cloud-model CC 1 * has 0.12% fewer total connections due to a mismatch in new connections and available synapses (see Figure 2A ). cloud-model. However, note that the loss of connections is very small compared to the variability in 140 connections between statistical instantiations of the NMC-model ( Figure 1B2 , orange diamonds), which 141 all have very similar dynamical properties (Markram et al., 2015) . 142 To control for the minor loss of excitatory connectivity and the shuffling of axonal path lengths, we 143 generated an additional control circuit, the NMC*-model. A total of 0.12% of excitatory connections 144 were randomly removed from the NMC-model to match the m-type-specific connection losses in the 145 cloud-model (as in Supplementary Figure S1B ). Connections with the same presynaptic excitatory 146 m-type for each neuron were then shuffled and assigned new synapses to account for the scrambling of 147 axonal path lengths in the cloud-model (See Figure 2A ). All circuit models and connectomes analyzed in 148 this study are summarized in Table 1 . 149 In summary, our approach ensures that for each neuron in the NMC-model, there is a corresponding 152 neuron in the cloud-model with identical location, morphology, electrophysiology, synaptic physiology, 153 inhibitory innervation and average excitatory innervation patterns. On a larger scale, both models 154 consequently have nearly identical macro-connectomes in terms of the number of connections between 155 Table 1 . Overview of circuit models and connectomes analyzed in this study. 150 Name Description NMC-neurons 31,346 neuron models of a neocortical microcircuit (Markram et al., 2015) .
AC 1 Apposition-based connectome for NMC-neurons (Markram et al., 2015) . a
NMC-model
Combination of NMC-neurons and AC 1 (Markram et al., 2015) .
Apposition-based connectomes of statistical variants of NMC-model. (Markram et al., 2015) . a CC 1−5 Cloud-based alternatives to AC 1 (Reimann, Horlemann, et al., 2017) .
cloud-model
Combination of NMC-neurons and CC 1 (excitatory connections) and AC 1 (inhibitory connections).
CC morphological types (Figure 2B2 , and thus also between layers, and between excitatory and inhibitory 156 sub-populations (Supplementary Figure S1C1 -3). Only the micro-connectomes defined by connections Figure S4A ). (C2) Euler characteristic (alternating sum of number of simplices). (A3) Participation at the sink of 1D simplices (standard in-degree) vs. 2D simplices (2D in-degree: the number of simplices a neuron is part of as the sink of a simplex). describes the probability of neurons that share a common neighbor to be directly connected, a tendency 205 that has previously been shown to be reduced in the cloud-model (Reimann, Horlemann, et al., 2017) .
206
Consequently, we find that the cloud-model has a reduced clustering coefficient (c is around 20% larger 207 in the NMC-model than in the cloud-model, Figure 4A2 ). The characteristic path lengths l of NMC-and 208 cloud-models are, however, almost equal to each other ( Figure 4A1 ) and to the one of the equivalent ER 209 network (around 2.15). Both models can therefore be considered small-world networks, although this 210 tendency is significantly stronger in the NMC-model than in the cloud-model ( Figure 4A3 ).
211
As an increased clustering coefficient indicates the tendency to form tightly connected motifs, we next 212 compared the numbers of specific triplet motifs in both models ( Figure 4B ). Interestingly, the 213 cloud-model has a decrease of motifs with forward transitive connectivity ( Figure 4B , motif 4), but an 214 increase in motifs with backwards transitive connectivity, such as cycles (motif 7). We previously showed 215 that the NMC-model contains an abundance of a specific class of motifs called directed simplices 216 (Reimann, Nolte, et al., 2017) . These simplices generalize the forward transitive connectivity of motif 4 217 to motifs of any size. The size of a simplex is then called its dimension, defined as its size minus one.
218
While simplices of the same dimension are present in cloud-and NMC-models (Supplementary Figure   219 S4A), the number of simplices in a given dimension is much higher in the NMC-than in the cloud-model 220 ( Figure 4C1 ). At the same time, the cloud-model is much closer to the NMC-model than simpler control 221 models: in a previously used control that conserves only the distance-dependence of connectivity, but 222 ignores the shapes of axonal and dendritic clouds, we found a more drastic decrease from around 80 223 million to 40 million 2D-simplices (Reimann, Nolte, et al., 2017) , while the cloud-model has more than 224 60 million 2D-simplices. A distinct Euler Characteristic ( Figure 4C2 ) and distinct Betti-numbers 225 (Supplementary Figure S4B ) further illustrate the change in global properties of network topology (see Methods). The increase in simplex numbers in the NMC-model follows from the more heterogeneous 227 degree distributions, as neurons with larger degrees are generally part of more simplices ( Figure 4C3 ).
228
In summary, the cloud-model-with its disregard for morphological diversity within neuronal Impact of higher-order structure on spontaneous activity 244 To study the impact of the higher-order structural differences on emergent activity, we next simulated to the NMC-model. This implies that the loss of higher-order structure in the cloud-model leads to a shift 253 towards more inhibition ( Figure 5C ).
254
However, the functional excitation-inhibition balance also depends on extracellular calcium levels , 2015) . At the transition from asynchronous to synchronous activity, correlation coefficients rapidly 266 increase ( Figure 5D2 ). We can see that at [Ca 2+ ] o = 1.25 mM, correlations between NMC-and 267 NMC*-model are very similar, but the cloud-model is in fact slightly ahead, with higher correlation 268 coefficients ( Figure 5D2 ). At that level of [Ca 2+ ] o , correlations also drop slightly faster with distance in 269 the cloud-than in the NMC-model, however, this is fully explained by the non-topological changes 270 controlled for in the NMC*-model ( Figure 5D3 ).
271
14
We thus conclude that the higher-order network structure has a superficial impact on emergent 272 population dynamics during spontaneous activity, such as a small increase in inhibitory firing rates, and 273 paradoxically, a small increase in effective global excitation. higher-order structure on this evoked activity, we next stimulated the NMC-and cloud-models with 290 thalamic input ( Figure 6A1 , see Methods). Similar to spontaneous activity, the response of the circuits to Figure S5B) , the systematic shift in in-degree only emerges for excitatory, 304 but not inhibitory, neurons (see insets in Figure 3D1 ).
305
Time-dependent response patterns differ between models and [Ca 2+ ] o -levels ( Figure 6B1 -3), with 306 distinct patterns and increased trial-by-trial variability in the cloud-model when compared to activity in 307 NMC-models and NMC*-models. To quantify this difference, we calculated the correlation coefficients 308 of the peri-stimulus time histograms (PSTHs) between individual trials of the same model and different 309 models ( Figure 6C2, Supplementary Figure S5A2 ). The correlation between trials of the same [Ca 2+ ] o -level, although for the NMC-and NMC*-models it remained over 0.9 until 1.25 mM and was 312 significantly higher than for the cloud-model at all levels. Correlations between different models were 313 highest between NMC-and NMC*-models, further reinforcing that the slight loss of excitatory 314 connections alone does not explain the observed changes in response patterns of the cloud-model. 315 We have previously shown that the in-degree also influences the spike-time reliability (r spike ) of 316 individual neurons in response to repeated trials of a thalamic stimulus. (Nolte et al., 2019) . While there 317 is overall little change in r spike going from NMC-to cloud-model ( Supplementary Figure S6ABC) , we 318 observed a drop in reliability near the top of layer 5, which also displays a large in-degree reduction in 319 the cloud-model. Further, as neurons with reduced in-degree towards the bottom of layer 6 spike less, 320 they also become less reliable (Supplementary Figure S6BD ). Similar to the firing rate, the change in 321 spike-time reliability is clearly correlated with the change in in-degree (Supplementary Figure S6E ).
322
Impact on ordering of correlations in simplices 335 We have shown that the cloud-model has a reduced bias for forward-transitive triplet motifs ( Figure 4B) , 336 resulting in a reduced number of directed simplices ( Figure 4C1 ). We have further demonstrated that this observed that such input correlations can be generated by directed simplex motifs with stronger 341 correlations found in larger simplices (Reimann, Nolte, et al., 2017) . 342 We therefore analyzed the structure of spike-time correlations of pairs of neurons in simplices across 343 models ( Figure 7A ). As before (see Figure 5D ), the overall strengths of correlations were comparable, 344 though slightly higher in the cloud-model at identical [Ca 2+ ] o -levels. This effect can be explained by the 345 shift along the spectrum from asynchronous to synchronous activity (see above). However, we observed a 346 qualitative difference in the local structure of correlations within a simplex. As a directed structure, each 347 simplex can be uniquely sorted from the source neuron, with only outgoing connections to all other 348 neurons in the simplex, to the sink neuron, with only incoming connections ( Figure 7B4 ). While the 349 correlations increased with simplex size for all three models ( Figure 7B1-3 2D-simplices at the source and sink, from bright yellow (low correlation) to dark red (high correlation); in NMC-model, constrained to connections at the center of layers 4, 5, 6. (E2) As D1, but for the cloud-model. In other words, correlations in simplices have a hierarchical organization that leads to a polarization 354 between input (source) neurons and output (sink) neurons that is diminished in the cloud-model. This is 355 consistent with the earlier finding that higher correlations of in-and out-degrees of the cloud-model 356 prevent a polarization into input-and output-neurons on a structural level (see Figure 3C ). In fact, this the last connection at the sink, equivalent to the in-degree. As before, we found higher degrees with 361 lower correlations between in-and out-degree in the NMC-model ( Figure 7D1-3) . We calculated the 362 polarity of a connection as the relative difference between its in-and out-degree with respect to simplices 363 of a given dimension. We found that its absolute value increased with simplex dimension and was overall 364 higher in the NMC-model, indicating a stronger structural polarization ( Figure 7D4 ).
365
Taken together, we hypothesize that each simplex provides correlated input to neuron pairs at its sink, predicts that the correlation of a neuron pair is determined by the in-degree of its connection and is 371 unaffected by its out-degree. We therefore quantified how the spike-correlations of neuron pairs depend 372 on these measures ( Figure 7E ). Indeed, we found a strong dependence on the in-but not the out-degree 373 for both models.
374

DISCUSSION
We introduced a method to reduce the higher-order structure of synaptic connectivity in a neocortical 375 microcircuit model, based on a previously published control connectome with a reduced 376 common-neighbor bias (Reimann, Horlemann, et al., 2017 )-the so-called cloud-model. In this 377 cloud-model, excitatory synaptic connectivity between neurons was derived from average morphologies 378 rather than appositions of axons and dendrites of individual neurons (Figure 1 ). We showed that the a table) . We next applied a transfer functionÕ = O 2 , which was 456 chosen to conserve distance-dependent connectivity from the NMC-model for most m-type combinations 457 (Reimann, Horlemann, et al., 2017) . We then normalized the matrixÕ cloud m i →m j to yield a matrix of 458 connection probabilities such that the expected number of connected pairs equals the number of pairs in 459 the NMC-model:
METHODS
where P cloud m i →m j is the average connection probability for m i → m j in the cloud-model, and AC m i →m j 461 is the average connection probability for m i → m j in the NMC-model. The cloud-based adjacency 462 matrix CC was then randomly generated from the normalized connection probabilities for all 55 × 55 463 m i → m j combinations. in the NMC-model. If there were less connections of a m i → m j combination than required by CC 1 , we 472 duplicated connections and their synapses. As some neurons receive input in CC 1 from neurons that they 473 did not receive input in in AC 1 , some connections could not be implemented. This was a particular 474 problem for inhibitory connections, and we therefore only implemented CC 1 for excitatory neurons. This 475 resulted in a connectivity matrix CC 1 * that uses CC 1 for excitatory connections (with a 0.12% loss of 476 connections), and conserved connectivity AC 1 for inhibitory connections.
477
NMC*-model
To ensure that any changes in emergent activity were not due to the 0.12% of missing connections, or to a shuffling of path lengths (shuffled delays of action potential propagation from soma to synapse), we created a control circuit in which we randomly removed exactly the same number of connections per m-type combination (0.12%) from the NMC-model as could not be implemented in the cloud-model, i.e.:
23
We then shuffled connections with the same presynaptic m-type for each postsynaptic neuron (only for 478 excitatory neurons), keeping the connectivity matrix identical but the locations of synapses randomized 479 as in the cloud-model (and consequently incorrect axonal path lengths).
480
Simulation 481
Spontaneous activity
Simulation methods are identical to methods described by Markram et al. (2015) : to illustrate the transition from asynchronous to synchronous activity. The first second of activity was 491 discarded, as the circuit does not reach a resting state until the second second.
492
Evoked activity
We simulated spontaneous activity for seven seconds, as described above. After one 493 second (at t = 0 ms, as we discard the first second) we apply a thalamic stimulus through synapses of 494 310 VPM fibers that innervate the microcircuit. The stimulus lasts five seconds (t = 0 to 5 s) and is 495 identical to a previously described stimulus (Nolte et al., 2019; Reimann, Nolte, et al., 2017) 
In-degree
Number of presynaptic connections a neuron forms with other neurons in the microcircuit.
501
Out-degree
Number of postsynaptic connections a neuron forms with other neurons in the microcircuit.
502
Simplices
A simplex is a clique of all-to-all connected neurons. Methods and definitions were adapted 503 from Reimann, Nolte, et al. (2017) . In brief, if G = (V, E) is a directed graph, where V is a set of 504 vertices (neurons) and E a set of ordered pairs of vertices (directed connections between neurons), then 505 its directed nD-simplices for n ≥ 1 are (n + 1)-tuples (v 0 , . . . , v n ) of vertices such that for each 506 0 ≤ i < j ≤ n, there is an edge in G directed from v i to v j . Neuron 0 (the vertex v 0 ), the source of the 507 simplex (v 0 , . . . , v n ), receives no input from within the simplex, but innervates all neurons in the simplex 508 (there is an edge directed from v 0 to v i for all 0 < i ≤ n). Neuron 1 (v 1 ), receives input from Neuron 0, 509 and innervates Neurons 2 (v 1 ) to n (v n ), and so forth. Neuron n, the sink, receives input from all neurons 510 in the simplex, but does not innervate any (there is an edge directed from v 0 to v i for all 0 < i ≤ n). See 511 Figure 2E1 for an illustration. Note that reciprocal connections are counted separately: an n-simplex in G 512 is defined by the (ordered) sequence (v 0 , . . . , v n ), but not by the underlying set of vertices (neurons). For 
Higher-order in-degree
We define the N D-in-degree as the number of N D-simplices a neuron is the sink 520 of. For 1D-simplices (a pair of connected neurons), this is simply the in-degree.
521
Simplex participation of pairs of neurons
We define as the N D-participation of connections at the source or 522 the sink of a simplex how many N D-simplices a connection is part of as the source (neurons 0 and 1) or 523 at the sink (neurons N − 1 and N ). The alternating sum of the number of simplices in each dimension (and of non-zero 529 Betti-Numbers).
530
Small-worldness
Methods are as defined by Gal et al. (2017) and were computed using the Brain Connectivity Toolbox (Rubinov & Sporns, 2010) . In brief, we first computed the characteristic path length of the network, defined as the mean shortest path length averaged across all pairs of mutually reachable neurons:
where l ij denotes the length of the shortest path from neuron i to j. We next defined the network-wide clustering coefficient as:
where M is the binary connection matrix and d tot i the combined in-and out-degree of each neuron i.
531
Thus, c = 0 indicates that there are no common neighbors, and c = 1 indicates that all neighbors are 532 mutually connected. The ratio of c/l gives indication about the small-worldness of the network. We 533 showed previously that the NMC-model has a small-world topology by comparing it to different control 534 models (Gal et al., 2017) . A smaller value of c/l for the cloud-than NMC-model thus shows that 535 small-worldness decreases.
536
Triplet motif counting
Triplet motifs were counted using the netsci Python library (Gal, Perin, Markram,
537
London, & Segev, 2019) available at https://github.com/gialdetti/netsci.
538
Firing rate
We defined the firing rate (FR) as the average number of spikes in a time bin of size ∆t, 539 divided by ∆t.
540
Spike-time reliability
Spike-time reliability was quantified with a correlation-based measure (Schreiber, Fellous, Whitmer, Tiesinga, & Sejnowski, 2003) . The spike times of each neuron n in each trial k (K = 30 trials) were convolved with a Gaussian kernel of width σ S = 5ms to result in filtered signals s(n, k, ; t) for each neuron n and each trial k (∆t S = 0.5ms). For each neuron n, the spike-timing 26 reliability is defined as the mean inner product between all pairs of signals divided by their magnitude:
r spike (n) = 2 K(K − 1) k =l s(n, k; t) · s(n, l; t) |s(n, k; t)| · |s(n, l; t)| (5)
Computation of spike-time reliability is identical to a previous study (Nolte et al., 2019) .
541
Correlation coefficients
We computed peristimulus time histograms (PSTHs) for each neuron i to the 30 trials of the thalamic stimulus (with a bin size ∆t=20 ms), and next computed the normalized covariance matrix of the PSTHs of all neurons:
C ij is the covariance of PSTHs of neurons i and j. The analysis is replicating a previous analysis by 542 Reimann, Nolte, et al. (2017) . Population based correlation coefficients used aggregated PSTHs of the 543 population of neurons (either subpopulation for spatial correlations, or whole circuit for correlations 544 between trials and circuits).
545
SUPPORTING INFORMATION
Supporting information includes Supplementary Figures S1-S6.
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