ABSTRACT. We say that a family A C [A]K is strongly almost disjoint if something more than just \A n B\ < n, e.g. that \A f! B\ < a < k, is assumed for A, B G A. We formulate conditions under which every such strongly a.d. family is "essentially disjoint", i.e. for each A E A there is F(A) G [A]<K so that {A \ F(A) : A G A} is disjoint.
Given a set X, a family of subsets of X, say J, is said to be a semi-ideal on X if B C A G J implies B G J, i.e. J is downward hereditary. An ideal on X is a semi-ideal that is also closed under finite unions. An ideal is said to be «-additive (for some infinite cardinal k) if it is closed under unions of subfamilies of size < k. (Thus every ideal is w-additive.)
For any A C P(X) we let A denote the semi-ideal generated by A, i.e. Â = {BcX:3AgA s.t. B C A}.
Moreover, if I is any (semi-)ideal on X then we define the /-restriction of A to a subset Y C X (in symbols A \i Y) as follows:
A \i Y = {AnY:A\YGlkAGA}.
Semi-ideals are families of sets that could be thought of as small in some sense.
Thus if J C P(X) is a semi-ideal on X we shall put J+ = P(X) \ J.
The elements of J+ are the sets which have "J-positive measure". Also, a family A C J+ is said to be J-almost disjoint (in short J-a.d.) if A D B G J holds for any two members A,B G A.
If a is a (finite or infinite) cardinal then J = [X]<<T is clearly a semi-ideal on X.
A family which is J-a.d. for this J is called cr-a.d.
If M is any family of sets (and r is a fixed cardinal) then \JM (Ú<TM) denotes the family of all possible unions of increasing chains (of length less than r) consisting of elements of M.
If $ C P(P(X)) then we say that $ is a property of families of subsets of X and instead of A G $ we usually write $(A). Now if J is an ideal on X then the property $ is said to be I-hereditary if, for any A C P(X) and Y C X, $(A) implies $(A \¡ Y). Finally, $ is said to be I-additive if the following holds: Suppose S is a disjoint subfamily of P(X) and A C P(X) is such that for every A G A there is
S G S with A\SGl. Then if $(A \i S) holds for each S G S so does <¡>(A).
After these preliminaries we formulate a lemma that will be instrumental in the proof of the Main Theorem.
1.1. MAIN LEMMA. Suppose k > w, X is a set with \X\ = X > k, I is an ideal and J is a semi-ideal on X; moreover A C [X]-K D I+ and $ C P2(X) are such that (1) Â n (ÚJ) C /; (2) there is a set of infinite cardinals C C A cofinal in the set of all cardinals preceding X such that for every 7 G C and every Y G [X]-1 \{AGA: adyg J+}\ <r, PROOF. Let us start by writing X = {xa : a G X}.
Next, for any ordinal a G A we put, using (2), 7(0) = min{7 G C: \a\ < 7}.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Then we define sets Ya C X by transfinite recursion as follows: If a is limit then we put Ya=\J{Y0:ßGcx}.
If a = ß + 1, then we put Y0+i = Ya = Y0 U {xß}u{J{A G A: AnYß G J+}.
One shows by an easy induction, using (2) again, that we have |YQ| < 7(0) < A for all a G X. It is also obvious that \J{Ya : a G X} -X. Now, let us put for each ae A Za = *o>-(a-rT) \ Yu-Cf Then clearly {Za : a G A} is a disjoint decomposition of X with \Za\ < X for all a. Thus we have, by (3), 9(A \i Za) for each a. Consequently, since 9 is /-additive, 9(A) is valid if we can show that for each A G A there is some a G X such that A\ZaGl.
To this end, let us first note that since A is the increasing union of the A D Ya's and A G I+, by (1) there is some a G A such that A n Ya G J+. Let cxo be minimal with this property and assume that ui ■ ß < o¿o < u> • (ß +1). Then for each a < w ■ ß we have A n Ya G J; consequently, using (1) again, we have A n Yu.ß = \J{A r\Ya:a<uj-ß}Gl. In order to facilitate the formulation of our main result and several of its consequences we introduce the following technical definition.
1.2. DEFINITION. Let a and k be cardinals satisfying k = k° > w. Then a quintuple (X, J, A, K, 9) is said to be (a, /c)-good provided that J is a 6-+-complete ideal on X, A C [X]-K D /+, K is a semi-ideal on X, $ is a property of families of subsets of X and the following conditions (i)-(iv) are satisfied:
(ii) A is K-a.d.; Now, our Main Theorem will be of the following form: If (X, I,A,K, 9) is (a, k)-good then 9(A) holds, provided that some further set-theoretic assumptions are also satisfied. Our next definitions are needed for the formulation of these assumptions.
1.3. DEFINITION. Let ct,k,X,I,A and AT be as in 1.2. We say that condition A(a, k;X,I, A, K) holds if for every cardinal p with k < p < \X\ and ci(p) < a there exists a cardinal r > a and a semi-ideal J on X such that (a) u\m{p°, |X|} < p+T (= the rth successor of p); (b) AnKcJ;
(c) Â n Ú<TJ C J;
(d) Â n ÜJ c /.
Next we define a combinatorial principle which, as we shall see, is a weak form ofD. There exists a sequence (Pa: a G p+) such that for all a G p+ we have Pa C [a]" with \Pa\ < p; moreover if a G p with a < cf(a) < k and A is a cofinal subset of a of cardinality < k, then A can be written in the form A = \JiAv : v G a} where for each v G a we have [A"]<T C Uaea ?ß-^ K = CT+ then instead of Sp(<7,o~+,p) we simply write Sp(a,p).
The following assumption to be used in our Main Theorem involves Sp(<7, k, p).
1.5. DEFINITION. Let a,K and A be cardinals. Then B(a, k, X) denotes the following statement: r? -k and for every cardinal p if /c < p < X and cî(p) < a then pa = p+ and Sp(<r, K,p) holds. We write B(o-,k) to denote that B(a, k, X) is valid for all cardinals A.
We are now ready to formulate and prove our main result:
1.6. MAIN THEOREM. Let a, n be cardinals satisfying k" = k and suppose that (X, I, A, K, 9) is (a, K)-good. Then 9(A) is valid provided that either (i) A(a, /c;X, /, A,K) is valid or (ii) B(a, k, \X\) holds.
In the proof of 1.6 we are going to make use of the following lemma.
1.7. LEMMA. If (X, I, A,K,9) is (o,K)-good and X' is any subset of X then, putting /' = / n P(X'), A' = A \i X', K' = K n P(X') and 9' = 9 n P2(X'), we have that (X',I',A',K',9') is also (a, k)-good. (Note that A' is not defined as AnP(X').)
The straightforward (and somewhat tedious) checking required to show that all the conditions of Definition 1.2 are satisfied by (X', /', A', K', 9') is left to the reader. PROOF OF 1.6. Assume, indirectly, that for some fixed a and k there is a (a, k)-good quintuple (X, /, A, K, 9) such that 9(A) fails though either A(o, k; X, /, A, K)
or B(a, k, \X\) holds true. We may, of course, assume that |X| = A is minimal among all such quintuples. Let us now consider any X' C X. Then, by 1.7, the quintuple (X',T, A', K',9') is (<T,rc)-good (with I',A',K' and 9' defined as in 1.7). Moreover, we claim that A(a, k;X, I, A, K) implies A(a, k;X',I', A', K') and B(a,K,\X\) implies B(g,k;\X'\). The latter implication being trivial, let us consider the first. Now, if k < p < |X'| (< |X|) and cf(p) < a then let us choose r and J as in 1.3 for X, /, A and K. We claim that r and J' -J C\ P(X') will be as required for X',I',A' and K'. However, it is again straightforward to show that the "primed" versions of (b)-(d) in 1.3 follow immediately from their "unprimed" versions and the definitions of /', A' and K', respectively.
Putting this together with the minimality of |X| = A we get that 9(A \i Y) must be valid for every Y G [X]<A; hence condition (3) of Lemma 1.1 is satisfied. Our aim now is to show that the other conditions of 1.1 are also satisfied. This will of course imply that 9(A) is valid, in contradiction to our assumption that 9(A) fails, and thus conclude the proof of 1.6.
Let us note that conditions (ii) and (iii) in 1.2 immediately imply that if Y C X then (*) \{AgA:AHYgK+}\ <\Y
In particular, if |Y| < /c then, since k" = k, we have by (iv) that 9({A G A : AOY G K+}) holds, hence we must have |X| = A > k.
In order to apply 1.1 we still have to find a set of cardinals C and a semi-ideal J as required there. As it turns out, the choice of these will depend on A and on whether A(a, /c;X, /, A,K) or B(a, k, X) was assumed; hence we shall have to distinguish cases accordingly. Case 1. For each p < X we have pa < A. Then we put C -{p < X: p" -p} and J = K. Note that in this case (*) immediately implies condition (2) of 1.1; hence it remains only to show that condition (1) Case 2. There is a p < X with p" > X and A(a, k; X, I, A, K) holds. Let po be the smallest cardinal p with p" > A, then we have k < po < X and cî(po) < er; hence there exists a cardinal r > a and a semi-ideal J on X as required in 1.3. In this case we put C = {p: po < p < X} and use J as the semi-ideal needed in 1.1. Now, condition (d) in 1.3 is simply identical with condition (1) in 1.1; hence only (2) remains to be verified. This is going to be done by induction on p G C. Case 3. There is a p < X with p" > X and B(o~, k, X) holds. Note that in this case we must have p" = p+ = X, and also, as above, cf(p) < a. In this case we simply put C -{p} and we shall use Sp(cr, k, p) to define the semi-ideal J still needed for the applicability of 1.1. In order to make notation easier we shall put in what follows X = A. Now, let (Pa: a G p+ -X) be as required in 1.4, the definition of Sp(<r,re,p). Then our semi-ideal J is defined as follows: J = {H C A: V/3 < supH(P0 n K+ n P(H) = 0)}, i.e. H belongs to J if no subset of H belongs to Pß n K+ for any ß < sup H. It is clear that J is a semi-ideal and K C J.
Next we show that condition (1) Thus we have shown that our Main Lemma 1.1 applies in all three cases; hence 9(A) is valid, yielding a contradiction that proves the Main Theorem.
We close this section by giving some conditions that imply the, admittedly rather peculiar looking, assumption Sp(a,K,p) involved in the formulation of B(a, k, A).
1.8. THEOREM. If p ando are infinite cardinals such thatcî(p) <a < p, D^, holds and Xa < p whenever X < p then Sp(<r, k, p) holds for all k < p.
PROOF. Let us start by recalling that since p is singular, D^ can be formulated as follows: with every limit ordinal a G p+ we can associate a closed unbounded subset Ca of a in such a way that (i) if ß G C'a (i.e. ß is a limit point of Ca) then C0 = ß n Ca;
(ii) |CQ| < p.
Since cf(p) < a we can write p = ^2{pu '■ v G a} where pv < p for each v G a; moreover each a G /x+ can be written as a = U{-^": v e °~}, with \B°\ < pv for v Go. Next, for every limit ordinal a G p+ we put AZ=\J{Bß:ßGCa}. for every v G a, which is clearly much more than required by Sp(a, K,p).
As an immediate corollary of the above result we get the following sufficient condition for B(a, k, X) to hold. 1.9. COROLLARY. If k" = k and for every cardinal p with k < p < X and cí(aí) <o~ we have p" = p+ and Oß then B(a, k, X) is valid.
2. Splitting strongly almost disjoint families. The aim of this section is to apply our Main Theorem 1.6 to show that certain strongly almost disjoint families are "essentially disjoint".
These results turn out to be generalizations and/or strengthenings of results of Miller [8] , Komjáth [7] , Erdös and Hajnal [4] .
Let us start by introducing some notation and terminology. Given a cardinal k, a family A C [X]K is said to be «-essentially disjoint (in short fc-e. We shall see later that 2.2 is sharp in the sense that, modulo some large cardinals, the failure of ED(/c, a; n+ul+1) can be consistent. On the other hand, our next results show that some reasonably mild set-theoretic assumptions enable us to replace k+u with larger cardinals in 2.2.
2.3. DEFINITION. If a, /c, X are cardinals then A(a, k; X) denotes the following statement: Ka = k and for every cardinal p, if k < p < X and cf(p) < a then there is a regular cardinal t < k such that min{pCT,A} < p+T. Moreover, A(a, k) means that A(a, k; X) is valid for all A.
Note that if k = k" > oj then A(a, k; k+u) is trivially valid; hence if a+ < k then 2.3 is an immediate consequence of our next result. Thus we consider any cardinal p with k < p < \X\ < X and cf(p) < a; by A(a, k, X) there is a regular cardinal r < /c with min{pCT, A} < p+T. Since o+ < /c we may also assume that a < r. Having chosen r we take [X]<T as the semi-ideal J required in 1.3. It is obvious that r and J = [X]<T will satisfy conditions (a)-(d) of 1.3: Indeed (a) holds by the choice of r, (b) holds because a < t, (c) holds because r is regular and (d) holds because r < /c. Now, if k is an arbitrary infinite cardinal and (a =) n G w then A(n, /c) is trivially valid; hence we immediately obtain the following strengthening of Miller's theorem, which for k = uj is due to P. Komjáth [7] .
2.5. COROLLARY. For every infinite cardinal /c and n Guj ED(/c,n) holds.
As we shall see later, the assumption a+ < n in 2.4 is necessary, i.e. A(a, a+, X) (or A(a,a+)) does not imply ED (<t+,<t, A) (or ED(<r+,o-) ). Our next result shows that the stronger assumption B(a, a+, X) does imply ED(<r+, a, X). Of course, since B(a, o-+,a+M) is trivially valid, it also yields the case /c -a+ of 2.2 that was not covered by 2.4.
2.6.
THEOREM. // a > uj then B(a,a+,X) implies ED(<t+,ct, A); therefore B(a,a+) implies ED(ct+ ,a). 3. Splitting families of closed sets. In this section we deduce several topological consequences of our Main Theorem. They will all have the form that certain families of closed subsets of any topological space can be "split simultaneously", i.e., the underlying set can be split in such a way that every member of the family is split by it. Since these families of closed sets are not almost disjoint in any sense, we cannot apply the Main Theorem or its consequences to them directly. In fact, our next result will be the key in introducing some kind of almost disjoint family into the picture.
In order to make the formulation of this lemma easier we introduce the following terminology: Let A and S be families of sets; we say that A supports B if for every B G B there is an A G A with A c B, and B is said to cover A if for every A G A there is a B G B such that A C B. We also write C0L7(/c, a) to denote that COL-y(/c,a; X) is valid for all A. Let us note here that ED(/c,cr;A) obviously implies COLK(/c,a; A); hence the results of §2 yield conditions under which COLK(/c,er; X) (or COLK(/c,o-)) is valid. that supports the former. However, /cCT = /c implies that there are at most /c many sets closed in R with a dense set of size a; hence it is well known that we may even have a disjoint family A(R) C P(R) fl I+ that supports these sets. Thus we can apply 3.1 now and obtain a cr-a.d. family A C [X]K that supports Z. Then COL-/(/c, a, |X|) implies that A is 7-colorable; hence clearly so is also Z.
As an immediate corollary of 3.2 and 2.4 we obtain the next result, which is a significant improvement of (10.1) from [3] . It is based on the following well-known fact (see e.g. [6] ): If X is an infinite compact Hausdorff space with no nontrivial convergent sequences then |X| > 2*"1. Since ßu is such a space and \ßw\ -22 we see that if /cn is the minimum cardinality of a compact T2 space with no convergent sequences then 2Wl < /Co < 22 .
If X is an arbitrary topological space then we denote by S(X) the family of all closed subspaces of X that are infinite, compact T2 and contain no convergent sequences.
3.3. THEOREM. If X is a topological space, k = /cw < /co and COL->(/c, u, \X\) holds, then S(X) is ^-colorable. In particular, A(2UJi,oj) or if Kq = /Co then even A(ko,oj) implies that for any space X we have col2"i(S(X)) or colKo(S(X)), respectively.
In view of the above it would be of some interest to know whether /Cq = /Co is always valid, but this question seems to remain open.
Another direct application of 3.2 could be obtained from the following result of Malychin: If K is a compact Ti space of countable pseudocharacter then \K\ < uj or \K\ > 2W. In particular this would imply certain results about splitting the family C(X) of all closed Cantor sets in a space X. We do not, however, bother to write these down because applying our Main Theorem rather than 3.2 we get a much stronger result.
To this end, let us first list a few definitions and facts. A subset R of a space X is called relatively countably closed (in short r.c.c.) if for every countably infinite subset A C R if A has a limit point in X it also has one in R. Clearly, if F c X is closed and R C X is r.c.c. then F fl R is also r.c.c. The following easy lemma taken from [3] will play an essential role below. We also put ga -9Ba for ex G2UJ. Now, by transfinite recursion on a G 2W we define points pa G X as follows. If a G 2" and p0 has been picked for all ß G a, then since |c;a[ßQ]| = 2W we can pick a point Pa G Ba\ {pß: ß Ga} such that ga(pa) ¥" 9a(Pß) for every ß G a. Having completed the recursion, we put for B G B is clearly satisfied. Now, in cases (a) and (c) we know that B(oj,2u, \X\) is also valid; hence the Main Theorem immediately implies that 9(A) holds. In order to arrive at this conclusion in case (b), we shall show that A(w, 2"; X, /, A, K) is valid.
Indeed, given a cardinal p with 2" < p < X = |X| and cf(/¿) < a we may choose by A(ui,2",X) and wi < 2W an uncountable regular cardinal r < 2W such that min{pCT, A} < p+T. Then we define a (semi-)ideal J on X as follows:
Then K C J C / is obvious from w < r < 2W, \J<TJ C J holds because r is regular, and CJ C / follows from t < 2W. Thus r and J satisfy conditions (a)-(d) of 1.3, showing that A(oj, 2"; X, /, A, K) is valid; hence by the Main Theorem 9(A) is valid.
It is obvious, however, that, since [X]<2" C /, every disjoint subfamily of /+ is 2'"-colorable, and since A supports Z(X) this implies that Z(X) is also 2CJ-colorable.
Since every countably compact Uryson space with no isolated points has a closed subset that has a closed and continuous map onto C (see e.g. [3] ), we obtain the following result (a slight strengthening of (8.4) from [3] ) as an immediate corollary of 3.5.
3.6. COROLLARY. For any space X, if either (i) wi < 2" and A(w,2w,\X\) or (ii) B(u),2", \X\) holds then the family of closed, countably compact and dense in itself Uryson subspaces of X is 2W-colorable. Note that this family includes all closed compact T2 subspaces with no isolated points.
Comparing this corollary with the case a -ui of 2.7 we see that ED(2w,w), hence COL2^(2u',ijo), and say "col2"(C(X)) for all X" are both valid under the same assumptions.
This raises the problem whether e.g. COL2"(2w,cj) and the statement that "col2"(C(X)) holds for all X" are equivalent. In fact, our next result shows that the latter statement actually implies the former.
3.7. THEOREM. Let 2 < 7 < 2W and suppose that C(X) is ^-colorable for every compact Ti space X. Then COL7(2a,,o;) holds.
PROOF. Let A C [X]2 be w-a.d., where we may assume without any loss of generality that X = \]A. Let us fix for every A G A a Cantor set topology ta on A; i.e. ta is such that (A, ta) is homeomorphic to C. Next we define a topology on X by stipulating that F C X be closed if and only if F -X or F can be written as a finite union F = í\ U • • • U Fn of sets Fi closed in some (Aí,ta¡) with A¿ G A. It is straightforward to check that this way we indeed get a topology on X such that every ta for A G ii coincides with the subspace topology on A and A is also closed in X. The fact that every two different members of A have a finite intersection is essentially used here. It is also easy to see that X is compact and Ti. Thus by our assumption and A C C(X) we get that A is 7-colorable.
The reader should note that the method of proof of 3.7 is very general and can be applied to yield converses of results obtained from 3.2. Let us just mention two such results.
3.8. THEOREM. If ko = /Cq, then COL-y(/co,u;) is equivalent to the following:
for every (compact Ti) space X we have col-/(S(X)).
3.9. THEOREM. The following are equivalent:
(1) COL^2",uj); (2) for every (compact Ti) space X the family B(X) of all closed copies of ßoj in X is 7-colorable.
These results are significant because, in view of the independence results of the next section, they show that some set-theoretic assumptions in results like 3.3 or 3.5 are necessary. However, it would be topologically much more interesting to find counterexamples of this type which are at least Hausdorff (without insisting, of course, that they be compact). We believe this to be possible, though probably not very easy. Let us formulate one such problem explicitly.
Problem. Is it consistent with ZFC (or with ZFC+GCH) that there is a
Hausdorff space X such that C(X) is not 2-colorable? 4 . Independence results. The aim of this section is to show that some of the results of the previous sections are not provable in ZFC. The set-theoretically initiated reader will not be surprised to see that these results, necessarily requiring the negation of statements of the form A(a, k, X) or B(a, k, A), involve certain large cardinals.
Before turning to the actual consistency results, however, we formulate several observations that will justify the choice of methods used to produce these counterexamples.
Let 9 be any property of families of sets. In accordance with our earlier practice we write 9(k,o~,X) to denote the statement that if A C [X]K is <r-a.d. then 9(A). We shall say that "9 goes up" if 9(A) implies 9(B) whenever A supports B. 9 is called additive if it satisfies the following condition: If S is a disjoint collection of sets and for every S G S we have a family As C P(S) with 9(As) then we also have $(|J{iîs: S G S}). Note that, for instance, 7-colorability or (/c-)disjointifiability go up and are additive.
4.1.
THEOREM. Suppose that 9 is additive and goes up; moreover K,a,X are cardinals such that for every p < X we have 9(x,,a,p).
Then ^9(k, a, X) implies that there exists a stationary subset S C A and a a-a.d. family {Aa: ex G S} such it will obviously suffice to show that S is stationary in A. Thus assume that G C A is closed unbounded and C il S = 0. Let C -{cxu : v G t} be the increasing enumeration of C and for every v G r put Av -{A\ av: A G Ahcxv < sup A < au+i}.
Then for all v G r we have 9(AV) by our assumption; hence 9(\J{AU : v G r}) because 9 is additive. But (J{iL: v G t} supports A; consequently we would also have 9(A) since 9 goes up, a contradiction.
Since 2-colorability (i.e. property B) is the weakest "splitting" property used in practice, hence its negation is the strongest among the negations of such properties, we may consider the next result as a kind of converse to 4.1.
4.2. THEOREM. Let S be a stationary subset of X satisfying §(S) and let {Aa : ex G S} be a family of infinite sets such that Aa C a for all a G S. We may then find for every a G S a set Ba C Aa with \Ba\ -\Aa\ such that {Ba : a G S} is not 2-colorable. Clearly we have |Aa| = |JBQ| for all a G S. Now let X C A be arbitrary and a G S be such that X D a = Sa-Clearly, we must then have either Ba C Sa C X or Ba C a \ Sa C A \ X, which shows that {Ba : a G S} is not 2-colorable. Note that if {Aa : a G S} is <r-a.d. (i.e. such that |,4Q n A0\ < a if a ^ ß) then so is {Ba: ot G S}. Our topological applications of the independence results (cf. 3.7-3.9) require u;-a.d. families. As we shall see, 4.2 can be used to obtain an w-a.d. family of sets of size oji; however to find analogous families consisting of sets of larger size we shall need a different approach, based on the following simple observation. It seems to be a much harder problem to find a cardinal A such that e.g.
COL2(2u,uj, A) fails. If 2" > oji then by 2.7 A(u, 2W) must also fail, which means a strong violation of the singular cardinal hypothesis, hence the consistency of large cardinals. We could not establish the consistency of the existence of a A as above, although we conjecture that it can be done.
The situation is different if we also assume that 2W = wi, or even GCH. In this case, again by 2.7, the first cardinal A for which COL2(wi,w, A) may fail is ujui+i; moreover then DWu must also fail. Again, this implies that e.g. measurable cardinals exist in some inner models; hence the use of a large cardinal in our next result is essential. Using a result of Solovay and some obvious reflection properties of /c (cf. [9 and 11] ) we may choose a set A G U such that (i) the map P -> \J P is one-one on A;
(ii) each P G A is closed under G; i.e. if o G [P]u then G(a) G P;
(iii) for each P G A we have that P D /c is an inaccessible cardinal and the order type of Pis (Pn/c)+"+1. Let us put Si = {\JP: P G A}. Then Si is stationary. Indeed, if C C A+ were a club disjoint from Si then for every P G Awe could choose some f(P) G P with C n (f(P),[)P] = 0 and then, by the normality of U, we could find B c A with B G U and some a G X+ such that f(P) = a for all P G B. This, however, is impossible because, by (i), {\JP: P G B} is clearly cofinal in A+. Also by (i), for every a G Si there is a unique P(cx) G A with a = \J P(cx). The map a i-> /c n P(cx) is clearly regressive on Si; hence there is a stationary subset S C Si and a cardinal /c* such that /c n P(cx) = /c* for each a G S.
Next we show that for any two a,ß G S we have \P(cx) n P(ß)\ < A* = (/c*)+a;.
Indeed if Q = P(a) n P(ß) had size > A* then by (ii) we also had |Q| = |[Q]W| = License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Then we define a map fa: Da -* a by stipulating that fa(v) be equal to the a(cx, i^)th member of/i"1{i/}nT7(Q), where a(cx, u) denotes the via element of Aa. Next we define, by induction on a G S, sets Ea C a as follows:
E =i R^a"> if for sl\ß<a E0n R(fa) is finite, \0 otherwise, and then put E -\J{[Ea, {ex}] : a G S}; i.e. the vertices less than a and connected to a in E are exactly the elements of EaIt is immediate then that [w: 2] does not embed into E; moreover since ß < a and {ß, a} G E imply ^(ß) > 7(a) it follows that there is no infinite increasing path in E. It follows then easily that [u,u] does not embed into E either.
It now remains only to show that E is not wi-chromatic. Assume, indirectly, that h : n -y uii is a good coloring of E. For each 7 G k let us put S1 -{a G S^: h \ a -ha}, On the other hand, if u G uii \N then there is a 7" G /c such that if 7 G «\7" then |fo_1{f} fl S^| < k; hence if 6 = sup{7^ : v G uii \ N} then there is a final segment S* of S's such that S* C {Jih-1^}: v G N}. Of course, since S's is stationary, so is S*, and consequently C fl S* as well.
By tracing back our definitions we see that if a G C fl S* then JV C Da and thus, since /i(q) G N and /i is assumed to be a good coloring of E, a cannot be connected to every element of R(fa)', i-e. Ea ^ R(fa)-(Of course, we also use here that h Ï a -ha.) This implies then that for every a G CDS* there is some ordinal g(cx) < a such that R(fa) l~l R(fg(a)) ls infinite. By the pressing down lemma and a simple counting argument we get that there are a stationary set Z C C fl S*, an ordinal ß and a set X G [R(fß)]u such that g(a) = ß and X C R(fa) if a G Z.
But if a G Z and a; G X then x -fa(v) for some v G Da (actually, we must have v -h(x) = ha(x)), i.e. x is the a(a, u)th element of hä1^} fl T-y(Q) = h~1{v}r\TgDa.
But for a' G Z with a < a' we get that x is the a(a', i/)th element of h_1{u} n T¿ fl a', of which the above set is clearly an initial segment; hence we must have a(a, u) = a(cx',v). Since X is infinite, this would immediately imply that Aa fl Aai is also infinite, a contradiction. Thus the proof of 4.7 is completed.
