Appendix I. Problem Formulation
The dynamical system representing the dynamics of each recorded membrane potential (MP) is defined as follows: 
(t)=[w(t), NE(t), NI(t)]
H , index i corresponds to the i th Kalman filter that is derived for the i th trial, and
Both excitatory and inhibitory synaptic inputs (SIs) are approximated by a Gaussian distribution:
At each iteration, the algorithm runs L Kalman filters independently in order to estimate the
Given all the x i (1:T), we aim to infer the mean and variance of the NE(1:T) and NI(1:T). The algorithm iterates using the estimated mean and variance of these SIs.
Appendix II. Inference of statistical parameters
We run Kalman filters (see details in Appendix 4 of [1] ) for L trials to compute sufficient statistics required for EM algorithm.
We derive EM for our problem as described below.
Note that we aim to estimate a common SI for all given trials, where the dynamics of each trial produce their own synaptic perturbation (mean and variance of SIs underlying each single trial) as expressed below. By taking the derivative of (A.4) with respect to µN and ΓN (for both excitatory and inhibitory inputs), the EM algorithm results in estimating the statistical parameters of the common SIs as follows:
To finish our EM section, we calculate, for excitatory and inhibitory SIs, the conditional mean of each trial, i.e., µ i NE and µ i NI, and the trial average of the conditional variances, i.e., Consider the dynamics of SCs in (1):
The mean and variance of SCs can be calculated as follows (see [2] for more details):
Using the generic form of (A.9) for our problem, we have
The approximations in the previous two equations become more accurate if the number of trials L is large. Again, note that the statistics on the right-hand sides of these equations are calculated by KF.
