We propose a family of tests, based on Randles' (1989) concept of interdirections and the ranks of pseudo-Mahalanobis distances computed with respect to a multivariate M-estimator of scatter due to Tyler (1987) , for the multivariate one-sample problem under elliptical symmetry. These tests, which generalize the univariate signed-rank tests, are affine-invariant. Depending on the score function considered (van der Waerden, Laplace, . . .), they allow for locally asymptotically maximin tests at selected densities (multivariate normal, multivariate double-exponential, . . .). Local powers and asymptotic relative efficiencies are derived-with respect to Hotelling's test, Randles' (1989) multivariate sign test, Peters and Randles' (1990) Wilcoxon-type test, and with respect to the Oja median tests. We, moreover, extend to the multivariate setting two famous univariate results: the traditional Chernoff-Savage (1958) property, showing that Hotelling's traditional procedure is uniformly dominated, in the Pitman sense, by the van der Waerden version of our tests, and the celebrated Hodges-Lehmann (1956) ".864 result," providing, for any fixed space dimension k, the lower bound for the asymptotic relative efficiency of Wilcoxon-type tests with respect to Hotelling's.
Introduction and main assumptions. Denote by (X (n)
1 , X (n) 2 , . . . , X (n) n ) a sequence of k-dimensional i.i.d. observations with elliptically symmetric density centered at θ . Our objective is to test the null hypothesis H (n) 0 under which θ is equal to some given θ 0 , the elliptically symmetric density remaining otherwise unspecified.
The classical procedure for this problem is the Hotelling test, which is optimal under Gaussian densities, and rejects the null hypothesis whenever n − k k(n − 1) T 2(n) := n(n − k) k(n − 1) (X (n) − θ 0 ) (S (n) ) −1 (X (n) − θ 0 ),
and S (n) := 1 n−1 n i=1 (X (n) i −X (n) )(X (n) i −X (n) ) , exceeds the (1 − α)-quantile F k,n−k;1−α of a Fisher distribution with k and n − k degrees of freedom.
Many nonparametric methods have been developed, as a reaction to the Gaussian approach of Hotelling's test, with the objective of extending to the multivariate context the classical univariate rank and signed-rank techniques. Essentially, these methods belong to three main groups. The first of these groups relies on componentwise rankings [see, e.g., the monograph by Puri and Sen (1971) ], but suffers from a severe lack of invariance with respect to affine transformations, which has been the main motivation for the other two approaches. The second group [Möttönen et al. (1995 [Möttönen et al. ( , 1998 ; Hettmansperger et al. (1994 Hettmansperger et al. ( , 1997 ; see Oja (1999) for a recent review] is closely related with the spatial signs and ranks, and with the so-called Oja median, the third one [Randles (1989) ; Peters and Randles (1990) ; Jan and Randles (1994) ] with the concept of interdirections.
The present paper belongs to this third group. However, in addition to the robustness and invariance issues discussed in the work by Randles and his coauthors, we put more emphasis on optimality arguments a la Le Cam-Hájek. Mainly, we show that locally asymptotically optimal tests can be based on interdirections complemented by the ranks of pseudo-Mahalanobis distances; pseudo is used here to emphasize the fact that distances are taken with respect to an estimated scatter matrix-not necessarily the empirical covariance matrix, as in classical Mahalanobis distances. The Le Cam theory, in addition, allows for computing local powers and asymptotic relative efficiencies.
Hotelling's statistic, as a quadratic form in the observed mean, can be expressed as a sum of scalar products (i.e., moduli and cosines) between couples of observations. Our test statistic (5) is also a quadratic form, but involving ranks of moduli, and invariant evaluation of cosines based on Randles' interdirections. While sharing Hotelling's strict affine invariance property, our procedure offers a number of advantages: (i) broader validity (even in the absence of second order moments), (ii) better robustness features, (iii) increased power (see the Chernoff-Savage property in Proposition 6).
As in Peters and Randles (1990) and Jan and Randles (1994) , we throughout assume that the common density f of the observations satisfies the following assumption. 
ASSUMPTION (A1)
where x θ , := ((x − θ) −1 (x − θ)) 1/2 denotes the distance between x and θ in the metric associated with . The constant c k,f is the normalization factor (ω k µ k−1;f ) −1 , where ω k stands for the (k − 1)-dimensional Lebesgue measure of the unit sphere S k−1 ⊂ R k and µ ;f := ∞ 0 r f (r) dr.
Note that need not be the covariance matrix of the observations; moreover, and f are only identified up to an arbitrary scale factor. This will not be a problem since we just need the multivariate scatter matrix c (for some arbitrary c > 0), not itself [see Assumption (A4) below].
Whenever we consider Hotelling's test, or more generally, whenever we need finite second-order moments, Assumption (A1) has to be strengthened into the following one: ASSUMPTION (A1 ). Same as Assumption (A1), but we further assume that µ k+1;f < ∞.
The function f appearing in (1) will be called "radial density," though it does not necessarily integrate to one. This terminology is justified by the fact that if a random vector X has density f (·; θ, , f ), then −1/2 (X − θ) , where 1/2 denotes an arbitrary square root of , has densityf k (r) := (µ k−1;f ) −1 r k−1 f (r)I [r>0] . It should be stressed that 1/2 is defined up to an orthogonal transformation, so that we always may assume, without loss of generality, that −1/2 (X (n)
is of the form (1, 0, . . . , 0) . In the sequel,F k stands for the distribution function associated withf k .
The hypothesis under which the observations have joint density n i=1 f (X (n) i ; θ, , f ) will be denoted as H (n) (θ, , f ). We also denote by H (n) (θ , , ·), H (n) (θ , ·, f ) and H (n) (θ , ·, ·) the hypotheses f H (n) (θ , , f ), H (n) (θ , , f ) and f H (n) (θ , , f ), respectively, where unions are taken over the largest sets that are compatible with the assumptions. Under this notation, the testing problem we are interested in is
Our approach is based on the local asymptotic normality (LAN) structure, for fixed and f , of the family of densities of the form (1). LAN of course requires some further regularity assumptions on the radial density f , a neat statement of which calls for some clarification of the concept of quadratic mean differentiability in a multivariate context.
Consider the measure space ( , B k , λ), where λ is some measure on the open subset ⊂ R k equipped with its Borel σ -field B k . Denote by L 2 ( , λ) the space of measurable functions h : → R satisfying [h(x)] 2 dλ(x) < ∞.
In particular, consider the space L 2 (R + 0 , µ ) of square-integrable functions w.r.t. the Lebesgue measure with weight r on R + 0 , that is, the space of measurable functions h :
admits a weak partial derivative T i w.r.t. to the ith variable iff
for all functions ϕ ∈ C ∞ 0 ( ), that is, for all infinitely differentiable (in the classical sense) compactly supported function over . If T i exists for all i, the gradient T := (T 1 , . . . , T k ) is also called the derivative of g in the sense of distributions in L 2 ( , λ). If, moreover, T itself is in L 2 ( , λ), then g belongs to W 1,2 ( , λ), the Sobolev space of order 1 on L 2 ( , λ). Equipped with the norm Adams (1975) , Chapter 3, page 44 for details]. For the sake of simplicity, we will write L 2 ( ) and W 1,2 ( ), when λ is the Lebesgue measure on .
The minimal assumption we are making on the radial density f is:
ASSUMPTION (A2). The square root f 1/2 of the radial density f is in
The following result, which elucidates some aspects of quadratic mean differentiablity in this multivariate context, shows that Assumption (A2) is strictly equivalent to the quadratic mean differentiability of x → f 1/2 ( x ). Its advantage over the latter, (involving f 1/2 as a function over R k ) is that it treats f 1/2 as a function defined over R
The proof of this proposition, which is of independent interest, is given in Appendix A.
Letting ϕ f := −2
Under this form, (A2) will be sufficient for LAN. Whenever ranks come into the picture and ϕ f is to be used as a score-generating function, we will consider the following, slightly stronger version of Assumption (A2): ASSUMPTION (A3). Same as (A2) but, in addition, ϕ f (u) satisfies 1 0 |ϕ f (F −1 k (u))| 2+δ du < ∞ for some δ > 0, is continuous, and can be expressed as the difference of two monotone increasing functions.
Assumption (A2) unfortunately is not easy to check; the following sufficient condition brings it back to more familiar univariate concepts, while covering most cases of practical interest.
ASSUMPTION (A2 ). The radial density f is absolutely continuous, with a.e. derivative f , and (f 1/2 ) :=
Finally, the matrix in practice is not known, and has to be estimated from the observations. We assume that a sequence of statisticsˆ (n) is available, with the following properties.
ASSUMPTION (A4). The sequenceˆ (n) is invariant under permutations and reflections with respect to the origin in R k of the observations;
for some positive scalar d that may depend on M and the sample (X
Note that quasi-affine-invariance of pseudo-Mahalanobis distances implies strict affine-invariance of their ranks. Ifˆ (n) is computed from the residuals X (n)
n − θ 0 , Assumption (A4) also yields a sequence of estimators for c that is √ n-consistent under H (n) (θ 0 , , f ), invariant under the permutations and reflections (with respect to θ 0 ) of the observations, and defining pseudo-Mahalanobis distances between X (n) i and θ 0 that are quasi-invariant under linear transformations acting on the residuals. For the sake of simplicity, let θ 0 = 0 in the rest of this section.
Under Assumption (A1 ), f has finite second moments, and we may use
Pseudo-Mahalanobis distances then coincide with the classical ones, which are of course strictly affine-invariant.
If [as in Assumption (A1)] no assumption is made about the moments of the radial density, the empirical covariance matrix may not be root-n consistent. Other affine-equivariant estimators of scatter then are to be considered, such as the following one, which was proposed by Tyler (1987) 
see Tyler (1987) ] upper triangular matrix with positive diagonal elements and a "1" in the upper left corner that satisfies
This matrix A (n) is such that the covariance structure of the n-tuple
is that of a sample that is uniformly distributed on the unit sphere S k−1 . Randles showed that, for any nonsingular
for some positive scalar d that may depend on M and on the sample (X Randles (2000) ]. This shows that, if we takeˆ
, the resulting pseudo-Mahalanobis distances are quasi-affine-invariant in the sense of Assumption (A4). See Tyler (1987) or Randles (2000) for the consistency properties ofˆ (n) Tyl , and for a performant iterative computation scheme.
2. Local asymptotic normality, parametric optimality and group invariance.
Local asymptotic normality (LAN)
. Local asymptotic normality, for given and f , takes the following form. PROPOSITION 2. Assume that Assumptions (A1) and (A2) hold. Let
Then, the logarithm of the likelihood ratio associated with the sequence of local alternatives H (n) (θ + n −1/2 τ (n) , , f ) with respect to
and
PROOF. The proof consists in checking that the assumptions of Swensen [(1985) , Lemma 1] are satisfied under Assumptions (A1) and (A2). Most of them however follow quite routinely from classical arguments once it is shown that x → f 1/2 ( x ) is differentiable in quadratic mean. This is an immediate consequence of Proposition 1, which we prove in Appendix A.
2.2. Parametric optimality. The form of locally and asymptotically optimal testing procedures for testing θ = θ 0 under specified and f readily follows from LAN [see Le Cam (1986) , Section 11.9]. The test rejecting H (n) (θ 0 , , f ) whenever the quadratic statistic
k,1−α of a chi-square distribution with k degrees of freedom is locally asymptotically maximin at asymptotic level α, for H (n) (θ 0 , , f ) under fixed and f .
Group invariance, interdirections and pseudo-Mahalanobis ranks.
In this section, we briefly review the invariance properties of the problem under study, and introduce the invariant statistics-interdirections and (pseudo-)Mahalanobis ranks-to be used in the sequel. Denote by Z
i (θ , ) are independent and uniformly distributed over the unit sphere S k−1 . The notationẐ (n) i (θ ) will be used for the residuals Z (n) i (θ ,ˆ ) associated with the estimatorˆ considered in (A4).
The interdirection c (n) ij (θ) associated with the pair of residuals (Ẑ
n (θ) has been defined [Randles (1989) ] as the number of hyperplanes in R k passing through the origin and k − 1 out of the n − 2 pointsẐ
Interdirections are invariant under linear transformations, so that they can be computed from the residualsẐ For the same reasons as in Randles (1989) , we rather consider the normalized interdirections
Interdirections provide affine-invariant estimations of the Euclidean angles between residuals Z (n) j (θ , ) , that is, they estimate the quantities
The following consistency result is stated in Randles (1989) , Peters and Randles (1990) and Jan and Randles (1994) . We restate it here, with a proof based on a U -statistic representation. 
PROOF. The lemma is trivial for k = 1, and readily follows from the law of large numbers for k = 2. For k > 2, define Q := {q = (i 1 , i 2 , . . . , i k−1 ) | 1 ≤ i 1 < i 2 < · · · < i k−1 ≤ n} and, as in Oja (1999) , let e q be the k-vector whose components are the cofactors of x in the (k × k)-array (X i 1 X i 2 · · · X i k−1 x). Note that e q is orthogonal to the hyperplane that goes through X i 1 , X i 2 , . . . , X i k−1 and the origin in R k . With this notation,
In order to complete the proof, we now show that E[g(X i 1 , . . . ,
Consider the canonical basis {e 1 , e 2 , . . . , e k } in R k . Without loss of generality, we may suppose that v = e 1 and that w = λe 1 + µe 2 for some λ, µ ∈ R. Note that E[g(X i 1 , . . . , Consider some invertible k × k matrix M and denote by e q (M) the vector e q computed from the transformed observations MX i 1 , . . . ,
) e q (incidently, note that this proves that interdirections are affine-invariant). This entails that ((e q ) 1 , (e q ) 2 ) is spherically symmetric in R 2 . Indeed, letting O denote an arbitrary orthogonal 2 × 2 matrix with det O = 1, defineÕ
where I k−2 denotes the (k − 2)-dimensional identity matrix. Then, from the spherical symmetry of the X i 's, it is clear that e q = d e q (Õ) =Õe q , so that
2 ) (where = d stands for equality in distribution). This proves that ((e q ) 1 , (e q ) 2 ) is indeed spherically symmetric, which implies that
The ranks of pseudo-Mahalanobis distances between the observations and their center θ are the other main tool used in this paper. Let R (n)
, respectively, whereˆ is the estimator considered in (A4). It will be convenient to refer toR
The following result is proven in Peters and Randles (1990) .
LEMMA 2 [Peters and Randles (1990) 
For each and n, consider the group of transformations
n (θ, )), where g : R + → R + is continuous, monotone increasing and such that g(0) = 0 and lim r→∞ g(r) = ∞. The group G (n) is a generating group for the submodel H (n) (θ, , ·). Interdirections clearly are invariant under the action of G (n) , and so are the ranks R (n) i (θ, ). Lemma 2 thus entails asymptotic invariance of the pseudo-Mahalanobis ranksR
Another group of interest is the group of affine transformations acting on
This group of affine transformations is a generating group for the submodel H (n) (θ, ·, f ); interdirections and pseudo-Mahalanobis ranks clearly are invariant for this group [see Assumption (A4)].
Test statistics and their asymptotic distributions.
The testing problem (2) under study inherits from the groups G (n) and G (n) a strong invariance structure. Classical invariance arguments in such situations suggest considering invariant testing procedures, based on test statistics which are measurable with respect to maximal invariants. A maximal invariant for
where, however, U
1 (θ, ) can be dropped due to the fact [see the comment after Assumption (A1 )] that 1/2 is only defined up to an arbitrary orthogonal transformation. Now, in practice,
is not a statistic, since is not specified under H (n) (θ , ·, ·), and we propose:
with an estimate based on Randles' interdirections, which are both G (n) -and G (n) -invariant (irrespective of the actual value of );
(ii) replacing the ranks R (n) i (θ , ) with the estimated ranksR (n) i (θ). These pseudo-Mahalanobis ranks are strictly affine-invariant, and "almost" G (n) -invariant in the sense that they are asymptotically equivalent to the genuinely invariant ones in (4). 
A class of test statistics based on interdirections and pseudo-Mahalanobis
where U is uniform over ] 0, 1[ and
k . Such statistics can be considered as multivariate extensions of the traditional linear signed rank statistics; the function f determining the scores will be called the target radial density. Since Q (n) f (θ 0 ) is measurable with respect to interdirections and the pseudoMahalanobis ranks, it is invariant under the group of affine transformations of
is asymptotically equivalent to a statistic which is strictly invariant under
. Let us give a few examples. Letting f (r) := exp(−r) (double-exponential target density), we obtain Randles' multivariate sign statistic
which, for k = 1, reduces to the traditional sign test statistic and, for k = 2, to the bivariate Blumen test statistic [Blumen (1958) ]; see Randles (1989) .
The score functions
which is asymptotically equivalent to the statistic considered by Peters and Randles (1990) . The latter reduces, for k = 1, to Wilcoxon's traditional signed rank statistic.
Finally, f (r) = exp(−r 2 /2) characterizes a statistic of the van der Waerden type,
where k stands for the chi-square distribution function with k degrees of freedom.
Asymptotic behavior of statistics based on interdirections and pseudoMahalanobis ranks.
We now turn to the asymptotic behavior of Q (n) f (θ 0 ) under the null hypotheses considered and contiguous alternatives. The following asymptotic representation is the key to all subsequent results.
, is a quadratic form involving sums of independent summands, its asymptotic distribution is easily obtained. Let , 2) ; for simplicity, we also write C k (f ) instead of C k (f, f ). We then have the following results. All proofs are given in Appendix B. In view of the asymptotic representation result of Lemma 3, note that it is sufficient to show that Q (n) f (θ 0 ) is asymptotically equivalent, under H (n) (θ 0 , , f ), to the parametrically locally asymptotically maximin test statistic
,f (θ 0 ).
Asymptotic relative efficiencies.
We now turn to asymptotic relative efficiencies of the tests φ 
These ARE values directly follow as the ratios of the corresponding noncentrality parameters in the asymptotic distributions of φ (n) f and T 2 under local alternatives. See Appendix B for a detailed proof.
Like in the univariate case [see Chernoff and Savage (1958) ], the van der Waerden procedure is uniformly more efficient than the parametric Gaussian one-here, the Hotelling test. More precisely, we establish the following generalization of Chernoff and Savage's classical result. 
where equality holds if and only if f is Gaussian.
The proof relies on an extension of the variational argument used in Chernoff and Savage (1958) ; see Appendix C.
Proposition 5 also allows for extension of the famous Hodges-Lehmann ".864 result" [Hodges and Lehmann (1956) ] by computing, for any dimension k, the lower bound for the asymptotic relative efficiency of the Wilcoxon procedure [namely, the test based on (6)] with respect to Hotelling's test. More precisely, we prove the following in Appendix C. 
2 ) = 81 500
The sequence of lower bounds (8) is monotonically decreasing for k ≥ 2; as the dimension k tends to infinity, it tends to 81/125 = 0.648. Some numerical values are presented in in Appendix C for an explicit form of the densities at which this infimum is reached.
In order to evaluate the asymptotic performance of the proposed tests, we now consider the particular case of a multivariate Student density with ν degrees of freedom. Recall that a k-dimensional random vector X is multivariate Student with ν degrees of freedom if and only if there exist a vector θ ∈ R k and a symmetric k × k positive definite matrix such that the density of X can be written as
with f ν (r) := (1 + r 2 /ν) −(k+ν)/2 . Fix ν > 2, and consider the test φ (n) f ν associated with the radial density f ν . Since ϕ f ν (r) = (k + ν )r/(ν + r 2 ), and since the distribution of X 2 /k under H (n) (0, I k , f ν ) is Fisher-Snedecor with k and ν 
where, denoting by G k,ν the Fisher-Snedecor distribution function (k and ν degrees of freedom), under k-variate Student densities with various degrees of freedom ν, including the Gaussian density obtained for ν = ∞. This allows for an investigation of the relative performances of the tests under study as a function of the tails of radial densities.
Inspection of Table 2 shows that, as expected, φ
vdW ) performs best when the underlying density is Student with ν degrees of freedom (respectively, normal). All tests however exhibit rather good performance, particularly under heavy tailed densities. Note that the van der Waerden test indeed performs uniformly better than Hotelling, which provides an empirical confirmation of Proposition 6.
Since D k (f ν ) = kν /(ν − 2), we easily obtain that
a quantity that increases with k, and tends to ν /(ν − 2) as k → ∞. The advantage of φ (n) f ν over Hotelling thus increases with the dimension k of the observations. Table 3 presents some of these limiting ARE values. Table 4 provides the asymptotic relative efficiencies, still with respect to Hotelling, and under the same densities as in Tables 2 and 3 , of some of the tests proposed in the literature. These ARE figures allow for comparing our tests with their competitors. The following tests have been considered: (a) Randles' (1989) multivariate sign test (S1), (b) Peters and Randles' (1990) generalized Wilcoxon test (W), (c) the spatial sign test [Möttönen and Oja (1995) ] (S2), (d) the spatial signed rank test [Möttönen and Oja (1995) ] (SR), (e) the affine-invariant sign test [Hettmansperger et al. (1994) ] (S3) and (f) the affine-invariant signed rank test [Hettmansperger et al. (1997) ] (OR), both based on the so-called Oja median.
ARE values for (S1) and (W) are computed from the result in Proposition 5; for (S1), the following closed-form expression is obtained:
Since (S2) and (S3) are asymptotically equivalent, under spherical symmetry, with Randles' multivariate sign test (S1), their AREs coincide with (10); note that this entails that Oja's sign tests are locally asymptotically optimal under spherical symmetry and double-exponential radial density. The same optimality property still holds for (S3)-but not for (S2), which is only rotationally invariant-under elliptical symmetry (still, with double-exponential radial density). The reader is referred to Möttönen et al. (1997 Möttönen et al. ( , 1998 for the derivation of ARE values for (SR) and (OR).
Finite sample performance.
4.1. Simulations. The following Monte Carlo experiment was conducted in order to investigate the finite-sample behavior of the tests proposed in Section 3 for k = 2 and (without loss of generality) θ 0 = (0, 0): N = 2,500 independent samples (X 1 , . . . , X 200 ) of size n = 200 have been generated from bivariate standard Student densities with 3, 6 and 15 degrees of freedom, and from the bivariate standard normal distribution. The simulation of bivariate Student variables X i was based on the fact that (for ν degrees of freedom)
ν are independent. For each replication, the following seven tests were performed at nominal probability level α = 5%: the Hotelling test,
vdW , Randles' sign test (S), and the signed rank test of Peters and Randles (W). Tyler's estimator of scatter was used whenever pseudo-Mahalanobis ranks had to be computed. The estimator was obtained via the iterative scheme described in Randles (2000) . Iterations were stopped as soon as the Frobenius distance between the left-and right-hand sides of (3) fell below 10 −6 .
Rejection frequencies, estimating the corresponding size and powers, were recorded at four values of θ , of the form m , with = (0.06, 0.06) and m = 0, 1, 2, 3; they are reported in Table 5 . Note that the standard errors for such estimates are (for 2,500 replications) 0.0044, 0.0080 and 0.0100 for estimated probabilities (size or power) of the order of p = 0.05 (equivalently, 0.95), p = 0.20 (equivalently, 0.80), and p = 0.50, respectively.
All tests apparently satisfy the 5% probability level constraint (a confidence interval with confidence level 95% has approximate half-length 0.01); some of them (such as Hotelling's) seem to be significantly biased. Power rankings are essentially consistent with the ARE rankings given in Tables 2 and 4 . For instance, under Gaussian densities, the powers of the φ f ν tests are increasing with ν , as expected, whereas the asymptotic optimality of φ (n) f ν under the Student distribution with ν degrees of freedom is confirmed. Brown et al. (1992) , also considered by Möttönen and Oja (1995) and by Oja (1999) . The data consist of a sample of differences of refraction measures for the left (first component) and right (second component) eyes, respectively, between n = 10 fathers and their sons. The null hypothesis of interest is the absence of a difference between fathers and sons, yielding the testing problem (2) with θ 0 = (0, 0).
The Hotelling statistic for these data takes value 4.751, with p-value 0.183 (corresponding to a Fisher-Snedecor distribution with 2 and 8 degrees of freedom). If the empirical variance-covariance matrix is used, the test statistics Q These p-values are to be compared with those achieved by the statistics (S1) of Randles (1989) (2.894; p-value 0.235), (W) of Peters and Randles (1990) (3.411 and 2.362, with p-values 0.182 and 0.307, for the empirical variance-covariance estimator and the Tyler estimator of scatter, respectively), and by Oja's (S2), (SR), (S3) and (OR) test statistics (3.405, 3.587, 3.241 and 3.849; p-values 0.182, 0.166, 0.198 and 0.146, respectively) .
Final comments.
While enjoying the same attractive invariance properties (with respect to affine transformations and the group of radial orderpreserving transformations) as the multivariate nonparametric methods developed by Hettmansperger, Oja, Randles and their coauthors, the tests we are proposing also exhibit local asymptotic optimality a la Le Cam. We show that, in their van der Waerden version, they are uniformly better than Hotelling's classical test. Under the simpler Wilcoxon form, we prove that their asymptotic relative efficiency, irrespective of the dimension of the underlying observation space, never falls below 0.648. All tests have been described under asymptotic form, with critical values derived from asymptotic distributions. It is worth mentioning that, in practice, the same tests can be based on permutational critical values. Such values can be obtained from sampling the 2 n possible values s 1 (X (n)
, which are equally probable under the null. A pleasant feature of this approach is that the (at most) 2 n corresponding possible values of the test statistics can be based on a unique evaluation of the interdirections and the (pseudo-)Mahalanobis ranks. Indeed, denoting by p (n) ij (s) the interdirection associated with the pair (s i (X
n − θ 0 ), it can be checked [see Randles (1989) ] that cos(π p (n) ij (s)) = s i s j cos(πp
The situation is much less comfortable with the permutational versions of Hotelling's test, or Oja's (S2), (S3), (SR) and (OR) procedures. On the other hand, the methods we are proposing are limited to elliptically symmetric models, whereas the Oja methods remain valid under weaker central symmetry assumptions 
The proof of Proposition 1 relies on the following lemma, which establishes that a function x → g(x) is differentiable in quadratic mean over R k if and only if it admits a derivative in the sense of distributions, provided that the gradient in the sense of distributions ∂g be squaresummable over R k .
Denote by ∇g, ∂g and Dg the gradients of g in the classical sense, in the sense of distributions, and in quadratic mean, respectively. The following lemma is then a particular case of a result in Schwartz (1973) , pages 186-188.
This result enables us to prove Proposition 1.
is a necessary condition for g : x → h( x ) being quadratic mean differentiable. We already pointed out that h had to be in L 2 (R + 0 , µ k−1 ). On the other hand, because of symmetry, the derivative of g in the sense of distributions is clearly of the form ∂g(x) = s( x )x/ x (this could be made precise via a regularization argument). Since this derivative is assumed to be square-integrable (see Lemma 4), s ∈ L 2 (R + 0 , µ k−1 ). We still have to show that s is the weak derivative of h in L 2 (R + 0 , µ k−1 ). To do so, associate with any function ψ ∈ C ∞ 0 (R
where m is some real-valued function defined on the unit sphere S k−1 that satisfies c m := S k−1 m(u) dσ (u) = 0, where σ stands for the uniform measure over the sphere S k−1 , equipped with its Borel sigma-field. We then have
Since this holds for any function ψ ∈ C ∞ 0 (R
(ii) The proof that h ∈ W 1,2 (R + 0 , µ k−1 ) is also sufficient for g : x → h( x ) to be quadratic mean differentiable follows from a regularization argument. Define h n := h * ρ n (n ∈ N 0 ), where * denotes convolution, ρ n (x) := nρ(nx), ρ ∈ C ∞ 0 is even and integrates up to one.
On the other hand, g n is almost everywhere differentiable in the classical sense, with a.e. gradient ∇g n (x) = h n ( x ) x/ x . Since h n ∈ L 2 (R + 0 , µ k−1 ), ∇g n belongs to L 2 (R k ). It follows that g n is differentiable in the sense of distributions, with gradient ∂g n (x) = h n ( x ) x/ x . Finally, defining T ∈ L 2 (R k ) as T(x) := h ( x ) x/ x (h here denotes the weak derivative of h),
as n → ∞. From this we may conclude that (g n ) is a Cauchy sequence in W 1,2 (R k ), hence that g n → g in W 1,2 (R k ), and ∂g = T. As a consequence, g is differentiable in the sense of distributions, with square summable gradient, which, in view of Lemma 4, implies that g is differentiable in quadratic mean. In addition, Dg can be chosen to be ∂g = T, which completes the proof.
APPENDIX B
Proofs of Section 3. The main task here consists in proving Lemma 3. PROOF OF LEMMA 3. Without loss of generality, we may assume that
2 ), where
Let us show that, under H (n) (θ 0 , I k , f ) [throughout this proof, all convergences and mathematical expectations are taken under
→ 0 as n → ∞. Slutzky's classical argument then concludes the proof.
Let us start with T (n)
2 . Defining
where c (n) i = n −1/2 for all i = 1, . . . , n. Hájek's classical projection result thus implies that
as n → ∞. Incidentally, the same result also implies that, for all i = 1, . . . , n,
j (θ 0 , I k )] = 0 for i = j , for any function G that is even in all its arguments (and for which the expectation exists), we obtain similarly
as n → ∞. Lemma 2 establishes the same convergence as in (13), but in probability. We have seen above that J k,f (R (n)
] is uniformly integrable. In view of Assumption (A4), the same conclusion holds for
f (θ 0 ), vanish in quadratic mean as n → ∞. On the other hand, the sequence T
as n → ∞.
It remains to show that
, and taking into account the symmetry properties of interdirections, we easily obtain that
where δ > 0 is as in Assumption (A3) (the last inequality above results from Hölder's inequality). Now, Lemma 1 and the boundedness of C (n)
On the other hand, since theR 
this last sum is a Riemann sum for 
The Chernoff-Savage and Hodges-Lehmann properties.
PROOF OF PROPOSITION 6. The asymptotic relative efficiency of the van der Waerden test, with respect to Hotelling, under radial density f , is
where, letting φ(r) := exp(−r 2 /2),˜ k stands for the distribution function associated withφ k (r) := (µ k−1;φ ) −1 r k−1 φ(r) I [r>0] . Without loss of generality, we restrict ourselves to the radial densities f satisfying
Thus, we only have to show that, for any k ∈ N 0 and any f such that
with equality at f = φ only. This variational problem takes a simpler form after the following change of notation. First rewrite the functional H as 
While complicating the form of H k (R) for k > 1, the second term in (16) does not affect its convexity, and this is the reason why the classical Chernoff-Savage argument extends to the multivariate context. Note that if R a := aR for a > 0, then H k (R a ) = a −1 H k (R) and D k (R a ) = a 2 D k (R). Using the same argument as in Lemma 1 of Chernoff and Savage (1958) , this and the convexity of H k (R) imply that the solution R 1 of the minimization problem, if it exists, is unique. As in Chernoff and Savage (1958) , the following lemma is a consequence of the convexity of H k (R). Now, it is easy to check that
and that
so that, if R 1 (z) := z for all z > 0,
which equals zero for ξ = 1/2. Lemma 5 thus implies that f = φ is the unique solution of the variational problem considered.
We now turn to the proof of the multivariate extension of the Hodges-Lehmann theorem.
PROOF OF PROPOSITION 7. First note that, from Proposition 5,
As in the proof of Proposition 6, it is clear (by considering f a (r) := f (ar), a > 0) that we may assume that D k (f ) = 1. Therefore, the problem reduces to the variational problem Substituting y,ẏ and t forF k ,f k and r, respectively, the Euler-Lagrange equation associated with the variational problem (18), (19) takes the form
where λ 2 stands for the Lagrange multiplier associated with the second constraint in (19). Letting y = t 1/2 u, equation (20) Finally, we obtain that the general solution of (20) for k = 13. Since y(0+) = 0, it is clear that β = 0, irrespective of the dimension k.
On the other hand,ẏ(t) ≥ 0 for small t implies that α ≥ 0 for k < 13, and λ 2 ≥ 0 for k ≥ 13. So that ẏ = 1 yields λ 2 > 0 for k < 13 and α < 0 for k > 13. Thereforeẏ ≥ 0 implies thatẏ is compactly supported in R + 0 , with support [0, a], say.
It follows from the constraints (19) and the continuity ofẏ that the extremals of the variational problem under study are the solutions of (20) REMARK. As an immediate corollary, we also obtain that the infimum in Proposition 7 is reached (for fixed k) at the collection of radial densities f for whichf k is in {f k,σ (r) := σ −1f k,1 (σ −1 r)}, wherẽ See Figure 4 for the graphs of the densitiesf k,1 for some values of the space dimension k.
FIG. 4.
Graphs of the densitiesf k,1 at which the infimum of the AREs of Wilcoxon-type tests with respect to Hotelling's is reached, for dimensions k = 1, 2, 4, 13, 50, 500 and 10 10 , respectively, of the observations.
