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Abstract
We describe the set of bounded or almost periodic solutions of the following Liénard system:
u′′ + d
dt
[∇F(u)] + Cu = e(t), where e : R −→ RN is almost periodic, C : RN −→ RN is a
symmetric and nonsingular linear operator, and ∇F denotes the gradient of the convex function
F on RN . Then, we state a result of existence and uniqueness of almost periodic solution.
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1. Introduction
The numerical space RN is endowed with its usual inner product 
 . | .  and
‖ . ‖ denotes the associated Euclidian norm.
In this paper, we study some properties of bounded or almost periodic solutions of
the following vectorial Liénard equation:
u′′(t)+ d
dt
[∇F(u(t))] + Cu(t) = e(t), (1.1)
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where e : R −→ RN is almost periodic, C : RN −→ RN is a symmetric and nonsingular
linear operator, and ∇F denotes the gradient of the convex function F on RN . We
prove that all bounded solutions on R are almost periodic and all bounded solutions
on [0,+∞) are asymptotically almost periodic, therefore the existence of a bounded
solution [0,+∞) implies the existence of an almost periodic solution. Besides we
describe the set of almost periodic solutions, notably we state that this set is convex
(Theorems 2.1 and 2.3). Then, we state a result of existence and uniqueness of the
bounded or the almost periodic solution, when ∇F is strongly monotone and also
globally Lipschitzian (Theorem 2.4). We do not assume that the Lipschitz constant on
∇F is small.
Throughout the paper, except Corollary 2.2, we do not use a condition of sign on
the eigenvalues of the symmetric linear operator C, while on the other hand, for the
particular case where the operator C is positive deﬁnite, for our results on the structure
of bounded solutions on [0,+∞) (Theorems 2.1 and 2.3), similar results are known.
For example, Haraux [8, Theorems 5.4 and 6.2] has established results of the same type,
which are valid even for abstract evolution equations. When the operator C is positive
deﬁnite, Eq. (1.1) is in the framework of nonlinear dissipative equations. By introducing
the product space RN × RN  R2N endowed with the inner product associated to the
quadratic form Q given by
Q(x, y) :=‖ x ‖2 + 
 C−1y | y , (1.2)
Eq. (1.1) can be put in the form
U ′(t)+G(t, U(t)) = 0, (1.3)
where G : R× R2N −→ R2N is almost periodic in t uniformly with respect to (x, y)
on each compact subset of R2N [2, Chapter 2] and the partial function G(t, ., .) is
monotone for each t ∈ R with respect to the inner product associated to Q ( 

G1(t, x1, y1)−G1(t, x2, y2) | x1 − x2  + 
 C−1(G2(t, x1, y1) −G2(t, x2, y2) | y1 −
y2  0, for all x1, x2, y1 and y2 ∈ RN ). Indeed, by letting v(t) = u′(t)+∇F(u(t));
U(t) = (u(t), v(t)), Eq. (1.1) reduces to
U ′(t)+ ∇(U(t))+ JU(t) = E(t) (1.4)
with
(x, y) = F(x), J =
(
0 −I
C 0
)
and E(t) = (0, e(t)).
It is easy to check that  is a convex function of class C2 on R2N and J is a skew-
symmetric matrix of R2N with respect to the inner product associated to Q. Thus, Eq.
(1.4) is a particular case of Eq. (1.3) with G(t, U) = ∇(U) + JU − E(t). For the
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dissipative equation Eq. (1.3), Dafermos, Haraux, Huang and Ishii have given important
contributions to the question of almost periodic solutions [3,7,10,11]. Dafermos [3] has
established some basic properties of trajectories for almost periodic processes. Haraux
[7] and Ishii [11] have considered the nonlinear contractive almost periodic processes
on a Banach space and, under some assumptions, they both established the existence
of almost periodic orbits in different ways. In the special case of Eq. (1.1), the main
result of Ishii [11, Theorem 1] ensures the existence of some almost periodic solution
of Eq. (1.1) if this equation admits a bounded solution on [0,+∞).
To establish our results on the structure of bounded solutions on [0,+∞) (Theorems
2.1 and 2.3), we use essentially the quadratic form Q deﬁned by (1.2) (c.f. Lemmas 3.3
and 3.4). For the result of existence of bounded or almost periodic solutions (Theorem
2.4), we use the method of guiding functions as developed in the book of Krasnosel’skii
and Zabreiko [13]. Meanwhile, the quadratic form Q is not a guiding function for Eq.
(1.4). To build a guiding function, we must adapt Q, for that we add a complementary
term to Q (c.f. the remark below the proof of Theorem 2.4).
The question of the periodic solutions of Liénard equations, in presence of a peri-
odic forcing term, has been studied intensively. However, results about almost periodic
solutions are much fewer. For the scalar case, the question of almost periodic solutions
is considered, in order, by Langenhop and Seifert [14], Opial [17,18], Fink [6], Wang
[19], Lin [16], Yang [20] and Zhou [21]. Recall also, for scalar Liénard equation with
delay, Feng and Ge [4] and Li et al. [15] study the existence of an almost periodic
solution of some retarded Liénard equation. For the vectorial case, Chen [1] has es-
tablished results of existence and uniqueness of the almost periodic solution of the
following system:
u′′(t)+ d
dt
[∇F(u(t))] + Cu(t)+ d
dt
[V (t, u(t))] + g(u(t)) = e(t), (1.5)
where e : R −→ RN is almost periodic and V : R × RN −→ RN is almost periodic
in t uniformly with respect to x on each compact subset of RN . System (1.5) is more
general than System (1.1), but the author uses a condition of sign on the eigenvalues
of C, that we do not make in this paper.
Concerning notation and deﬁnitions, we denote by AP 0(RN) the space of the Bohr
almost periodic functions from R to RN [5, Chapter 1]. When k is nonnegative integer,
APk(RN) is the space of the functions in AP 0(RN) ∩ Ck(R,RN) such that all their
derivatives, up to order k, are almost periodic functions. When e ∈ AP 0(RN), we
denote by mod(e) the module of frequencies of e and H(e) the hull of e [5, Chapters 1
and 4]. An important property of almost periodic functions is the recurrence property,
which says that once a value is taken by e(t) at some point t ∈ R, it will be “almost”
taken arbitrarily far in the future and in the past. More precisely, we have for an almost
periodic function e, there exists a real sequence (n)n such that
lim
n→+∞ n = +∞ (resp.,−∞)
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and
lim
n→+∞ supt∈R
| e(t + n)− e(t) |= 0.
The paper is organized as follows. The results are announced in Section 2. Sections
3–5 are reserved for the proofs of the results.
2. Statement of the results
Throughout the paper, we assume the following hypotheses:
(H1) C ∈ L(RN,RN) is a symmetric and nonsingular linear operator.
(H2) F ∈ C2(RN,R) and F is convex.
We give a result about the structure of the set of bounded or almost periodic solutions.
Theorem 2.1. Let e ∈ AP 0(RN).
(i) If Eq. (1.1) has at least one solution u0 that is bounded in the future: u0 ∈
C2([0,+∞),RN) and
sup
t0
‖ u0(t) ‖< +∞, (2.1)
then Eq. (1.1) has at least one almost periodic solution u∗ ∈ AP 2(RN) such that
mod(u∗) ⊂ mod(e).
(ii) Every bounded solution on R of Eq. (1.1): u ∈ C2(R,RN) and
sup
t∈R
‖ u(t) ‖< +∞, (2.2)
is almost periodic. Moreover, one has u ∈ AP 2(RN).
(iii) The set of almost periodic solutions is convex. More precisely, u is an almost
periodic solution of Eq. (1.1), if and only if there exists h an almost periodic
solution of
h′′(t)+ Ch(t) = 0 (2.3)
such that for all t ∈ R, one has
u(t) = h(t)+ u∗(t), (2.4)
∇F(u(t)) = ∇F(u∗(t)). (2.5)
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The proof of Theorem 2.1 will be given in Section 3.
Remark. (1) Under the hypotheses of Theorem 2.1, bounded or almost periodic so-
lutions are not unique in general. For example, consider Eq. (1.1) with F(x) ≡ 0,
e(t) ≡ 0 and C = In.
(2) The bounded solutions on R of Eq. (2.3) are precisely the almost periodic
solutions [5, Theorem 5.3, p. 80].
(3) In the autonomous case: e(t) = 0 for all t ∈ R, every bounded solution u on R
of Eq. (1.1) is a solution of Eq. (2.3) and satisfy ∇F(u(t)) = ∇F(0), for all t ∈ R.
Now we give a result of uniqueness of bounded solution.
Corollary 2.2. Suppose the conditions of Theorem 2.1 hold. If in addition F is strictly
convex or C is negative deﬁnite, then Eq. (1.1) admits at most one bounded solution
on R.
Proof of Corollary 2.2. Let u and v two bounded solutions on R of Eq. (1.1). If we
denote by h := v − u, by Theorem 2.1, h is a solution of (2.3) and for all t ∈ R, one
has
∇F(v(t)) = ∇F(u(t)). (2.6)
The numerical function  deﬁned by (t) := 12 ‖ h(t) ‖2 is bounded on R and  is of
class C2 with
′′(t) =
 h′′(t) | h(t) + ‖ h′(t) ‖2
and by (2.3)
′′(t) = − 
 Ch(t) | h(t) + ‖ h′(t) ‖2 . (2.7)
Firstly, if F is strictly convex, by (2.6) we obtain u(t) = v(t).
Secondly, if C is negative deﬁnite, by (2.7) one has ′′(t)0 for all t ∈ R, i.e. 
is a convex and bounded function on R, therefore (t) ≡ constant, i.e. ′′(t) = 0. By
(2.7) and assumption on C, we obtain h(t) = 0, therefore u(t) = v(t). 
We complete Theorem 2.1 by a result of asymptotic behavior of solutions bounded
in the future.
Theorem 2.3. Suppose the conditions of Theorem 2.1 hold. Every solution u bounded
in the future of Eq. (1.1) is asymptotically almost periodic: there exists a solution
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v ∈ AP 2(RN) of Eq. (1.1) such that
lim
t→+∞ (‖ u(t)− v(t) ‖ + ‖ u
′(t)− v′(t) ‖) = 0. (2.8)
The proof of Theorem 2.3 will be given in Section 4.
Now we state a result of existence of bounded or almost periodic solutions of Eq.
(1.1). For that we complete the list of hypotheses.
(H3) ∇F is strongly monotone with modulus c∗ > 0 on RN : for all x1 and x2 ∈ RN

 ∇F(x1)− ∇F(x2) | x1 − x2  c∗ ‖ x1 − x2 ‖2 .
(H4) ∇F is Lipschitzian with constant k∗ > 0 on RN : for all x1 and x2 ∈ RN
‖ ∇F(x1)− ∇F(x2) ‖ k∗ ‖ x1 − x2 ‖ .
Remark on Hypothesis (H3). Recall that F satisﬁes (H3) if and only if F is strongly
convex with modulus c∗ on RN , so (H3) implies that F is strictly convex.
Theorem 2.4. We assume (H3) and (H4) fulﬁlled.
(i) If e ∈ C0(R,RN) is bounded on R, then there exists a unique bounded solution u
on R of Eq. (1.1). Moreover, u′ and u′′ are bounded on R.
(ii) If e ∈ AP 0(RN), then there exists a unique almost periodic solution u of Eq. (1.1).
Moreover, u ∈ AP 2(RN) and mod(u) ⊂ mod(e).
The proof of Theorem 2.4 will be given in Section 5.
Remark. In the periodic case, namely the forcing term e is T-periodic, by the formula
of the module, we deduce that the almost periodic solution is T-periodic.
3. Proof of Theorem 2.1
The object of this section is to prove Theorem 2.1. We start by the following lemmas:
Lemma 3.1. Let I the interval [0,+∞) or the whole real line R. Let e ∈ C0(I,RN)
bounded on I. If u ∈ C2(I,RN) is a solution of Eq. (1.1) such that ‖ u ‖∞:= supt∈I ‖
u(t) ‖< +∞, then ‖ u′ ‖∞ c1 < +∞ and ‖ u′′ ‖∞ c2 < +∞ where
c1 := 12 ‖ e ‖∞ +
(
1
2
‖ C ‖ +2
)
‖ u ‖∞ +2 sup
‖x‖‖u‖∞
‖ ∇F(x) ‖ (3.1)
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and
c2 :=‖ e ‖∞ + ‖ C ‖‖ u ‖∞ +c1 sup
‖x‖‖u‖∞
‖ ∇2F(x) ‖ . (3.2)
Proof of Lemma 3.1. Let t ∈ I . By Taylor’s formula, one has
u(t + 1) = u(t)+ u′(t)+
∫ 1
0
(1− )u′′(t + ) d,
so
‖ u′(t) ‖ 2 ‖ u ‖∞ + ‖
∫ 1
0
(1− )u′′(t + ) d ‖ . (3.3)
By Eq. (1.1), we deduce
‖
∫ 1
0
(1− )u′′(t + ) d‖  1
2
(‖ e ‖∞ + ‖ C ‖‖ u ‖∞)
+‖
∫ 1
0
(1− ) d
dt
[∇F(u(t + ))] d‖ (3.4)
and by integration by parts, we obtain
∫ 1
0
(1− ) d
dt
[∇F(u(t + ))] d = −∇F(u(t))+
∫ 1
0
∇F(u(t + )) d,
so
‖
∫ 1
0
(1− ) d
dt
[∇F(u(t + ))] d‖2 sup
‖x‖‖u‖∞
‖ ∇F(x) ‖ . (3.5)
By (3.3)–(3.5), one has
‖ u′(t) ‖ c1 ∀t ∈ I, (3.6)
where c1 is deﬁned by (3.1). By Eq. (1.1), we deduce
‖ u′′(t) ‖ c2 ∀t ∈ I,
where c2 is deﬁned by (3.2). 
P. Cieutat / J. Differential Equations 209 (2005) 302–328 309
Lemma 3.2. Let  be a convex and differentiable function on RN . If there exists x1
and x2 ∈ RN such that

 ∇(x1)− ∇(x2) | x1 − x2 = 0, (3.7)
then for all  ∈ [0, 1]
∇(x1 + (x2 − x1)) = ∇(x1). (3.8)
Proof of Lemma 3.2. We denote by
(x) := (x)− 
 ∇(x1) | x − x1  .
The function  is convex and differentiable on RN :
∇(x) := ∇(x)− ∇(x1). (3.9)
Since ∇(x1) = 0 and  is a convex function, then we have
(x1) = inf
x∈RN
(x). (3.10)
Moreover, we have
(x1)(x2)+ 
 ∇(x2) | x1 − x2 
and by (3.7) and (3.9), we obtain (x1)(x2) and by (3.10), we deduce
(x2) = inf
x∈RN
(x). (3.11)
By (3.10), (3.11) and [9, Lemma 1.0.1, p. 293], we have for all  ∈ [0, 1]
(x1 + (x2 − x1)) = inf
x∈RN
(x),
then
∇(x1 + (x2 − x1)) = 0,
therefore (3.8) is satisﬁed. 
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Lemma 3.3. Let I an interval of R. Let e ∈ C0(I,RN), let u and v ∈ C2(I,RN) two
solutions of Eq. (1.1). We denote by
h(t) := v(t)− u(t), (3.12)
k(t) := ∇F(v(t))− ∇F(u(t)) (3.13)
and
f (t) := 12 ‖ h(t) ‖2 + 12 
 C−1(h′(t)+ k(t)) | h′(t)+ k(t) . (3.14)
Then the function f is nonincreasing on I. Moreover, if f is constant on I, then u and
v satisfy for all t ∈ I ,
h′′(t)+ Ch(t) = 0, (3.15)
∇F(v(t)) = ∇F(u(t)) (3.16)
and for all  ∈ [0, 1], w := (1− )u+ v is also a solution on I of Eq. (1.1).
Proof of Lemma 3.3. The function f is of class C1 on I and
f ′(t) =
 h(t) | h′(t) +
 C−1(h′(t)+ k(t)) | h′′(t)+ k′(t) .
Since u and v are two solutions of Eq. (1.1), then
h′′(t)+ k′(t)+ Ch(t) = 0, (3.17)
so
f ′(t) = − 
 ∇F(v(t))− ∇F(u(t)) | h(t) . (3.18)
By convexity of F, one has f ′(t)0 for all t ∈ I , so f is nonincreasing. If f is constant
on I, i.e. f ′(t) = 0 for all t ∈ I , by (3.18) and Lemma 3.2, we obtain
∇F(w(t)) = ∇F(u(t)), (3.19)
therefore we obtain (3.16). From (3.13), (3.16) and (3.17), we obtain (3.15) and we
deduce that w is a solution of Eq. (1.1). 
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Lemma 3.4. Let e ∈ AP 0(RN). If u and v are two bounded solutions on R of Eq.
(1.1), then one has
(i) f (t)0 for all t ∈ R,
(ii) f (t) = 0 for all t ∈ R implies h(t) = 0 for all t ∈ R, (f and h are deﬁned by
(3.12)–(3.14)).
Remark. Our hypotheses does not impose that C is positive deﬁnite.
Proof of Lemma 3.4. Firstly, we establish that
∀t ∈ R, f (t) = c0 ⇒ c = 0 and ∀t ∈ R, h(t) = 0. (3.20)
By (3.16), one has
f (t) = 12 ‖ h(t) ‖2 + 12 
 C−1h′(t) | h′(t)= c0
therefore

 C−1h′(t) | h′(t) − ‖ h(t) ‖2 . (3.21)
The numerical function  deﬁned by (t) := 12 
 C−1h(t) | h(t) is bounded on R
and  is of class C2 with
′′(t) =
 C−1h′′(t) | h(t) +
 C−1h′(t) | h′(t) .
By (3.15) and (3.21), one has
′′(t) − 2 ‖ h(t) ‖2 0, (3.22)
then  is a concave and bounded function on R, therefore (t) ≡ constant, i.e. ′′(t) =
0. By (3.22), we obtain h(t) = 0, therefore c = 0; so we obtain (3.20), thus (ii).
Secondly we establish (i) i.e. inf t∈R f (t)0. By Lemma 3.3, the function f is non-
increasing on R, thus one has
lim
t→+∞ f (t) = inft∈R f (t). (3.23)
Since e ∈ AP 0(RN), there exists a numerical sequence (n)n such that
lim
n→+∞ n = +∞ (3.24)
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e(t + n)→ e(t) as n→+∞
uniformly on R. Consider the functions un(t) := u(t + n). We note that they are the
solutions of the equations un′′ + ddt [∇F(un)] + Cun = e(t + n), and they satisfy
‖ un(t) ‖  ‖ u ‖∞ for all t ∈ R.
By Lemma 3.1, we obtain
‖ u′n(t) ‖ c1 for all t ∈ R,
‖ u′′n(t) ‖ c2 for all t ∈ R.
where c1 and c2 are deﬁned by (3.1) and (3.2). As above, one sees that (un(t))n and
(u′n(t))n are two families of uniformly bounded and equicontinuous vector functions on
R, by Ascoli’s theorem, we can assert that there exists a subsequence of (n)n such that
un(t) = u(t + n)→ uˆ(t) as n→+∞, (3.25)
u′n(t)→ wˆ(t) as n→+∞ (3.26)
uniformly on each compact subinterval of R. By a standard argument for differential
equations, one has uˆ′(t) = wˆ(t) and uˆ is a bounded solution on R of Eq. (1.1). To
prove that
vn(t) := v(t + n)→ vˆ(t) as n→+∞, (3.27)
v′n(t)→ vˆ′(t) as n→+∞ (3.28)
uniformly on each compact subinterval of R, where vˆ is a bounded solution on R of
Eq. (1.1), the reasoning is similar to (3.25) and (3.26). By (3.23)–(3.28), we obtain
fˆ (t) = inf
s∈R
f (s) ∀t ∈ R (3.29)
with
hˆ(t) := vˆ(t)− uˆ(t), (3.30)
kˆ(t) := ∇F(vˆ(t))− ∇F(uˆ(t)) (3.31)
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and
fˆ (t) := 12 ‖ hˆ(t) ‖2 + 12 
 C−1hˆ′(t)+ kˆ(t) | hˆ′(t)+ kˆ(t) . (3.32)
Suppose that inf t∈R f (t)0. By (3.20) and (3.29), one has fˆ (t) = 0 for all t ∈ R, so
infs∈R f (s) = 0. Thus
inf
s∈R
f (s)0,
i.e. f (t)0, for all t ∈ R. 
Proof of Theorem 2.1. (i) Let u0 be a solution that is bounded in the future. By
Lemma 3.1, u′0 is bounded in the future and by [5, Theorem 6.2, p. 99], Eq. (1.1) has
at least one solution ub such that ub and u′b are bounded on R. Let K0, the closed
convex hull of ∪t∈R{(ub(t), u′b(t))} in RN × RN . Then K0 is a compact subset of
RN × RN . We denote by Q : RN × RN −→ R, the map deﬁned by
Q(x, y) :=‖ x ‖2 + 
 C−1y | y  . (3.33)
We say that u∗ is a minimal solution of Eq. (1.1) in K0, if u∗ is a solution on R of
Eq. (1.1) such that (u∗(t), u′∗(t)) ∈ K0, for all t ∈ R and if for every u solution on R
of Eq. (1.1) satisfying
(u(t), u′(t)) ∈ K0 ∀t ∈ R, (3.34)
one has
sup
t∈R
Q(u∗(t), u′∗(t)) sup
t∈R
Q(u(t), u′(t)). (3.35)
Now, we prove the uniqueness of the minimal solution of Eq. (1.1) in K0. Let u
and v two minimal solutions of Eq. (1.1) in K0. We denote by
 := sup
t∈R
Q(u(t), u′(t)) = sup
t∈R
Q(v(t), v′(t)). (3.36)
Case 1: u and v satisfy: f (t) = c, for all t ∈ R (see (3.12)–(3.14)).
Firstly, by (3.16), one has
f (t) = 12 ‖ h(t) ‖2 + 12 
 C−1h′(t) | h′(t) . (3.37)
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Secondly, by Lemma 3.3, w := 12u+ 12v is a solution of Eq. (1.1) and since K0 is a
convex subset of RN × RN , w satisﬁes (3.34). By (3.36) we have
 sup
t∈R
Q(w(t), w′(t)). (3.38)
By parallelogram law, we obtain
Q(w(t), w′(t))+Q ( 12 v(t)− 12 u(t), 12 v′(t)− 12 u′(t))
= 12 Q(u(t), u′(t))+ 12 Q(v(t), v′(t))
and by (3.37)
Q(w(t), w′(t))+ 12 f (t) = 12 Q(u(t), u′(t))+ 12 Q(v(t), v′(t))
with f (t) = c, for all t ∈ R, therefore
sup
t∈R
Q(w(t), w′(t))+ 12 c
 12 sup
t∈R
Q(u(t), u′(t))+ 12 sup
t∈R
Q(v(t), v′(t)). (3.39)
By (3.36), (3.38) and (3.39), we obtain + 12c 12+ 12, so f (t) ≡ c0 for all t ∈ R.
By Lemma 3.4, we obtain h(t) = 0, i.e. u(t) = v(t), for all t ∈ R, thus there exists at
most one minimal solution of Eq. (1.1) in K0.
Case 2: general case. By Lemma 3.3, the function f is nonincreasing on R, thus one
lim
t→−∞ f (t) = supt∈R
f (t). (3.40)
There exists a numerical sequence (n)n such that limn→+∞ n = −∞ and there exists
two bounded solutions uˆ and vˆ on R of Eq. (1.1) and which satisfy (3.25)–(3.28),
(3.30)–(3.32) and
fˆ (t) = sup
s∈R
f (s) ∀t ∈ R. (3.41)
By (3.25)–(3.28), we obtain that uˆ and vˆ are two minimal solutions of Eq. (1.1) in
K0. By (3.41) and Case 1, we obtain uˆ(t) = vˆ(t), for all t ∈ R, then fˆ (t) = 0, for all
t ∈ R, therefore
sup
t∈R
f (t) = 0.
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By Lemma 3.4, one has u(t) = v(t), for all t ∈ R, i.e. there exists at most one minimal
solution of Eq. (1.1) in K0.
Now, we prove the existence of an almost periodic solution and the formula of
modules. We denote by F the set of solutions on R of Eq. (1.1) satisfying (3.34) and
 := inf
u∈F
sup
t∈R
Q(u(t), u′(t)).
Since ub ∈ F , the set F is not void. For each u ∈ F , one has
inf
(x,y)∈K0
Q(x, y) sup
t∈R
Q(u(t), u′(t)) sup
(x,y)∈K0
Q(x, y),
so  ∈ R and for each n ∈ N, there exists un ∈ F such that
lim
n→+∞ supt∈R
Q(un(t), u
′
n(t)) = . (3.42)
Then (un(t))n and (u′n(t))n are two families of uniformly bounded and equicontinuous
vector functions on R, by Ascoli’s theorem, we can assert that there exists a common
subsequence of (un(t))n and (u′n(t))n such that
un(t)→ u∗(t) as n→+∞
u′n(t)→ u′∗(t) as n→+∞
uniformly on each compact subinterval of R. Clearly u∗ ∈ F and by (3.42) u∗ is a
minimal solution of Eq. (1.1) in K0. In conclusion Eq. (1.1) has a unique minimal
solution in K0.
For e∗ ∈ H(e), we consider the equation
v′′(t)+ d
dt
[∇F(v(t))] + Cv(t) = e∗(t). (3.43)
Since Eq. (1.1) has at least a solution satisfying (3.34), then each Eq. (3.43) has at
least one solution satisfying (3.34) [2, Lemma 4.3, p. 104]. We obtain that there exists
a unique minimal solution of Eq. (3.43) in K0, since Eq. (3.43) satisﬁes hypotheses
of Eq. (1.1). By using the subvariant for the solutions of Eq. (1.1) in K0 [5, Theorem
9.10, p. 167] deﬁned by ((v, v′)) = supt∈RQ(v(t), v′(t)), for all solutions v of Eq.
(3.43) satisfying (3.34), we obtain the existence of a solution u∗ ∈ AP 1(RN) such that
mod(u∗) ⊂ mod(e). Since F ∈ C2(RN,R), the function [t → ∇2F(u(t))u′(t)+Cu(t)]
is almost periodic [2, Theorem 1.5, p. 11 and Theorem 1.7, p. 13] and by the almost
periodicity of e, we have u∗ ∈ AP 2(RN).
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(ii) Let u∗ the minimal solution of Eq. (1.1) in K0. Then u∗ is in AP 2(RN) and
mod(u∗) ⊂ mod(e). Let u a bounded solution on R of Eq. (1.1). Since e ∈ AP 0(RN),
there exists a numerical sequence (n)n such that
lim
n→+∞ n = −∞ (3.44)
and
e(t + n)→ e(t) as n→+∞ (3.45)
uniformly on R. By Ascoli’s theorem, there exists a subsequence of (n)n and two
solutions u1 and u2 of Eq. (1.1) which satisfy
u∗(t + n)→ u1(t) as n→+∞, (3.46)
u(t + n)→ u2(t) as n→+∞ (3.47)
uniformly on each compact subinterval of R. Thus, u1 and u2 and their derivatives are
bounded on R. By (3.45) and (3.46), u1 is a minimal solution of Eq. (1.1) in K0 and
by uniqueness of the minimal solution, one has u1(t) = u∗(t), for all t ∈ R and for a
subsequence
u∗(t + n)→ u∗(t) as n→+∞ (3.48)
uniformly on R, because u∗ ∈ AP 0(RN). To abridge the writing, we denote by
fv,w(t) := 12 ‖ h(t) ‖2 + 12 
 C−1(h′(t)+ k(t)) | h′(t)+ k(t), (3.49)
where v and w are two solutions on R of Eq. (1.1),
h(t) := w(t)− v(t) (3.50)
and
k(t) := ∇F(w(t))− ∇F(v(t)). (3.51)
By Lemma 3.3, (3.44), (3.47) and (3.48), we obtain
fu∗,u2(t) = sup
s∈R
fu∗,u(s) ∀t ∈ R. (3.52)
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By Lemma 3.3, we obtain H ′′ +CH = 0 with H := u2−u∗. Since H and its derivative
are bounded on R, H is almost periodic [5, Theorem 5.3, p. 80], therefore u2 is almost
periodic. By (3.45) and almost periodicity of e, we have
e(t − n)→ e(t) as n→+∞ (3.53)
uniformly on R, we deduce (for a subsequence) that
u2(t − n)→ u3(t) as n→+∞ (3.54)
uniformly on R, where u3 is an almost periodic solution of Eq. (1.1). By (3.54), one
has
u3(t + n)→ u2(t) as n→+∞ (3.55)
uniformly on R. By Lemma 3.3, (3.44), (3.47) and (3.55), we obtain
fu2,u2(t) = sup
s∈R
fu3,u(s) ∀t ∈ R. (3.56)
With fu2,u2(t) ≡ 0 and by Lemma 3.4, we obtain u = u3, therefore u is almost
periodic. The solution u is bounded on R and by Lemma 3.1, the second derivative
u′′ is bounded on R, so u is almost periodic and u′ is uniformly continuous, then the
derivative u′ is almost periodic [5, Theorem 1.16, p. 10]. By the almost periodicity of
e, we have u ∈ AP 2(RN).
(iii) By Lemma 3.3, the function fu,u∗ is nonincreasing on R. If u is almost periodic,
then u′ is almost periodic, so fu,u∗ is almost periodic, therefore fu,u∗ is constant on
R. By Lemma 3.3, we obtain (2.3)–(2.5). The reciprocal implication is evident. By
Lemma 3.3, we deduce the convexity of the set of almost periodic solutions. 
4. Proof of Theorem 2.3
For the proof of Theorem 2.3, we use the following lemma.
Lemma 4.1. Let (n)n a numerical sequence such that
lim
n→+∞ n = +∞. (4.1)
If u is a solution bounded in the future of Eq. (1.1), then there exists a subsequence
((n))n and v ∈ AP 2(RN) a solution of Eq. (1.1) such that
lim
n→+∞ h((n)) = limn→+∞ h
′((n)) = lim
n→+∞ k((n)) = 0 (4.2)
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and
lim
t→+∞ f (t) = 0, (4.3)
where h, k and f are deﬁned by (3.12)–(3.14).
Proof of Lemma 4.1. Since u is bounded in the future, by Lemma 3.1, we obtain
supt0 ‖ u′(t) ‖< +∞. Since e ∈ AP 0(RN), there exists a subsequence ((n))n and
e∗ ∈ AP 0(RN) such that
e(t + (n))→ e∗(t) as n→+∞ (4.4)
uniformly on R. Consider the functions un(t) := u(t+(n)). We note that they are the
solutions on (−(n),+∞) of the equations un′′ + ddt [∇F(un)] + Cun = e(t + (n)).
Let t0 ∈ R. For each n ∈ N such that t0 + (n)0, one has
‖ un(t) ‖  sup
s0
‖ u(s) ‖< +∞ for all t ∈ (t0,+∞).
By Lemma 3.1, we obtain
‖ u′n(t) ‖ c1 for all t ∈ (t0,+∞),
‖ u′′n(t) ‖ c2 for all t ∈ (t0,+∞),
where c1 and c2 are deﬁned by (3.1) and (3.2). By Ascoli’s theorem, we can assert
that there exists a common subsequence of (un(t)) and (u′n(t)) such that
un(t)→ w(t) as n→+∞ (4.5)
u′n(t)→ w′(t) as n→+∞ (4.6)
uniformly on each compact subinterval of (t0,+∞). Clearly, w is a solution on (t0,+∞)
of
w′′(t)+ d
dt
[∇F(w(t))] + Cw(t) = e∗(t) (4.7)
such that w and w′ are bounded on (t0,+∞). Since this is fulﬁlled for all t0 ∈ R,
we deduce that (4.5) and (4.6) are satisﬁed uniformly on each compact subinterval of
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R and w is a solution on R of Eq. (4.7) such that w and w′ are bounded on R. By
Theorem 2.1, one has w ∈ AP 2(RN). By (4.4), we obtain
e∗(t − (n))→ e(t) as n→+∞ (4.8)
uniformly on R, so for a subsequence
w(t − (n))→ v(t) as n→+∞, (4.9)
w′(t − (n))→ v′(t) as n→+∞ (4.10)
uniformly on R and v is a solution on R of Eq. (1.1) such that v ∈ AP 2(RN). By
(4.9) and (4.10), we deduce
v(t + (n))→ w(t) as n→+∞, (4.11)
v′(t + (n))→ w′(t) as n→+∞ (4.12)
uniformly on R.
By (4.5), (4.6), (4.11) and (4.12), we obtain
lim
n→+∞ h((n)) = limn→+∞ v((n))− u((n)) = w(0)− w(0) = 0 (4.13)
and
lim
n→+∞ h
′((n)) = 0. (4.14)
Since F is of class C2 and (u((n)))n and (v((n)))n are two bounded sequences,
(4.13) imply
lim
n→+∞ k((n)) = 0. (4.15)
Since, by Lemma 3.3 the function f is nonincreasing, for (4.3), it sufﬁces to remark
that
lim
n→+∞ f ((n)) = 0. 
Proof of Theorem 2.3. Let u be a solution bounded in the future of Eq. (1.1). By
Lemma 4.1, if we choose for example the numerical sequence (n)n, then there exists
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v ∈ AP 2(RN) a solution of Eq. (1.1) such that
lim
t→+∞ f (t) = 0, (4.16)
where h, k and f are deﬁned by (3.12)–(3.14). Let (n)n a numerical sequence satisfying
(4.1). By Lemma 4.1, there exists a subsequence ((n))n and v∗ ∈ AP 2(RN) a solution
of Eq. (1.1) such that
lim
n→+∞ h∗((n)) = limn→+∞ h
′∗((n)) = lim
n→+∞ k∗((n)) = 0 (4.17)
and
lim
t→+∞ f∗(t) = 0, (4.18)
where
h∗(t) := v∗(t)− u(t), (4.19)
k∗(t) := ∇F(v∗(t))− ∇F(u(t)) (4.20)
and
f∗(t) := 12 ‖ h∗(t) ‖2
+ 12 
 C−1(h′∗(t)+ k∗(t)) | h′∗(t)+ k∗(t) . (4.21)
We want to show that
lim
n→+∞ (‖ h((n)) ‖ + ‖ h
′((n)) ‖) = 0 (4.22)
for that we prove that h∗ = h.
Letting
H(t) := v∗(t)− v(t), (4.23)
K(t) := ∇F(v∗(t))− ∇F(v(t)) (4.24)
and
F(t) := 12 ‖ H(t) ‖2
+ 12 
 C−1(H ′(t)+K(t)) | H ′(t)+K(t) . (4.25)
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Since v and v∗ ∈ AP 2(RN), F is almost periodic and by Lemma 3.3, F is nonincreasing,
therefore
F(t) = constant ∀t ∈ R. (4.26)
By (3.12), (3.13), (4.19), (4.20), (4.23) and (4.24), we have
H(t) = h∗(t)− h(t), (4.27)
K(t) = k∗(t)− k(t) (4.28)
and by (3.14), (4.21) and (4.25), we obtain
F(t) = f∗(t)+ f (t)− 
 h∗(t) | h(t)
−
 C−1(h′∗(t)+ k∗(t)) | h′(t)+ k(t) . (4.29)
By (4.16)–(4.18), (4.29) and the boundedness of h, h′ and k on [0,+∞), we deduce
that
lim
n→+∞ F((n)) = 0 (4.30)
and by (4.26), we have
F(t) = 0 ∀t ∈ R. (4.31)
By Lemma 3.4, we obtain H(t) = 0 on R, so h(t) = h∗(t) on [0,+∞), therefore, by
(4.17), we obtain (4.22). We have proved that for each sequence (n)n satisfying (4.1),
there exists a subsequence ((n))n such that (4.22) is fulﬁlled, therefore
lim
t→+∞ (‖ h(t) ‖ + ‖ h
′(t) ‖) = 0,
thus (2.8) is proved. 
5. Proof of the result of existence and uniqueness
The object of this section is to prove Theorem 2.4.
Proof of Theorem 2.4. (i) To prove the uniqueness, we consider u and v two bounded
solutions on R of Eq. (1.1). Let h, k and f deﬁned by (3.12)–(3.14). By Lemma 3.1,
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u′, v′, u′′ and v′′ are bounded on R, in particular h, h′, h′′, k and f are bounded on
R. By (3.18) and (H3), one has f ′(t) − c∗ ‖ h(t)‖2, so
c∗
∫ t2
t1
‖ h(t)‖2 dtf (t1)− f (t2)
for t1 < t2. By Lemma 3.3, f is nonincreasing, therefore
c∗
∫ +∞
−∞
‖ h(t)‖2 dt sup
t∈R
f (t)− inf
t∈R
f (t) < +∞. (5.1)
On the other hand, d
dt
(‖ h(.)‖2) is bounded on R, therefore ‖ h(.)‖2 is uniformly
continuous on R. By (5.1), one has lim|t |→+∞ ‖ h(t) ‖= 0 and by (H4), we deduce
lim|t |→+∞ ‖ k(t) ‖= 0. Moreover, h′ is uniformly continuous on R, so lim|t |→+∞ ‖
h′(t) ‖= 0 and obviously
lim|t |→+∞ f (t) = 0. (5.2)
Since f is nonincreasing, f (t) = 0 for all t ∈ R, by (5.1), we deduce
∫ +∞
−∞
‖ h(t)‖2 dt = 0,
therefore h(t) = 0, i.e. u(t) = v(t).
By Lemma 3.1, it remains to prove that Eq (1.1) has at least one bounded solution
on R. For that we use the method of guiding functions as developed in the book of
Krasnosel’skii and Zabreiko [13].
We consider an equivalent system to Eq. (1.1)
{
x′ = g1(t, x, y),
y′ = g2(t, x, y),
(5.3)
where
g(t, x, y) := (g1(t, x, y), g2(t, x, y)) = (y,−∇2F(x)y − Cx + e(t)) (5.4)
(∇2F(x) denotes the Hessian of F). Let
V0(x, y) := − 12 (
 Cx | x  + ‖ y ‖2), (5.5)
W(x, y) := − 12 (‖ x ‖2 + 
 C−1(y + ∇F(x)) | y + ∇F(x)) (5.6)
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and
V	(x, y) := V0(x, y)+ 	W(x, y) (5.7)
for x and y ∈ RN , where 	 > 0 is a small constant.
We want to show that V	 is a regular guiding function for Eq. (5.3) [13, 13.6, p. 50].
If we denote by 
 . | .2N the standard inner product of the space R2N ≡ RN ×RN ,
and ‖ . ‖2N the associated Euclidian norm, then we have 
 X | Y 2N :=
 X1 |
Y1  + 
 X2 | Y2  for X := (X1, X2) and Y := (Y1, Y2) ∈ R2N . The gradient of
V	 is
∇V	(x, y) = ∇V0(x, y)+ 	∇W(x, y), (5.8)
where
∇V0(x, y) = (−Cx,−y) (5.9)
and
∇W(x, y) = (−x − ∇2F(x)C−1(y + ∇F(x)),−C−1(y + ∇F(x))). (5.10)
By (H4), we deduce that
‖ ∇2F(x) ‖ k∗ and ‖ ∇F(x) ‖ k∗ ‖ x ‖ + ‖ ∇F(0) ‖
for each x ∈ RN , therefore there exists R1 > 0 and a1 > 0 such that
‖ ∇V	(x, y) ‖2N a1(‖ x‖2+ ‖ y‖2)
1
2 for ‖ x‖2+ ‖ y‖2R21 . (5.11)
For the same reason, there exists R2 > 0 and a2 > 0 such that
‖ g(t, x, y) ‖2N a2
(
‖ x‖2+ ‖ y‖2
) 1
2 for ‖ x‖2+ ‖ y‖2R22 . (5.12)
By computing, we obtain

∇V	(x, y) | g(t, x, y)2N=
 ∇2F(x)y | y  +	
 ∇F(x) | x ,
− 
 e(t) | y + 	C−1(y + ∇F(x))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and by (H3), we deduce that

 ∇2F(x)y | y  c∗ ‖ y‖2
and

 ∇F(x) | x  c∗ ‖ x‖2− ‖ ∇F(0) ‖‖ x ‖
for each x and y ∈ RN , therefore

∇V	(x, y) | g(t, x, y)2N 	c∗ ‖ x‖2 + c∗ ‖ y‖2 − 	 ‖ ∇F(0) ‖‖ x ‖
− ‖ e‖∞(‖ y ‖ +	 ‖ C−1(y + ∇F(x)) ‖)
	c∗ ‖ x‖2 + c∗ ‖ y‖2− ‖ e‖∞ ‖ y ‖ −	 ‖ ∇F(0) ‖‖ x ‖
− ‖ e‖∞	 ‖ C−1 ‖ (‖ y ‖ +k∗ ‖ x ‖ + ‖ ∇F(0) ‖),
thus if we choose 0 < 	 < 1, there exists R3 > 0 such that

 ∇V	(x, y) | g(t, x, y)2N 	 c∗2
(
‖ x‖2+ ‖ y‖2
)
(5.13)
for
‖ x‖2+ ‖ y‖2R23 . (5.14)
If we denote by
R := max(R1, R2, R3) and  := 	c∗4a1a2 ,
we have R > 0 and  > 0, and by (5.11)–(5.14), we deduce that

 ∇V	(x, y) | g(t, x, y)2N>  ‖ ∇V	(x, y) ‖2N‖ g(t, x, y) ‖2N (5.15)
for
‖ x‖2+ ‖ y‖2R2. (5.16)
Since
‖ ∇V0(x, y) ‖22N=‖ Cx ‖2 + ‖ y ‖2
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and C is nonsingular, there exists 
 > 0 such that
‖ ∇V0(x, y) ‖2N> 

(
‖ x‖2+ ‖ y‖2
) 1
2 for (x, y) = (0, 0). (5.17)
We want to show that there exists 	1 > 0 such that
‖ ∇V	(x, y) ‖2N> 
2 (‖ x‖
2+ ‖ y‖2) 12 (5.18)
for
0 < 		1 and ‖ x‖2+ ‖ y‖2R2. (5.19)
Assume the contrary: there exists two sequences (	n)n and ((xn, yn))n such that
0 < 	n
1
n
and ‖ xn‖2+ ‖ yn‖2R2 (5.20)
and
‖ ∇V	n(xn, yn) ‖2N 


2
(‖ xn‖2+ ‖ yn‖2) 12 . (5.21)
By (H4) and (5.10), we deduce that there exists 1 and 2 > 0 such that
‖ ∇W(xn, yn) ‖2N 1(‖ xn‖2+ ‖ yn‖2)
1
2 + 2 (5.22)
and by (5.8) and (5.20)–(5.22), we obtain
‖ ∇V0(xn, yn) ‖2N 
( 

2
+ 1	n
)
(‖ xn‖2+ ‖ yn‖2) 12 + 2	n. (5.23)
We either have that
lim
n→+∞ ‖ xn‖
2+ ‖ yn‖2 = +∞ (5.24)
or the sequence ((xn, yn))n possesses a cluster point (x∗, y∗) = (0, 0). In the second
case, we obtain
‖ ∇V0(x∗, y∗) ‖2N  
2 (‖ x∗‖
2+ ‖ y∗‖2) 12 ,
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this is a contradiction with (5.17). If (5.24) is satisﬁed, (5.23) implies
lim sup
n→+∞
‖ ∇V0(xn0 , yn0) ‖2N
(‖ xn0‖2+ ‖ yn0 ‖2)
1
2
 

2
,
so there exists an integer n0 such that
‖ ∇V0(xn0 , yn0) ‖2N 
3

4
(‖ xn0‖2+ ‖ yn0‖2)
1
2 ,
this is a contradiction with (5.17). By (5.15), (5.16), (5.18) and (5.19), there exists
	1 > 0 such that V	 is a regular guiding function of Eq. (5.3) for 0 < 		1.
Now, we want to show that there exists 	2 > 0 such that the index of the potential
V	 is nonzero for 0 < 		2 [13, 3.1, p. 5 and 12.1, p. 40]. Since C is a symmetric
and nonsingular linear operator, then the index of the quadratic potential V0 deﬁned
by (5.5), is nonzero [13, Theorem 12.1, p. 41]. Since ∇W ∈ C0(R2N,R2N) and the
gradient ﬁeld ∇V0 is nondegenerate on the sphere of radius R centered in the origin,
i.e. ∇V0(x, y) = (0, 0) for ‖ x‖2+ ‖ y‖2 = R2, then there exists 	2 > 0 such that
	 ‖ ∇W(x, y) ‖2N<‖ ∇V0(x, y) ‖2N
for 0 < 		2 and ‖ x‖2+ ‖ y‖2 = R2. By Rouché’s theorem [12, Theorem 5.7, p.
72], the gradient ﬁeld ∇V	 is nondegenerate on the sphere of radius R centered in the
origin and its rotation is equal to the rotation of the gradient ﬁeld ∇V0. By deﬁnition
of the index of a nonsingular potential [13, 12.1, p. 40], the index of the potential V	
is equal to the index of V0, so the index of V	 is nonzero.
If we denote by 	3 := min(	1, 	2), we have proved that V	3 is a regular guiding
function of Eq. (5.3) with nonzero index, and by [13, Theorem 13.6, p. 56], Eq. (5.3)
has at least one bounded on R, therefore the same conclusion holds to Eq. (1.1).
(ii) (ii) is a consequence of (i) and Theorem 2.1. 
Remark on the guiding function (5.7). The function W deﬁned by (5.6) associated to
the system (5.3), is the translation of the quadratic form Q deﬁned by (1.2), associated
to Eq. (1.4). By using, (H3) and (H4), we deduce that

∇W(x, y) | g(t, x, y)2N c∗ ‖ x‖2− ‖ ∇F(0) ‖‖ x ‖
− ‖ e‖∞ ‖ C−1 ‖ (‖ y ‖ +k∗ ‖ x ‖ + ‖ ∇F(0) ‖).
The function W does not permit to control the derivative x′ = y. To build a guiding
function, we must add a complementary term to W. This term is the function V0 deﬁned
by (5.5). By the same calculus, we get

 ∇V0(x, y) | g(t, x, y)2N c∗ ‖ y‖2− ‖ e‖∞ ‖ y ‖ .
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To be able to compute the index of the potential of the guiding function, we choose
for the guiding function: V	 = V0 + 	W , where 	 > 0 is a small constant, instead of
V0 +W .
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