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RESUMEN: 
El objetivo del presente trabajo es el estudio de la función de producción de la 
Unión Europea durante el periodo 2007-2016, usando datos de panel. En el primer 
capítulo, realizamos un análisis teórico de los diferentes modelos de estimación que 
aplicaremos en nuestra investigación, así como la explicación teórica para la 
elección del modelo más adecuado. En el segundo capítulo encontramos el 
contenido práctico. Tras la realización de un previo análisis descriptivo y gráfico de 
las variables y datos utilizados, llevamos a cabo la estimación de los tres modelos 
mencionados en el capítulo anterior y la posterior elección del más acorde a nuestra 
observación, en este caso, el modelo de efectos fijos. Una vez elegido el modelo, 
efectuamos de nuevo la estimación del mismo introduciendo variables ficticias para 
intentar solventar los problemas que inicialmente encontramos de autocorrelación y 
heterocedasticidad y realizaremos un análisis sobre los efectos fijos resultantes. En 
el tercer capítulo, finalizaremos con las conclusiones y principales resultados 
obtenidos en el estudio. 
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El objetivo del trabajo es estudiar la función de producción de la Unión Europea 
durante el periodo 2007-2016 a través de la metodología de datos de panel. 
Para llevar a cabo dicha estimación, debemos elegir un modelo de producción 
acorde a nuestro estudio. Utilizaremos el modelo de Cobb-Douglas, uno de los más 
tradicionalmente empleados en los estudios y teorías macroeconómicas para la 
determinación de funciones de producción, siendo las variables del mismo, trabajo y 
capital. 
Las variables que hemos elegido para nuestro trabajo son el PIB, la formación bruta 
de capital fijo y el empleo, cuyos datos han sido obtenidos de las fuentes oficiales 
estadísticas del Banco Mundial. 
En el primer capítulo, se desarrolla el marco teórico. Explicaremos el modelo de 
producción de Cobb-Douglas y los tres modelos de panel con los que trabajaremos, 
así como las pautas que debemos seguir para la elección del más adecuado. 
En el segundo capítulo, comenzaremos realizando un análisis descriptivo de los 
datos e interpretación de los estadísticos principales. La principal función de este 
punto será la de observar la evolución de los datos de la muestra y analizar las 
posibles distorsiones. Comprobaremos si las variables muestran o no un 
comportamiento similar en los diferentes países y años, realizando contrastes de 
igualdad de medias por países y por periodos de tiempo sobre las tres variables, 
confirmando dichos resultados con un análisis gráfico. 
Posteriormente, llevaremos a cabo la estimación de los tres modelos. Estudiaremos 
los posibles problemas de autocorrelación y heterocedasticidad que se puedan dar en 
cada uno de ellos y analizaremos los efectos fijos y aleatorios obtenidos. 
Para la elección del más acorde a nuestro estudio, consideraremos el contraste de 
diferentes interceptos por grupos y el contraste de Breush-Pagan para decidir si 
ambos sugieren que un modelo de coeficientes contantes es el más adecuado a 
nuestros datos.  
Una vez rechazado el modelo de coeficientes constantes, aplicaremos el contraste 
de Hausman para decidir entre modelo de efectos fijos y modelo de efectos aleatorios, 
concluyendo que la estimación más adecuada para nuestro estudio es el modelo de 
efectos fijos. 
Para intentar solventar los problemas de autocorrelación y heterocedasticidad, 
estimaremos de nuevo el modelo elegido introduciéndole variables ficticias y 
volveremos a realizar una interpretación de sus efectos. 
Finalmente, en el tercer capítulo, analizaremos las conclusiones sobre los 
resultados obtenidos por países, manteniendo una situación de igualdad en los 
factores productivos, y estudiaremos que países presentan un PIB por encima o por 
debajo de la media con una interpretación de los resultados. 
  






INTRODUCCIÓN AL ANÁLISIS ECONOMÉTRICO CON DATOS 
DE PANEL. 
En este capítulo vamos a desarrollar los conceptos básicos y  principales métodos de 
estimación que utilizaremos en el desarrollo de nuestro estudio de forma teórica así 
como el mecanismo para la elección del modelo más adecuado a nuestros datos.                                                 
 
1.1. CONCEPTOS BÁSICOS 
 
Los datos económicos pueden clasificarse en función de su referencia o no al instante 
de observación: 
 
a) Datos de sección cruzada o datos transversales: Son observaciones de 
diferentes variables (personas, países, regiones, instituciones, empresas...) en 
el mismo periodo o instante temporal. 
b) Datos de series temporales: Son observaciones de una sola variable 
asociadas a diferentes instantes de tiempo 
c) Datos mixtos: Son observaciones de diferentes variables en varios periodos o 
instantes temporales. A su vez, distinguimos entre: 
 Datos de secciones cruzadas independientes: Son observaciones de 
muestras de individuos o variables en diferentes periodos de tiempo. Los 
individuos seleccionados no son los mismos en cada momento temporal. 
 Datos de panel: Son observaciones de los mismos individuos o variables 
en diferentes momentos temporales. En nuestro caso concreto, referentes a 
los 28 países de la UE en el periodo 2007-2016 sobre las variables: 
- Producción: PIB (US$ a precios constantes de 2010). 
- Inversión: Formación Bruta de capital fijo (US$ a precios constantes 
de 2010). 
- Empleo: % de desempleo (respecto a la población activa) total y 
población activa total. 
 
1.2. REGRESIÓN LINEAL CON DATOS DE PANEL. PLANTEAMIENTO 
GENERAL. 
La formulación del modelo de regresión lineal para datos de panel es la siguiente: 
ݕ௜௧ = ߚ௢ + ߚଵݔଵ௜௧ +  ߚଶݔଶ௜௧ + ⋯ + ߚ௞ݔ௞௜௧ + ݑ௜௧  , ݅ = 1 … ܰ, ݐ = 1, … , ܶ 
 
Utilizamos el subíndice ݅ para hacer referencia a las distintas secciones 
transversales y el ݐ para los distintos momentos temporales. Con el uso de datos de 
panel, obtenemos la ventaja del aumento del tamaño muestral (NxT), que usualmente 
conlleva una disminución de los errores estándar de los estimadores y, por 
consiguiente, un aumento de la precisión de estos. Sin embargo, se manifiestan 
dificultades estadísticas a la hora de estimar los parámetros del modelo. 
 
Mencionamos las hipótesis que han de verificar las perturbaciones en un modelo de 
regresión para que el estimador de mínimos cuadrados (MCO) sea el estimador 
eficiente: 
 
- Esperanza nula 
- Homocedasticidad 
- Incorrelación 





Al disponer de varios individuos y varios periodos de tiempo, el planteamiento 
genérico que vamos a hacer cuando disponemos de datos de panel es: 
 
ݑ௜௧ =  ߙ௜ +  ⏀௧ +  ߝ௜௧ 
Dónde: 
ߙ௜ Es el efecto propio del individuo i-ésimo. 
⏀௧ Es el efecto propio del periodo t-ésimo. 
ߝ௜௧ Es una perturbación de ruido blanco, lo que implica que verifica las hipótesis 
indicadas anteriormente. 
 
Las perturbaciones ݑ௜௧ en principio no verifican las “hipótesis usuales”, por lo que la 
estimación MCO no será adecuada. Asimismo, si los efectos ߙ௜ y/o ⏀௧ son relevantes 
también se plantea como objetivo obtener estimaciones de estos. 
 
El método de estimación que debemos utilizar depende de las hipótesis que se 
establezcan acerca de los efectos ߙ௜ y ⏀௧. Las tres alternativas básicas (que 
estudiaremos en los apartados posteriores) son: 
 
- El modelo de coeficientes constantes 
- El modelo de coeficientes fijos 
- El modelo de efectos aleatorios 
 
 
1.3. PRINCIPALES METODOS DE ESTIMACIÓN. 
 
A continuación, pasamos a explicar que hipótesis sobre ߙ௜ y ⏀௧ llevan cada uno de los 
siguientes modelos. Además, supondremos por comodidad en la escritura que el 
modelo de regresión tiene ordenada en el origen y una única variable explicativa. 
 
 
1.3.1.  El modelo de coeficientes constantes 
El modelo de coeficientes constantes partimos de la hipótesis de que tanto los efectos 
individuales como temporales no son relevantes ya que son todos iguales. Es decir, la 
hipótesis es:  
 
ߙ௜ =  ߙ∀௜ Y ⏀௧ = ⏀∀௧ 
 
Por ello, no existen diferencias ni entre individuos ni entre periodos. 
Bajo esta hipótesis, los parámetros ߙ y ⏀ se incorporan a la ordenada en el origen del 
modelo (el nuevo parámetro a estimar sería  ߚ଴′ =  ߚ଴ − ߙ − ⏀) y como consecuencia; 
 
ݑ௜௧ =  ߝ௜௧ , ∀௜,௧, 
 
Es decir, en este caso las perturbaciones ݑ௜௧ =  ߝ௜௧ verifican las hipótesis habituales 
y por tanto utilizaremos el estimador MCO. Observamos que en definitiva se está 
suponiendo que los coeficientes de la regresión son el mismo para todas las 
observaciones (todos los individuos y todos los periodos de tiempo). 
 
Dado que el modelo de partida es ݕ௜௧ = ߚ௢ + ߚଵݔ௜௧ + ߙ௜ + ⏀௧ +  ߝ௜௧, bajo esta 
hipótesis obtenemos: 
 





ݕ௜௧ = ߚ௢ + ߚଵݔଵ௜௧ + ߙ௜ + ⏀௧ +  ߝ௜௧  ↔  ݕ௜௧ = ߚ௢ − ߙ − ⏀ + ߚଵݔ௜௧ + ߝ௜௧  ↔ ࢟࢏࢚ = ࢼ૙
′ +
ࢼ૚࢞࢏࢚ + ࢿ࢏࢚ 
 
Podemos resumir los pasos para estimar el modelo de coeficientes constantes en 
tres: 
En primer lugar, obtendremos la estimación MCO para todas las observaciones de 
manera conjunta.   
En segundo lugar, es probable que, aunque hayamos supuesto las hipótesis 
habituales, se den problemas de heterocedasticidad entre individuos (es decir, 
var(ߝ௜௧)= ߪ௜
ଶ ) o autocorrelación entre periodos (es decir, cov (ߝ௜௧,ߝ௜௦ )= ߪ௧௦≠ 0). 
En tercer lugar, si se da este caso aplicaremos alguna de las técnicas conocidas de 
estimación en presencia de heterocedasticidad y/o autocorrelación. 
 
Además, cuando se trabaja con un panel de datos, pueden aparecer situaciones 
más complejas como el denominado problema de “correlación contemporánea” que 
significa que existe correlación entre diferentes individuos en el mismo periodo de 
tiempo (es decir, cov (ߝ௜௧,ߝ௝௧)=ߪ௜௝≠0). En principio también podría darse 
heterocedasticidad temporal (es decir, var (ߝ௜௧)=ߪ௧ଶ), o correlación temporal con una 
estructura diferente al modelo AR (1) formulada de la forma cov (ߝ௜௧ , ߝ௜௦)=ߪ௧௦≠ 0. 
 
1.3.2.  El modelo de coeficientes fijos 
Por simplicidad en la escritura, supondremos que el modelo de partida es el siguiente: 
 
ݕ௜௧ = ߚ௢ + ߚଵݔ௜௧ + ߙ௜ + ⏀௧ +  ߝ௜௧ 
 
En el modelo de efectos fijos se asume que los efectos individuales ߙ௜ y ⏀௧ son 
parámetros desconocidos pero fijos (al igual que ߚ௢ y ߚଵ), por tanto, se añaden al 
modelo un número importante de parámetros (N+T parámetros). 
 
Lo más habitual, sobre todo si el número de observaciones no es muy elevado (N), 
es analizar los efectos individuales suponiendo que los temporales son iguales y 
viceversa (aun cuando el número de observaciones es suficientemente elevado como 
para analizar ambos efectos a la vez, siempre es conveniente estudiarlos previamente 
por separado). 
 
Suponiendo que estamos interesados en analizar los efectos individuales ߙ௜ siendo 
los efectos temporales no relevantes (iguales entre sí), las perturbaciones serán de la 
forma: 
ݑ௜௧ =  ߙ௜ +  ߝ௜௧ 
 
Y el modelo; 
ݕ௜௧ = ߚ௢ + ߚଵݔ௜௧ + ߙ௜ +  ߝ௜௧ 
 
O lo que es lo mismo,  
ݕ௜௧ = ߚ௢ + ߙ௜ + ߚଵݔ௜௧ + ߝ௜௧ 
 
Por tanto, vamos a estimar un modelo en el que la pendiente ߚଵ es común a todas 
las observaciones, pero en el que el nivel medio u ordenada en el origen, en principio 
es diferente para cada individuo o variable.  
 
Hay dos opciones principales para estimar este tipo de modelos y con ambas 
alternativas se obtienen los mismos resultados: 





a) Modelo en desviaciones respecto a las medias por cross-section 
(Desviacionesintragrupo). 
 
En vez de considerar los datos iniciales ݕ௜௧ y ݔ௜௧ se consideran los datos en 
desviaciones intragrupo, es decir, ݕ௜௧ − ݕపഥ  y ݔ௜௧- ̅ݔ௜. En cada caso lo que hacemos 
es restar a cada dato la media del individuo para todos los periodos observados. 
 
Disponemos de efectos fijos, ߙ௜ − ߙത௜ = ߙ௜ − ߙ௜= 0, ya que el efecto fijo no 
cambia en el tiempo. Así con este procedimiento, eliminamos los efectos fijos y 
tenemos un modelo en el que las perturbaciones, en principio, verifican las 
hipótesis habituales. Así, estimamos por MCO y finalmente “recuperamos” 
estimaciones de los ߙ௜ y de ߚ௢ a través de los residuos MCO. 
 
b) Modelo con variables ficticias. 
 
Para estimar el modelo, definimos una serie de variables ficticias, artificiales o 
dummy, de la forma: 
 
ܦ௜ = 1 Si la observación corresponde al ítem i-ésimo 
ܦ௜ = 0 En caso contrario 
i = 1...N 
 
Con estas variables, podemos plantear dos modelos econométricos 
equivalentes: 
ݕ௜௧ = ߚ௢ + ߙଶܦଶ௧ + ߙଷܦଷ௧ + ⋯ +  ߙேܦே௧ + ߚଵݔ௜௧+ ߝ௜௧ 
ݕ௜௧ = ߙଵܦଵ௧ + ߙଶܦଶ௧ + ߙଷܦଷ௧ + ⋯ +  ߙேܦே௧ + ߚଵݔ௜௧+ ߝ௜௧ 
 
Observamos que en el primer caso a), hay N-1 variables ficticias más una 
ordenada en el origen común y en el segundo caso b), hay N variables ficticias sin 
ordenada en el origen (debemos tener en cuenta que si introducimos N variables 
ficticias y una ordenada en el origen el modelo no será estimable puesto que 
presentará colinealidad exacta).En el modelo b) la interpretación de los parámetros 
es: ߙ௜ es el efecto fijo correspondiente al individuo i-ésimo; En el modelo a) la 
interpretación es diferente: ߚ௢ es el efecto fijo del individuo o variable tomado como 
referencia (en nuestro caso el 1), mientras que ߙ௜ es la diferencia entre el efecto 
fijo del individuo i-ésimo y el que se ha tomado como referencia (el primero). 
 
Por último, debemos indicar algunas observaciones de este modelo: 
 
- En un modelo de efectos fijos individuales, no podemos incluir variables que no 
cambien en el tiempo, ya que dan origen a colinealidad exacta tanto usando 
datos en desviaciones intragrupo como usando variables ficticias. Si además 
se añaden efectos temporales, tampoco se pueden incluir variables que 
cambien en el tiempo por igual para todos los individuos (por ejemplo, la edad). 
 
- El estimador de efectos fijos permite la existencia de correlación entre ߙ௜ y las 
variables explicativas en cualquier periodo, pues los ߙ௜ no forman parte de las 









1.3.3. Modelo de estimación efectos aleatorios 
Consideramos al igual que antes, la ecuación: 
ݕ௜௧ = ߚ௢ + ߚଵݔ௜௧ + ߙ௜ + ⏀௧ +  ߝ௜௧ 
 
En el modelo de efectos aleatorios, asumimos que los efectos individuales ߙ௜ y ⏀௧ 
son variables aleatorias y normalmente se les suele especificar una distribución 
normal. El término de perturbaciones del modelo es, en principio, la suma de las tres 
variables aleatorias normales. 
 
Como en el modelo anterior, se suelen analizar los efectos individuales y 
temporales por separado, sobre todo si el número de observaciones es limitado. Nos 
centraremos en el análisis de los efectos cross-section. Destacamos que, para estimar 
el modelo, es necesario asumir que los efectos aleatorios individuales no guardan 
ningún tipo de relación con las variables explicativas. 
 
El término de perturbación es ݑ௜௧ =  ߙ௜ +  ߝ௜௧, donde ߙ௜  ݕ ߝ௜௧ son variables aleatorias 
normales. Las hipótesis sobre las perturbaciones son: 
 
ߝ௜௧ ~  N (0,ߪఌଶ) 
ߙ௜~  N (0,ߪఈଶ) 
Independientes. 
 
Puesto que las perturbaciones de ruido blanco ߝ௜௧ son homocedásticas y se asume 
independencia entre ߝ௜௧ y ߙ௜, se deduce inmediatamente que las perturbaciones ݑ௜௧ 
también son homocedásticas, pues: 
 
Var (ݑ௜௧) = Var (ߙ௜+ ߝ௜௧) = Var (ߙ௜)+ Var (ߝ௜௧) = ߪఈଶ+ߪఌଶ = ߪ௨ଶ 
 
Sin embargo, las perturbaciones ݑ௜௧ no son incorreladas; concretamente, las 
perturbaciones de un mismo individuo en diferentes periodos de tiempo presentan 
correlación, solo lo son cuando hablamos de varios individuos diferentes, puesto que: 
 
Cov[ ݑ௜௧, ݑ௜௦] = Cov [ ߙ௜ + ߝ௜௧ , ߙ௜ + ߝ௜௦] = Cov (ߙ௜, ߙ௜) + Cov (ߙ௜,ߝ௜௦) + Cov [ߝ௜௧,ߙ௜] + 
Cov [ߝ௜௧,ߝ௜௦] = Cov (ߙ௜, ߙ௜) = Var (ߙ௜) = ߪఈଶ 
 
Por tanto, hay que utilizar un estimador de Mínimos Cuadrados Generalizados 
(MCG) apropiado para este esquema de autocorrelación (es decir, hay que buscar una 
transformación del modelo que elimine el problema y luego estimar por MCO). La 
transformación que debemos realizar en el modelo consiste en usar datos en “cuasi-
desviaciones respecto a la media”. La transformación que se aplica es: 
 
ݕ௜௧ →  ݕ௜௧
∗ =  ݕ௜ − Ɵݕపഥ; ݔ௜௧ → ݔ௜௧
∗ = ݔ௜௧ − Ɵݔపഥ
 
 








Es importante realizar la interpretación del parámetro Ɵ, teniendo en cuenta que si 
Ɵ = 0 (o, lo que es lo mismo, ߪఈଶ = 0), obtendríamos el estimador para el modelo de 
coeficientes constantes (ya que realmente no estaríamos transformando los datos) y si 
Ɵ = 1 estaríamos obteniendo el estimador para el modelo de efectos fijos a través del 
modelo de datos en desviaciones respecto a las medias por cross-section. Es decir, el 





estimador del modelo de efectos aleatorios puede entenderse en cierta forma como un 
“estimador intermedio” entre efectos fijos y modelo de coeficientes constantes 0< Ɵ< 1. 
 
Algunas observaciones acerca de este modelo son: 
 
- En un modelo de efectos aleatorios, pueden incluirse en principio variables 
explicativas que permanezcan constantes en el tiempo o que varíen por igual 
para todos los individuos. 
 
- El estimador no permite la existencia de correlación entre ߙ௜ y las variables 
explicativas; en caso de existir dicha correlación, el estimador no es 
consistente. Si el número de parámetros del modelo es superior al número de 




1.3.4. Elección del modelo 
 
La elección del modelo más adecuado a nuestros datos no es un problema con una 
solución clara. La mejor estrategia siempre es estimar los tres modelos, corregir las 
deficiencias y comparar los resultados.  
 
Una forma de elegir el modelo más adecuado sin tener que realizar una estimación 
de todos ellos, sería respondiendo a dos cuestiones: 
 
1.) ¿Son relevantes los efectos individuales? 
 
Para responder a esta pregunta, debemos estimar los modelos de efectos fijos 
y de efectos aleatorios. Y realizar el contraste para analizar si los efectos son o 
no relevantes. Si la respuesta a esta pregunta es No, lo más adecuado sería 
usar un modelo de coeficientes constantes. Sin embargo, si la respuesta fuere 
Si, tendríamos que decidir entre el modelo de efectos fijos y el de efectos 
aleatorios, para lo que debemos responder a la segunda pregunta. 
 
2.) ¿Efectos fijos o aleatorios? 
 
La diferencia que podemos hallar entre un modelo u otro reside en decidir si los 
efectos individuales ߙ௜ están correlacionados con las variables explicativas, 
aunque esta determinación es dificultosa previamente. 
 
En general, suele considerarse que el modelo de efectos aleatorios es más 
adecuado cuando el número de observaciones transversales es mucho mayor 
que el de las temporales, puesto que, en ese caso, es más apropiado ver la 
influencia de un agente social concreto, no como un efecto fijo, sino como una 
variable aleatoria cuya distribución incluye todas las unidades de la muestra. Si 
el número de observaciones transversales es reducido, suele considerarse en 
general más adecuado el modelo de efectos fijos. 
 
Sin embargo, realizaremos el contraste de Hausman para ver cuál es 
realmente el modelo más adecuado, el cual establece como hipótesis nula que 
los efectos individuales son incorrelados con las variables explicativas (es 
decir, la hipótesis nula es que el modelo más adecuado es el de efectos 
aleatorios) siendo la hipótesis alternativa la contraria (el modelo es de efectos 
fijos). 






ESTIMACIÓN DEL MODELO. 
En este capítulo, comenzaremos explicando el modelo de producción de Cobb-
Douglas y realizaremos un análisis descriptivo de las variables y datos utilizados. 
Finalizaremos con la estimación de los tres modelos mencionados en el capítulo 
anterior y la elección del más acorde a nuestro estudio. 
 
 
2.1 EXPLICACIÓN DEL MODELO. 
 
2.1.1. Función de producción 
La función de producción es la relación existente entre los factores o insumos 
utilizados en un proceso productivo (inputs), y el producto obtenido (outputs), dada una 
cierta tecnología. Asocia a cada conjunto de insumos (servicios de los factores por 
período) el máximo nivel de producción por período alcanzable de acuerdo a las 
posibilidades técnicas. 
Normalmente se agrupa a los insumos o factores de producción en trabajo y capital. 
Estos son sólo categorías creadas para simplificar el análisis, pueden agrupar a un 
gran número de insumos con particularidades diferentes (tierra, materias primas, 
recursos naturales etc.) 
 
De esta manera, construimos la función de producción: 
 
Y = F (L, K, ܴ௜) 
Siendo; 
Y: cantidad de producción por período de tiempo 
L: flujo de servicios de los trabajadores por período de tiempo 
K: flujo de servicios del stock capital por período de tiempo 
ࡾ࢏: Otros factores de producción por período de tiempo 
La pendiente de la curva de producción es positiva, ya que a mayor producción se 
necesitarán más trabajadores (relación directa) y decreciente porque aunque la 
producción aumente, el aumento del trabajo lo hará en un porcentaje cada vez menor. 
Las variaciones de trabajo dan lugar a movimientos a lo largo de la curva, mientras 
que, si la variación es de capital se produce un movimiento de la misma curva. En el 
caso de que aumenten los recursos de capital para una determinada cantidad de 
empleo, la curva se desplazará hacia arriba, y viceversa. 
Los recursos productivos de una sociedad dependen de su capacidad. Si hay 
ahorro, habrá más inversión, aumentando así a largo plazo los recursos productivos, 
generando esto mayor producción. 
Los supuestos básicos comunes son: 
1) F(0,K,ܴ௜)= 0,∀ܭ, se acepta que sólo es posible obtener algo de producto 
usando una mínima cantidad de trabajo L. 
2) ܨ௄′ ,ܨ௅′ ,ܨ௜
′> 0 , es decir, las productividades marginales de trabajo, capital y 
demás recursos son positivas. 





3) ܨ௄௄′ ,ܨ௅௅′ , ܨ௜௜
′ < 0 , es decir, las productividades marginales son decrecientes 
(tal como establece la ley de rendimiento decrecientes). 
4) ܨ(ߣܮ, ߣܭ, ߣܴ௜),∀ߣ, es decir, se supone que los rendimientos de escala son 
constantes, lo que implica que la función de producción será una función 
homogénea de primer grado. 
Los rendimientos de escala evalúan como se modifica la cantidad producida cuando 
las cantidades de todos los factores empleados aumentan en una misma proporción. 
Se distinguen tres tipos de rendimientos de escala: 
 
a) Rendimientos constantes a escala: existen cuando una variación en una 
determinada proporción de todos los factores productivos genera una variación 
en igual proporción en la producción.  
∀ߣ > 1:                ܨ(ߣܮ, ߣܭ, ߣܴ௜)= ߣܨ(ܮ, ܭ, ܴ௜) 
b) Rendimientos crecientes a escala: se dan cuando un aumento (disminución) en 
una determinada proporción de todos los factores productivos genera una 
variación en una proporción mayor (menor) en la producción. 
∀ߣ > 1:             ܨ(ߣܮ, ߣܭ, ߣܴ௜) > ߣܨ(ܮ, ܭ, ܴ௜) 
c) Rendimientos decrecientes a escala: cuando un aumento (disminución) en una 
determinada proporción de todos los factores genera una variación en una 
proporción menor (mayor) en la producción. 
                                     ∀ߣ > 1:             ܨ(ߣܮ, ߣܭ, ߣܴ௜) < ߣܨ(ܮ, ܭ, ܴ௜) 
 
 
2.1.2. Función de Cobb-Douglas 
Para la realización del estudio, utilizaremos el modelo de producción de Cobb-
Douglas, siendo este uno de los modelos más tradicionalmente utilizados en los 
estudios y teorías macroeconómicas para la determinación de las funciones de 
producción. Es un enfoque neoclásico para estimar la función de producción de un 
país y proyectar su crecimiento económico esperado. 
Fue propuesta por Knut Wicksell (1851-1926) e investigada con respecto a la 
evidencia estadística concreta, por Charles Cobb y Paul Douglas en 1928. 
El origen de la producción de Cobb-Douglas se encuentra en la observación empírica 
de la distribución de la renta nacional total de Estados Unidos entre el capital y el 
trabajo. 
Para representar las relaciones entre la producción obtenida utiliza las variaciones 
de los insumos capital (K) y trabajo (L), a los que más tarde se añadió la tecnología, 
llamada también productividad total de los factores (PTF).  




A: Progreso tecnológico exógeno también llamado productividad total de los factores 
K: Stock de capital 
L: número de empleados 
α y β: Parámetros que representan el peso de los factores K y L en la renta. Varían 
entre 0 y 1. 





La PTF no es una variable directamente observable. Por tanto, esta función de 
producción está compuesta por dos factores productivos que se mantienen constantes 
en el tiempo y un factor adicional (progreso técnico). 
La función de producción de Cobb-Douglas cuenta con ciertas características 
relevantes: 
1) Rendimientos constantes a escala que dependen de la suma de α y β. Los 
rendimientos a escala miden la variación de la producción ante un cambio 
proporcional en todos los factores. 
 
- Si α + β = 1, se tendrán rendimientos constantes a escala. 
- Si α + β >1, se tendrán rendimientos crecientes a escala. 
- Si α + β < 1, se tendrán rendimientos decrecientes a escala. 
 
2) Productividad marginal positiva y decreciente: esta propiedad refleja la ley de 
rendimientos decrecientes de los factores que indica que a medida que uno de 
los factores de producción aumenta y el resto se mantiene constante, su 
productividad va decayendo. 
 
3) La elasticidad de la producción es constante (no depende de los valores de K y 
L). 
 
Bajo estos supuestos básicos la función de producción de Cobb-Douglas toma la 
siguiente representación gráfica:  
 
Para estimar el crecimiento económico futuro es más útil reformular la función de 
producción de Cobb-Douglas aplicando logaritmos naturales, ya que necesitamos una 
función lineal en los parámetros. Con lo cual, la función quedaría de la siguiente 
manera: 
ܮ݊( ௧ܻ)= ߚ଴+ߚܮ݊(ܮ௧) + ߙܮ݊(ܭ௧) + ߤ௧ 
Esta es la nueva fórmula sobre la que se estimará el modelo, observando que los 
parámetros de esta ecuación α y β representan las elasticidades producción-capital y 
producción-empleo. Se asume que dentro de la función de Cobb-Douglas las 









2.2. VARIABLES Y DATOS UTILIZADOS. ANÁLISIS DESCRIPTIVO BÁSICO 
 
2.2.1. Variables y datos utilizados 
Vamos a realizar un estudio sobre las variables que afectan a la función de producción 
de la Unión Europea. Utilizaremos el modelo de producción de Cobb-Douglas, siendo 
las variables del mismo, trabajo y capital, por lo que nuestras variables deberán ser 
una de cada factor.  
Los datos empleados han sido obtenidos de fuentes estadísticas ordinarias, en este 
caso, de la base de datos del Banco Mundial, considerando las siguientes series de 
datos para la estimación de nuestra función de producción: 
- PIB (US$ a precios constantes de 2010). 
- Formación Bruta de capital fijo (US$ a precios constantes de 2010). 
- Empleo: % de desempleo (respecto a la población activa) total y población 
activa total. 
Hemos obtenido la serie “empleo” (la cual es la que realmente necesitamos para 
nuestra función de producción) realizando primero, una transformación de la tasa de 
desempleados en empleados aplicando la fórmula tasa de desempleados*población 
activa total/100, logrando de esta manera la serie empleo como la diferencia entre la 
población activa total y el desempleo. 
Todas estas series han sido obtenidas para cada uno de los 28 países que forman 
parte de la Unión Europea siendo el horizonte temporal utilizado de 10 años, periodo 
2007-2016. 
Las variables que vamos a emplear para nuestro estudio son las siguientes: 
 
a) Producto interior bruto (PIB) 
 
El PIB representa el valor monetario de todos los bienes y servicios finales 
generados durante un periodo de tiempo determinado (año) en un territorio 
económico. Presenta el tamaño de una economía y está valorado a precios de 
adquisición.  
 
Estos datos han sido obtenidos de la base de datos del Banco Mundial de los 
28 países que constituyen la Unión Europea cuya unidad está representada en 
US$ a precios constantes de 2010. 
 
b) Formación bruta de capital fijo (FBCF) 
 
Corresponde con el gasto que hacen los residentes en una economía en adquirir 
activos fijos materiales o inmateriales, destinados a utilizarse en los procesos 
productivos durante más de un ejercicio económico. Es la forma de calcular el nivel 
de inversión en una economía. 
 
Otro concepto que incluye la definición de formación bruta de capital, es el de 
variación de existencias, entendiendo por este la diferencia entre el valor final de 
un ejercicio de las existencias de materias primas, bienes en proceso de 
fabricación y productos terminados que se almacenan para su uso en ejercicios 
posteriores y el valor de las existencias de dichos productos al inicio del ejercicio. 
 
Los datos que hemos obtenido de esta variable, recogidos en la base de datos 
del Banco Mundial, están en US$ a precios constantes de 2010. 







La población ocupada o nivel de empleo de una economía está formada por todas 
aquellas personas que tienen un empleo remunerado o ejercen una actividad 
independiente y se encuentran trabajando, o bien están sin trabajar, pero 
mantienen un vínculo formal con su empleo”. Según la organización internacional 
del trabajo (OTI). 
 
De esta manera, la población ocupada está compuesta por personas mayores 
de una determinada edad que aportan su trabajo para producir bienes y servicios. 
La edad legal de incorporación en el mercado de trabajo es diferente entre los 
distintos países, quedando fijada por cada uno de ellos. 
Los trabajadores ocupados pueden desempeñar un trabajo por cuenta ajena o 
ejercer una actividad por cuenta propia. 
 
El conjunto de la población ocupada y la desocupada forma el total de la 
población económicamente activa o fuerza de trabajo. 
Los datos han sido obtenidos en la base de datos del Banco mundial y lo 
calcularemos como un porcentaje del desempleo. 
 
 
2.2.2. Análisis descriptivo básico 
En primer lugar, debemos realizar la transformación lineal del modelo de producción 
Cobb-Douglas mediante la incorporación de logaritmos. 
ܲܫܤ = ߚ଴݁݉݌݈݁݋ఉభܨܤܥܨఉమ݁ఓ(1) 
ܮ݊(ܲܫܤ)= ߚ଴+ߚଵܮ݊(݁݉݌݈݁݋) + ߚଶܮ݊(ܨܤܥܨ) + ߤ(2) 
Dónde: 
- PIB: función de producción europea (US$ a precios constantes de 2010) 
- Empleo: número de personas ocupadas (% desempleo) 
- FBCF: formación bruta de capital fijo (US$ a precios constantes de 2010) 
- El término ߤ comprende factores no precisados y aleatorios, corresponde 
con el término error o perturbación 
- Los términos ߚ଴,  ߚଵ ݕ ߚଶ corresponden con los parámetros del modelo 
A continuación, realizamos un resumen estadístico de las variables ܮ݊(݁݉݌݈݁݋), 
ܮ݊(ܲܫܤ) y ܮ݊(ܨܤܥܨ), considerando todas las observaciones disponibles de manera 
conjunta. 
  





Variable Media Mediana Mínimo Máximo 
ࡸ࢔(ࡼࡵ࡮) 26,0664 26,1699 22,8485 28,9612 
ࡸ࢔(ࡲ࡮࡯ࡲ) 24,5110 24,6762 21,1144 27,3539 
ࡸ࢔(ࢋ࢓࢖࢒ࢋ࢕) 15,0607 15,1866 11,9602 17,5455 
Variable Desv. típica C.V. Asimetría Exc. de 
curtosis 
ࡸ࢔(ࡼࡵ࡮) 1,57585 0,0604552 0,0436672 -0,820863 
ࡸ࢔(ࡲ࡮࡯ࡲ) 1,56530 0,0638612 -0,0268909 -0,794763 
ࡸ࢔(ࢋ࢓࢖࢒ࢋ࢕) 1,39147 0,0923906 -0,194435 -0,454951 
 Tabla 1: Resumen estadístico de las variables 
 Fuente: elaboración propia. 
 
Haciendo una breve interpretación de los estadísticos principales obtenemos que: 
 No hay excesiva dispersión puesto que las desviaciones típicas de las 
variables son pequeñas en relación a las medias. 
 Con respecto a la Asimetría de las variables, observamos que los datos 
obtenidos se mantienen dentro de los límites de asimetría. A medida que los 
datos se vuelven más simétricos, el valor de su asimetría se acercará a 0. 
 La curtosis del modelo, nos determina el grado de concentración que presentan 
los valores en la región central de la distribución. En nuestro caso, podemos 
identificar parámetros de distribuciones platicúrticas puesto que existe una baja 
concentración de valores (curtosis<0). 
Además, es interesante comprobar si las variables muestran o no un 
comportamiento similar en los diferentes países y años. Para ello, realizaremos 
contrastes de igualdad de medias por países y por periodo de tiempo a las variables  
ܮ݊(ܲܫܤ), ܮ݊(ܨܤܥܨ) y ܮ݊(݁݉݌݈݁݋). 
 
En primer lugar, sobre la variable ࡸ࢔(ࡼࡵ࡮): 
 
1.) Por país: 
Análisis de Varianza, respuesta = l_PIB__US__a_, tratamiento = 
País: 
                  Suma de cuadrados       gl  Media de cuadrados 
 
  Tratamiento               691,805       27             25,6224 
  Residuo                    1,0384      252          0,00412063 
  Total                     692,843      279             2,48331 
 
F(27, 252) = 25,6224 / 0,00412063 = 6218,07 [Valor p 0] 
 
  Nivel         n      media desv. típica 
 
  1            10    28,8954     0,041619 
  2            10    26,7209     0,025986 
  3            10     26,921     0,028263 
  4            10    24,6771     0,040004 
  5            10    23,9248     0,040646 
  6            10    24,8194     0,044694 





  7            10    26,5256     0,027394 
  8            10    24,6062     0,032251 
  9            10    27,9823     0,031229 
  10           10    23,8105     0,077753 
  11           10    26,2486     0,025831 
  12           10     28,626     0,023415 
  13           10    26,3438      0,13271 
  14           10    25,6398     0,042674 
  15           10    26,2327      0,14884 
  16           10    28,3776     0,031280 
  17           10    24,0183     0,075535 
  18           10     24,446     0,074516 
  19           10    24,7467     0,070920 
  20           10    22,9644      0,11558 
  21           10    27,4689     0,021809 
  22           10    26,9381     0,092323 
  23           10    26,1687     0,030123 
  24           10    28,5671     0,044498 
  25           10    26,0843     0,040355 
  26           10    25,2582     0,068119 
  27           10    25,9009     0,057437 
  28           10    26,9471     0,056816 
 
  Media global = 26,0664 
 
Analizamos Ho: medias de ܮ݊(ܲܫܤ), por países, iguales. Al 5% de significación 
rechazamos Ho. 
 
2.) Por años: 
 
Análisis de Varianza, respuesta = l_PIB__US__a_, tratamiento = 
Tiempo: 
                  Suma de cuadrados       gl  Media de cuadrados 
 
  Tratamiento              0,295751        9           0,0328612 
  Residuo                   692,547      270             2,56499 
  Total                     692,843      279             2,48331 
 
F(9, 270) = 0,0328612 / 2,56499 = 0,0128114 [Valor p 1,0000] 
 
  Nivel         n      media desv. típica 
 
  2007         28     26,065       1,6001 
  2008         28    26,0756       1,5972 
  2009         28    26,0181       1,6141 
  2010         28    26,0341       1,6168 
  2011         28    26,0516       1,6109 
  2012         28    26,0482       1,6045 
  2013         28    26,0535       1,6002 
  2014         28    26,0763       1,5946 
  2015         28    26,1084       1,5911 
  2016         28    26,1336       1,5860 
 
  Media global = 26,0664 
 
 





Analizamos Ho: Medias de ܮ݊(ܲܫܤ), por tiempo, iguales. Al 5% de significación 
aceptamos  Ho. 
Para las siguientes variables, ofreceremos la misma información de forma más 
resumida. 
 
En segundo lugar, sobre la variable ࡸ࢔(ࡲ࡮࡯ࡲ): 
 
1.) Por país: 
Análisis de Varianza, respuesta = l_FBCF__US__a, tratamiento = 
País: 
 
                  Suma de cuadrados       gl  Media de cuadrados 
 
  Tratamiento               676,571       27             25,0582 
  Residuo                   7,02833      252           0,0278902 
  Total                       683,6      279             2,45018 
 
F(27, 252) = 25,0582 / 0,0278902 = 898,459 [Valor p 5,83e-234] 
 
Analizamos Ho: medias de ܮ݊(ܨܤܥܨ), por países, iguales. Al 5% de significación 
rechazamos Ho. 
 
2.) Por años: 
Análisis de Varianza, respuesta = l_FBCF__US__a, tratamiento = 
Tiempo: 
                  Suma de cuadrados       gl  Media de cuadrados 
 
  Tratamiento               1,76993        9            0,196659 
  Residuo                    681,83      270              2,5253 
  Total                       683,6      279             2,45018 
 
F(9, 270) = 0,196659 / 2,5253 = 0,0778755 [Valor p 0,9999] 
 
Analizamos Ho: medias de ܮ݊(ܨܤܥܨ), por tiempo, iguales. Al 5% de significación 
aceptamos  Ho. 
 
En tercer lugar sobre la variable ࡸ࢔(ࢋ࢓࢖࢒ࢋ࢕): 
 
1.) Por país: 
Análisis de Varianza, respuesta = l_Empleo, tratamiento = País: 
 
                  Suma de cuadrados       gl  Media de cuadrados 
 
  Tratamiento               539,607       27             19,9854 
  Residuo                  0,587634      252          0,00233188 
  Total                     540,194      279             1,93618 
 
F(27, 252) = 19,9854 / 0,00233188 = 8570,51 [Valor p 0] 
 
Analizamos Ho: medias de ܮ݊(݁݉݌݈݁݋), por países, iguales. Al 5% de significación 
rechazamos Ho. 
 





2.) Por años:  
Análisis de Varianza, respuesta = l_Empleo, tratamiento = Tiempo: 
 
                  Suma de cuadrados       gl  Media de cuadrados 
 
  Tratamiento             0,0758351        9          0,00842612 
  Residuo                   540,118      270             2,00044 
  Total                     540,194      279             1,93618 
 
F(9, 270) = 0,00842612 / 2,00044 = 0,00421214 [Valor p 1,0000] 
 
 
Analizamos Ho: medias de ܮ݊(݁݉݌݈݁݋), por tiempo, iguales. Al 5% de significación 
aceptamos Ho. 
Observamos que para las tres variables obtenemos la conclusión de que por países 
existen diferencias significativas entre las medias, sin embargo, por periodos de 
tiempo no existen diferencias significativas. A parte del contraste en sí, la salida nos 
ofrece las medias y las desviaciones típicas de la variable según los grupos definidos 
por la variable de tratamiento. 
A continuación, vamos a realizar representaciones gráficas de las variables 
ܮ݊(ܲܫܤ), ܮ݊(ܨܤܥܨ) y ܮ݊(݁݉݌݈݁݋) por países. 
Utilizaremos el gráfico de caja por grupos de países para obtener una idea visual 
comparativa de las medias de las variables por grupos y también su dispersión (a 






















Distribución de l_PIB__US__a_ por grupo









A continuación, realizamos este mismo análisis gráfico por periodos de tiempo 
haciendo una reestructuración del conjunto de datos, puesto que gretl no tiene opción 




































Distribución de l_Empleo por grupo















































Distribución de l_FBCF__US__a por grupo






En general, de los gráficos obtenemos la misma conclusión que en el apartado 
anterior, es decir, se aprecian diferencias significativas en las variables por países 
pero no por periodos de tiempo. 
  
2.3 ESTIMACIÓN DEL MODELO 
El modelo que vamos a estimar es:  
ܮ݊(ܲܫܤ)= ߚ଴+ ߚଵܮ݊(݁݉݌݈݁݋) + ߚଶܮ݊(ܨܤܥܨ) 
 
2.3.1. Modelo de coeficientes constantes 
Modelo 1: MCO combinados, utilizando 280 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 10 
Variable dependiente: l_PIB__US__a_ 
 
 Coeficiente Desv. Típica Estadístico t Valor p  
Const 1,62139 0,20045 8,0888 <0,0001 *** 
l_FBCF 0,989218 0,0182868 54,0946 <0,0001 *** 
l_Empleo 0,0131661 0,0205714 0,6400 0,5227  
 
Media de la vble. dep. 26,06644  D.T. de la vble. dep. 1,575852 
Suma de cuad. Residuos 9,173639  D.T. de la regresión 0,181983 
R-cuadrado 0,986759  R-cuadrado corregido 0,986664 
F(2, 277) 10321,77  Valor p (de F) 7,7e-261 
Log-verosimilitud 81,28099  Criterio de Akaike −156,5620 
Criterio de Schwarz −145,6576  Crit. de Hannan-Quinn −152,1882 
Rho 0,852610  Durbin-Watson 0,219019 














Distribución de l_Empleo por grupo





Al 5% la variable ܮ݊(݁݉݌݈݁݋) no es significativa (PV=0,5227), mientras que la 
variable ܮ݊(ܨܤܥܨ) si lo es (PV=0,0001). Esto puede deberse a problemas de 
heterocedasticidad y/o autocorrelación. La bondad de ajuste del modelo es aceptable 
(R-cuadrado= 0,986759) y el modelo es significativo globalmente al 5% (PV= 7,7e-
261). 
A continuación estudiamos la autocorrelación y la heterocedasticidad: 
 
AUTOCORRELACION: 
De los resultados de la regresión, destacamos que el estadístico de Durbin Watson es 
0,219019, muy próximo a 0 (el valor correcto de D está en torno a 2, ausencia de 
AR(1)+), que junto con la estimación de rho próximo a 1 nos indica que las 
perturbaciones están autocorrelacionadas AR(1)+. 
El valor p del estadístico Durbin-Watson resulta ser PV= 5,10957e-016, 
confirmando la presencia de autocorrelación.  
No obstante, debemos aclarar que en el contexto de datos de panel, muchos 
autores ponen en cuestión la validez del estadístico Durbin-Watson. Por tanto, es 
conveniente considerarlo más como un indicador descriptivo que como un estadístico 
de contraste. 
Analizamos la autocorrelación AR (1) por un procedimiento alternativo  y en general 
más aceptado propuesto por Wooldridge.  
 
Modelo 2: MCO combinados, utilizando 252 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 9 
Variable dependiente: RESID 
 
 Coeficiente Desv. Típica Estadístico t Valor p  
RESID_1 0,85261 0,0297807 28,6296 <0,0001 *** 
 
Media de la vble. dep. 0,015932  D.T. de la vble. dep. 0,175653 
Suma de cuad. Residuos 1,830559  D.T. de la regresión 0,085399 
R-cuadrado 0,765564  R-cuadrado corregido 0,765564 
F(1, 251) 819,6550  Valor p (de F) 4,98e-81 
Log-verosimilitud 262,9532  Criterio de Akaike −523,9065 
Criterio de Schwarz −520,3770  Crit. de Hannan-Quinn −522,4863 
Rho 0,222155  Durbin-Watson 1,386422 
     
൜
ܪ଴:  ݌ = 0 (݊݋ ܽݑݐ݋ܿ݋ݎݎ݈݁ܽܿ݅ó݊ )
ܪଵ: ݌ ≠ 0 (ܽݑݐ݋ܿ݋ݎݎ݈݁ܽܿ݅ó݊ )
 
 
Como podemos apreciar, el coeficiente estimado es 0,85261 con un p-valor de 
<0.0001, por lo que rechazamos la hipótesis nula ߩ = 0 y por tanto según este 
contraste también existen indicios de autocorrelación. 
  






Para estudiar los problemas de heterocedasticidad tenemos dos alternativas, el 
contraste de White y el contraste de distribución de Wald.  
ቊ
ܪ଴:  ߪ௧
ଶ = ߪଶ (ℎ݋݉݋ܿ݁݀ܽݏݐ݅ܿ݅݀ܽ݀ )
ܪଵ: ߪ௧
ଶ ≠ ߪଶ (ℎ݁ݐ݁ݎ݋ܿ݁݀ܽݏݐ݅ܿ݅݀ܽ݀)
 
 
Ambos contrastes nos dan un  p-valor de 0,006612 y 0 por lo que rechazamos la 
hipótesis nula y evidenciamos heterocedasticidad, al 5% de significación. 
En este caso, puesto que hemos encontrado indicios de heterocedasticidad y 
autocorrelación, para obtener las estimaciones corregidas utilizaremos la opción de 
estimadores robustos de la matriz de varianzas y covarianzas. 
 
Modelo 3: MCO combinados, utilizando 280 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 10 
Variable dependiente: l_PIB__US__a_ 
Desviaciones típicas robustas (HAC) 
 
 Coeficiente Desv. Típica Estadístico t valor p  
Const 1.62139 0,412779 3,928 0,0001 *** 
l_FBCF 0.989218 0,0393256 25,15 <0,0001 *** 
l_Empleo 0.0131661 0,0472714 0,2785 0,7808  
 
Media de la vble. dep. 26.06644  D.T. de la vble. dep. 1.575852 
Suma de cuad. Residuos 9.173639  D.T. de la regresión 0.181983 
R-cuadrado 0.986759  R-cuadrado corregido 0.986664 
F(2, 27) 10321,77  Valor p (de F) 7,7e-261 
Log-verosimilitud 81.28099  Criterio de Akaike −156.5620 
Criterio de Schwarz −145.6576  Crit. de Hannan-Quinn −152.1882 
Rho 0.852610  Durbin-Watson 0.219019 
     
Al 5% la variable ܮ݊(݁݉݌݈݁݋) no es significativa (PV=0,7878), mientras que la 
variable ܮ݊(ܨܤܥܨ) si lo es (PV=0,0001). La bondad de ajuste del modelo es aceptable 
(R-cuadrado= 0,986759) y el modelo es significativo globalmente al 5% (PV= 7,7e-
2611). El estadístico DW=0,219019. Se siguen manteniendo los problemas anteriores. 
Así, la ecuación estimada del modelo de coeficientes constantes es: 
 
ܮ݊ (ܲܫܤ) = 1,62139 + 0.0131661(ܧ݉݌݈݁݋) +  0.989218ܮ݊(ܨܤܥܨ) 
                    (0,412779)                  (0,0472714)                (0,0393256) 
ܰ = 280,             ܴ − ܥݑܽ݀ݎܽ݀݋ = 0.986759 
 
(ܦ݁ݏݒ݅ܽܿ݅݋݊݁ݏ ݐí݌݅ܿܽݏ ݁݊ݐݎ݁ ݌ܽݎé݊ݐ݁ݏ݅ݏ) 
  





2.3.2. Modelo de efectos fijos 
Modelo 4: Efectos fijos, utilizando 280 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 10 
Variable dependiente: l_PIB__US__a_ 
 
 Coeficiente Desv. Típica Estadístico  t valor p  
Const 15.3308 0.937554 16.35 <0.0001 *** 
l_FBCF__US__a 0.179896 0.0253574 7.094 <0.0001 *** 
l_Empleo 0.420050 0.0876955 4.790 <0.0001 *** 
 
Media de la vble. dep. 26.06644  D.T. de la vble. dep. 1.575852 
Suma de cuad. Residuos 0.473101  D.T. de la regresión 0.043502 
R-cuadrado MCVF(LSDV) 0.999317  R-cuadrado 'intra' 0.544394 
F(29, 250) MCVF 12616.13  Valor p (de F) 0.000000 
Log-verosimilitud 496.3502  Criterio de Akaike −932,7004 
Criterio de Schwarz −823,6567  Crit. de Hannan-Quinn −888,9628 
Rho 0.844088  Durbin-Watson 0.337169 
 
Todas las variables del modelo son significativas. La bondad de ajuste es aceptable 
(R-cuadrado= 0,999317) y el modelo es significativo globalmente al 5% (PV=0,00000). 
 
AUTOCORRELACIÓN: 
El estadístico Durbin-Watson es 0,337169 con un p-valor=“muy pequeño” por lo que 
evidenciamos la autocorrelación. 
A continuación analizamos la autocorrelación AR (1) por el procedimiento 
alternativo propuesto por Wooldridge.  
 
Modelo 5: MCO combinados, utilizando 252 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 9 
Variable dependiente: RESID2 
 
 Coeficiente Desv. Típica Estadístico t Valor p  
RESID2_1 0,844088 0,0418941 20,1492 <0,0001 *** 
 
Media de la vble. dep. 0,003815  D.T. de la vble. dep. 0,039519 
Suma de cuad. Residuos 0,151173  D.T. de la regresión 0,024541 
R-cuadrado 0,617930  R-cuadrado corregido 0.614356 
F(1, 251) 405,9480  Valor p (de F) 2,31e-54 
Log-verosimilitud 577,1910  Criterio de Akaike −1152,382 
Criterio de Schwarz −1148,853  Crit. de Hannan-Quinn −1150,962 
Rho 0,230290  Durbin-Watson 1,376009 
     
൜
ܪ଴:  ݌ = 0 (݊݋ ܽݑݐ݋ܿ݋ݎݎ݈݁ܽܿ݅ó݊ )
ܪଵ: ݌ ≠ 0 (ܽݑݐ݋ܿ݋ݎݎ݈݁ܽܿ݅ó݊ )
 
Como podemos apreciar, el coeficiente estimado es 0,844088 con un p-
valor=0,0001, por lo que rechazamos la hipótesis nula ߩ = 0 y por tanto según este 
contraste también existen indicios de autocorrelación. 
 






Para estudiar los problemas de heterocedasticidad realizaremos el contraste de 




ଶ = ߪଶ ( ℎ݋݉݋ܿ݁݀ܽݏݐ݅ܿ݅݀ܽ݀ )
ܪଵ: ߪ௧
ଶ ≠ ߪଶ (ℎ݁ݐ݁ݎ݋ܿ݁݀ܽݏݐ݅ܿ݅݀ܽ݀)
 
 
El  contraste de Wald nos refleja problemas de heterocedasticidad, con un p-
valor=0,  Rechazándose así la hipótesis nula. 
Puesto que hemos encontrado indicios de heterocedasticidad y autocorrelación, 
para obtener las estimaciones corregidas utilizaremos la opción de estimadores 
robustos de la matriz de varianzas y covarianzas. 
 
Modelo 6: Efectos fijos, utilizando 280 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 10 
Variable dependiente: l_PIB__US__a_ 
Desviaciones típicas robustas (HAC) 
 
 Coeficiente     Desv. Típica      Estadístico t     valor p  
Const 15.3308 1.99612 7.680 2.92e-08 *** 
l_FBCF 0.179896 0.0667275 2.696 0.0119 *** 
l_Empleo 0.420050 0.216414 1.941 0.0628 * 
      
Media de la vble. dep.  26,06644  D.T. de la vble. dep.  1,575852 
Suma de cuad. Residuos 0,473101  D.T. de la regresión 0,043502 
R-cuadrado MCVF(LSDV) 0,999317  R-cuadrado 'intra' 0,544394 
F(29, 250) MCVF 12616,13  Valor p (de F) 0,000000 
Log-verosimilitud 496,3502  Criterio de Akaike −932,7004 
Criterio de Schwarz −823,6567  Crit. de Hannan-Quinn −888,9628 
Rho 0,844088  Durbin-Watson 0,337169 
 
Al 5% la variable ܮ݊(݁݉݌݈݁݋) no es significativa (PV=0,0628), mientras que la 
variable ܮ݊(ܨܤܥܨ) si lo es (PV= 0,0119). La bondad de ajuste del modelo es aceptable 
(R-cuadrado= 0,999317) y el estadístico DW=0,337169 nos evidencia problemas de 
autocorrelación. Se siguen manteniendo los problemas anteriores. 
Así, la ecuación estimada del método de coeficientes fijos es: 
 
ܮ݊(ܲܫܤ) = 15,3308 + 0,42005ܮ݊(ܧ݉݌݈݁݋) + 0,179896ܮ݊(ܨܤܥܨ) 
                                (1,99612)               (0,216414)              (0,0667275) 
ܰ = 280, ܴ − ܥݑܽ݀ݎܽ݀݋ = 0,999317 
 
(ܦ݁ݏݒ݅ܽܿ݅݋݊݁ݏ ݐí݌݅ܿܽݏ ݁݊ݐݎ݁ ݌ܽݎé݊ݐ݁ݏ݅ݏ) 
 









Esto nos indica que países como Malta, Estonia, Letonia y Bulgaria  tienen un nivel 
de PIB inferior al nivel promedio, mientras que el resto de países lo tienen superior, 
destacando los casos de Alemania, Francia, Reino Unido e Italia. 
 
     Países           Ef. Fijos 
1 Alemania 16,639689 
2 Francia 16,557591 
3 Reino Unido 16,521579 
4 Italia 16,461847 
5 España 16,182032 
6 Países Bajos 16,111946 
7 Suecia 15,913159 
8 Bélgica 15,908441 
9 Dinamarca 15,819042 
10 Austria 15,783796 
11 Irlanda 15,701483 
12 Finlandia 15,615068 
13 Grecia 15,547863 
14 Luxemburgo 15,398229 
15 Polonia 15,394763 
16 Portugal 15,31083 
17 República Checa 15,152679 
18 Hungría 14,919707 
19 República Eslovaca 14,814389 
20 Rumania 14,768292 
21 Eslovenia 14,677049 
22 Croacia 14,609958 
23 Lituania 14,419348 
24 Chipre 14,3904 
25 Bulgaria 14,224808 
26 Letonia 14,18919 
27 Estonia 14,163973 
28 Malta 14,064007 
 
 
Para facilitar la interpretación, crearemos una nueva variable que contenga los 
efectos fijos en desviaciones respecto a su media, de forma que sean efectos de una 
suma cero. Las conclusiones son las mismas, pero ahora los países con menor coste 
de producción son las de efecto negativo y las de mayor coste las de efecto positivo, lo 















                    Países       Ef. Fijos 
1 Alemania 1,308933 
2 Francia 1,226836 
3 Reino Unido 1,190823 
4 Italia 1,131091 
5 España 0,851277 
6 Países Bajos 0,78119 
7 Suecia 0,582404 
8 Bélgica 0,577685 
9 Dinamarca 0,488286 
10 Austria 0,453041 
11 Irlanda 0,370727 
12 Finlandia 0,284313 
13 Grecia 0,217107 
14 Luxemburgo 0,067473 
15 Polonia 0,064007 
16 Portugal -0,019926 
17 República Checa -0,178077 
18 Hungría  -0,411049 
19 República Eslovaca -0,516366 
20 Rumania -0,562464 
21 Eslovenia -0,653706 
22 Croacia -0,720798 
23 Lituania -0,911408 
24 Chipre -0,940355 
25 Bulgaria -1,105947 
26 Letonia -1,141566 
27 Estonia -1,166782 
28 Malta -1,266749 
 
 
2.3.3. Modelo de efectos aleatorios 
Modelo 7: Efectos aleatorios (MCG), utilizando 280 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 10 
Variable dependiente: l_PIB__US__a_ 
 
 Coeficiente Desv. Típica Estadístico t Valor p  
Const 8,91314 0,462268 19,2814 <0,0001 *** 
l_FBCF 0,260052 0,0294902 8,8183 <0,0001 *** 
l_Empleo 0,715713 0,0450033 15,9036 <0,0001 *** 
 
Media de la vble. dep. 26,06644  D.T. de la vble. dep. 1,575852 
Suma de cuad. Residuos 63,52099  D.T. de la regresión 0,478009 
Log-verosimilitud −189.6241  Criterio de Akaike 385,2482 
Criterio de Schwarz 396,1526  Crit. de Hannan-Quinn 389,6219 
     
 





Así, la ecuación estimada del modelo de efectos aleatorios es: 
 
ܮ݊(ܲܫܤ) = 8,91314 + 0,715713ܮ݊(ܧ݉݌݈݁݋) +  0,260052ܮ݊(ܨܤܥܨ) 
   (0,462268)             (0,0450033)          (0,0294902) 
 
(ܦ݁ݏݒ݅ܽܿ݅݋݊݁ݏ ݐí݌݅ܿܽݏ ݁݊ݐݎ݁ ݌ܽݎé݊ݐ݁ݏ݅ݏ) 
Apreciamos que al 5% todos los parámetros son significativos. En el modelo de 
efectos aleatorios, Gretl no ofrece la posibilidad de contrastar posibles problemas de 
heterocedasticidad y/o autocorrelación ni de considerar estimadores robustos de la 
matriz de varianzas-covarianzas. Tampoco ofrece directamente estimaciones de los 
efectos individuales en este modelo. Pero podemos obtener los efectos individuales 





































Podemos comprobar que los efectos aleatorios estimados nos llevan a 
conclusiones similares a las obtenidas en los efectos fijos, aunque la escala de valores 
obtenidos sea diferente. Esto nos indica que para niveles de FBCF y Empleo iguales, 
los países como Luxemburgo, Dinamarca, Irlanda  y Bélgica tienen un PIB superior al 
Países Ef. Aleatorios 
1 Luxemburgo 0.9675973 
2 Dinamarca 0.5212627 
3 Irlanda 0.5179565 
4 Bélgica 0.4219083 
5 Suecia 0.4139271 
6 Francia  0.4060086 
7 Países Bajos 0.4035649 
8 Italia 0.3987423 
9 Reino Unido 0.3685353 
10 Alemania 0.3639244 
11 Finlandia 0.3630099 
12 Austria 0.3416098 
13 España 0.1927195 
14 Grecia 0.1709968 
15 Portugal -0.1072299 
16 Malta -0.1220221 
17 Eslovenia -0.1516385 
18 Chipre    -0.1983581 
19 República Checa    -0.3010755 
20 República Eslovaca    -0.3414304 
21 Croacia    -0.4020771 
22 Hungría    -0.4155903 
23 Polonia    -0.4601722 
24 Lituania    -0.4863681 
25 Estonia    -0.4903860 
26 Letonia    -0.5882512 
27 Rumania    -0.8297350 
28 Bulgaria    -0.9574290 





nivel promedio, mientras que países como Bulgaria, Rumanía, Letonia, Estonia o 
Lituania tienen un nivel de PIB inferior. 
 
2.3.4. Elección del modelo 
Una vez analizado el modelo de Cobb-Douglas tras su previa linealización mediante 
logaritmos, hemos llevado a cabo la estimación de los tres modelos, siendo el más 
adecuado el de efectos fijos. 
Primero, para conocer si los efectos individuales son relevantes, aplicaremos al 
modelo de efectos fijos y de efectos aleatorios la siguiente hipótesis: 
 
൜
ܪ଴:  ݈݋ݏ ݂݁݁ܿݐ݋ݏ ݊݋ ݏ݋݊ ݎ݈݁݁ݒܽ݊ݐ݁ݏ 
ܪଵ: ݈݋ݏ ݂݁݁ܿݐ݋ݏ ݏ݋݊ ݎ݈݁݁ݒܽ݊ݐ݁ݏ
 
 
En el modelo de efectos fijos hemos considerado el contraste de diferentes 
interceptos por grupos, mientras que en el modelo de efectos aleatorios es el 
Contraste de Breush-Pagan. Los p-valores de estos contrastes son 1,06703e-144 y 
1,23478e-069 respectivamente. Ambos contrastes sugieren que un modelo de 
coeficientes constantes no es el adecuado a nuestros datos. 
Para llevar a cabo la elección entre efectos fijos y efectos aleatorios 
consideraremos el contraste de Hausman en el modelo de efectos aleatorios y 
establecemos la siguiente hipótesis: 
 
൜
ܪ଴:  ݉݋݈݀݁݋ ݀݁ ݂݁݁ܿݐ݋ݏ ݈ܽ݁ܽݐ݋ݎ݅݋ݏ
ܪଵ: ݉݋݈݀݁݋ ݀݁ ݂݁݁ܿݐ݋ݏ ݂݆݅݋ݏ
 
 
Obtenemos que el p-valor del contraste es 9,7975e-087, por lo que rechazamos la 
hipótesis nula y concluimos que la estimación más adecuada para nuestro estudio es 
el modelo de efectos fijos. 
Este modelo tenía originalmente autocorrelación y heterocedasticidad y tras intentar 
solucionar dichos problemas, se seguían evidenciando. A continuación estimaremos 
de nuevo el modelo introduciéndole variables ficticias y desviaciones típicas robustas. 
 
Modelo 8: Efectos fijos, utilizando 280 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 10 
Variable dependiente: l_PIB__US__a_ 
Desviaciones típicas robustas (HAC) 
 
 Coeficiente Desv. Típica Estadístico t valor p  
Const 16.1720 1.36365 11.86 3.25e-012 *** 
l_FBCF_ 0.270010 0.0474187 5.694 4.75e-06 *** 
l_Empleo 0.214630 0.141353 1.518 0.1405  
 
Media de la vble. dep. 26,06644  D.T. de la vble. dep. 1,575852 
Suma de cuad. residuos 0,193520  D.T. de la regresión 0,028337 
R-cuadrado MCVF(LSDV) 0,999721  R-cuadrado 'intra' 0,813636 
Log-verosimilitud 621,5001  Criterio de Akaike −1165,000 
Criterio de Schwarz −1023,243  Crit. de Hannan-Quinn −1108,141 
Rho 0,591574  Durbin-Watson 0,645786 
     





Observamos que ahora la variable ܮ݊(݁݉݌݈݁݋) es no significativa, siendo la variable 
ܮ݊(ܨܤܥܨ) significativa, con una bondad de ajuste muy buena. Se vuelve a evidenciar 
la existencia de autocorrelación AR (1)  y heterocedasticidad. 
 
AUTOCORRELACIÓN: 
El estadístico Durbin-Watson es 0,645786 con un p-valor = 7.04542e-016 por lo que 
rechazamos Ho, existiendo autocorrelación. 
Analizamos la autocorrelación AR (1) por un procedimiento alternativo propuesto 
por Wooldridge.  
 
Modelo 9: MCO combinados, utilizando 252 observaciones 
Se han incluido 28 unidades de sección cruzada 
Largura de la serie temporal = 9 
Variable dependiente: RESID3 
 
 Coeficiente Desv. Típica      Estadístico t valor p  
RESID3_1 0.591574 0.0513880 11.51 6.64e-025 *** 
 
Media de la vble. dep. 0.000000  D.T. de la vble. dep. 0.024654 
Suma de cuad. Residuos 0.099845  D.T. de la regresión 0.019945 
R-cuadrado 0.345544  R-cuadrado corregido 0.345544 
Log-verosimilitud 629.4570  Criterio de Akaike −1256.914 
Criterio de Schwarz −1253.385  Crit. de Hannan-Quinn −1255.494 
Rho 0.086469  Durbin-Watson 1.522354 
     
൜
ܪ଴:  ݌ = 0 (݊݋ ܽݑݐ݋ܿ݋ݎݎ݈݁ܽܿ݅ó݊ )
ܪଵ: ݌ ≠ 0 (ܽݑݐ݋ܿ݋ݎݎ݈݁ܽܿ݅ó݊ )
 
Como podemos apreciar el  p-valor  es de 6,64e-025, por lo que rechazamos la 







ଶ = ߪଶ ( ℎ݋݉݋ܿ݁݀ܽݏݐ݅ܿ݅݀ܽ݀ )
ܪଵ: ߪ௧
ଶ ≠ ߪଶ (ℎ݁ݐ݁ݎ݋ܿ݁݀ܽݏݐ݅ܿ݅݀ܽ݀)
 
Para el problema realizaremos el contraste de distribución de Wald. El p-valor p  = 
5.46745e-238 nos refleja problemas de heterocedasticidad. 
 
Finalmente, concluimos que nuestra función de producción obtenida es: 
 
ܮ݊(ܲܫܤ) = 16.1720 +  0.214630ܮ݊(݁݉݌݈݁݋) + 0.270010ܮ݊(ܨܤܥܨ) 
 
              (1,36365)                  (0,141353)            (0,0474187) 
 
ܰ = 280, ܴ − ܿݑܽ݀ݎܽ݀݋ = 0,999721 
 
(ܦ݁ݏݒ݅ܽܿ݅݋݊݁ݏ ݐí݌݅ܿܽݏ ݁݊ݐݎ݁ ݌ܽݎé݊ݐ݁ݏ݅ݏ) 
 
 





A continuación, volvemos a realizar un análisis de los efectos fijos: 
 
                Países        Ef. Fijos 
1 Alemania 1,55986 
2 Reino Unido 1,43554 
3 Francia 1,413874 
4 Italia 1,316541 
5 España 1,016773 
6 Países Bajos 0,841103 
7 Suecia 0,553664 
8 Bélgica 0,547236 
9 Austria 0,422399 
10 Dinamarca 0,406576 
11 Polonia 0,306573 
12 Grecia 0,254319 
13 Irlanda 0,238433 
14 Finlandia 0,194647 
15 Portugal 0,048959 
16 República Checa -0,128066 
17 Hungría -0,343452 
18 Luxemburgo -0,35495 
19 Rumania -0,383477 
20 República Eslovaca -0,529328 
21 Croacia -0,764764 
22 Eslovenia -0,790925 
23 Lituania -0,956007 
24 Bulgaria -1,013101 
25 Chipre -1,123519 
26 Letonia -1,237795 
27 Estonia -1,335177 
28 Malta -1,595932 
   
Esto nos indica que para niveles de FBCF y Empleo iguales, destacamos los países 
de Alemania, Reino Unido y Francia e Italia por tener niveles de PIB superiores al nivel 
promedio, destacando la mejor situación de Alemania. En el caso contrario, los países 
como Malta, Estonia, Letonia y Chipre son los países con niveles de PIB inferior a los 
del resto de la Unión Europea, destacando Malta como el peor caso. 
 
  







De todos los modelos planteados, es el modelo de efectos fijos con variables ficticias 
el que nos ha proporcionado mejores resultados. Puesto que hemos encontrado 
indicios de heterocedasticidad y autocorrelación, para obtener las estimaciones 
corregidas hemos utilizado la opción de estimadores robustos de la matriz de 
varianzas y covarianzas con variables ficticias. 
Finalmente, la función de producción obtenida es: 
ܮ݊(ܲܫܤ) = 16.1720 +  0.214630ܮ݊(݁݉݌݈݁݋) + 0.270010ܮ݊(ܨܤܥܨ) 
En este modelo, observamos que la variable ܮ݊(݁݉݌݈݁݋) es no significativa, siendo 
la variable ܮ݊(ܨܤܥܨ) significativa, con una bondad de ajuste muy buena. 
Podemos decir que para niveles de FBCF y Empleo iguales, países como 
Alemania, Reino Unido, Francia, Italia y España tienen un nivel de PIB superior al  
nivel promedio. Sin embargo, países como Malta, Estonia, Letonia, Chipre y Bulgaria 
tienen un nivel de PIB inferior. Destacamos a Alemania como país con mayor 
eficiencia en la utilización de sus recursos y por el contrario, el país que peor 
aprovecha sus factores productivos es Malta, estando muy por debajo del nivel 
promedio.  
Debemos mencionar las últimas incorporaciones de países a la Unión Europea. 
El 1 de Mayo de 2004 se incorporaron República checa, Chipre, Eslovaquia, 
Eslovenia, Estonia, Hungría, Letonia, Lituania, Malta y Polonia. 
A su vez, en 2007, Rumania y Bulgaria, con una última incorporación en 2013 de 
Croacia. 
Analizamos que todos los efectos fijos negativos obtenidos en nuestro estudio 
corresponden con todos los países últimos que se han incorporado a la Unión 
Europea.  
Por ello, para una próspera evolución de la Unión Europea, es necesario la 
convergencia total de estos países, entendiendo por criterios de convergencia (o 
criterios de Maastricht) los requisitos que deben cumplir los estados pertenecientes a 
la Unión Europea para ser admitidos dentro de la Eurozona, y consecuentemente, 
para participar en el Eurosistema, comprometiéndose a mejorar sus resultados 
económicos aproximándolos a los obtenidos por los países más eficientes.  
En total hay cuatro criterios, el que se refiere a la estabilidad de precios, el que se 
refiere a las finanzas gubernamentales, el que se refiere a los tipos de cambio y por 
último el que hace mención a las tasas de interés a largo plazo. 
La incorporación de estos países a la Unión Europea, no puede suponer una 
relajación en el cumplimiento de las normas de política económica. Por ello, se prevé 
la formalización de un compromiso entre los países participantes para seguir 
avanzando en esta dirección a través del llamado Pacto de Estabilidad, con la 
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