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a b s t r a c t
We define a family of statistics over the symmetric group Sn indexed by subsets of the
transpositions, and we study the corresponding generating functions. We show that they
have many interesting combinatorial properties. In particular we prove that any poset of
size n corresponds to a subset of transpositions of Sn, and that the generating function of
the corresponding statistic includes partial linear extensions of such a poset. We prove
equidistribution results, and we explicitly compute the associated generating functions for
several classes of subsets.
© 2008 Elsevier B.V. All rights reserved.
1. Overview
In this paper we study some combinatorial and enumerative problems on Sn, the symmetric group of n elements.
Given Sn, one of the most studied objects is its Eulerian polynomial An (X) = ∑nk=1 A (n, k) Xk, whose coefficients, called
Eulerian numbers, count the number of σ ∈ Sn such that σ has k − 1 descents (see below for definitions). These objects
have been widely studied, see e.g. [16,18,21,24,32–34,36,38,45,50,52,53,55] and the references therein, as well as [6,7,15,
27–31,40,43,44] for similar combinatorial results. For any n ≥ 1, the Eulerian polynomial An (X) is closely related (in a way
which will be explained below) to a particular generating set of Sn, as a group, which is a very special subset of the set of
transpositions Tn.
In this paper, we generalize the concept of Eulerian polynomial by considering any subset T of Tn, and a corresponding
polynomial Φ(n)T (X)which is an analogue of An (X).
Given n ≥ 2 and T ⊂ Tn, it is possible to associate a partial order T (i.e. indexed by the subset T ) on the set [n], so that
the corresponding polynomial Φ(n)T (X) enumerates partial linear extensions of the poset ([n] ,T ). Moreover any partial
order relation  on [n] can be obtained as T for some T ⊂ Tn.
We show that for any T ⊂ Tn, Φ(n)T (X) is symmetric and it has no internal zeros. We define the mirrored set TM , the order
ord (T ) and the normal form TN , of T and we prove that knowledge of Φ
(ord(T ))
TN (X) or Φ
(n)
TM (X) gives knowledge of Φ
(n)
T (X).
Moreover, we study equidistribution problems, namely we investigate conditions for different subsets T1 6= T2 to have
the same associated polynomial Φ(n)T1 (X) = Φ(n)T2 (X). Finally we define some interesting classes of subsets T ⊂ Tn for which
we can explicitly compute the polynomial Φ(n)T (X), and we study some questions about unimodality and log-concavity of
Φ
(n)
T (X).
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2. Notations and preliminaries
In this section we collect some definitions, notations and results that will be used in the following.
For x ∈ R we let bxc = max{n ∈ Z : n ≤ x} and dxe = min{n ∈ Z : n ≥ x}; for n ∈ N we let [n] = {t ∈ N : 1 ≤ t ≤
n} = {1, . . . , n}, and [0] = ∅, and we let [±n] = {t ∈ N \ {0} : |t| ≤ n} = {±1, . . . ,±n}. Given n,m ∈ N \ {0}, n ≤ m, we
let [n,m] = [m] \ [n− 1]. We let Sn be the set of all bijections σ : [n] −→ [n]. If σ ∈ Sn then we write σ = [a1, . . . , an]
to mean that σ (j) = aj for j ∈ [n]. Sometimes we also write σ in disjoint cycle form and we usually omit writing the 1-
cycles of σ. Given σ, τ ∈ Sn we let στ = σ ◦ τ (composition of functions) so that, for example (1, 2)(2, 3) = (1, 2, 3). The
cardinality of a set X will be denoted by #X. For two sets X,Y we denote with X
⊎
Y the disjoint union of X and Y, and
with X \ Y = {x : x ∈ X, x 6∈ Y} the difference set. If A ⊂ R we write A = {a1, . . . , ar}< to mean that A = {a1, . . . , ar} and
a1 < · · · < ar .
A sequence (a0, . . . , an)of real numbers is unimodal if there exists an index 0 ≤ k ≤ n such that aj ≤ aj+1 for j = 0, . . . , k−1
and aj ≥ aj+1 for j = k, . . . , n − 1. It is said to be log-concave if a2j > aj−1aj+1 for j ∈ [n− 1]. It is symmetric if aj = an−j for
j = 0, . . . ,
⌊
n
2
⌋
. It has no internal zeros if there do not exist three indices 0 ≤ i < j < k ≤ n such that aiak 6= 0 and aj = 0.
It is easy to verify that a strictly positive log-concave sequence is unimodal, though this is not guaranteed for a generic
log-concave sequence, (take e.g. (1, 1, 0, 0, 1, 1)), and that if the sequence aj is strictly positive the condition of log-concavity
is equivalent to the seemingly stronger condition
ak−jak+j ≥ ak−j′ak+j′
for all 0 ≤ j ≤ j′ ≤ min{k, n− k}.
A polynomial
∑n
j=0 ajXj is unimodal (respectively, log-concave, symmetric, with no internal zeros) if the sequence
(a0, . . . , an) has the corresponding property.
We refer to [48,19] (and the references therein) for comprehensive surveys about unimodal and log-concave sequences.
It is well known that if
∑n
j=0 ajXj is a polynomial with non-negative coefficients and with only real zeros, then the
sequence (a0, . . . , an) is unimodal, log-concave and with no internal zeros. If f (X) is a symmetric polynomial then there
is a unique n ∈ N such that Xnf
(
1
X
)
= f (X). If f (X) , g (X) are two log-concave (respectively symmetric and unimodal)
polynomials with non-negative coefficients then the polynomial f (X) · g (X) is also a log-concave (respectively symmetric
and unimodal) polynomial with non-negative coefficients, although this is not guaranteed for non-symmetric, unimodal
polynomials, see [41].
We follow [5,37,49] for combinatorics and poset notations and terminology, and [12,17,22,26,39,42,51] for
comprehensive references about Coxeter groups. In particular, for any σ = (a1, . . . , an) ∈ Zn we say that j ∈ [n− 1] is a
descent of σ if aj > aj+1. We say that a pair (i, j) ∈ [n] × [n] is an inversion of σ if i < j and ai > aj. We denote by des (σ)
(respectively, inv (σ)) the number of descents (respectively, inversions) of σ.
For any n ≥ 2 we denote
En = {(j, j+ 1) : j ∈ [n− 1]}
the classical generating set of Sn, and
Tn = {(i, j) : 1 ≤ i < j ≤ n}
the reflection set of Sn.
It is well known that
D (σ) = {τ ∈ En : inv (στ) < inv (σ)}
is the descent set of σ ∈ Sn, and
I (σ) = {τ ∈ Tn : inv (στ) < inv (σ)}
is the inversion set of σ ∈ Sn, thus des (σ) = #D (σ) and inv (σ) = #I (σ).
For any T ⊂ Tn we define
IT (σ) = {τ ∈ T : inv (στ) < inv (σ)} = T
⋂
I (σ)
and
lT (σ) = #IT (σ)
for any σ ∈ Sn,
C(
n)
T (j) = {σ ∈ Sn : lT (σ) = j},
and
Φ
(n)
T (X) =
∑
σ∈Sn
XlT (σ) =
#T∑
j=0
F (
n)
T (j) X
j ∈ N [X] ,
where F (n)T (j) = #C(n)T (j).
If T = Tn then Φ(n)Tn (X) is the well-known MacMahon (Poincaré) polynomial:
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Proposition 2.1. For any n ≥ 2,
∑
σ∈Sn
Xinv(σ) =
n−1∏
k=1
(
k∑
j=0
Xj
)
holds.
For a proof see Corollary 1.3.10 of [49] or Corollary 4.3 of this paper.
We refer to [30,31,35,43,44] for combinatorial results about Φ(n)Tn (X).
Definition 2.2. For any n ≥ 2 we define
zn (X) = Φ(n)En (X) .
We have that
An (X) = X · zn (X) =
∑
σ∈Sn
X1+des(σ)
is the nth Eulerian polynomial, which has been widely studied, see e.g. [16,18,21,24,32–34,36,38,45,50,52,53,55] and the
references therein, as well as [6,7,15,27–29,40] for similar combinatorial results.
In particular, the following result holds:
Theorem 2.3. For any n ≥ 2, the nth Eulerian polynomial An (X) is unimodal and log-concave.
See [16,34,50] for combinatorial proofs.
We always assume that Sn is partially ordered by (strong) Bruhat order. We recall (see e.g. [12, Chap. 2] or [42, Section 5.9])
that this means that if u, v ∈ Sn, u < v, if and only if there exist r ∈ N and t1, . . . , tr ∈ Tn such that
v = ut1 · · · tr,
inv
(
ut1 · · · tj+1) > inv (ut1 · · · tj) for any j ∈ [r − 1] .
It is easy to see that [n, . . . , 1] is the maximum element in the poset Sn with the (strong) Bruhat order.
3. General results
In this section we prove some general results about Φ(n)T (X)which hold for any T ⊂ Tn.
Proposition 3.1. For any n ≥ 2 and any T ⊂ Tn
F (
n)
T (j) > 0
for all j = 0, . . . ,#T .
Proof. We prove the statement by induction on n.
It is quite easy to see that if n ≤ 4 the desired result holds; suppose that the statement is true for n.
Let T ⊂ Tn+1; we set t = #T ,
H1 = {(a, b) ∈ T : b ∈ [n]},
H2 = T \H1, and #H2 = k.
If k ≤ j ≤ t recalling thatH1 ⊂ Tn ⊂ Tn+1 by the inductive hypothesis there exists τ ∈ Sn such that τ ∈ C(n)H1 (j− k); then
the permutation
σ (ν) =
{
τ (ν)+ 1 if ν ∈ [n]
1 if ν = n+ 1
belongs to C(n+1)T (j), so the desired result follows.
If k > 0 then we write
H2 = {(aj, n+ 1) : j ∈ [k]}
with
1 ≤ a1 < · · · < ak ≤ n.
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Obviously [1, . . . , n+ 1] ∈ C(n+1)T (0) and for any 1 ≤ j ≤ k we let σ ∈ Sn+1 be
σ (ν) =

ν if ν ∈ [ak−j+1 − 1]
ν+ 1 if ν ∈ [ak−j+1, n]
ak−j+1 if ν = n+ 1
then σ ∈ C(n+1)T (j), so the desired result follows for any j. 
Proposition 3.2. For any n ≥ 2 and any T ⊂ Tn,
Φ
(n)
T (X) = X#T Φ(n)T
(1
X
)
holds.
Proof. Let f : Sn −→ Sn be defined by
f ([σ (1) , . . . ,σ (n)]) = [n+ 1− σ (1) , . . . , n+ 1− σ (n)] .
Obviously f is an involution, and I (f (σ)) = Tn \ I (σ), hence IT (f (σ)) = T \ IT (σ) for any T ⊂ Tn. 
IfB ⊂ Tn is a base, viz. a minimal generating set, of Sn, then obviously #B = n−1 and we can strengthen Proposition 3.1
giving a non-trivial lower bound for any coefficient of Φ(n)B (X).
We need the following definition.
Definition 3.3. Let n ≥ 2 andH ⊂ Tn: we define the transitive closureH ofH as the minimalH ⊂ Tn such that
◦ H ⊂ H ,
◦ if (a, b) ∈ H and (b, c) ∈ H then (a, c) ∈ H , for any 1 ≤ a < b < c ≤ n.
For example, En = Tn.
The following result is well known.
Proposition 3.4. Let n ≥ 2 andH ⊂ Tn: there existsσ ∈ Sn such that I (σ) = H if and only if H is transitively closed, i.e. H = H .
Instead of taking the whole inversion set of Sn, consider a generic base B: then we prove that the analogue of
Proposition 3.4 for the inversions with respect toB is always true for anyH ⊂ B.
Theorem 3.5. Let n ≥ 2 andB ⊂ Tn be a base of Sn; for anyH ⊂ B there exists σ ∈ Sn such that
IB (σ) = H .
Proof. ConsiderH , the transitive closure ofH : then from Proposition 3.4 there exists σ ∈ Sn such that I (σ) = H . We claim
that
H
⋂
B = H,
because obviouslyH ⊂ H ⋂B and there is nothing else since B is a base, thus if there exist 1 ≤ a < b < c ≤ n such that
(a, b) ∈ B and (b, c) ∈ B then (a, c) 6∈ B.
Therefore IB (σ) = H . 
The following result follows from Theorem 3.5.
Corollary 3.6. Let n ≥ 2 andB ⊂ Tn be a base of Sn; then for any t = 0, . . . , n− 1
F (
n)
B (t) ≥
(
n− 1
t
)
holds. 
We recall the following well-known definition, see e.g. [49].
Definition 3.7. Let (P,) be a finite poset, with n = #P. Then a linear extension of P is an order-preserving bijection
f : P ∼−→ [n], that is x  y implies f (x) ≤ f (y) for any x, y ∈ P.
We now show that the constant term of Φ(n)T (X) counts the number of linear extensions of a certain poset of size n,
associated to T .
Definition 3.8. Let n ≥ 2 and T ⊂ Tn; we equip the set [n] with an order relation T defined in the following way: for any
1 ≤ a ≤ b ≤ n, aT b if and only if either a = b or a < b and (a, b) ∈ T , the transitive closure of T .
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It is clear that for any n ≥ 2, any poset of size n is isomorphic to ([n] ,T ) for some T ⊂ Tn.
The following result is immediate with these definitions.
Proposition 3.9. For any n ≥ 2 and any T ⊂ Tn, Φ(n)T (0) = F (n)T (0) equals the number of linear extensions of the poset
([n] ,T ). 
More generally, if a permutationσ ∈ C(n)T (j) then j is a measure of “how far”σ is from being a linear extension of ([n] ,T ).
Now we define the position set, the order and the normal form of a subset T ⊂ Tn and we prove a couple of results about
Φ
(n)
T (X)which are helpful for the practical computation of these polynomials, see Section 5.
Definition 3.10. Let n ≥ 2 and T = {(a1, b1) , . . . , (ak, bk)} ⊂ Tn.
We define the position set of T as
Pos (T ) = {a1, . . . , ak, b1, . . . , bk} ⊂ [n] ,
viz. the subset of [n] which is involved in T .
We define the order of T by
ord (T ) = # Pos (T ) .
Let ord (T ) = t and Pos (T ) = {ω1, . . . ,ωt}<; we define the normal form TN ⊂ Tt of T in the following way: for any
1 ≤ i < j ≤ t (i, j) ∈ TN if and only if (ωi,ωj) ∈ T .
Essentially, the normal form of T ⊂ Tn squeezes T as much as possible while holding its structure.
For example, if
T = {(3, 7) , (4, 9) , (5, 7) , (11, 15) , (20, 21) , (20, 25) , (22, 24)} ⊂ T31,
then
TN = {(1, 4) , (2, 5) , (3, 4) , (6, 7) , (8, 9) , (8, 12) , (10, 11)} ⊂ T12.
The following result shows that it is enough to compute Φ(n)T (X) for subsets T which are in normal form.
Proposition 3.11. Let n ≥ 2 and T ⊂ Tn. Then
Φ
(n)
T (X) =
n!
t! Φ
(t)
TN (X) ,
where t = ord (T ) and TN is the normal form of T .
Proof. Let T = {(a1, b1) , . . . , (ak, bk)} ⊂ Tn and
Pos (T ) = {ω1, . . . ,ωt}<.
We consider X = {x1, . . . , xt} ⊂ [n] and
AX = {σ ∈ Sn : {σ (ω1) , . . . ,σ (ωt)} = X}.
Then for any 0 ≤ j ≤ k = #T we have
#{σ ∈ AX : lT (σ) = j} = (n− t)!F (t)TN (j) .
Therefore #{σ ∈ AX : lT (σ) = j} does not depend on the choice of X, and we have
F (
n)
T (j) =
∑
X⊂[n]
#X=t
#{σ ∈ AX : lT (σ) = j}
=
(
n
t
)
#{σ ∈ AX : lT (σ) = j} =
(
n
t
)
(n− t)!F (t)TN (j)
as desired. 
This result shows that for any n ≥ 3 there are T1,T2 ⊂ Tn such that T1 6= T2 and Φ(n)T1 (X) = Φ(n)T2 (X). In fact, it is enough
that (T1)N = (T2)N .
In the following we examine closely this topic, see Proposition 3.15, Section 4, and Proposition 5.1.
For any n ≥ 2 and any T ⊂ Tn, we have that ord (T ) ≤ n, and ord (T ) = n if and only if T is in normal form. Now we
count the number of T ⊂ Tn which have maximum order, i.e. such that T = TN . This is the same as the number of graphs
on [n] with no isolated vertices.
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Proposition 3.12. For any n ≥ 2,
#{T ⊂ Tn : ord (T ) = n} =
n∑
j=0
(−1)j
(
n
j
)
2
(
n−j
2
)
.
Proof. Obviously, for any 2 ≤ k ≤ n we have that #Tk =
(
k
2
)
, so #{T ⊂ Tk} = 2
(
k
2
)
. For any h ∈ [n], let
Ah = {T ⊂ Tn : h 6∈ Pos (T )};
then by inclusion–exclusion we have
#{T ⊂ Tn : ord (T ) = n} = 2( n2 ) −
n∑
j=1
(−1)j−1 ∑
I⊂[n]
#I=j
#
(⋂
h∈I
Ah
)
.
Since
#
(⋂
h∈I
Ah
)
=
{
T ⊂ Tn : I
⋂
Pos (T ) = ∅
}
= 2
(
n−#I
2
)
,
the desired result follows. 
Now we consider T ⊂ Tn such that T = T1 ⊎T2. At first it would be tempting to suppose that it is possible to compute
Φ
(n)
T (X) from Φ
(n)
T1
(X) and Φ(n)T2 (X), but unfortunately the hypothesis T1
⋂
T2 = ∅ is too weak. For example,
Φ
(4)
{(1,2)} (X) = Φ(4){(1,3)} (X) = Φ(4){(2,3)} (X) = Φ(4){(3,4)} (X) = 12+ 12X,
but
Φ
(4)
{(1,2),(1,3)} (X) = 8+ 8X + 8X2,
Φ
(4)
{(1,2),(2,3)} (X) = 4+ 16X + 4X2,
Φ
(4)
{(1,2),(3,4)} (X) = 6+ 12X + 6X2.
Nevertheless, this is possible, by replacing the hypothesis T1 and T2 disjoint with the stronger condition Pos (T1) and Pos (T2)
disjoint.
Proposition 3.13. Let n ≥ 4 and let T1, . . . ,Tr ⊂ Tn be such that
Pos (Ti)
⋂
Pos
(
Tj
) = ∅
for any i 6= j. Then
Φ
(n)⊎r
k=1 Tk
(X) = n!
r∏
k=1
( 1
tk!Φ
(tk)
(Tk)N
(X)
)
,
where tk = ord (Tk) for any k ∈ [r].
Proof. We prove the statement by induction on r.
If r = 2 by Proposition 3.11 we can assume without loss of generality that T = T1 ⊎T2 is in normal form, i.e.
Pos (T1)
⊎
Pos (T2) = [n], so t1 + t2 = n.
For any 0 ≤ z ≤ #T = #T1 + #T2, we have that
F (
n)
T (z) =
z∑
j=0
#
(
C(
n)
T1
(j)
⋂
C(
n)
T2
(z− j)
)
. (1)
As in the proof of Proposition 3.11, let
Pos (T1) = {ω1, . . . ,ωt1 }<
and consider X = {x1, . . . , xt1 } ⊂ [n], and
AX = {σ ∈ Sn : {σ (ω1) , . . . ,σ (ωt1 )} = X}.
Then for any 0 ≤ j ≤ z ≤ #T we have
#{σ ∈ AX : lT1 (σ) = j, lT2 (σ) = z− j} = #
(
AX
⋂
C(
n)
T1
(j)
⋂
C(
n)
T2
(z− j)
)
= F (t1)T1 (j) · F (t2)T2 (z− j) ,
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because in order to have lT1 (σ) = j there areF (t1)T1 (j)ways to arrange x1, . . . , xt1 in positions Pos (T1) = {ω1, . . . ,ωt1 } and in
order to have lT2 (σ) = z− j there areF (t2)T2 (z− j)ways to arrange [n]\{x1, . . . , xt1 } in positions Pos (T2) = [n]\{ω1, . . . ,ωt1 }.
Therefore #
(
AX
⋂
C(
n)
T1
(j)
⋂
C(
n)
T2
(z− j)
)
does not depend on the choice of X, and we have
#
(
C(
n)
T1
(j)
⋂
C(
n)
T2
(z− j)
)
= ∑
X⊂[n]
#X=t1
#
(
AX
⋂
C(
n)
T1
(j)
⋂
C(
n)
T2
(z− j)
)
= n!
t1!t2!F
(t1)
T1
(j)F
(t2)
T2
(z− j)
because t1 + t2 = n, and from (1) the desired result follows.
If r > 2 let Z1 = ⊎r−1k=1 Tk; then we have Pos (Z1)⋂ Pos (Tr) = ∅ and from the case r = 2 we get
Φ
(n)⊎r
k=1 Tk
(X) = n!
z!tr!Φ
(z)
(Z1)N
(X)Φ
(tr)
(Tr)N
(X) ,
where z = ord (Z1). By induction on r the desired result follows. 
Definition 3.14. Let n ≥ 2 and T ⊂ Tn. We define the mirrored T , TM , in the following way:
(i, j) ∈ TM if and only if (n+ 1− j, n+ 1− i) ∈ T .
We define T ⊂ Tn to be self-mirrored if T = TM .
For example, if n = 4 then any T ⊂ T4 such that #T = 2 and ord(T ) = 4 is self-mirrored.
We remark that for any n ≥ 2 and any T ⊂ Tn,
(TM)M = T
and
(TN)M = (TM)N .
Proposition 3.15. For any n ≥ 2 and T ⊂ Tn,
Φ
(n)
T (X) = Φ(n)TM (X) .
Proof. Consider the involution f : Sn −→ Sn defined by
f ([σ (1) , . . . ,σ (n)]) = [σ (n) , . . . ,σ (1)] .
It is clear that for any j = 0, . . . , t = #T = #TM σ ∈ C(n)T (j) if and only if f (σ) ∈ C(n)TM (t − j). But by Proposition 3.2,
F (
n)
TM (t − j) = F (n)TM (j) and the desired result follows. 
Obviously for any n ≥ 2 and T ⊂ Tn we have
(Tn \ T )M = Tn \ TM,
therefore:
Corollary 3.16. For any n ≥ 2 and T ⊂ Tn,
Φ
(n)
Tn\T (X) = Φ(n)Tn\TM (X) . 
4. Equidistribution results
In this section we investigate some conditions for different subsets T1 6= T2 with (T1)N 6= (T2)N 6= ((T1)N)M to have the
same associated polynomial, i.e. Φ(n)T1 (X) = Φ(n)T2 (X).
We remark that equidistribution results and questions are widely studied in combinatorics, see e.g. [1,3,4,10,30,31,43,
44] and the references therein.
Definition 4.1. Let n ≥ 2 and T ⊂ Tn; we define
m (T ) = min (Pos (T )) and M (T ) = max (Pos (T )) .
Let k ∈ Z be such that−m (T ) < k ≤ n−M (T ); we define the k-shifted T , T +k , in the following way:
(i, j) ∈ T if and only if (i+ k, j+ k) ∈ T +k .
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Lemma 4.2. Let n ≥ 2 and T ⊂ Tn: we let
T+ = T
⊎{(j, n+ 1) : j ∈ [n]} ⊂ Tn+1
and
T− = T +1
⊎{(1, j) : j ∈ [2, n+ 1]} ⊂ Tn+1.
Then
Φ
(n+1)
T+ (X) = Φ(n+1)T− (X) = Φ(n)T (X) ·
n∑
j=0
Xj.
Proof. For any k ≥ 2 ifH1,H2 ⊂ Tk are such thatH1 ⋂H2 = ∅ then it is clear that
IH1
⊎
H2 (σ) = IH1 (σ)
⊎
IH2 (σ)
for any σ ∈ Sk, hence lH1 ⊎H2 (σ) = lH1 (σ)+ lH2 (σ).
Therefore
Φ
(n+1)
T+ (X) =
∑
σ∈Sn+1
XlT+ (σ) =
n+1∑
j=1
∑
σ∈Sn+1
σ(n+1)=j
XlT (σ) · Xn+1−j = Φ(n)T (X) ·
n∑
j=0
Xj
and similarly for Φ(n+1)T− (X). 
Note that Lemma 4.2 implies Proposition 2.1: in fact
Corollary 4.3. For any n ≥ 2,∑
σ∈Sn
Xinv(σ) =
n−1∏
k=1
(
k∑
j=0
Xj
)
.
Proof. Obviously if n = 2 the result holds, and for any n ≥ 3 we have that Tn+1 = (Tn)+, and we can apply Lemma 4.2. 
Theorem 4.4. Let n ≥ 3,H ⊂ Tn, and−m (H) < k ≤ n−M (H). Then
Φ
(n)
Tn\H (X) = Φ(n)Tn\H+k (X) .
Proof. Clearly it is enough to prove the statement for k = 1, so assume M (H) < n. Then((
Tn \H+1
) \ {(1, j) : j ∈ [2, n]}) = ((Tn \H) \ {(j, n) : j ∈ [n− 1]})+1
and the result follows from Lemma 4.2 (applied to T = (Tn \H) \ {(j, n) : j ∈ [n− 1]}). 
The following Corollary is immediate.
Corollary 4.5. Let n ≥ 3 and
Tj = Tn \ {(aj, bj)},
j ∈ {1, 2}, be such that b1 − a1 = b2 − a2 ∈ [n− 1]. Then
Φ
(n)
T1
(X) = Φ(n)T2 (X) . 
Note that T = Tn \ {(a, b)} if and only if #T = (#Tn)− 1 = n(n−1)2 − 1. Therefore there are
(
#Tn
#T
)
= #Tn = n(n−1)2 different
such subsets T but by Corollary 4.5 there are only at most n − 1 distinct polynomials Φ(n)T (X). Note also that Theorem 4.4
and Corollary 4.5 are the best possible: in fact if n = 4 and Tj = T4 \ {(aj, bj)} for j ∈ [2] and b1 − a1 6= b2 − a2 then
Φ
(4)
T1
(X) 6= Φ(4)T2 (X).
Corollary 4.6. For any n ≥ 3, any r ∈ [n− 1], and any a ∈ [n− r]
Φ
(n)
Tn\{(a,a+r)} (X) = Φ(r+1)Tr+1\{(1,r+1)} (X) ·
n−1∏
k=r+1
(
k∑
j=0
Xj
)
.
In particular, for any a ∈ [n− 1]
Φ
(n)
Tn\{(a,a+1)} (X) = 2
n−1∏
k=2
(
k∑
j=0
Xj
)
.
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Proof. From Corollary 4.5 we have Φ(n)Tn\{(a,a+r)} (X) = Φ(n)Tn\{(1,r+1)} (X) for any a ∈ [n− r]. Obviously Tn \ {(1, r + 1)} =
(Tn−1 \ {(1, r + 1)})+ for any n ≥ r + 2, and the desired result follows from Lemma 4.2. 
Proposition 4.7. Let n ≥ 2 and T ⊂ Tn be such that there exist 1 ≤ a < b ≤ n such that(
{(a, j) : j ∈ [b] \ [a]}⊎{(k, b) : k ∈ [b− 1] \ [a]})⋂T = ∅.
We define
T ′ = {(a, b) (i, j) (a, b) : (i, j) ∈ T }.
Then
Φ
(n)
T (X) = Φ(n)T ′ (X) .
Proof. Consider the involution ϕ : Sn ∼−→ Sn defined by ϕ (σ) = σ (a, b) = (σ (a) ,σ (b))σ.
It is easy to see that lT (σ) = lT ′ (ϕ (σ)) for any σ ∈ Sn, therefore
Φ
(n)
T (X) =
∑
σ∈Sn
XlT (σ) = ∑
σ∈Sn
XlT ′ (σ) = Φ(n)T ′ (X) . 
Corollary 4.8. Let n ≥ 2, T ⊂ Tn and a ∈ [n− 1] be such that (a, a+ 1) 6∈ T . Then
Φ
(n)
T (X) = Φ(n)T ′ (X) ,
where T ′ = {(a, a+ 1) (i, j) (a, a+ 1) : (i, j) ∈ T }.
Corollary 4.9. Let n ≥ 3 and T = Tn \ {(α,α+ 1) , (α,β)} for some 1 ≤ α < α+ 1 < β ≤ n. Then
Φ
(n)
T (X) = Φ(n)T ′ (X) ,
where T ′ = Tn \ {(α,α+ 1) , (α+ 1,β)}.
Proof. Apply Proposition 4.7 with a = α and b = α+ 1. 
In some sense it is possible to generalize Theorem 4.4.
Definition 4.10. For any n ≥ 2, let 1 ≤ ξ1 < ξ2 ≤ n. We define T ⊂ Tn to be a (ξ1, ξ2)-screen if the following conditions are
satisfied:
(1) (i, j) ∈ T for any ξ1 ≤ i < j ≤ ξ2,
(2) if there exists 1 ≤ i0 < ξ1 such that (i0, r) ∈ T for some ξ1 ≤ r ≤ ξ2, then (i0, r) ∈ T for all ξ1 ≤ r ≤ ξ2,
(3) if there exists ξ2 < j0 ≤ n such that (r, j0) ∈ T for some ξ1 ≤ r ≤ ξ2, then (r, j0) ∈ T for all ξ1 ≤ r ≤ ξ2.
For example, Tn is the only (1, n)-screen.
Note that if T ⊂ Tn is a (ξ1, ξ2)-screen, then it is also a ($1,$2)-screen for any ξ1 ≤ $1 < $2 ≤ ξ2.
Furthermore, if n is sufficiently large, there exists T ⊂ Tn which is simultaneously the (ξ1, ξ2)-screen and (ξ3, ξ4)-screen
for some 1 ≤ ξ1 < ξ2 < ξ3 < ξ4 ≤ n, and such that T is not a (ξ1, ξ4)-screen.
For example, consider an increasing sequence 1 = c1 < · · · < c2r = n of 2r elements such that cj+1 − cj ≥ 3 for any
j ∈ [2r − 1], and let
T = Tn \
r⊎
k=1
{(c2k−1, c2k)}.
Then T is a
(
cj + 1, cj+1 − 1)-screen for any j ∈ [2r − 1], and there are no wider screens inside T .
Proposition 4.11. For any n ≥ 2 and any 1 ≤ ξ1 < ξ2 ≤ n,
#{T ⊂ Tn : T is a (ξ1, ξ2) -screen} = 2
(
n−ξ2+ξ1
2
)
.
Proof. Note first that for T to be a (ξ1, ξ2)-screen, no constraints are required for (i, j) such that 1 ≤ i < j < ξ1,
1 ≤ i < ξ1 < ξ2 < j ≤ n, and ξ2 < i < j ≤ n. Furthermore, for any i ∈ [ξ1 − 1] (respectively j ∈ [n] \ [ξ2]) then
either
⊎ξ2
k=ξ1 {(i, k)} ⊂ T or
⊎ξ2
k=ξ1 {(i, k)}
⋂
T = ∅, (respectively either ⊎ξ2k=ξ1 {(k, j)} ⊂ T or ⊎ξ2k=ξ1 {(k, j)}⋂T = ∅).
Therefore identifying [ξ1, ξ2] as a single element, we get a bijection
{T ⊂ Tn : T is a (ξ1, ξ2) -screen} ∼−→{T ⊂ Tn−ξ2+ξ1 },
and the result follows. 
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Definition 4.12. For any n ≥ 2 and A ⊂ [n] we define
G (A) = {(i, j) ∈ A× A : i < j}.
For example, G ([n]) = Tn, and
G ({1, 3, 5, 7}) = {(1, 3) , (1, 5) , (1, 7) , (3, 5) , (3, 7) , (5, 7)}
for any n ≥ 7.
Lemma 4.13. Let n ≥ 2, and let T ⊂ Tn be a (ξ1, ξ2)-screen for some 1 ≤ ξ1 < ξ2 ≤ n. For any σ ∈ Sn let ξ1 ≤ aσ < bσ ≤ ξ2,
1 ≤ uσ < vσ ≤ n. We define
Ωσ = {aσ ≤ j ≤ bσ : uσ ≤ σ (j) ≤ vσ},
and let fσ ∈ Sn be any permutation such that fσ (j) = σ (j) if j 6∈ Ωσ . Then lT (σ) = lT (fσ) if and only if lG(Ωσ) (σ) = lG(Ωσ) (fσ).
Proof. We have thatG (Ωσ) ⊂ T , then IT (σ) = IT \G(Ωσ) (σ)
⊎
IG(Ωσ) (σ) for any σ ∈ Sn, therefore the statement of the Lemma
is equivalent to the existence of a bijection IT \G(Ωσ) (σ)
∼←→ IT \G(Ωσ) (fσ).
By hypothesis fσ (j) = σ (j) for any j 6∈ Ωσ , hence for any γ ∈ [aσ, bσ] \ Ωσ there are only two possibilities:
σ (γ) > vσ ≥ max
j∈Ωσ
σ (j) = max
j∈Ωσ
fσ (j) ,
or
σ (γ) < uσ ≤ min
j∈Ωσ
σ (j) = min
j∈Ωσ
fσ (j) .
Therefore for any r1, r2 ∈ Ωσ such that r1 < γ < r2, we have (r1, γ) 6∈ IT \G(Ωσ) (σ)
⋃
IT \G(Ωσ) (fσ), and
(γ, r2) ∈ IT \G(Ωσ) (σ)
⋂
IT \G(Ωσ) (fσ) for the case γ > vσ , whereas (r1, γ) ∈ IT \G(Ωσ) (σ)
⋂
IT \G(Ωσ) (fσ), and (γ, r2) 6∈
IT \G(Ωσ) (σ)
⋃
IT \G(Ωσ) (fσ) for the case γ < uσ .
The remaining pairs (h, k) ∈ T \ G (Ωσ) to check are:
◦ 1 ≤ h < k ≤ n with h, k 6∈ Ωσ ,
◦ h ∈ [aσ − 1] and k ∈ Ωσ ,
◦ h ∈ Ωσ and k ∈ [bσ + 1, n].
In all these cases it is easy to see that (h, k) ∈ IT \G(Ωσ) (σ) if and only if
(
f−1σ (σ (h)) , f−1σ (σ (k))
) ∈ IT \G(Ωσ) (fσ), because T is
a (ξ1, ξ2)-screen, thus a (aσ, bσ)-screen, and if fσ (x) 6= σ (x) then x ∈ Ωσ ⊂ [aσ, bσ]. Therefore the desired result follows. 
Theorem 4.14. Let n ≥ 2 and T ⊂ Tn be a (ξ1, ξ2)-screen for some 1 ≤ ξ1 < ξ2 ≤ n. Let ξ1 ≤ a1 < b1 ≤ ξ2 and
ξ1 ≤ a2 < b2 ≤ ξ2 be such that b1 − a1 = b2 − a2, and T1 = T \ {(a1, b1)}, T2 = T \ {(a2, b2)}.
Then
Φ
(n)
T1
(X) = Φ(n)T2 (X) .
Proof. Obviously if k = b1 − a1 = b2 − a2 = ξ2 − ξ1 then T1 = T2 = T \ {(ξ1, ξ2)} and the result is trivial, so we can assume
k ∈ [ξ2 − ξ1 − 1], and clearly it is enough to prove the statement for T1 = T \ {(a, a+ k)} and T2 = T \ {(a+ 1, a+ k+ 1)},
for any ξ1 ≤ a ≤ ξ2 − (k+ 1).
IfH1,H2 ⊂ Tn are such thatH1 ⋂H2 = ∅ then it is clear that
IH1
⋃
H2 (σ) = IH1 (σ)
⊎
IH2 (σ)
for any σ ∈ Sn, therefore we can write Sn = B00 ⊎ B10 ⊎ B01 ⊎ B11, where
B00 = {σ ∈ Sn : (a, a+ k) 6∈ IT (σ) , (a+ 1, a+ k+ 1) 6∈ IT (σ)}
= {σ ∈ Sn : lT (σ) = lT1 (σ) = lT2 (σ)},
B10 = {σ ∈ Sn : (a, a+ k) ∈ IT (σ) , (a+ 1, a+ k+ 1) 6∈ IT (σ)}
= {σ ∈ Sn : lT (σ) = lT1 (σ)+ 1 = lT2 (σ)},
B01 = {σ ∈ Sn : (a, a+ k) 6∈ IT (σ) , (a+ 1, a+ k+ 1) ∈ IT (σ)}
= {σ ∈ Sn : lT (σ) = lT1 (σ) = lT2 (σ)+ 1},
B11 = {σ ∈ Sn : (a, a+ k) ∈ IT (σ) , (a+ 1, a+ k+ 1) ∈ IT (σ)}
= {σ ∈ Sn : lT (σ) = lT1 (σ)+ 1 = lT2 (σ)+ 1}.
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Thus we have
Φ
(n)
T1
(X) = ∑
σ∈B00
XlT (σ) + 1
X
∑
σ∈B11
XlT (σ) + 1
X
∑
σ∈B10
XlT (σ) + ∑
σ∈B01
XlT (σ),
Φ
(n)
T2
(X) = ∑
σ∈B00
XlT (σ) + 1
X
∑
σ∈B11
XlT (σ) + ∑
σ∈B10
XlT (σ) + 1
X
∑
σ∈B01
XlT (σ).
Hence Φ(n)T1 (X) = Φ(n)T2 (X) if and only if∑
σ∈B10
XlT (σ) = ∑
σ∈B01
XlT (σ),
which is equivalent to the existence of a bijection f : B10 ∼−→ B01 such that lT (σ) = lT (f (σ)) for any σ ∈ B10.
It is easy to see that if k = 1, i.e. T1 = T \ {(a, a+ 1)} and T2 = T \ {(a+ 1, a+ 2)}, then the map
f (σ) =
{
σ (a, a+ 2, a+ 1) if σ (a) < σ (a+ 2)
σ (a, a+ 1, a+ 2) if σ (a) > σ (a+ 2)
is the desired bijection, so the result follows.
If 2 ≤ k ≤ ξ2 − ξ1 − 1 defineUk = {(a, a+ 1) , (a+ k, a+ k+ 1)} ⊂ Tn; then
Sn = C(n)Uk (0)
⊎
C(
n)
Uk
(1)
⊎
C(
n)
Uk
(2) ,
where
C(
n)
Uk
(0) = {τ ∈ Sn : τ (a) < τ (a+ 1) , τ (a+ k) < τ (a+ k+ 1)}
C(
n)
Uk
(1) = {τ ∈ Sn : τ (a) > τ (a+ 1) , τ (a+ k) < τ (a+ k+ 1)}⊎ {τ ∈ Sn : τ (a) < τ (a+ 1) , τ (a+ k) > τ (a+ k+ 1)}
C(
n)
Uk
(2) = {τ ∈ Sn : τ (a) > τ (a+ 1) , τ (a+ k) > τ (a+ k+ 1)}.
Consider the involution
g : B10
⋂
C(
n)
Uk
(1) ∼−→ B01
⋂
C(
n)
Uk
(1)
defined by σ 7−→ σ (a+ k, a+ k+ 1) (a, a+ 1).
Then lT (σ) = lT (g (σ)) for any σ ∈ B10 ⋂C(n)Uk (1). So in order to get Φ(n)T1 (X) = Φ(n)T2 (X) it is enough to exhibit two
bijections
Φ : B10
⋂
C(
n)
Uk
(0) ∼−→ B01
⋂
C(
n)
Uk
(0)
σ 7−→ Φσ
and
Ψ : B10
⋂
C(
n)
Uk
(2) ∼−→ B01
⋂
C(
n)
Uk
(2)
σ 7−→ Ψσ
such that lT (σ) = lT (Φσ) for any σ ∈ B10 ⋂C(n)Uk (0) and lT (σ) = lT (Ψσ) for any σ ∈ B10 ⋂C(n)Uk (2).
Note that if σ ∈ B10 ⋂C(n)Uk (0) then
σ (a+ k) < σ (a) < σ (a+ 1) < σ (a+ k+ 1) (2)
and if σ ∈ B10 ⋂C(n)Uk (2) then
σ (a+ 1) < σ (a+ k+ 1) < σ (a+ k) < σ (a) . (3)
Now we define Φ.
For any σ ∈ B10 ⋂C(n)Uk (0)we define the following sets:
Ωσ = {a ≤ j ≤ a+ k+ 1 : σ (a+ k) ≤ σ (j) ≤ σ (a+ k+ 1)}
and
Rσ = Ωσ \ {a, a+ 1, a+ k, a+ k+ 1}.
Let r = #Rσ; we have to distinguish three different cases.
If r = 0 then we define Φσ = σ (a+ 1, a+ k+ 1) (a, a+ k).
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If r = 1 letRσ = {α}: then we define
Φσ =

σ (a, a+ k+ 1, a+ 1,α, a+ k) ifσ (a+ k) < σ (α) < σ (a)
σ (a+ 1, a+ k+ 1) (a, a+ k) ifσ (a) < σ (α) < σ (a+ 1)
σ (a,α, a+ k+ 1, a+ 1, a+ k) ifσ (a+ 1) < σ (α) < σ (a+ k+ 1) .
If r ≥ 2 letRσ = {α1, . . . ,αr}<.
Then we define
Φσ =
{
στ2 if σ (αr−1) < σ (αr)
σ (a, a+ 1) (αr−1,αr) τ2 if σ (αr−1) > σ (αr) ,
where τ = (a, a+ 1,α1, . . . ,αr, a+ k, a+ k+ 1).
Note that if s = #{j ∈ [n] : Φσ (j) 6= σ (j)} then τ2 is the product of two s2 cycles if s ≡ 0 (mod 2), whereas τ2 is an s cycle
if s ≡ 1 (mod 2).
It is not hard to check that, in all cases, Φσ ∈ B01 ⋂C(n)Uk (0).
In order to check that lT (σ) = lT (Φσ) for any σ ∈ B10 ⋂C(n)Uk (0), we let
Z1 = Rσ
⊎{a, a+ 1}
Z2 = Rσ
⊎{a+ k, a+ k+ 1},
and
∆1 = G (Z1) ,
∆2 = G (Ωσ) \ G (Z1) ,
Γ1 = G (Z2) ,
Γ2 = G (Ωσ) \ G (Z2) ,
so
G (Ωσ) = ∆1
⊎
∆2 = Γ1
⊎
Γ2.
For any σ ∈ B10 ⋂C(n)Uk (0), from (2) and the definition ofΦ, it is easy to see that l∆1 (σ) = lΓ1 (Φσ) and by direct counting that
l∆2 (σ) = lΓ2 (Φσ) = r + 2, therefore lG(Ωσ) (σ) = lG(Ωσ) (Φσ) and from Lemma 4.13 we get lT (σ) = lT (Φσ).
Analogously, substituting the conditions in (2) with the conditions in (3), we build the map Ψ , which is a ‘mirrored’
version of the map Φ.
For any σ ∈ B10 ⋂C(n)Uk (2) let
Ω1σ = {a ≤ j ≤ a+ k+ 1 : σ (a+ 1) ≤ σ (j) ≤ σ (a)},
R1σ = Ω1σ \ {a, a+ 1, a+ k, a+ k+ 1},
r1 = #R1σ.
If r1 = 0 then we define Ψσ = σ (a+ 1, a+ k+ 1) (a, a+ k).
If r1 = 1 letR1σ = {β}: then as for α in the case r = 1, there are three different subcases:
Ψσ =

σ (a, a+ k,β, a+ 1, a+ k+ 1) ifσ (a+ 1) < σ (β) < σ (a+ k+ 1)
σ (a+ 1, a+ k+ 1) (a, a+ k) ifσ (a+ k+ 1) < σ (β) < σ (a+ k)
σ (a, a+ k, a+ 1, a+ k+ 1,β) ifσ (a+ k) < σ (β) < σ (a) .
If r1 ≥ 2 letR1σ = {β1, . . . ,βr1 }<.
Then we define
Ψσ =
{
σρ2 if σ (β1) > σ (β2)
σ (β1,β2) (a+ k, a+ k+ 1)ρ2 if σ (β1) < σ (β2) ,
where ρ = (a+ k+ 1, a+ k,βr1 , . . . ,β1, a+ 1, a).
As forΦ, from Lemma 4.13 and the definition ofΨ , we see that lT (σ) = lT (Ψσ) for any σ ∈ B10 ⋂C(n)Uk (2), and the desired
result follows. 
Iterating several times Theorem 4.14, we get the following
Theorem 4.15. For any n ≥ 2, let {ξj}2kj=1 be a sequence of 2k terms for some k ≤
⌊
n
2
⌋
, such that 1 ≤ ξ1 < · · · < ξ2k ≤ n, and let
T ⊂ Tn be a (ξ2j−1, ξ2j)-screen for any j ∈ [k]. We consider two increasing sequences
1 ≤ α1 < · · · < α2r ≤ n
1 ≤ β1 < · · · < β2r ≤ n,
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both of 2r terms, for some k ≤ r ≤
⌊
n
2
⌋
, which satisfy the following properties:
α2j − α2j−1 = β2j − β2j−1 for any j ∈ [r] , (4)
and there exist t1, . . . , tk ∈ N such that ∑ki=1 ti = r, and
1 ≤ ξ1 ≤ α1 < · · · < α2t1 ≤ ξ2 < ξ3 ≤ α1+2t1 < · · · < α2(t1+t2) ≤ ξ4
≤ · · · ≤ ξ2k−2 < ξ2k−1 ≤ α
1+2 k−1∑
i=1
ti
< · · · < α
2
k∑
i=1
ti
≤ ξ2k ≤ n,
and analogously for the sequence β.
Let
T1 = T \
r⊎
j=1
{(α2j−1,α2j)}
and
T2 = T \
r⊎
j=1
{(β2j−1,β2j)};
then
Φ
(n)
T1
(X) = Φ(n)T2 (X) .
Proof. We may clearly assume t1 > 0; and we proceed by induction on r.
Consider
A = {j ∈ [t1 − 1] : β2j < α2j+1}
and define
j0 =
{
minA if A 6= ∅,
t1 if A = ∅.
Let
T0,1 = T \
r⊎
j=1
j6=j0
{(α2j−1,α2j)} = T1 ⊎{(α2j0−1,α2j0 )},
and we define
Z = T0,1 \ {(β2j0−1,β2j0 )}.
We claim that Φ(n)T1 (X) = Φ(n)Z (X).
In fact, let $1 = min{α2j0−1,β2j0−1} and $2 = max{α2j0 ,β2j0 }: then by our construction of j0 we have that T0,1 is a
($1,$2)-screen, because
max{ξ1,α2j0−2 + 1} ≤ $1 < $2 ≤ min{α2j0+1 − 1, ξ2},
where, if j0 ∈ {1, r}, we set max{ξ1,α0 + 1} = ξ1 and min{α2r+1 − 1, ξ2} = ξ2.
Taking into account the hypothesis (4), we can apply Theorem 4.14 to get
Φ
(n)
T1
(X) = Φ(n)Z (X) .
Hence we have substituted the transposition
(
α2j0−1,α2j0
)
with the corresponding transposition
(
β2j0−1,β2j0
)
.
Now we consider the set
W0 = T \ {(β2j0−1,β2j0 )}
instead of T ; we see that it is a
(
ξ2j−1, ξ2j
)
-screen for any j ∈ [k] \ {1}, and a (ξ1,β2j0−1 − 1)-screen if β2j0−1 ≥ ξ1 + 3, and a(
β2j0 + 1, ξ2
)
-screen if β2j0 ≤ ξ2 − 3.
Then considering the setW0 instead of T , the sequence
{ξ1,β2j0−1 − 1 : if β2j0−1 ≥ ξ1 + 3}⊎{β2j0 + 1, ξ2 : if β2j0 ≤ ξ2 − 3}⊎{ξj}2kj=3
instead of the sequence {ξj}2kj=1, and the sequences
{αj : j ∈ [2r] \ {2j0 − 1, 2j0}}
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and
{βj : j ∈ [2r] \ {2j0 − 1, 2j0}}
instead of the sequences {αj}2rj=1 and {βj}2rj=1 respectively, we have that we can apply the inductive hypothesis. 
We note that in some sense Theorem 4.15 is more general than Theorem 4.4: in fact instead of Tn, i.e. the (1, n)-screen, it
is allowed to have (ξ1, ξ2)-screens, for 1 ≤ ξ1 < ξ2 ≤ n, and above all
T2 = T \
r⊎
j=1
{(β2j−1,β2j)}
is not in general a k-shifted of
T1 = T \
r⊎
j=1
{(α2j−1,α2j)}
for some k ∈ Z.
For example, the following result is immediate from Theorems 4.4 and 4.15.
Corollary 4.16. Let n ≥ 4, 1 ≤ a < b < c < d ≤ n, and let
H = Tn \ {(a, b) , (c, d)} and T = Tn \ {(a, d) , (b, c)}.
For any 1 ≤ a1 < b1 < c1 < d1 ≤ n such that b1 − a1 = b − a and d1 − c1 = d − c, and any 1 ≤ a2 < b2 < c2 < d2 ≤ n such
that d2 − a2 = d− a and c2 − b2 = c− b, let
H1 = Tn \ {(a1, b1) , (c1, d1)} and T1 = Tn \ {(a2, d2) , (b2, c2)}.
Then
Φ
(n)
H (X) = Φ(n)H1 (X)
and
Φ
(n)
T (X) = Φ(n)T1 (X) . 
If n = 7 and T1,T2 ⊂ T7 are such that #T1 = #T2 = #T7 − 2 = 19 and Φ(7)T1 (X) = Φ(7)T2 (X) one can check that T1 and T2
necessarily satisfy the hypothesis of either Corollary 3.16 or Theorem 4.4 or Corollary 4.9 or Corollary 4.16.
5. Closed formulas for Φ(n)T (X)
In this section we define some classes of subsets T ⊂ Tn and we give closed formulas for their associated polynomials
Φ
(n)
T (X). Moreover, we prove some results about Φ
(n)
T (X)when #T satisfies certain conditions.
Let T ⊂ Tn: from the definitions it is immediate that
ord (T ) ≤ min{n, 2#T }.
If ord (T ) = 2#T , we are able to explicitly compute the polynomial Φ(n)T (X).
Proposition 5.1. Let n ≥ 2 and let T ⊂ Tn be such that ord (T ) = 2#T . Then
Φ
(n)
T (X) = n!
(1+ X
2
)k
,
where k = #T .
Proof. T is such that ord (T ) = 2k, where k = #T ∈
[⌊
n
2
⌋]
, so we have
T = {(a1, b1) , . . . , (ak, bk)}
and a1, . . . , ak, b1, . . . , bk are all distinct.
If k = 1 then TN = {(1, 2)}, Φ(2){(1,2)} (X) = 1+ X, and the desired result follows from Proposition 3.11.
If k > 1 the desired result follows from Proposition 3.13. 
For example, let n = 4 and T1 = {(1, 2) , (3, 4)}, T2 = {(1, 3) , (2, 4)} and T3 = {(1, 4) , (2, 3)}. Then Tj, for j ∈ [3], are in
normal form, self-mirrored, and pairwise different, but Φ(4)T1 (X) = Φ(4)T2 (X) = Φ(4)T3 (X) = 6+ 12X + 6X2.
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Definition 5.2. Let n ≥ 2, and k ∈ [n− 1].
We define
Dk = {(a, b) ∈ Tn : a ≡ b (mod k)}.
We define T ⊂ Tn to be a k-stair if
T = {(a, b1) , . . . , (a, bk)}
with 1 ≤ a < b1 < · · · < bk ≤ n or
T = {(a1, b) , . . . , (ak, b)}
with 1 ≤ a1 < · · · < ak < b ≤ n.
We define T ⊂ Tn to be a k-chain if
T = {(a1, a2) , (a2, a3) , . . . , (ak, ak+1)}
with 1 ≤ a1 < · · · < ak+1 ≤ n.
Note that for any n ≥ 2 there is only one (n− 1)-chain T ⊂ Tn, i.e. T = En the classical generating set of Sn, and the
associated polynomial X · zn (X) is the well-known Eulerian polynomial.
Proposition 5.3. Let n ≥ 2 and k ∈ [n− 1]; then
Φ
(n)
Dk
(X) = n!
 1(⌊
n
k
⌋
+ 1
)
!
b nk c∏
j=1
(
j∑
t=0
Xt
)z  1(⌊
n
k
⌋)
!
b nk c−1∏
j=1
(
j∑
t=0
Xt
)k−z ,
where z is such that 0 ≤ z ≤ k− 1 and n ≡ z (mod k), i.e. z = n− k
⌊
n
k
⌋
.
Proof. WriteDk = ⊎kj=1Dk (j), where
Dk (j) = {(a, b) ∈ Tn : a ≡ b ≡ j (mod k)}.
It is clear that Pos (Dk (j1))
⋂
Pos (Dk (j2)) = ∅ for any j1 6= j2 ∈ [k], and that for any j ∈ [z] we have ord (Dk (j)) =
⌊
n
k
⌋
+ 1
and (Dk (j))N = Tb nk c+1, whereas for any j ∈ [z+ 1, k] we have ord (Dk (j)) =
⌊
n
k
⌋
and (Dk (j))N = Tb nk c, therefore from
Propositions 3.13 and 2.1 the desired result follows. 
Proposition 5.4. Let n ≥ 2, k ∈ [n− 1] and T ⊂ Tn be a k-stair. Then
Φ
(n)
T (X) =
n!
k+ 1
k∑
j=0
Xj.
Proof. We consider the case
T = {(a, b1) , . . . , (a, bk)}
with 1 ≤ a < b1 < · · · < bk ≤ n; the case T = {(a1, b) , . . . , (ak, b)} is completely symmetric.
From Proposition 3.11
Φ
(n)
T (X) =
n!
(k+ 1)!Φ
(k+1)
TN (X) , (5)
where
TN = {(1, ν) : ν ∈ [k+ 1] \ {1}} ⊂ Tk+1.
For any 0 ≤ j ≤ k, we have that σ ∈ C(k+1)TN (j) if and only if σ (1) = j+1, thereforeF (k+1)TN (j) = k! and from (5) the desired
result follows. 
For a k-chain, we have the following result.
Proposition 5.5. Let n ≥ 2, k ∈ [n− 1] and T ⊂ Tn be a k-chain. Then
Φ
(n)
T (X) =
n!
(k+ 1)! zk+1 (X) .
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Proof. We have that TN = {(1, 2) , (2, 3) , . . . , (k, k+ 1)}, and the desired result follows from Proposition 3.11. 
Note that if T ⊂ Tn is such that #T = 2 then T is either a 2-stair, or a 2-chain, or ord (T ) = 4.
Now we generalize the concepts of k-chain and k-stair.
Definition 5.6. Let n ≥ 2, and 1 ≤ ν ≤ µ ≤ n. We define Pµ,Qµ,ν ⊂ Tn as
Pµ = {(j,µ) : j ∈ [µ− 1]}
⊎{(µ, k) : k ∈ [n] \ [µ]},
Qµ,ν = Eµ
⊎{(ν, k) : k ∈ [n] \ [µ]},
with the convention E1 = ∅, so Q1,1 = P1 and Qn−1,n−1 = Qn,j = En for any j ∈ [n].
Obviously for any n ≥ 2, #Pµ = #Qµ,ν = n− 1 for any µ ∈ [n] and ν ∈ [µ].
Note that for any n ≥ 2, P1 = Q1,1 and Pn are the only n− 1-stairs in Tn, so from Proposition 5.4 we know that
Φ
(n)
P1 (X) = Φ(n)Q1,1 (X) = Φ(n)Pn (X) = (n− 1)!
n−1∑
j=0
Xj. (6)
From a Coxeter group point of view (see [12,17,22,26,39,42,51]) for any n ≥ 2,µ ∈ [n] and ν ∈ [µ], Pµ and Qµ,ν are bases,
i.e. minimal generating sets, of Sn exactly as En, the classical generating set, see e.g. [47], so in this sense (6), (8) and (13), see
below, can be considered as analogues of
Φ
(n)
Qn−1,n−1 (X) = Φ(n)Qn,j (X) = zn (X) ,
for any j ∈ [n].
Proposition 5.7. For any n ≥ 2, µ ∈ [n] and ν ∈ [µ],
Φ
(n)
Qµ,ν (0) =
(
n− ν
n− µ
)
(n− µ)! =
n−µ−1∏
j=0
(n− ν− j)
holds.
Proof. It is easy to see that σ ∈ C(n)Qµ,ν (0) if and only if σ (j) = j for any j ∈ [ν],
A = {σ (k) : k ∈ [n] \ [µ]}
is allowed to be any subset of [n] \ [ν] with cardinality n− µ, and
{σ (t) : t ∈ [µ] \ [ν]} = [n] \
(
[ν]
⊎
A
)
as ordered sets, i.e. σ (r + 1) > σ (r) for any r ∈ [µ− 1] \ [ν].
The desired result follows. 
Corollary 5.8. For any n ≥ 2 and any j ∈ [n− 1], there exists Tj ⊂ Tn such that
Φ
(n)
Tj
(0) = j.
Proof. Take Tj = Qn−1,n−j and the desired result follows from Proposition 5.7. 
Now we investigate the base Pµ explicitly computing Φ
(n)
Pµ (X) for any µ ∈ [n].
Theorem 5.9. For any n ≥ 2 and µ ∈ [n],
Φ
(n)
Pµ (X) = Φ(n)Pn+1−µ (X) , (7)
and for any t = 0, . . . , n− 1
F (
n)
Pµ (t) = (n− µ)! (µ− 1)!
min(t,µ−1)∑
j=max(0,µ−n+t)
(
n− µ+ 2j− t
j
)(
µ− 2j+ t − 1
t − j
)
(8)
holds.
Furthermore,
F (
n)
Pµ (t) ≤ (n− µ)! (µ− 1)!
µ−1∑
j=0
(
n− 1− j
µ− 1− j
)
2j = F (n)Pµ (t0) (9)
for any µ− 1 ≤ t0 ≤ n− µ.
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Proof. Obviously, (7) follows from Proposition 3.15.
Let t = 0, . . . , n− 1 and σ ∈ C(n)Pµ (t); we set
#{h ∈ [µ− 1] : σ (h) > σ (µ)} = j, (10)
thus
#{k ∈ [n] \ [µ] : σ (k) < σ (µ)} = t − j. (11)
We claim that if σ ∈ C(n)Pµ (t) then
max (0,µ− n+ t) ≤ j ≤ min (t,µ− 1) ;
indeed, if j < µ− n+ t, then
#{k ∈ [n] \ [µ] : σ (k) < σ (µ)} = t − j > n− µ
and this is impossible.
From (10) and (11) we have
#{k ∈ [n] : σ (k) < σ (µ)} = µ− 1− j+ t − j,
hence
σ (µ) = µ− 2j+ t,
and therefore
F (
n)
Pµ (t) = #C(n)Pµ (t)
= (n− µ)! (µ− 1)!
min(t,µ−1)∑
j=max(0,µ−n+t)
(
n− σ (µ)
j
)(
σ (µ)− 1
t − j
)
so we get (8).
Furthermore, taking into account the well-known formula
∑
k≥0
(
r + zk
k
)(
s− zk
v− k
)
=∑
k≥0
(
r + s− k
v− k
)
zk, (12)
where r, s, v, z ∈ N, see e.g. Appendix A of [40], we have
F (
n)
Pµ (t) = (n− µ)! (µ− 1)!
min(t,µ−1)∑
j=max(0,µ−n+t)
(
n− µ+ 2j− t
j
)(
µ− 2j+ t − 1
t − j
)
≤ (n− µ)! (µ− 1)!
µ−1∑
j=0
(
n− µ+ 2j− t
j
)(
µ− 2j+ t − 1
µ− 1− j
)
= (n− µ)! (µ− 1)!
µ−1∑
j=0
(
n− 1− j
µ− 1− j
)
2j
since (12), and if the first sum runs over the full range 0, . . . ,µ− 1, i.e. µ− 1 ≤ t ≤ n− µ, we have equality.
Therefore (9) follows. 
Note that from (7) without loss of generality we can suppose µ ≤
⌈
n
2
⌉
, so there is always at least one t0 such that
µ− 1 ≤ t0 ≤ n− µ, hence the inequality in (9) is sharp.
The following result follows immediately from Theorem 5.9.
Corollary 5.10. For any n ≥ 2,
Φ
(n)
P2 (X) = Φ(n)Q2,2 (X) = Φ(n)Pn−1 (X)
= (n− 2)!
(
1+ Xn−1
)
+ (n+ 1) (n− 2)!
n−2∑
j=1
Xj (13)
holds. 
With just a mild change of P2 = Q2,2 it is possible to get T ⊂ Tn such that Φ(n)T (X) is quite close to Φ(n)P2 (X) = Φ(n)Q2,2 (X).
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Theorem 5.11. Let n ≥ 2 and T = P1 ⊎ (i, j) with 2 ≤ i < j ≤ n. Then
Φ
(n)
T (X) =
(n− 1)!
2
(1+ Xn)+ (n− 1)!
n−1∑
j=1
Xj
holds.
Proof. If σ ∈ C(n)T (0) then we have σ (1) = 1 and 2 ≤ σ (i) < σ (j) ≤ n. Thus there are
(
n−1
2
)
possibilities for {σ (i) ,σ (j)}
and (n− 3)! possibilities for {σ (k) : k ∈ [n] \ {1, i, j}}. Hence, from Proposition 3.2,
F (
n)
T (0) = F (n)T (n) =
(n− 1)!
2
.
Let k ∈ [n− 1] and σ ∈ C(n)T (k); then we have two mutually exclusive cases: (i, j) 6∈ IT (σ) and (i, j) ∈ IT (σ).
In the first case we have σ (1) = k + 1 and σ (i) ,σ (j) ∈ [n] \ {k + 1} with σ (i) < σ (j); whereas in the second case we
have σ (1) = k and σ (i) ,σ (j) ∈ [n] \ {k} with σ (i) > σ (j). So, as for F (n)T (0), we have #{σ ∈ C(n)T (k) : (i, j) 6∈ IT (σ)} =
#{σ ∈ C(n)T (k) : (i, j) ∈ IT (σ)} = (n−1)!2 , therefore F (n)T (k) = (n− 1)! as desired. 
Corollary 5.12. Let n ≥ 2 and T = (i, j)⊎ Pn with 1 ≤ i < j ≤ n− 1. Then
Φ
(n)
T (X) =
(n− 1)!
2
(1+ Xn)+ (n− 1)!
n−1∑
j=1
Xj
holds.
Proof. It is immediate from Theorem 5.11 and Proposition 3.15. 
6. Unimodality and log-concavity
It is easy to verify that if n = 2, 3 then for any T ⊂ Tn, Φ(n)T (X) is log-concave and unimodal, so it is natural to wonder if
this is true for any n ≥ 2 and any T ⊂ Tn. We prove that the answer is negative.
Note that if there exist n0 ≥ 4 and T0 ⊂ Tn0 such that Φ(n0)T0 (X) is not log-concave or not unimodal then this holds for any
n ≥ n0. In fact, T0 ⊂ Tn0 ⊂ Tn and from Proposition 3.11 we have that also Φ(n)T0 (X) = n!n0!Φ
(n)
T (X) is not log-concave or not
unimodal. More exactly, for any n ≥ ord (T0) and any T ⊂ Tn such that TN = (T0)N we have Φ(n)T (X) is not log-concave or
not unimodal.
Note also that for any n ≥ 2 and any T ⊂ Tn from Proposition 3.1 if Φ(n)T (X) is log-concave then it is also unimodal.
About unimodality, letVn = En⊎{(1, n)}. Then if n = 4 we have thatΦ(4)V4 (X) = 1+8X+6X2+8X3+X4 is not unimodal (and
not log-concave). Note that this does not hold for n = 5: in fact Φ(5)V5 (X) = 1+22X+37X2+37X3+22X4+X5 is log-concave
(and unimodal). Instead, if n = 5 and T = V5 ⊎{(3, 5)} ⊂ T5 we have thatΦ(5)T (X) = 1+15X+31X2+26X3+31X4+15X5+X6
is not unimodal (and not log-concave).
Open Problem 6.1. Characterize n ≥ 4 for which there exists T ⊂ Tn with ord (T ) = n such that Φ(n)T (X) is not unimodal, and
explicitly exhibit such T .
We feel that the answer is the following.
Conjecture 6.2. For any n ≥ 4 we define
Un = En
⊎{(1, n)}⊎{(1, k) : k ∈ [n− 2] \ [2]}.
Then Φ(n)Un (X) is not unimodal for any n ≥ 4.
We have verified this for any 4 ≤ n ≤ 12 using a computer.
Note that if the conjecture holds then from Proposition 3.15
(Un)M = En
⊎{(k, n) : k ∈ [n− 2] \ {2}}
is also a solution of the Open Problem 6.1.
Definition 6.3. For any n ≥ 2, we define ϕu (n) as the density of T ⊂ Tn with ord (T ) = n such that Φ(n)T (X) is not unimodal,
viz.
ϕu (n) = #{T ⊂ Tn : ord (T ) = n, and Φ
(n)
T (X) is not unimodal}
#{T ⊂ Tn : ord (T ) = n} .
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Open Question 6.4. Is it true that
lim sup
n→∞
ϕu (n) = 0,
(viz. limn→∞ ϕu (n) exists and it is equal to 0)?
About log-concavity, for any n ≥ 4 we are able to find some T ⊂ Tn with ord (T ) = n such that Φ(n)T (X) are not log-
concave.
Theorem 6.5. Let n ≥ 3 and
T = {(1, k) : k ∈ [n] \ [2]}⊎{(2, k) : k ∈ [n] \ [2]},
U = {(k, n− 1) : k ∈ [n− 2]}⊎{(k, n) : k ∈ [n− 2]}.
Then
Φ
(n)
T (X) = Φ(n)U (X) = 2 (n− 2)!
n−3∑
j=0
(
1+
⌊
j
2
⌋) [
Xj + X2(n−2)−j
]
+ 2 (n− 2)!
(
1+
⌊
n− 2
2
⌋)
Xn−2
holds.
In particular, if n ≥ 4 then Φ(n)T (X) = Φ(n)U (X) is not log-concave.
Proof. Note that TM = U, so from Proposition 3.15 Φ(n)T (X) = Φ(n)U (X).
We remark that for any j = 0, . . . ,#T , if σ ∈ C(n)T (j) then any τ ∈ Sn such that
{σ (1) ,σ (2)} = {τ (1) , τ (2)}
belongs toC(n)T (j), so the factor 2 (n− 2)! is clear. Thus in order to study σ ∈ C(n)T (j)we are allowed to study only σ (1) ,σ (2)
and without loss of generality we can suppose 1 ≤ σ (1) < σ (2) ≤ n.
Furthermore #T = 2 (n− 2), thus F (n)T (2n− 4− j) = F (n)T (j) for any j = 0, . . . , 2 (n− 2) from Proposition 3.2, so in
order to compute F (n)T (j)we can suppose without loss of generality 0 ≤ j ≤ n− 2.
For any 0 ≤ j ≤ n− 2 let
σ ∈ Zj = {τ ∈ C(n)T (j) : τ (1) < τ (2)}.
We call
µ = #{σ (t) : t ∈ [n] \ [2] ,σ (t) < σ (1)}
and
ν = #{σ (t) : t ∈ [n] \ [2] ,σ (t) < σ (2)}.
Then from our assumptions on σ we have
j = µ+ ν with 0 ≤ µ ≤ ν,
hence
0 ≤ µ ≤
⌊
j
2
⌋
. (14)
It is easy to see that this implies
σ (1) = µ+ 1 and σ (2) = ν+ 2 = j− µ+ 2, (15)
and on the other hand if 0 ≤ j ≤ n− 2, any σ ∈ Sn such that (σ (1) ,σ (2)) satisfies (15) and (14) belongs to Zj.
Therefore for any 0 ≤ j ≤ n− 2
#{(σ (1) ,σ (2)) : σ ∈ Zj} = 1+
⌊
j
2
⌋
and the desired result follows.
The statement about the log-concavity is obvious. 
Note that T = U, i.e. we are considering a self-mirrored set, if and only if n = 4.
Note also that it is not necessary to explicitly computeΦ(n)T (X) in order to prove that it is not log-concave. In the following
results we generalize the class of T such that Φ(n)T (X) is not log-concave.
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Theorem 6.6. Let n ≥ 4, 2 ≤ r ≤ n− 2 and
Tr =
r⋃
j=1
{(j, k) : k ∈ [n] \ [r]}.
Then Φ(n)Tr (X) is not log-concave.
Proof. For any σ ∈ Sn we define
A (σ) = {σ (j) : j ∈ [r]}.
Note that for any j = 0, . . . ,#Tr if σ ∈ C(n)Tr (j) then for any τ ∈ Sn such that
A (τ) = A (σ)
we have τ ∈ C(n)Tr (j), therefore F (n)Tr (j) = αj (n− r)!r!with αj ∈ N \ {0}.
We prove that 1 = α0 = α1 < α2 = 2, viz.
0 < F (n)Tr (0) = F (n)Tr (1) = r! (n− r)! < F (n)Tr (2) = 2 (n− r)!r!,
so the desired result follows.
We have that σ ∈ C(n)Tr (0) if and only if
A (σ) = [r]
and σ ∈ C(n)Tr (1) if and only if
A (σ) = [r − 1]⊎{r + 1}.
On the other hand, σ ∈ C(n)Tr (2) if and only if either
A (σ) = [r − 1]⊎{r + 2}
or
A (σ) = [r − 2]⊎{r, r + 1}. 
Note that if r ∈ {2, n− 2}we have the sets of Theorem 6.5, for which we computed Φ(n)T (X).
In the next Proposition we find one more T such that Φ(n)T (X) is not log-concave.
Proposition 6.7. For any n ≥ 4 and any 1 ≤ µ ≤ n− 3 let
Tµ = {(j,µ+ 1) : j ∈ [µ]}
⊎{(j,µ+ 2) : j ∈ [µ]}⊎{(µ+ 1, k) : k ∈ [n] \ [µ+ 2]}⊎{(µ+ 2, k) : k ∈ [n] \ [µ+ 2]}.
Then Φ(n)Tµ (X) is not log-concave.
Proof. We prove that
2 (n− (µ+ 2))!µ! = F (n)Tµ (0)
< 4 (n− (µ+ 2))!µ! = F (n)Tµ (1)
< 12 (n− (µ+ 2))!µ! ≤ F (n)Tµ (2) ,
(16)
so the desired result follows.
For any σ ∈ Sn we define
A (σ) = {σ (j) : j ∈ [µ]},
B (σ) = {σ (µ+ 1) ,σ (µ+ 2)}.
We have that σ ∈ C(n)Tµ (0) if and only if{
A (σ) = [µ]
B (σ) = {µ+ 1,µ+ 2},
thus we get the first row of (16).
σ ∈ C(n)Tµ (1) if and only if either{
A (σ) = [µ− 1]⊎{µ+ 1}
B (σ) = {µ,µ+ 2}
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or {
A (σ) = [µ]
B (σ) = {µ+ 1,µ+ 3},
thus we get the second row of (16).
Now we consider any σ ∈ Sn such that either{
A (σ) = [µ− 1]⊎{µ+ 2}
B (σ) = {µ,µ+ 1}
or {
A (σ) = [µ]
B (σ) = {µ+ 2,µ+ 3}
or {
A (σ) = [µ− 1]⊎{µ+ 1}
B (σ) = {µ,µ+ 3}
or {
A (σ) = [µ− 1]⊎{µ+ 3}
B (σ) = {µ,µ+ 1}
or {
A (σ) = [µ− 1]⊎{µ+ 1}
B (σ) = {µ+ 2,µ+ 3}
or {
A (σ) = [µ− 1]⊎{µ+ 2}
B (σ) = {µ,µ+ 3}.
Then we have that σ ∈ C(n)Tµ (2), thus we get also the third row of (16), and the desired result follows. 
7. Remarks
We note it is possible to define an analogue of the polynomial Φ(n)T (X) in every finite Coxeter system (W, S) (see [12,17,
22,26,39,42,51]), substituting the function inv with the function length, and the set Tn with the reflection set of W.
More exactly, given a finite Coxeter system (W, S), where W is a finite Coxeter group with distinguished generating set
S, and u ∈ W, we denote by l (u) the length of u in W, with respect to S. We denote
D (u) = {s ∈ S : l (us) < l (u)}
the descent set of u ∈ W, and
T = {usu−1 : s ∈ S, u ∈ W}
the reflection set of W.
Let T ⊂ T: we define
dT (u) = #{z ∈ T : l (uz) < l (u)}
for any u ∈ W, and
ΦWT (X) =
∑
u∈W
XdT (u) =
#T∑
j=0
F WT (j) X
j ∈ N [X] ,
where F WT (j) = #{u ∈ W : dT (u) = j}.
Note that if T = T then ΦWT (X) is the Poincaré polynomial of (W, S), and if T = S then ΦWS (X) is the Eulerian polynomial of
(W, S), see e.g. [20,23,46,54].
We also note that in the case of an infinite Coxeter system (W, S) with finite rank, the Eulerian distribution
∑
u∈W Xdes(u)
does not make sense as a formal power series in X, since there are only finitely many values {0, . . . ,#S} of des (u) and hence
infinitely many group elements u with the same value of des (u).
In [25] the author investigates the polynomials ΦWT (X) for any generic finite Coxeter system (W, S) and any T ⊂ T.
We remark that this combinatorial approach can be very effective for studying a lot of algebraic and combinatorial topics
about a generic finite Coxeter system, such as representations, see [2], orderings, see [8,9,11], descent classes, parabolic
subgroups and generalized quotients, see [13,14].
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