The investigation and quantification of cardiac movement is important for assessment of cardiac abnormalities and treatment effectiveness. Therefore we consider new aperture problem-free methods to track cardiac motion from 2-dimensional MR tagged images and corresponding sine-phase images. Tracking is achieved by following the movement of scale-space maxima, yielding a sparse set of linear features of the unknown optic flow vector field. Interpolation/reconstruction of the velocity field is then carried out by minimizing an energy functional which is a Sobolev-norm expressed in covariant derivatives (rather than standard derivatives). These covariant derivatives are used to express prior knowledge about the velocity field in the variational framework employed. They are defined on a fiber bundle where sections coincide with vector fields. Furthermore, the optic flow vector field is decomposed in a divergence free and a rotation free part, using our multi-scale Helmholtz decomposition algorithm that combines diffusion and Helmholtz decomposition in a single non-singular analytic kernel operator. Finally, we combine this multi-scale Helmholtz decomposition with vector field reconstruction (based on covariant derivatives) in a single algorithm and present some experiments of cardiac motion estimation. Further experiments on phantom data with ground truth show that both the inclusion of covariant derivatives and the inclusion of the multi-scale Helmholtz decomposition improves the optic flow reconstruction.
Introduction
In cardiology literature [11] it has been noted that variation in thickness of the cardiac wall may provide quantitative indication of the health of the cardiac muscle. Cardiac motion extraction is therefore an important area of research, since monitoring and quantification of irregular cardiac wall deformation may help in early diagnosis of cardiac abnormalities such as ischemia, area of tissue resulting from obstruction of blood circulation, as well as in providing information about the effectiveness of treatment. In order to characterize the contracting behavior of the cardiac muscle, non-invasive acquisition techniques such as MR tagging can been applied. This methodology allows to superimpose artificial brightness patterns on the image, which deform according to the cardiac muscle and aid to retrieve motion within the heart walls.
The problem of extracting motion in image sequences is of primary interest for the computer vision and image analysis community. Optic flow measures apparent motion of moving patterns in image sequences, providing information about spatial displacements of objects in consecutive frames. At the beginning of the eighties Horn and Schunck introduced a mathematical formulation of optic flow assuming that intensities associated to image objects did not change along the sequence, [26] . This formulation has been referred to as the Optic Flow Constraint Equation (OFCE):
where (x, y, t) → f (x, y, t) : R 2 × R + → R is an image sequence, f x , f y , f t are the spatial and temporal derivatives; v(·, t) is a vector field on R 2 given by v(x, y, t) = (u(x, y, t), v(x, y, t)) T , where u and v are unknown and x, y and t are the spatial and temporal coordinates respectively. Since scalar-valued functions u and v are unknown, equation (1.1) does not generate unique solution, providing the so-called "aperture problem" and therefore Horn and Schunck added a homogeneous smoothness constraint based on gradient magnitude to a data term, equation (1.1), and minimized the energy functional using a variational approach [26] . A similar scheme has been employed in more recent and sophisticated techniques by Bruhn et al. [6] and Zimmer et al. [52] , who used an anisotropic smoothness term and carried out tests on the Yosemite sequence and Middlebury benchmark outperforming the results of most of the current optic flow methods. A multi-scale extension of equation (1.1) has been investigated by Florack et al. [15] and an application to cardiac tagged MR images has been further explored in [38, 45, 2, 13] . Extraction of object displacements has been studied also by means of feature tracking. Thyrion [46] has investigated a technique, where the brightness is preserved and the features are driven to the most likely positions by forces. Janssen et al. and Van Dorst et al. [8, 31] propose multi-scale feature based optic flow methods, where the reconstruction of the dense flow field is obtained from a sparse set of velocities associated to multi-scale anchor points. These methods, however, are rather general and do not take into account physical properties of the velocity field generated by rotation and compressibility of the cardiac tissue. Local rotation and contraction of the cardiac muscle can be calculated by investigating the divergence free and rotation free parts of the well-known Helmholtz decomposition [24, 1] . Exploring this decomposition may play a fundamental role in the clinical diagnosis procedure, since it reveals abnormalities in tissue deformation, such as stiffness. Therefore, for applications such as cardiac motion extraction, blood flow calculation and fluid motion analysis information of such properties may be more suitable and lead to an more accurate velocity field estimation in comparison to general approaches. Examples of such optic flow methods have been provided by [21, 7, 33] .
In this work we extract 2-dimensional cardiac wall motion by employing an optic flow method based on feature points such as spatial extrema in a linear scale space representation of the dynamic image. The flow field is reconstructed by means of a variational method; in the smoothness term we include our multi-scale Helmholtz decomposition and we describe the regularization components in terms of covariant derivatives biased by a gauge field. Advantages of this approach are significant: (i) We do not suffer from the aperture problem.
(ii) The features are not depending on constant brightness, since critical points such as maxima will retain their characterization even after presence of fading in the image. Therefore, the algorithm can be robustly applied on image sequences (like tagged MR images) where the intensity constancy is not preserved.
(iii) The proposed technique takes into account physical properties of contractibility and rotation of the heart muscle by means of a multi-scale Helmholtz decomposition.
(iv) The algorithm follows a consistent multi-scale approach:
-A scale selection scheme for the feature points will be further discussed in the paper.
-In our multi-scale Helmholtz decomposition we analytically pre-compute the concatenation of linear diffusion operator combined with Helmholtz decomposition in a single non-singular kernel operator in order to avoid grid artefacts. Here we do not use more elaborate, discrete multi-scale Helmholtz decompositions, cf. [47] , which act by means of nonlinear diffusions on the potentials, since in our linear reconstruction algorithm we need to keep track of scale by linear diffusion applied on the field itself. Moreover, we want to avoid sensitive nonlinear diffusion parameters.
(v) Finally we investigate a new regularization component described in terms of covariant derivatives in a fiber bundle, where sections coincide with the graphs of functions. The regularization term includes information from a so-called gauge field and allows a better flow field reconstruction with respect to the one provided by similar techniques, which use standard derivatives [5] instead. For a different optic flow approach where pre-knowledge in the regularization term is included we refer to Nir et al. [39] .
(vi) Both the computation of the gauge field and the subsequent reconstruction framework (with given gauge field) are stable linear operators (due to the coercivity of the covariant Laplacian).
In the experiment we assess the algorithm performance with a phantom from which the ground truth was known and tests have been carried out with real data obtained from a patient and a healthy volunteer. Quantitative and qualitative analysis shows reliability of the extracted motion field.
Outline of algorithm and article
An overview of the proposed algorithm is provided in figure 1 and every step is described as follows. In section 2 we illustrate preprocessing steps followed to convert raw data in phase images. In section 3, we define the scale space framework, use the winding number as a tool to extract critical points in scale space and a technique to refine the position of retrieved feature points up to sub-pixel location. Section 4 describes a methodology used to calculate velocity features including a scale selection scheme. Section 5 is dedicated to the multi-scale Helmholtz decomposition of vector fields, where we analytically compute the effective kernel operator that arises by concatenation of the (commuting) linear diffusion operator and Helmholtz-decomposition operator. In sections 6, 7 we introduce the concept of covariant derivatives. Subsequently, in Section 8 we consider dense motion field reconstruction by energy minimization where the data-term is obtained by our methodology explained in Section 3 and Section 4 and where the smoothness term takes care of Tikhonov regularization expressed in the covariant derivatives of Section 7. Here we derive the corresponding Euler-Lagrange equations and prove that the explicitly derived solutions are stable, both in the continuous and the discrete setting (using a B-spline basis). Then in Section 9 we put everything together and include the multi-scale Helmholtz decomposition in the motion field reconstruction. Here we distinguish between two options, a pragmatic one which consists of two separate reconstruction algorithms for the divergence and rotation free parts and a theoretic one where we merge everything into a single energy minimization yielding a related but more difficult Euler-Lagrange system. Finally in section 10 and 11 we present and discuss the outcomes of the experiments we have carried out. Figure 1 : Overview of the algorithm. Input tagged images and first preprocessing steps are discussed in Section 2. The feature tracking procedure is described in Sections 3 and 4. Sections 6 and 7 explain the concept of covariant derivatives and in Section 5 we present our multi-scale Helmoltz decomposition algorithm. The box on the right shows how these two techniques are applied in the dense motion field reconstruction which we present in Sections 8 and 9.
Image data set and sine-phase images
Tagging is a noninvasive technique based on locally perturbing the magnetization of the cardiac tissue via radio frequency pulses. MR tags are artificial patterns, that show up as dark stripes on the MR images with the aim to improve the visualization of the deforming tissue [51] . An example of a tagged heart image is displayed in figure 2, column 1. In order to increase the number of tags in the image, Axel and Dougherty [3] spatially modulated the degree of magnetization in the cardiac tissue, whereas Osman et al. [40] proposed the so-called harmonic phase (HARP) method, which converts MR images in phase images. In our experiments we apply a similar technique and we extract phase images by means of Gabor filters [17] (figure 2, column 2). Such images allow to extract feature points such as maxima minima and saddles with high accuracy. The calculated phase images (in the experiment we employ the sine function for smoothing purposes) have been combined in order to create a chessboard-like grid from which critical points have been retrieved. Throughout this article we will apply our methods to phase images as can be seen in Figure 2 , column 3. Sine-phase images. Column 3. Sum of sine-phase images. This sum of sine phase images serves as input to our algorithms and will be denoted by f (x, t) where x = (x, y) ∈ R 2 denotes position and t > 0 denotes time.
Extraction of critical points in scale space
Our visual system observes (objects in ) an image simultaneously at multiple scales. The Gaussian scale space representation I :
is defined by the spatial convolution of the image with a Gaussian kernel
) , s > 0, (3.2) where x = (x, y) ∈ R 2 and where s > 0 represents the scale of observation [27, 49, 35, 36, 32, 22, 12] . Recall that (3.2) is the solution of a diffusion system on the upper half space s > 0, so ∂ ∂s I = ∆I and lim 
A convenient tool to extract and classify critical points at different scales is represented by the so-called topological number [44] . The topological number characterizes the local structure of a function by exploring the neighborhood of a certain point. For 2-dimensional functions topological number is denoted as winding number and represents the integrated change of the angle of the gradient when traversing a closed curve in a plane. The winding number is always an integer multiple of 2π and its value classifies intrinsically the extracted critical point. The winding number is zero for regular points, it is +2π for extrema, and −2π for saddle points.
Critical point position refinement
Due to signal discretization, the retrieved critical point location (for example computed by means of the winding number) does not correspond most likely to the real extremum or saddle point position ( figure 3 ). This problem can be solved by describing a fixed time frame image I(·, s, t), with s, t > 0 fixed, in terms of Taylor series such that
where x a = (x a , y a ) and x e = (x e , y e ) represent the true and the estimated critical point location respectively. At critical point positions the image gradient vanishes, therefore the l.h.s. of equation ( Equation (3.4) provides position estimation at subpixel level and can be iterated until the desired accuracy has been reached. In the remainder of this article refined critical points positions will be abbreviated as follows x = x a . Figure 3 : Critical point refinement. Left: a continuum gaussian signal in 1 dimension versus its discretized correspondent. The discrete image shows maxima at two nearby positions(points in red), which are at different locations from real maximum (point in green). Right: 2 dimensional representation of the left image. Red points are the retrieved maxima, whereas the green point is true maximum obtained after the refinement.
Calculation of sparse velocity features
The chessboard like pattern displayed in Figure 2 consists of stripes that move along with the moving tissue, as a property of MR tags. We are interested in tracking critical points that occur at and between the tags crossing. Critical points move along with the tissue as part of the tags and are locations where the image gradient vanishes. Fading is one of MR tag artifacts and occurs due to relaxation time T1 and T2. This property, however, does not affect the image vanishing gradient and therefore does not affect the critical point localization. In tracking critical points over time we use the fact that those points satisfy
where ∇ denotes the spatial gradient and I(x q s , s, t k ) represents intensity at position x q s , scale s and time frame t k , where x q
Index k = 1...K corresponds to the time frame number and q = 1...N B represents the branch of a certain critical point. K and N B denote the amount of frames and critical points respectively. Differentiating equation (4.5) with respect to time t k and applying the chain rule for the implicit functions yields
where d dt is the total time derivative. In order to extract the critical point velocities, we can rewrite equation (4.6) as:
where H represents the spatial Hessian matrix of image I. The scalars u(x q s (t k ) and v(x q s (t k ) are the horizontal and vertical components of a velocity vector at position x q s at the time t k at scale s > 0. In the remainder of this article we will abbreviate the velocity vectors at the critical points as follows
.
(4.8)
In the subsequent section we will consider a scale selection scheme per extremal branch indexed by q and per time-frame t > 0.
Scale selection for features at fixed time frames
So far we assumed that velocities are retrieved at a certain scale without specifying the size of basis function (gaussian filter) applied at each critical point location. The choice of scale higher than zero may provide more robustness with respect to the noise due to smoothing related to the increase of scale, moreover, the appropriate scale at different locations of cardiac muscle may be different, since the heart presents different deformations in different regions. In choosing the scale, we consider the strength of blobs moving in the image sequence. The stronger a blob is in scale space, the more vertical is its critical path and the higher is the scale of the corresponding annihilation point (top point). A top point (x, s) is a singular point in scale space where the gradient and the determinant of the spatial Hessian with respect to an image I vanish [34, 41] , i.e.
∇I(x, s, t) = 0 and det HI(x, s, t) = I xx (x, s, t)I yy (x, s, t) − (I xy (x, s, t)) 2 = 0 (4.9) and as a result top points are the singular points where spatial extrema (where eigenvalues of the Hessian share the same sign) and spatial saddles merge (where eigenvalues of the Hessian have different signs).
On the other hand we need to avoid extreme dislocation of spatial extrema in scale space and instable parts of critical curves. Typically, the slope of the tangent vector along a critical branch s → (x q s (t), s) in scale space provides a measure on the stability and dislocation. At scale 0 an extremal branch of a strong extremum (i.e. s * q (t) 0 ) is nearly vertical whereas at top-point scale s * q (t) the slope is horizontal, cf. [14] . Therefore, for each fixed time t > 0, we propose the following scale selection per q-th critical branch:
where the tangent vector along the critical curve in scale space is given by
as derived in [36, p.189] , where ϑ is an a priori threshold angle, and where β is a parameter with physical dimension [Length] according to the dimensionally consistent, translation and scaling invariant metric tensor dx ⊗ dx + dy ⊗ dy + β 2 dτ ⊗ dτ = dx ⊗ dx + dy ⊗ dy + β 2 (2s) −2 ds ⊗ ds that we impose on scale space R 2 × R + to introduce slope in scale space. In our experiments we set β = (∆τ ) −1 (∆x) 2 + (∆y) 2 , where ∆x, ∆y, ∆τ denote step-sizes. In this way the top point scale is discarded in the experiments (by setting 0 < ϑ π/2), which avoids similar problems as with top points matching and symmetric structures [41] such as the chessboard like structure created by combining frames with horizontal and vertical tags, cf. Figure 2 . Now s q (t) is the scale of the intersection of the qth extremal branch s → (x q s (t), s) ∈ R 2 × R + and the cilinder x − x q 0 (t) ≤ δ, where δ denotes the Euclidean distance between the location of the computed critical point at scale 0, x q 0 (t), and the projection (x q s (t), 0) at scale 0 of the critical point at scale s q (t). A simple (but less robust) alternative scale selection would therefore be
whereδ is a threshold on extrema dislocation. We choose the highest scale s q such that the slope (in scale space) of the tangent vectors along the part of this critical path below this scale s q is below a certain a priori angle ϑ. The corresponding spatial dislocation of the critical path (due to diffusion) is denoted by δ.
Vector field decomposition
The behavior of cardiac muscle is characterized by twistings and contractions, which can be studied independently by application of the so-called Helmholtz decomposition. In 1858 Helmholtz [24] showed that any vector field, with properties described below, can always be decomposed in irrotational and solenoidal components. Given a bounded domain Ω ⊆ R 3 and smooth vector field v, in our case the reconstructed cardiac motion field, v ∈ C 0 (Ω) and v ∈ C 1 (Ω), where Ω = Ω ∂Ω, there exist functions Φ and
and ∇ · A(x) = 0 (5.13) where x = (x, y) ∈ R 3 . In equation (5.21) functions Φ and A are the so-called scalar potential and vector potential, whereas ∇Φ(x) and ∇ × A(x) represent the irrotational and solenoidal components of vector field v. However in our cardiac MRI tagging application we consider Ω ⊆ R 2 and in R 2 one does not have an outer product at hand and therefore we need the following definition and remarks.
Definition 5.1 Recall that the rotation 1 of a vector field in 3D is in Euclidean coordinates expressed as
In this article we define the rotation of a 2D-vector vector field in Euclidean coordinates as follows
and we define the rotation of a scalar field in Euclidean coordinates by
The theory of Helmholtz decomposition in 3D is easily extended to 2D by replacing the rotation (5.14) consistently by respectively (5.15) and (5.16) . For example, the fundamental identity underlying 3D-Helmholtz decomposition is
In order to derive an explicit composition (5.21), we derive a solution to the Poisson equation in Ω such that
by means of
where 1 Ω denotes the indicator function on Ω and where the fundamental solution for the 2 dimensional Laplacian which is given by
Moreover, ξ(x) satisfies the identity
(the 2D equivalent of(5.12)), (5.17) and (5.20) , we obtain
However, the decomposition (5.21) is of course not unique. For example if we replace ξ → ξ + h with h some arbitrary Harmonic vector field we have ∆(ξ + h) = ∆ξ = v. Furthermore, if both the divergence and rotation of a vector field vanish then this vector field equals the gradient of some Harmonic function. However, the decomposition is unique is we prescribe the field to vanish at the boundary and if moreover we prescribe both the divergence and rotation free part at the boundary, see Lemma 5.1 below. In practice we can not assume that the field vanishes at the boundary, therefore we subtract the Harmonic infilling so that the difference is determined by
where vector field v(x) = v(x) − ψ(x) vanishes at the boundaries, with ψ = ( v| ∂Ω ) H as the unique harmonic infilling (as defined below). 
As the Helmholtz decomposition (5.21) is not unique, we briefly motivate our particular choice of decomposition (5.23) by the next lemma and subsequent remark.
Lemma 5.1 Suppose a vector field vanishes at the boundary v| ∂Ω = 0 then the divergence free and rotation free part are unique if we prescribe them at the boundary. Now as the rotation free and div free part are prescribed we have (v k − u k )| ∂Ω = 0, k = 1, 2. So ∆h 1 = 0 and ∂h 1 ∂n ∂Ω = 0 and consequently h 1 = h 2 = 0 from which the result follows. Remark 5.1 Now a different choice to determine ξ uniquely is to impose ξ| ∂Ω = 0 besides (5.17) . This would boil down tõ v = grad div Dṽ − rot rot Dṽ , (5.24) where D is the Dirichlet operator, i.e ξ = Dṽ ⇔ ∆ξ =ṽ and ξ| ∂Ω = 0. However, the Dirichlet kernel on a rectangle, see [29] [App.A], is not as tangible (for computation purposes) as the (periodic) convolution operator ξ = Gṽ = (G 2D * ṽ 1 
Here we note that both ∆D = ∆G = I and akin to (5.24) we can rewrite (5.23) as v = grad div Gṽ − rot rot Gṽ. (5.25) Besides the Dirichlet operator is not a true (periodic) convolution as it is not translation invariant, whereas our choice G given by (5.18 ) is translation invariant.
Multi-scale Helmholtz decomposition of the optical flow field
Instead of using standard derivatives in the Helmholtz decomposition (5.23) and (5.25), we can differentiate the involved Green's functions by Gaussian derivatives, i.e. convolving with a derivative of a Gaussian kernel. In this procedure the kernel is affected by a diffusion, which depends on parameter s = 1 2 σ 2 , the scale. This diffusion removes the singularity at the origin and, therefore, discretization artefacts. Next we explicitly compute the diffused first order derivative (with respect to x) of the Green's function by means of Fourier transform of the derivative of the Green's function :
where ω 1 and ω 2 denote the frequency variables. The derivative of the Gaussian blurred Green's function with respect to y can be calculated using the same approach, hence
We notice that if the scale s > 0 tends to zero the diffused/blurred Green function derivatives tend to the ordinary derivatives of the Green's function
where x = 0. Figure 5 shows the graphs of the derivatives of the blurred Green's function G 2D s (x) for s = 0 and s = 1. So, in total we get a first improvement over a standard numerical approximation of (5.25) using numerical integration (such as midpoint rule) and finite differences by combining (5.25), (5.26) 
) still requires to apply differential operators grad and rot and we would like to avoid rough finite differences or small scale Gaussian derivatives. Therefore in the next section we combine everything in a single analytic kernel operator, to obtain maximimum accuracy.
Effective analytic convolution operators of the multi-scale Helmholtz decomposition
The Helmholtz decomposition (5.23) and (5.25) can be expressed as a sum of two vector valued convolution kernels that can be pre-computed for computational efficiency. To this end we note that the Helmholtz decomposition commutes with the diffusion operator and we can replace both the div and gradient operator in ∇ by Gaussian derivatives in (5.25) . Regarding the first term (rotation free part) we get
where for example ∇ ( s 2 ) denotes the Gaussian gradient at scale s 2 given by
2 e
x 2 +y 2 4s
for (x, y) = 0 and k rf,s 1 (0, 0) = ( 1 8π , 0) and k rf,s 2 (0, 0) = (0, 1 8π ). One can apply a similar computation for the divergence free part,
Gṽ so that we immediately see that 
Experiments on vector field reconstruction
In order to assess the accuracy of the extracted rotation free and divergence free components, as well as the accuracy of the reconstructed vector field, we create a phantom displaying a combination of divergence and rotation, cf. Figure 7 first row. We furthermore compare the performance of the decomposition method described in Section 5.1 and its refinement in Section 5.1.1. The rotation free and divergence free part of the proposed phantom are given by 1] , γ = 1 50 (i.e. standard deviation of 1 5 ) fixed where e 1 = (1, 0) T and e 2 = (0, 1) T represent a cartesian orthonormal basis. If we apply a diffusion with scale s > 0 on the phantom field v given by (5.33) we obtain the following ground truth analytic multi-scale Helmholtz decomposition where φ s denotes the Gaussian kernel, recall Eq. (3.2). The decomposition and reconstruction of the phantom's vector field has been carried out at scale s = 1(step size) 2 on a equidistant discrete 101 × 101 grid with step size 1 50 and has been evaluated using error measurements such as the ∞ -norm error and the average angular error (AAE) (5.35) given by
represents the sum of the divergence free and rotation free part of the Helmholtzdecomposition algorithm and v s is the analytically diffused phantom field (ground truth). The proposed algorithm in Section 5.1.1 shows high accuracy in the vector field decomposition; an overview of the error measurements is displayed in table 1, highlighting that the method described in Section 5.1.1 is an improvement of the method described in Section 5.1. In figure 7 we show a comparison between the analytic phantom Table 1 : Performance of the proposed vector decomposition methods (at a fixed scale s = 1 · (step size) 2 ). We used the Average Angular Error (AAE), expressed in degrees and the relative ∞ -norm given by
Best performances are achieved by method described in Section 5.1.1, Eq. (5.32), showing AAE = 1.6 • × 10 −3 and ∞ = 1.6 × 10 −5 for rotation and divergence free components, and AAE = 4.3 • × 10 −4 and ∞ = 2.0 × 10 −5 for the reconstructed vector field. and its components (first row) and the reconstructed vector field and its components (second row). 
A brief motivation for using covariant derivatives.
Usually one considers the derivative of a scalar-valued grey-value image (for example the components of a vector-field) f : Ω → R by means of a Gaussian derivative
or by a finite difference (i.e. replace first order Gaussian by the discrete [1, −1]-stencil filter). However, there is a short-coming to such an operator. Namely it only compares the difference of local luminous intensities {f (x + y) | y < 2σ} with f (x) and it does not take into account the actual values f (x + y) of local luminous intensities. Basically a directional derivative, say ∂ x f (x) of an image f evaluated at position x compares the graph of an image locally to the graph of a constant image and we have
, for all s > 0 and all constants C > 0 .
In other words the local slope, say in the x-direction, of the graph at (x, f (x)) is measured by ∂ (s)
. Visual perception, however, does not work like this. Consider for example Figure 8 . Slope in dark areas is often perceived differently as slopes in light areas. This could be due to the fact that the visual system has some a priori gauge function that it expects due to typical surrounding. If this a priori gauge function is not constant then this gauge-pattern sets an a priori correlation between the slope and height of the graph of the image. Figure 8 : The left-visual illusion illustrates that because of the surrounding grey-values a gradient is perceived in the rectangle, although the rectangle has constant brightness (so computation of a ordinary gradient in the rectangle yields zero). The right visual illusion illustrates the opposite dependence: due to different surrounding gradient structure the same brightness is perceived differently. Along the diagonal cross sections of the square the brightness is perceived higher than along the horizontal cross sections.
We will explain the concept of covariant derivatives of vector fields in Subsection 7. However, in order to provide a road map to covariant derivatives of vector fields in a vector bundle we first explain the covariant derivative of a scalar function f : Ω → R with respect to an a priori gauge function h : Ω → R as introduced by T. Georgiev [18] (in an Adobe Photoshop inpainting application) and subsequently studied in [30, 5] . Such a covariant derivative is given by
Note that the covariant derivative is invariant under scalar multiplication of the gauge function, so that
for all h = 0. To get a quick preview on the use of covariant derivatives let us return to our visual perception of the gradient in Figure 8 (left figure). As we show in Figure 9 this visual perception can be explained by means of covariant derivatives (and not by standard derivatives). 
Here we consistently put the origin of coordinate in the middle of the rectangles. Black vectors indicate covariant gradients whereas white vectors indicate regular gradients. The gauge function/patch index i is indicated by different dashing.
Covariant derivatives
Consider the vector 2 bundle
where Ω ⊂ R d , d = 2, 3, is the image domain, where the fundamental projection π : Ω × R 2 → Ω is given by
The augmented v 1 -direction represents the velocity-magnitude in x-direction. The augmented v 2 -direction represents the velocity-magnitude in x-direction. A fiber in this vector bundle is the two dimensional vector space
A section σ in the vector bundle is the surface which basically represents the graph of some vector-valued function v : Ω → R 2 :
σ v is a section in a vector bundle). Now that we have set the very basic ingredients for the vector bundle (E, π, Ω). We stress that we do not work in the much more common tangent bundle setting (Ω × T (Ω),π, Ω) where sections are vector fields and whereπ(x, y, v(x, y)) = (x, y). Consequently, we have to rely on the more general concept of covariant derivatives in vector bundle rather than the covariant derivative in the tangent bundle, which we explain next.
A Tool from Differential Geometry: Connections on the Vector Bundle E
A connection on a vector bundle is by definition a mapping D : Γ(E) → L(Γ(T (Ω)), Γ(E)) from the space of sections in the vector bundle Γ(E) to the space of linear mappings L(Γ(T (Ω)), Γ(E)) from the space of vector fields on Ω denoted by Γ(T (Ω)) into the space of sections Γ(E) in the vector bundle E such that
sections in tangent bundle T (Ω)
) and all f ∈ C ∞ (Ω, R) and all sections σ ∈ Γ(E) in the vector bundle E. Note that we used the common short notation D v σ = (Dσ)(v). One can verify that (7.39) implies that
where σ 1 (x, y) = (x, y, 1, 0) and σ 2 (x, y) = (x, y, 0, 1) denote the unit sections in x and y-direction and where
obtained by the dual basis vector fields dx 1 , dx 2 in the co-tangent bundle T * (Ω). Formula (7.40) tells us that the connection is entirely determined by its output on the (constant) basis sections σ j and the basis vector fields ∂
Covariant derivatives on the Vector Bundle E induced by gauge fields.
In this article we restrict ourselves to the diagonal case (no interaction between the components)
We impose this restriction for pragmatic reasons: It keeps the implementation relatively simple. Moreover, this choice is a straightforward generalization of our previous work on reconstruction of scalar valued functions using covariant derivatives [30] . Although this choice does not affect the rules for covariant derivatives on a vector bundle (7.39), this restriction may not be a necessary. Consequently, we have
Now we choose {A j i } such that an a priori given section σ h (a so-called gauge-field, [30] )
is "invisible" with respect to the covariant derivative, i.e. we must solve for
so that the covariant derivative D h induced by gauge-field σ h ∈ Γ(E) is given by
Now that we have introduced everything in a formal differential geometry setting we will simplify our notations. In the remainder of this article, we will identify sections σ v in E with the corresponding vector-
↔ e 1 := (1, 0) T , σ 2 = (0, 0, 0, 1) ↔ e 2 := (0, 1) T . (7.44) and briefly write ∂ h x i v : Ω → R 2 for the vector function corresponding to the section D h ∂x i σ v : Ω → E, i.e. :
where we applied short notation
Note that covariant derivatives are invariant under sign-transitions, recall Eq. (6.37). The covariant Laplacian can be explicitly expressed in components
where we recall our identifications (7.44) . The L 2 -adjoint of the covariant derivative, Eq. (7.45), is defined (on the same domain) by
Integration by parts yields
If we compare the adjoint covariant derivative to the covariant derivative we see that the multiplicator part is maintained whereas the derivative-part contains an extra minus sign. By straightforward computation one finds the fundamental formula: 
h(c(t))ċ (h) is negative, as the gauge field sets an a priori balance between height and slope of the graph. As f (c(t)) > h(c(t)) this would also require a higher slope at σ v (c(t)). Bottom row: magnification of the congruency representing the balance between slope and height imposed by the gauge field. Now that we have introduced the covariant Laplacian we mention two preliminary issues that directly arise from (7.48) and which will be addressed in the remainder of this article.
Remark 7.2 Covariant derivatives of sections (vectorvalued functions) in the vector bundle E given by (7.42) in general do not coincide with covariant derivatives of sections (vector fields) in ((Ω, T (Ω)),π, Ω). The components in (7.45) are coordinate dependent and not compatible with respect to orthogonal coordinate transformations. This incompatibility is due to our restriction (7.41) and we return to this issue in Section 8. Remark 7.3 At first sight the covariant derivatives and their associated (inverse) Laplacian, seem to be illposed as the gauge-field components should not vanish, likewise in the previous works [5, 18, 30] . However, the crucial scaling property of covariant derivatives, Eq. (6.37) allows us to scale away from 0. Furthermore, as we will see later in Section 7.3 the Dirichlet kernel operator of the coercive covariant Laplacian is comparably stable to the Dirichlet kernel operator of the regular Laplacian. Finally, we will show how the manifest stability of our algorithms, depends on the choice of gauge field.
Interpolation between conventional derivatives and covariant derivatives
In this section we briefly explain that a monotonic transformation on the components of the gauge field takes care of the interpolation between standard derivatives and covariant derivatives. For the sake of illustration we restrict ourselves to the scalar valued case (with positive gauge function h : Ω → R + , recall (6.37)) as the vector valued case follows by applying everything on the two separate components. By applying a the monotonic transformation h → h η on the gauge function we obtain the following covariant derivative
If η = 0 the expression (7.49) provides a conventional derivative, whereas the case η = 1 yields a covariant derivative with respect to gauge function h.
On the one hand we want to preserve the influence of the gauge field (initial guess) h. On the other hand outliers in the magnitude of the gauge field h get too much influence in the final reconstruction if η ≥ 1. Furthermore we have to keep track of error-propagation 4 where η should neither be too large nor too small. So we observe a trade-off situation for the choice of η in our application. This will also appear in the experimental section, Section 10, Figure 16 .
Fundamental properties of the self-adjoint covariant laplacian
In this section we shall show that the covariant Laplacian has more or less the same fundamental properties as the ordinary Laplacian. These basic fundamental properties, including self-adjointness, negative definiteness and coercivity, are important for wellposed symmetric inverse problems that shall arise from Euler Lagrange equations for vector field interpolation later on in Section 8 and Section 9. Now suppose that the gauge field is twice continuously differentiable and suppose that the multipliers ∆h j h j , j = 1, 2 are bounded.
(7.50)
Then the covariant Laplacian is just like the ordinary Laplacian an unbounded negative definite operator on
Note that ∂ h j x i is not even a normal operator
> 0 for all f with 5 f = 0 regardless the choice of h j as long as ∆h j h j is bounded, which we will assume form now on. Now by assumption the gauge field is twice differentiable and as a result ∆h j h j is continuous on a compact domain Ω, so there exists some
Now minus the covariant Laplacian is an operator of Sturm-Liouville (p, q)-type [25] with p = 1 and q = q j := ∆h j h j , recall Eq. (7.48), with q j ≤ q(x j 0 ). Consequently, the covariant Laplacian is self-adjoint and the corresponding self-adjoint resolvent operator 
is compact and thereby there exists a complete orthonormal set of strictly positive eigenvalues and eigenfunctions [42, Thm 13.33] 
where we stress that λ n = 0 would yield the trivial solution only, as D h j f j = 0 implies f j = λh j which for λ = 0 would contradict (7.52) since f j n ∂Ω = 0. Now the resolvent of the covariant Laplacian is compact with a domain H 0 2 (Ω) that is compactly embedded in L 2 (Ω) and consequently, 0 is the only density point of the spectrum of the resolvent. Consequently, the spectrum of the minus covariant Laplacian is contained in
for some c h (Ω) > 0 and by the Sturm-Liouville theory [20] the spectrum only consists of eigenvalues so that c h (Ω) equals the smallest eigen value λ j 1 (h) of the covariant Laplacian restricted to its domain (7.51) which can be expressed by the Rayleigh quotient
We conclude that the covariant Laplacian is just like the regular Laplacian a coercive operator on the domain H 0 2 (Ω) with a complete orthogonal basis of eigenfunctions. This coercivity is important for the stability of the numerical algorithms (via the Lax-Milgram theorem, [37] ) later on, since inverting the covariant Laplacian boils down to inverting all the eigenvalues. 5 Note that f ∈ H 0 2 with ∂ h j x i f = 0 implies that f is scalar multiple of h j which violates our assumption (7.50) if f = 0. with corresponding eigen values π 2 m 2 M 2 + l 2 L 2 . However, since the q j need not be positive, it in general is hard to derive an explicit formula for the lower bound for the smallest eigenvalues of the covariant Laplacian with domain H 0 2 (Ω). In general it is apparent from the essential formula (7.48), that the more convex the gauge field, the more well-posed the inversion of the covariant Laplacian and the covariant resolvent (7.53) is. See the typical Example 1 and Example 2 below, where we respectively consider basic gauge fields that are convex and concave. As the covariant Laplacian (7.48) of a vector field acts componentwise, we will (for the sake of In our applications the gauge-field usually is a superposition of Gaussians. Typically Gaussians inhibit concave areas around the mean. To investigate the influence of these concave areas on the stability of inverse problems based on covariant Laplacians we consider the following example. h(x,y) = 4α(α(x 2 + y 2 ) − 1) and application of the method of separation (where we set f (x, y) = X(x)Y (y)) to the eigenvalue problem (−∆ + q)f = λf with f | ∂Ω = 0, yields
with X(0) = X(1) = 0 and Y (0) = Y (1) = 0 and where µ 1 , µ 2 are separation constants. So set X(x) = e −αx 2X (2 √ αx) and Y (y) = e −αy 2Ỹ (2 √ αy) and set ξ = 2x √ α and η = 2y √ α then we arrive at the Hermite differential equatioñ
and an analogous Hermite differential equation forỸ (η). Now we arrive at the Hermite polynomials H n (x) of order n, where the lowest order that could possibly fit the boundary conditions is n = 3. So µ1 2α − 1 2 = 6 = 2n ⇒ µ 1 = 13α and the eigenfunction with smallest eigenvalue of the covariant Laplacian equals 25 , which is less than 2π 2 but >> 0.
The Green's function of the covariant Laplacian and an explicit coercivity bound
In the general case, where h ∈ C 2 ([0, 1] × [0, 1]) is arbitrary, we can get a grip on the coercivity constant c h (Ω) by considering the Green's function of the covariant Laplacian. Here we employ the decomposition −∆f + ∆h h f = (D h ) * D h f and we partially follow Sturm-Liouville theory, which does not fully apply since h −1 ∆h need not be positive. To obtain the coercivity constant for (D h ) * D h we may restrict ourselves to the 1 dimensional case since Therefore, in the remainder of this subsection and Appendix A we consider the 1D gauge function h and 1D input function f and for the sake of sober notation we thereby omit the tildes and write h ∈ C 2 (0, 1) with h > 0 and f ∈ L 2 (0, 1). Here we actually consider the casesh(x) = h(x, y) andf (x) = f (x, y) for a fixed y orh(y) = h(x, y) andf (y) = f (x, y) for a fixed x in (7.54). where Q h (x) :=
In Appendix A we show that the Green's function of the 1D covariant Laplacian
x 0 (h(v)) −2 dv. See Figure 12 Furthermore, in Appendix A we show that the kernel operator
is the right-inverse of the covariant Laplacian
Now the operator norm of the bounded operator K h can be estimated by the Hilbert-Schmidt norm
and as a result from (7.56) and (7.57) we find the following lower bound for the 1D-covariant Laplacian 1] h −1 (·, y) L 2 (0,1) h(·, y) L 2 (0,1) .
Furthermore, we note that K h is a compact operator due to (7.57), since every Hilbert Schmidt operator is compact, moreover both operator (D h ) * D h (unbounded on L 2 ([0, 1])) and operator K h are self-adjoint (with k h (x, y) = k(y, x)) and by the spectral decomposition theorem for compact self-adjoint operators they share a common orthonormal basis of eigen functions. Consequently, the sharpest coercivity lower bound c h ([0, 1]) coincides with the smallest eigenvalue of operator (D h ) * D h and largest eigenvalue of operator K h . Finally, we note that the invariance of scaling the gauge function (D h ) * D h = (D λh ) * D λh and K h = K λh and c h = c λh , , λ = 0, is also reflected in the estimate (7.59).
The Euler-Lagrange equations for Tikhonov regularized optic flow reconstruction in covariant derivatives
In order to formulate Tikhonov regularization in covariant derivatives, we first have to derive a gauge field. Such a gauge field imposes an a priori balance between velocity magnitude and velocity field changes and thereby it is supposed to be close to the velocity field that we would like to reconstruct from a sparse set of features. There are several options to choose the gauge field as an initial guess for the velocity field. One could take the velocity field v k−1 of the previous time frame as a gauge field if one can assume that an a priori balance between velocity magnitude and velocity field changes is preserved over time. In the general setting however, it is better to use the standard Tikhonov regularization reconstruction with standard derivatives as a gauge field for the subsequent Tikhonov regularization reconstruction using covariant derivatives. The latter step is then to be considered as a refinement of the first.
In both two steps one needs the same algorithm as the standard Tikhonov regularization reconstruction with conventional derivatives coincides Tikhonov regularization reconstruction with covariant derivatives using a constant gauge field. Summarizing, the velocity field at time-step v k = v k,1 e 1 + v k,2 e 2 is obtained by first minimizing
for h k = (1, 1) yielding optimal field say (v k ) * which produces the gauge field h k := (v k ) * for the final step where again (8.60) is minimized (but now with a non-constant gauge field h k := (v k ) * ). The parameter λ > 0 balances between regularization part and the soft constraints. Firstly, we note that the soft constraints are due to . To simplify our notation in the sequel we shall write
Secondly, we note that |||D h k v k (x)||| in (8.60) denotes the Hilbert-Schmidt norm of the tensor field
Finally, we note that for λ = 0 and hard-constraints, i.e. w k q → ∞, the unique minimizer is obtained by L 2 -projection [9] [ch: 3.4] . For λ > 0 we arrive at the minimization framework on a space of Sobolevtype, [9] [ch:3.4.2.1], where we must set R = (+(D h k ) * D h k + I) 1 2 to construct the complete Sobolev-space D(R) on which the minimization problem takes place. In the case λ > 0 and hard constraints the unique minimizer is again found by orthogonal projection, but now with respect to the Sobolev inner-product. The reconstructions can considerably improve by increase of λ.
In the general case (including the cases w k q < ∞) we recall that the covariant Laplacian (D h k ) * D h k : H 2 0 (Ω) → L 2 (Ω) is coercive. Thereby the energy minimization problem (8.60) over the Hilbert space H 2 0 (Ω) (compactly and densely embedded in L 2 (Ω)) consists (after diagonalization) of a convex lower semicontinuous functional and a positive scalar multiple of the L 2 -norm so that the existence and uniqueness of the minimizer is guaranteed by the general results in [10, Thm 1, .
The Euler-Lagrange equations for the unique minimizer of (8.60) are derived by
which is supposed to hold for all infinitely smooth perturbations that are compactly within the interior of Ω, i.e. δ ∈ D(Ω). Now straightforward computations in the general continuous Tikhonov regularization framework yield
is the diagonal matrix consisting of the corresponding feature weights:
Recall that N B denotes the number of features (the number of extremal branches in our scale space representation, recall (4.1)). Note that the adjoint S * k : R 2×N B → L 2 (Ω) operator for each fixed discrete time k ∈ N is defined by
so that the adjoint is simply given by
This allows to write down the Euler-Lagrange equations (8.64) in more explicit form:
Recall from Section 7.2.1 that we can interpolate between regular and covariant derivatives with the parameter η. We will use (8.65) as a starting point for our implementations where all field components are expanded in a B-spline basis. Nevertheless, the more structured abstract form (8.64) clearly reveals the relevance of a negative (semi)-definite covariant derivative and the addition of a L 2 -norm in the energy minimization. To this end we note that S * k Λ k S k is bounded from below (see subsection 7.3) so that
(Ω) and thereby the operator λ (D h k ) * D h k + α I + S * k Λ k S k is invertible and we can write the unique stable solution of (8.60) as
Algorithm: Solving the Euler-Lagrange Equations by Expansion in B-splines
Next we express the Euler-Lagrange equations entirely in B-spline coefficients. The computational advantages of using B-splines for variational approaches are well-known in signal in image processing, [48, 28, 16] . We will first provide a few basic properties on B-splines that we will need for our algorithm and the analysis of its stability later on. The n-th order B-spline is given by n − 1-fold convolution with B 0
. In the discrete setting we sample on a uniform integer grid, so for example if n is odd we find n non-zerosamples. Next we provide a list of Z-transforms of B-splines sampled on a uniform grid with stepsize 1:
The regular derivative of a B-spline of order n is expressed in B-splines of order n − 1
and nicely matches the well-known a finite difference stencil. Consequently, for even order derivatives of B-splines we have
so for example for 2k = 2 we see (B n ) (2) Recall that we always ensure our velocity fields to vanish at the boundaries, since we first extract the Harmonic infilling:
Recall (5.23), which allows us to use periodic B-splines. By property (8.67) and assuming (8.70) we have the following formula for the components of rank-2 tensor on R P :
with P ∈ {M, L}. Now after straightforward but intense computations one can rewrite the energy (8.60) as 1  11 , c k,1  12 , . . . , c k,1  1M , c k,1  21 , c k,1  22 , . . . , c k,1  2M , . . . , . . . , c k,1  L1 , c k,1  L2 , . . . , c k,1 LM ; (c k, 2 11 , c k,2  12 , . . . , c k,2  1M , c k,2  21 , c k,2  22 , . . . , c k,2  2M , . . . , . . . , c k 
and where the matrix representation of the covariant Laplacian expressed in the B-spline basis is given by
and A ⊗ B denotes the Kronecker product of matrices (related to the tensor product of the corresponding tensors) and wherẽ
with p, p ∈ {1, . . . , P } (note that we either set P = M and p = m, p = m or P = L and p = l, p = l in (8.73)) and where the is dimensionless and where 1 >> δ > 0 is added to the gauge field to avoid singularities. The mapping S k in (8.64) expressed in B-spline coefficients c k is given by
If we expand the feature vectors {φ q k } N B q=1 as well
then we may rewrite the mapping S k :
In order to derive the minimizer of the discrete functional (8.71) which coincides with the minimizer of the continuous functional (8.64), (8.66) if we restrict ourselves to velocities v k which are within the (closed) subspace span m=0,..., M −1,l=0,. .
which yields (expressed in the natural matrix-representation S k ∈ R N B ×LM of the isomorphic mappings c k1 → S k (c k1 , 0) and c k2 → S k (0, c k2 ))
with d k,j given by (8.63) Now for n ≤ 3 we find (akin to (8.66)) the unique solution by inversion
which we solved by a BiCSTAB algorithm (Conjugate gradient is not suitable since the matrix R λ k is not symmetric due to the fact that the adjoint of a covariant derivative is not equal to minus the covariant derivative, recall (7.47)). Here we have exploited the direct product structure of the terms in the matrix R λ k (8.73): For numerical efficiency one only needs to store the product M × M or L × L matrices such as T M,0 and T L,0 using the computation scheme explained in [23] in the BiCSTAB algorithm whenever a matrix product occurs.
Stability Analysis of the Linear System in the Euler Lagrange Equations
In this subsection we will analyse the stability of the inversion scheme (8.74) which is basically the matrix representation of operator equation (8.66 ). In the latter case the theoretic continuous operator
can be inverted in (8.66) since by our results in Section 7.3 (and the Lax-Milgram theorem [37] ) we have
where c h k is the Poincar'e constant of the covariant Laplacian, which depends on the choice of gauge field h k , which can be slightly smaller than the Poincar'e constant of regular Laplacian in specially designed examples where the gauge field is (nearly) everywhere concave such as in Example 2, but which is in practice (where gauge fields are mainly convex in Ω) larger than the Poincaré constant of the regular Laplacian. On a rectangle Ω = [0, M ] × [0, L] this means c h k ≥ π 2 (M −2 + L −2 ). In the remainder of this section we shall assume that c h k is given. For lower bounds on c h k see Appendix A.
Let us return to the finite matrix representations R λ k,j + S T Λ k S, j = 1, 2 of operator (8.75) with respect to the periodic B-spline basis (8.69). We would like to get estimates for the smallest eigen value of this finite matrix and we would like to investigate how this smallest eigenvalue depends on the order of the B-splines.
First of all we observe that the data matrix S T Λ k S is only positive semi -definite. The problem is that the matrix representation of S is of size R N B ×LM , where in general we have a sparse set of features, i.e. LM >> N B , i.e. even in the case where all features are linearly dependent S has a lot of linear dependence in its columns, i.e. S is not injective, S has a very large nil-space and S T Λ k S is not invertible. So we should not expect global stability from the data-matrix. However, the smoothness matrix R λ k,j for each component we are only interested in the real part of the eigenvalues Re(λ) = 1 2 (λ + λ). The Gerschgorin circle theorem [19] shows that the eigenvalues are contained within the circles
where we note that 2B 2n (0) − 1 is strictly positive iff n ≤ 3. In fact n = 3 yields B 6 (0) = 235486! 2 6
= 5887 11520 ≈ 0.511 which is already close to a half. The eigenvalues and eigenvectors of circulant Toeplitz matrices can be computed explicitly, in fact it is well-known that the eigenvalues of a circulant Toeplitz matrix coincide with the Discrete Fourier Transform (DFT) of the first row of such a matrix: 
Now clearly this minimal real part depends on the order of the B-splines n. Exact computations for n ≤ 10 indicate that it is monotonically decreasing with n with values (rounded off in 3 digits) 0.625, 0.404, 0.298, 0.244, 0.212, 0.192, 0.178, 0.167, 0.157, 0.150 for respectively n = 1, . . . , 10. So for example in our algorithms we set n = 3 and we obtain
with c h k π 2 (M −2 + L −2 ) ≈ 0.0023, with M = L = 93 and λ = 10 0.06 ≈ 1.15 (these parameter settings produced good results in our application in the experimental section, Section 10) which shows that the real part of the smallest eigenvalue of the matrix we inverted stays sufficiently far from 0. Hence we have established a theoretical underpinning of the stability of our algorithm (8.74) where we included the efficient Kronecker product computation scheme explained in [23] in the BiCSTAB algorithm to invert the matrix.
Rotation covariance
Clearly our algorithm commutes with translations, i.e. translation of input image f : R 2 × R + → R results in a translated optical flow vector field v. With respect to rotations this commutation property is not a priori satisfied as we will show next. Subsequently, we explain why this violation is hardly visible in practice and we also show how to formally adapt the energy to obtain a fully rotation covariant algorithm.
Rotation of the input scalar field is given by f → f R whereas rotation of the output optic flow vector field is given by
Note that rotation covariance of the algorithm would follow by rotation invariance of the mappings
for all R ∈ SO(2), k = 1, . . . , K. But the problem is that (8.79) is formally only a priori satisfied if R is a rotation over nπ/2, with n ∈ Z as will show next. Rotation of the input dynamic image f yields a rotated data vector d q k → Rd q k and
for all planar rotations R ∈ SO (2) . So the data-term is rotation invariant, but the regularization term satisfies
with y = R −1 x. Now it is easily verified that (8.79) is satisfied if R is a rotation over nπ/2, where we recall (6.37). In principle one can obtain strict rotation covariance by using the following regularization term of the energy instead
with n(θ) = (cos θ, sin θ) T . Note that E h k reg (v k ) is a course sampling ofẼ h k reg (v k ) (sampled at {0, π 2 , π, 3π 2 }), one may improve rotation invariance by including the orientation angles { π 4 , 3π 4 } as well. This is included in the algorithm by means of the replacement:
the proposed algorithm to a sequence presenting horizontal translation and to its rotate version (45 degrees); then we rotate the output of the horizontal translating sequence of 45 degrees and finally we compare the outcome of both sequences (cf. first two rows in Figure (13) ). We applied a similar experiment but now to a real sequence of the contracting heart, where we rotated over 20 degrees. Again we see that the second column is visually close to the third column which coincides with our practical observation that the more expensive fully rotation covariant option (8.80) with corresponding replacement (8.81) is not really necessary.
Finally, we note that none of our experiments in section 10 show a bias towards the horizontal and vertical axis, despite the fact that we used E h k reg (v k ), Eq. (8.60), rather thanẼ h k reg (v k ), Eq. (8.80). 9 The Euler-Lagrange equations of Tikhonov regularization in covariant derivatives using multi-scale Helmholtz decomposition So far we have considered the multi-scale Helmholtz decomposition and the flow field reconstruction (or rather interpolation) based on Tikhonov regularizations using covariant derivatives. These two techniques are combined in our complete scheme depicted in Figure 1 .
Although the scheme in Figure 1 produces good results in practice (as we will see in Section 10) it is remarkable that the output in the dense motion field reconstruction in Figure 1 is a sum of two Euler Lagrange optimizations separately performed on the rotation and divergence free part. To this end we also decompose the boundary conditions (8.61) ("sparse velocities") over the divergence and rotation free part as follows: We apply a reconstruction by means of a Tikhonov regularization scheme with standard derivatives and very small 0 < λ 1 to obtain a (full) regularized velocity field that (nearly) satisfies the hard constraints (as 0 < λ 1). Then we apply a Helmholtz decomposition on this field (with small scale) and from the Helmholtz decomposition we obtain the divergence free part and rotation free part vector at the position of interest x q . In the sequel we shall denote these vectors as follows
where the label 'df' stands for divfree and the label 'rf' stands for rotfree. Note that (9.82) corresponds to the right green box "Helmholtz Decomposition of Sparse velocities" in Figure 1 . Furthermore, the red boxes in Figure 1 
A single Euler Lagrange system involving covariant derivatives and Helmholtz decomposition
In this subsection we will consider a single Euler-Lagrange system involving both multi-scale Helmholtz decomposition and covariant derivatives. We will see direct analogy with our main approach illustrated in Figure 1 . The approach in this subsection has the advantage that it splits the divergence free and rotation free part more consistently, although it is much more cumbersome regarding algorithm and implementation.
In the sequel we shall denote the divergence free part of the optical flow vector field v k at the kth time frame by v k,df and the rotation free part by v k,rf .
At a given fixed time frame t = k∆t we minimize the following positive functional one
where ||| · ||| denotes the Hilbert-Schmidt norm. We again first consider the simple case h k = (1, 1) T (where all covariant derivatives become standard derivatives) to construct our gauge field h k . So throughout this section we assume that h k is given.
The unique minimizer v = v k at the k-th time frame of the problem
with positive, convex functional given by Eq. (9.83) , is given by v k = ∇φ + rot A where φ ∈ H 2 0 (Ω) is the unique weak solution of the PDE-system: Proof Due to convexity, strict positivity and lower semi-continuity of the functional the minimizer is unique [10, Thm 1, p.524-526]. Then computing the first order variation of the energy given by Eq. (9.83) with respect to arbitrary smooth perturbation δ ∈ (D(Ω)) 2
yields the following EL-equations
As rotation free vector fields are L 2 -orthogonal to divergence free vector fields we find for all ψ ∈ H 2 0 (Ω), from which the result follows.
If we now compare Theorem 9.1 to our approach in Figure 1 , where we solved separate Euler Lagrangeequations for the diverence and rotation free part, we see that in that approach we did not have the divergence and rotation operator in Eq. (9.88) and we have dropped the constraints (9.89). Experiments show that the reconstruction from the divergence free gauge field h k,df and divergence free features d k,df in Figure  1 is nearly divergence free. The same holds for the reconstruction from the rotation free gauge field h k,df and rotation free features d k,df . The approach in this section does not suffer from this problem.
Experiments
In order to assess accuracy of the proposed optic flow method depicted in Figure 1 , we reconstruct/interpolate motion fields of two different phantoms from which we know the ground truth. Phantom one is a sequence consisting of 19 time-frames with size 99 × 99 pixels of purely contracting and expanding patterns ( Figure 14 column 2), whereas phantom 2 consists of 13 frames of 93 × 93 pixels in size and displays non rigid rotation (14, column 4) . Equations for phantom 1 have been provided in [5] , whereas detailed description of phantom 2 has been carried out in [43] . Both phantoms vanish at the boundaries. Extraction of the motion field has been carried out at several spatial scales s = {1, In the assessment we employ the error measure based on the average angular error (AAE) [4] ,expressed in degrees, the L2 norm and their correspondent standard deviation. Algorithm evaluation has been performed on frame 5, 6 and 7 for phantom 1 and frame 3, 4 and 5 for phantom 2. We show that the proposed algorithm provides the most accurate reconstruction reaching AAE = 0.97 ± 0.62 degrees and L2 norm error of 3.3 × 10 −2 ± 0.03 for phantom 1 and AAE = 6.68 ± 9.48 degrees and L2 norm error of 0.16 ± 0.24 for phantom 2.
Since our approach consists of separate reconstruction of the divergence and rotation free part we index our parameters accordingly. For example λ 1 controls the degree of smoothness in the dense flow field reconstruction of the rotation free part and η 2 denotes the interpolation parameter between covariant and standard derivatives of the dense flow field reconstruction of the divergence free part.
Increasing the value of λ > 0 increases the smoothness of the reconstructed motion field. We choose λ such that minimizes the AAE and L2 norm error of our phantoms with ground truth, where we set a range of values defined beforehand such as λ = {10 −2 , 10 −1 , 1, 10, 100, 10 3 , 10 4 , 10 5 , 10 6 } and we normalize them with respect to the frame size. The reconstruction method based on conventional derivatives showed best results at λ = 10 −2 and λ = 1 for phantom 1 and phantom 2 respectively. The reconstruction method based on covariant derivative performed best at λ = 10 2 and λ = 10 for phantom 1 and phantom 2 respectively.
In case of reconstruction based on covariant derivatives and Helmholtz decomposition, we assign a fixed component λ 2 = 10 2 and λ 1 = 10 2 for phantom 1 and phantom 2 respectively and we choose the other λ component from the already defined range. In figure 15 we displayed the AAE behavior for phantom 1 and 2 using the proposed technique imposing different values to λ 1 for phantom 1 and to λ 2 for phantom 2.
Here the horizontal axis is expressed in a logarithmic scale with base 10. Best performance are achieved at λ 1 = 10 −2 (log 10 λ 1 = −5.99) and at λ 2 = 10 3 (log 10 λ 2 = 0.06) for phantom 1 and phantom 2 respectively.
Once the choice of the λ i parameter is established, we investigate parameter η i , i = 1, 2 which takes into account the influence of the gauge field in the velocity field reconstruction, recall Subsection 7.2.1.
In the experiments we impose a gauge field equal to the outcome of optic flow method based on conventional derivatives (Figure 1) . This is only one of the possible gauge field choices. Again we select parameter η from a range of a values η = {0.5, 0.7, 0.9, 1., 1.1, 1.3} such that AAE is minimized. The reconstruction method based on covariant derivatives achieved best results for η = 0.7 and η = 0.9 for phantom 1 and 2 respectively. In case of the reconstruction method based on covariant derivative and Helmholtz decomposition we assign a fixed η, η 2 = 0.5 and η 1 = 0.5 for phantom 1 and 2 respectively, and we choose the other η i from the defined range. In figure 16 we display the behavior of AAE for phantom 1 and 2 for different values of η. The proposed reconstruction method provides best performance for η 1 = 0.9 and η 2 = 0.7 for phantom 1 and 2 respectively. Divergence free and rotation free parts of the vector field may be employed to reveal and quantify abnormal deformation in the tissue. In the experiments we compare behavior of motion fields extracted from a healthy volunteer and from a patient, whose heart displays infarcted areas as indicated in Figure 17 . Acquisition of heart images has been performed during systolic phase; we assess 11 frames with resolution of 86 × 86 pixels and pixel size of 1.2 mm. In figure 18 we respectively show the sampled motion field (column 1), rotation free (column 2) and divergence free (column 3) parts of frame 3,6 and 8 for the healthy heart case (row 1,2,3) and the diseased case (row 4,5,6) respectively. By means of our Helmholtz decomposition we observe that the healthy cardiac muscle starts to systole with intense rotation (row 1, column 3) and little contraction (row 1, column 2). At halfway the systolic phase, the contribution of rotation free parts becomes qualitative similar to the contribution of the divergence free part, that is, vectors inside the cardiac walls present similar absolute length (row 2, column 2 and 3). At the end of the systolic phase, contraction becomes more relevant (row 3, column 2), whereas rotation is almost absent (row 3, column 3). In the investigated diseased case, the heart exerts modest rotation through the whole sequence (row 4,5,6 and column 3), leaving contraction as the almost only contribution to the heart beat (row 4,5,6 and column 2). Figure 14 : Phantoms and reconstructed vector fields. Column 1 and 2 display frame 5 of the expanding and contracting phantom: ground truth (column 1) and reconstructed vector field using the proposed algorithm (column 2). Column 3 and 4 display frame 3 of the rotating phantom: ground truth (column 3) and reconstructed vector field using the proposed algorithm (column 4). Figure 15 : Performance of velocity field reconstruction method based on covariant derivatives and Helmholtz decomposition using different values for smoothing parameter λ (expressed in logarithmic scale). The experiments have been carried out with fixed λ 2 = 10 2 for phantom 1 and η 1 = 10 2 for phantom 2, and we vary parameter η 1 for phantom 1 and η 2 for phantom 2 according to a predefined range, such that λ = {10 −2 , 10 −1 , 1, 10, 100, 10 3 , 10 4 , 10 5 , 10 6 }. Left plot displays AAE behavior for phantom 1. Best performance AAE = 0.97 • ± 0.62 • for λ 1 = 10 −2 (log 10 λ 1 = −5.99). Right plot shows AAE behavior for phantom 2. Best results AAE = 6.68 • ± 9.48 • are achieved for λ 2 = 10 3 (log 10 λ 2 = 0.06).
Discussion and Conclusion
In this paper we introduce an new approach to estimate cardiac motion by means of gauge fields and Helmholtz decomposition, and we provide a tool to explore the heart behavior. The proposed optic flow technique contains regularization components described in terms of covariant derivatives, ∂ (h j )
where v = (v 1 , v 2 ) T and h = (h 1 , h 2 ) T are respectively the unknown optical flow vector field and chosen gauge field. Gauge fields influence the regularization of the flow field reconstruction (see Section 6 and 8) and in the energy minimization process they typically put an a priori balance between magnitude and spatial variations of velocities. In this new approach the smoothness term Figure 16 : AAE behavior for different values of parameter η for the reconstruction method based on both covariant derivatives and Helmholtz decomposition. Parameter η takes into account influence of gauge field, recall Subsection 7.2.1. In the experiments we keep fixed η 2 = 0.5 for phantom 1 and η 1 = 0.5 for phantom 2, and we vary parameter η 1 for phantom 1 and η 2 for phantom 2 according to a predefined range η = {0.5, 0.7, 0.9, 1., 1.1, 1.3}. Left plot shows AAE behavior for phantom 1. Best performance AAE = 0.97 • ± 0.62 • is obtained for η 1 = 0.9. Right plot shows AAE behavior for phantom 2. Best results AAE = 6.68 • ± 9.48 • are achieved for η 2 = 0.7. Figure 17 : Diseased Heart. Arrows show areas where infarction occurred does not penalize for changes from an imposed global assumption such as isotropic or anisotropic smoothness, like in many methods in the literature, but rather penalizes for deviations from a predefined motion model: in our case the gauge field. We have shown that the covariant Laplacian is coercive and as result the Euler lagrange system of the minimization problem is well-posed. By expansion in B-splines we re-express the Euler Lagrange system in a discrete setting and we derive the stable solutions of this system numerically. Furthermore, we include a fast multi-scale Helmholtz decomposition with the aim to reconstruct the divergence free and rotation free parts of the vector field separately.
We have tested the method with two different phantoms and the extracted motion fields have been compared with the outcomes of similar techniques, for which the smoothness component was expressed in terms of conventional derivatives and covariant derivatives only. The proposed approach provided the best performance and shows the advantage of both using covariant derivatives and using Helmholtz decomposition. Besides improving the quality of reconstruction, Helmholtz decomposition is used as a tool to study cardiac behavior, since vector field decomposition allows to analyze cardiac contraction and cardiac rotation independently.
Finally, we have applied our method on real tagged MR images displaying the left ventricle of a healthy volunteer and a patient. Qualitative results illustrate the reliability of the estimated motion field.
Future work and further improvements
In the algorithm we use gauge fields obtained from outcomes of optic flow equations based on standard derivatives. This is just one of the possible choices. Gauge fields could also be deformed according to criteria that specifically reflect the heart behavior. Finally, the assessment has been carried out on 2 real data-sets. It would be interesting to apply the proposed technique on a larger population of images acquired from different volunteers and patients, with the aim to extract parameters that characterize cardiac healthy optic flow field rot-free part div-free part
Healthy volunteer
Patient Figure 18 : Cardiac motion field behavior for a healthy volunteer and a patient. We assess frame 3, 6 and 8 (row 1,2 and 3 healthy volunteer, row 4,5 and 6 patient) of a sequence of 11 frames displaying the cardiac muscle in phase of systole. Column 1 shows the extracted motion fields, column 2 shows the rotation free part, whereas column 3 shows the divergent free part.
behavior from presence of diseases.
From the theoretical point of view we would like to investigate if it is possible to choose the Christoffel symbols (7.41) differently such that the Hilbert-Schmidt norm |||D h v||| of the covariant derivatives is invariant under rotation of both the unknown flow field v and the gauge field h. Furthermore, we would like to derive an algorithm that solves the single Euler-Lagrange system explained in Subsection 9.1. so that indeed −(Kf ) + h h K h f = f . Regarding (7.58) we note that k h (x, y) = k h (y, x) and where we used that 0 ≤ Q(x) ≤ Q (1) . Finally, we note the following result (which can also be observed in Figure 12 ). Proof This follows from the fact that both f 0 and f 1 and their Wronskian are positive (due to 0 ≤ Q(x) ≤ Q(1)), so for example suppose x ≤ y then ∂ 2
