The Changing FaCe oF epidemiology A recent assessment of drugs that target the renin-angiotensin-aldosterone system and angioedema risk drew from a source population of more than 100 million people and 350 million person-years of observation time. The assessment identified 3.9 million eligible new users of angiotensin-converting enzyme inhibitors (aCeis), angiotensin receptor blockers (aRBs), the direct renin inhibitor aliskiren, or the common referent group beta-blockers (a class of drugs not thought to affect the risk of angioedema). more than 4500 outcome events were observed. 1 The assessment replicated a well-known association between aCeis and angioedema, 2-4 but the risk estimates were much more precise than those from prior studies. The assessment also generated new evidence for aRBs and aliskiren.
A recent assessment of drugs that target the renin-angiotensin-aldosterone system and angioedema risk drew from a source population of more than 100 million people and 350 million person-years of observation time. The assessment identified 3.9 million eligible new users of angiotensin-converting enzyme inhibitors (aCeis), angiotensin receptor blockers (aRBs), the direct renin inhibitor aliskiren, or the common referent group beta-blockers (a class of drugs not thought to affect the risk of angioedema). more than 4500 outcome events were observed. 1 The assessment replicated a well-known association between aCeis and angioedema, [2] [3] [4] but the risk estimates were much more precise than those from prior studies. The assessment also generated new evidence for aRBs and aliskiren.
not so long ago, an assessment of such scale existed only in our imaginations. Secondary uses of routinely collected electronic health information now enable us to conduct research using data from hundreds of thousands or even millions of patients. 5 But certain studies or surveillance activities, especially those with rare exposure or outcome, demand data larger than any single extant source. Combining data from multiple sources would help solve the sample size problem, but sharing data has always been a challenge because of privacy, security, regulatory, legal, and proprietary concerns. how did the angioedema assessment accomplish this and what implications does it have for epidemiology?
DISTRIBUTED DATA NETWORKS TO SUPPORT LARGE-SCALE EPIDEMIOLOGIC ASSESSMENTS
The angioedema assessment was conducted within a distributed network of electronic healthcare databases created as part of the mini-Sentinel program, a pilot project funded by the US Food and drug administration to conduct postmarket surveillance of medical product safety. 6, 7 distributed data networks are not new. The hmo Research network and its research consortia have been in existence for years. [8] [9] [10] [11] [12] other examples include the observational medical outcomes partnership 13 and the eU-adR project. 14 The office of the national Coordinator for health information Technology's Query health program promotes the use of distributed systems for secondary uses of electronic health data. 15 Compared with the alternative of storing all data in a centralized location, a distributed data system is more appealing to most data holders because they maintain direct control over their data. [16] [17] [18] in a typical epidemiologic study within a distributed data network, the lead team develops and tests the analytic program-often against a common data model (more below)-and then distributes it to all participating sites. The type of outputs returned to the requester varies by study, ranging from simple counts to an individual-level analytic dataset.
an obvious advantage of having a large sample size from multiple data sources is the ability to study rare exposures, outcomes, or subgroups. For example, because aliskiren was approved relatively recently, in 2007, its analysis in the angioedema assessment would not have been possible without a large source population. data from multiple sources also often represent demographically and geographically diverse study populations, which allow for study of geographic or practice variations or treatment heterogeneity. however, these advantages incur methodological and operational complexity, as we describe below.
Methodological Considerations
There is often a trade-off between analytic flexibility and the granularity of information that needs to be shared. highly summarized data preserve privacy and confidentiality, but limit what we can do analytically. Sharing detailed individual-level data allows for more sophisticated analysis-and in most cases, effectively turns the study into a single-dataset study-but may raise concerns over privacy, security, and proprietary information. Balancing these concerns against analytic rigor can be difficult.
Recent methodological advances have given us new analytic tools to perform complex statistical analysis without the need to share potentially identifiable information. 19, 20 The angioedema assessment used propensity scores to adjust for confounders. propensity scores, 21 like another commonly used confounder summary score-disease risk scores, 22 have properties that are particularly useful for distributed analyses: they can be computed locally by the data partner, and they condense information on a large number of confounders into a single, nonidentifiable measure, thus eliminating the need to transfer highly granular, potentially identifiable individuallevel information. The angioedema assessment further used two analytic methods to incorporate propensity scores into the analysis that avoided the sharing of any individual-level data: a case-centered logistic regression approach (which requires only risk-set data) 23 and an inverse variance-weighted metaanalysis (which requires only site-specific effect estimates and standard errors). 20 mathematical proof and empirical studies have shown that these two methods provide results that are identical or similar to the results obtained from individuallevel data analysis. 20, 23 additional methods that do not require sharing of potentially identifiable information include distributed regres sion 24 and matching or stratification by confounder summary scores. 19 distributed regression fits regression models on distributed databases and produces results identical to those from analysis of individual-level data. Sites transfer only summary statistics for model fitting. in some studies, it may be sufficient to perform all analyses by stratifying or matching-within data source-on a confounder summary score and sharing the aggregated stratum-specific or match-set data.
To perform confounder adjustment, with or without confounder summary scores, we can have each site adjust for the same covariates. The advantage of this "common denominator" approach is consistency, but it does not fully use additional confounder information available only at certain sites. an alternative would be to have each site adjust for its own set of covariates. This approach reduces residual confounding but is operationally more cumbersome because there can be no "one-size-fit-all" distributed analytic program. a special case of the site-specific approach is the high-dimensional propensity score method, which allows for prespecification of a common set of covariates and empirical identification of additional site-specific covariates. 25, 26 it is possible to develop a distributed program to perform such an analysis. 27 in a given study, multiple approaches can be used to examine the robustness of findings.
Data Considerations
in our experience, it is most efficient for all data partners in a distributed network of electronic healthcare databases to extract, transform, and load their source data into a standard format that conformed to a common data model before running any analysis. a common data model ensures uniform data-file structures and data-element naming conventions and definitions. [16] [17] [18] it allows data checking, manipulation, and analysis via identical computer programs developed and tested by few but shared by all, reducing programming burden and the chance for errors across sites. in the angioedema assessment, for example, all mini-Sentinel data partners had transformed their source data using a common data model 28 and passed data-quality checks before the assessment. The angioedema project team developed, tested, and distributed analytic programs to all data partners, who ran the programs and returned aggregate data to the team to complete the analysis.
it is crucial to engage data partners at all steps of any studies. When creating a common data model and transforming the source data, local data expertise is needed to identify issues related to coding practice, institutional practice guideline, clinical workflow, and other factors that may affect the completeness and accuracy of data. Some data issues are systematic and relevant for all data partners, whereas others are idiosyncratic and site-specific. data partners play a central role in checking the quality of the data, both when data are added to the master distributed dataset and during projectspecific analyses. They are also involved in obtaining additional material (such as medical records) to confirm information in the electronic data when necessary. 29 The mini-Sentinel common data model would not exist without contributions from local data experts and investigators with extensive experience analyzing their data.
Where Do We Go from Here?
We need to learn more about the strengths and limitations of existing methods in various study settings. We also need to improve these methods and develop new ones that are more analytically robust and operationally efficient in distributed data networks. For example, the distributed regression approach currently allows linear and logistic regression, but it needs to be extended to include other regression models. methods that can incorporate confounder summary scores seem promising, but we need to better understand-in the context of distributed environments-the advantages and disadvantages of using these scores compared with treating each confounder individually, when to select between propensity scores and disease risk scores, and how to best estimate these scores and perform model diagnostics.
The angioedema assessment joins a growing body of real-world experience that demonstrates how distributed networks of electronic healthcare databases support large-scale epidemiologic studies or surveillance assessments. So, is size the next big thing in epidemiology? our answer is, "Sometimes." a large sample size does not solve every epidemiologic problem. For one, it does not make unmeasured confounding go away. Sometimes it is more prudent to get more information about a smaller group of patients than to study an additional million. But having a large sample size allows us to do a lot more, and sometimes it is just what we need.
