Many traditional numerical algorithms include a step on which we check whether a given real number a is equal to 0. This checking is easy for rational numbers, but for constructive real numbers, whether a number is 0 or not is an algorithmically undecidable problem. It is therefore desirable to re-formulate the existing algorithms with as few such comparisons as possible. We describe a new graph characteristic; this characteristic describes how the number of comparisons in an algorithm can be reduced. For rational numbers a, it is algorithmically possible to check whether a = 0 or not. However, not all real numbers are rational. One can de ne a constructive (computable) real number a as a real number for which there exists an algorithm generating, for every integer k, a rational number a k for which ja k ? aj 2 ?k . (This number a k is called a 2 ?k -rational approximation to a.) It is known that no general algorithm can tell whether a given constructive real number a is equal to 0. See 1, 2, 3, 4, 8] and references therein. Strictly speaking, this means that no guaranteed (100% reliable) algorithm can solve an arbitrary linear equation with constructive coe cients.
For rational numbers a, it is algorithmically possible to check whether a = 0 or not. However, not all real numbers are rational. One can de ne a constructive (computable) real number a as a real number for which there exists an algorithm generating, for every integer k, a rational number a k for which ja k ? aj 2 ?k . (This number a k is called a 2 ?k -rational approximation to a.) It is known that no general algorithm can tell whether a given constructive real number a is equal to 0. See 1, 2, 3, 4, 8] and references therein. Strictly speaking, this means that no guaranteed (100% reliable) algorithm can solve an arbitrary linear equation with constructive coe cients.
We wish to minimize the number of such comparisons
Since solving linear equations is, in practice, easy, from the practical viewpoint, this theoretical impossibility is not as serious as other negative theoretical results which re ect true practical impossibility. To emphasize the fact that comparing a real number with 0 is not such a hard task, computer scientists have analyzed the notion of \conditional" computations, i.e., those computations which require, at some step, comparing some real numbers to 0. In other words, these computations require a hypothetical device which, given a constructive real number a, checks whether or not this real number is equal to 0. In the language of theoretical computer science, this hypothetical device is called an oracle, and conditional computations are computations with respect to this oracle. Most classical numerical algorithms which use such a comparison can be described as such conditional computations.
Traditionally, analysis of this problem has been about whether a given conditional algorithm can be reformulated without such an oracle. As a result of this analysis, it turned out that for several important numerical problems, the use of this oracle is unavoidable. Since the comparison problem is algorithmically undecidable, each use of this oracle (e.g., each comparison of a real number with 0) can become a computational stumbling block; therefore, it is desirable to have as few such comparisons in our algorithm as possible. Such a minimization is described, in detail, in 5], in a more general algorithmic context than validated numerical methods.
A nontrivial example of such minimization
Let us start with a simple result about such a minimization, which, in numerical terms, looks as follows. We will illustrate with three numbers. Suppose that in a numerical algorithm, we must rst check whether each of three given numbers x 1 , x 2 , and x 3 is equal to 0. It turns out that by using bisection, we can reduce these three checks to two. To be more precise, we use bisection to determine how many of the three numbers x i are equal to 0. In principle, there are four possibilities: none, one, two, or all three of the numbers x i can be equal to 0. So, to apply bisection, we must check whether at least two of these numbers are equal to, i.e., whether the following statement is true: After we check whether z = 0, it is su cient to ask one more question to nd the number of zero x i 's: if z = 0, then we have to ask whether all three are equal to 0; if z 6 = 0, then we have to ask whether at least one is equal to 0. Thus, after two questions of the type z = 0, we get the number of zero x i 's. To nd out which x i are equal to 0, we can now start computing all three real numbers x i with better and better accuracy by computing rational approximations x ik to x i . It is known that a = 0 if and only if for some k, the rational 2 ?k -approximation a k to a exceeds 2 ?k , i.e., ja k j > 2 ?k . Therefore, if, e.g., two of the three numbers x i are di erent from 0, then eventually, for two of these numbers, we will have jx ik j > 2 ?k . At this point, we stop computing x ik , because we know which of the numbers x i are equal to 0, and which are not. Similarly, if we need to check whether each of n = 2 k ?1 numbers equal to 0, we can use bisection to reduce this problem to k checks of equality to 0. A much more technical result shows that in general, we cannot reduce 2 k ? 1 to less than k checks. In general, n independent checks can be reduced to k = dlog 2 (n + 1)e dependent ones.
A similar reduction is possible for algorithms which solve di erential equations. In these algorithms, we often need to check whether a constructive function is identically equal to 0 or not. Similarly, we can reduce the checking of n = 2 k ? 1 functions to k checks, and once we know how many of given functions f i are identical to 0, we can nd exactly which functions are equal to 0 by computing, for di erent rational numbers r and di erent accuracies k, the 2 ?k -approximations f ik (r) to the values f i (r). One can show that a function is not identical to 0 if and only if for some r and k, we have jf ik (r)j > 2 ?k .
Open problem
If we have n independent checks, i.e., checks in which each checked number is given from the very beginning and does not depend on the results of other checks, then we can replace them by k = dlog 2 (n+1)e dependent checks. In a general algorithm, some checked numbers may be given from the very beginning, and some other checked numbers may depend on the results of the previous checks (as in the above reduced computations, the second check depends on whether z = 0 or not). In such a general situation, how can we decrease the number of checks?
The general dependence between the checks can be described by a directed graph (digraph) D = (V; E).
We refer to books 6, 7] for digraph theory.
The vertices V are numbers that, in the course of running the algorithm, we must compare with 0, and
We next describe a possible reduction for a general digraph. De nition 2. Let D be a digraph. By the log-size`(A) of a nite abstract set A with N = jAj elements, we mean the number`(A) = dlog 2 (N + 1)e. By the log-size`(V 1 ; : : : ; V n ) of a strati cation, we mean the sum`(V 1 ) + : : : +`(V n ) of log-sizes of its strata.
By the log-size of a digraph, we mean the smallest possible log-size of its strati cations.
If we divide a set into two pieces, then the sum of the logarithms of their sizes is equal to the logarithm of their product and is therefore larger than the logarithm of the size of the original set. So, to keep the log-size to a minimum, it is reasonable not to arti cially subdivide each stratum, but to keep the strata as large as possible. At rst glance, it may therefore seem that to obtain the minimum log-size, we should take as V 1 the largest possible rst set, i.e., the set of all vertices with no parents; as V 2 , all vertices whose only parents are in V 1 , etc. However, this strati cation does not always lead to the smallest log-size. For example, if we have a 2-layer digraph, with four vertices on the top layer L 1 and two vertices on the second layer L 2 ( Fig. 1 ), then the above \natural" strati cation V 1 = L 1 and V 2 = L 2 ( Fig. 2) leads to logsize`(V 1 ) +`(V 2 ) = dlog 2 (4 + 1)e + dlog 2 (2 + 1)e = 3 + 2 = 5. If we move one of the vertices from L 1 into the second stratum V 2 ( Fig. 3) , we get jV 1 j = 4 ? 1 = 3, jV 2 j = 2 + 1 = 3, and a smaller log-sizè (V 1 ) +`(V 2 ) = dlog 2 (3 + 1)e + dlog 2 (3 + 1)e = 2 + 2 = 4 < 5.
We discovered the notion of log-size based on our numerical computation problem, we cannot (yet) give an intuitive geometric interpretation of this characteristic. However, we can give a geometric analogue of this characteristic: namely, the log-size is somewhat similar to the logarithm of the number of maximal paths in a digraph: Indeed, if we have several layers with n 1 ; n 2 ; : : : ; n m vertices respectively, and each vertex in each layer is connected with each vertex in the next layer, then the total number of paths is equal to n 1 : : : n m , and hence it logarithm is equal to log 2 (n 1 ) + : : : + log 2 (n m ). This expression is clearly similar to the above expression dlog 2 (n 1 + 1)e + : : : + dlog 2 (n m + 1)e (of course, although these expressions are similar, they are di erent).
De nition 3. Let Proof. Let us rst show that we can reduce the number of zero-checks to the log-size of the digraph.
Indeed, let V 1 ; : : : ; V n be a strati cation which corresponds to this log-size, i.e., whose log-size is equal to the log-size of the graph. Let jV i j = n i and P n i = n. Then, by de nition of a strati cation, the values from V 1 do not depend on anything at all, so we can use the above bisection and replace checking all numbers from V 1 by checking dlog 2 (n 1 + 1)e =`(V 1 ) numbers.
By the same de nition of a strati cation, the numbers from the stratum V 2 depend only on V 1 . Thus, after we have checked all the numbers from V 1 , we know the values to check in V 2 . Hence, we have n 2 known numbers to check, and we can use the above bisection to replace the checking of all numbers from V 2 by checking dlog 2 (n 2 + 1)e =`(V 2 ) numbers. Similarly, after we have checked V 2 , we can check all the numbers from V 3 , etc. Totally, we need`(V 1 ) + : : : +`(V n ) checks, and this is exactly the log-size of the digraph.
To complete the proof, let us now show that we can also restrict the number of checks by using a digraph obtained via an elementary transformation. Indeed, let a ! b be an arc, i.e., let the number checked at b depend on the result of checking whether a = 0. In principle, we do not have to wait until we checked a = 0 to check the number on b-stage: instead, we can consider both possibilities a = 0 and a 6 = 0, generate two numbers b 1 and b 0 that will be checked correspondingly when a = 0 and when a 6 = 0, and check both. If b depends on some other c, then this dependence still stands for both b 0 and b 1 . The theorem is proven.
Conclusion
We have presented a new characteristic of a digraph, and we have shown that this characteristic is useful for numerical computations. It is therefore important to analyze this characteristic, hopefully nd its more intuitive form, and learn how to compute it rapidly.
