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ABSTRACT 
 
This paper presents the innovative Compressive Sensing (CS) 
concept for tomographic reconstruction of 3D neutrospheric 
water vapor fields using data from Global Navigation Satel-
lite Systems (GNSS) and Interferometric Synthetic Aperture 
Radar (InSAR). The Precipitable Water Vapor (PWV) input 
data are derived from simulations of the Weather Research 
and Forecasting modeling system. We apply a Compressive 
Sensing based approach for tomographic inversion. Using the 
Cosine transform, a sparse representation of the water vapor 
field is obtained. The new aspects of this work include both 
the combination of GNSS and InSAR data for water vapor 
tomography and the sophisticated CS estimation: The combi-
nation of GNSS and InSAR data shows a significant improve-
ment in 3D water vapor reconstruction; and the CS estimation 
produces better results than a traditional Tikhonov regulari-
zation with 𝑙2 norm penalty term. 
 
Index Terms—Atmospheric modeling, tomographic re-
construction, Compressive Sensing, GNSS, InSAR 
 
1. MOTIVATION AND INTRODUCTION 
 
High precision applications using space-geodetic techniques, 
such as GNSS (Global Navigation Satellite Systems) and 
InSAR (Interferometric Synthetic Aperture Radar), require a 
complete modeling of neutrospheric effects. On their propa-
gation through the Earth’s atmosphere, the radio-wave sig-
nals are affected by neutrospheric water vapor. Therefore, 
methods have been developed to accurately determine the 
neutrospheric water vapor content from the GNSS as well as 
InSAR observations. Various research have been carried out 
since [1] introduced GNSS meteorology as an important tool 
for determining the spatially and temporally highly variable 
neutrospheric water vapor content.  
InSAR data do not produce absolute water vapor infor-
mation. In contrast, partial wet delays can be deduced from 
the differential InSAR neutrospheric phase observations. An 
elevation-dependent as well as a long-wavelength part of the 
wet delay are removed within the InSAR data processing [2]. 
For neutrospheric modeling, these components have to be re-
constructed using dense GNSS precipitable water vapor 
(PWV) measurements as described in [2]. The PWV deduced 
from GNSS and InSAR wet delays only yield integrated 2D 
information of the neutrospheric water vapor content. This 
calls for tomographic approaches that reconstruct 3D water 
vapor fields from GNSS and InSAR wet delay measurements. 
The main challenge for the tomographic reconstruction of 
water vapor is the limited number of measurements. Due to 
the pointwise observing geometry of GNSS, many voxels re-
main undetermined, particularly those in lower neutrospheric 
layers. In order to solve the underdetermined and ill-condi-
tioned inverse problem, generalized inverse matrices result-
ing from singular value decomposition, constraints using a 
priori knowledge resp. fixing the behavior of neighboring 
voxels, or additional information are necessary.  
In this paper, we exploit the fact that neutrospheric water 
vapor mixing ratios can be sparsely represented in an orthog-
onal basis, for instance the Cosine transform matrix, as a 
strong prior to regularize the addressed underdetermined 
problem.  
 
2. SENSOR CHARACTERISTICS AND DATASETS 
 
Both GNSS and InSAR dispose of an all-weather observing 
capability. Using the method of Precise Point Positioning de-
scribed in [3], GNSS yield point-wise estimates of the inte-
grated slant wet delay caused by neutrospheric water vapor. 
The spatial resolution depends on the density of the observing 
sites, and as illustrated in Figure 1, each estimated value rep-
resents the neutrospheric effect within a cone with a vertex at 
the GNSS site. GNSS observations of ten sites within a 
100 km × 100 km area in the Upper Rhine Graben in southern 
Germany are available at a temporal resolution of 30 seconds. 
In contrast, InSAR neutrospheric phase maps derived from 
acquisitions of the C-band Envisat satellite are available at 
35 days repeat cycles. However, the spatial resolution of 
InSAR is significantly high, i.e. up to 100 m. The InSAR data 
processing was done using the Persistent Scatterer Interfer-
ometry (PSI) introduced by [4]. At this stage, we only use 
sensor geometries to better evaluate the proposed approach: 
We are working with simulated data in this preliminary study.
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Namely, 3D water vapor fields with a resolution of 900 m in 
longitude and latitude are simulated using the Weather Re-
search and Forecasting (WRF) modeling system. Based on 
the observing geometry of the available GNSS and InSAR 
measurements, integrated GNSS and InSAR data are calcu-
lated from the WRF data. This enables a direct comparison of 
the later estimated 3D water vapor field with the reference 
data available from WRF. Moreover, in doing so, a study of 
the minimum number of GNSS sites required for a reasonable 
3D water vapor reconstruction becomes possible. Figure 2 
summarizes the relation between GNSS or InSAR integrated 
wet delays (or PWV) and the 3D water vapor mixing ratios 
simulated by WRF.  
 
3. METHODOLOGY 
 
In order to explain the developed methodology, this section 
first introduces the system model. Then, Tikhonov regulari-
zation [5], a Compressive Sensing (CS) regularization bene-
fitting of the sparsity of the signal, and the SL1MMER algo-
rithm combining CS and least squares [6] are explained. In 
addition, important parameters for CS are defined. 
 
3.1. System model 
 
The neutrospheric test region in the URG is subdivided into 
𝑝 × 𝑞 = 5 × 5 pixels equidistant in longitude and latitude. 
The thickness of the 𝑟 = 7 height layers increases with height 
(from Earth surface to top boundary in m: 350, 500, 750, 
1000, 1500, 2500, 3400). An upper boundary layer of 10 km 
has been chosen for tomographic reconstruction. WRF-
derived GNSS and InSAR wet delay maps 𝑦𝜖ℝ𝑁×1 result 
from the linear measurement process represented by the 
matrix 𝛷𝜖ℝ𝑁×𝐿 in 
𝑦 = 𝛷𝑥 + 𝜀 (1) 
The parameter 𝑥𝜖ℝ𝐿×1 contains the unknown water vapor 
mixing ratios for each of the 𝐿 = 𝑝 × 𝑞 × 𝑟 volume pixels 
(voxels), 𝜀 is noise. A total of 𝑁 observations are available. 
If a GNSS or InSAR ray crosses a voxel, the entry 𝜑𝑖𝑗  of 𝛷 
equals the crossed distance within the respective voxel 𝑗 for 
the 𝑖𝑡ℎ observation; otherwise it is zero. The distances are 
computed using the Smits’ algorithm [7]. For simplification, 
i) no bending of the ray path is assumed, ii) the density of dry 
air is set to 1 kg/m3, and iii) specific humidity and water vapor 
mixing ratio are assumed equal in a first approximation. The 
iii) simplification can be done because the water vapor mix-
ing ratios 
𝑤𝑣 =
𝑚𝑊𝑉
𝑚𝑑𝑟𝑦 𝑎𝑖𝑟
 (2) 
 
in [kg/kg] are close to zero in cold regions and can be trans-
formed into values of the specific humidity 𝑞𝑣 by means of  
 
𝑞𝑣 =
𝑤𝑣
1 + 𝑤𝑣
≈ 𝑤𝑣 . (3) 
In equation (2), 𝑚𝑊𝑉 resp. 𝑚𝑑𝑟𝑦 𝑎𝑖𝑟  represent the mass of 
water vapor resp. of dry air.  
Reconstructing 3D neutrospheric water vapor fields from 
GNSS and InSAR data requires solving the linear system of 
equations given in (1). According to classical adjustment the-
ory, a unique solution can be found if the number of observa-
tions is at least as large as the number of unknown parame-
ters. However, using GNSS observations and only a single 
InSAR swath, many voxels remain undetermined in the lower 
neutrospheric layers. Voxels that are crossed by multiple rays 
cannot contribute to voxels without any observations. As a 
result, the system (1) is underdetermined and ill-conditioned 
and has to be regularized in order to yield a unique solution.  
 
3.2. Solution using Tikhonov regularization  
 
The generalized Tikhonov regularization incorporates a side 
constraint into (1) and determines the solution with minimum 
𝑙2 norm: 
?̂?𝜆 = argmin{‖𝛷𝑥 − 𝑦‖2
2 + 𝜆‖𝑀(𝑥 − 𝑥0)‖2
2} (4) 
The left term in (4) is an 𝑙2 norm residual term; the right term 
represents the 𝑙2 norm of the unknowns. The parameter 𝜆 pro-
vides a trade-off between these two terms. The matrix 𝑀 cor-
responds, e.g., to the identity matrix, and 𝑥0 contains prior 
information on the parameters. If no prior information is 
available, 𝑥0 is set to zero. 
 
3.3. Solution using Compressive Sensing  
 
A signal is sparse if the signal itself or a transformed version 
after projecting to a certain basis contains only a small num-
ber of non-zeros. A sparse representation 𝑠𝜖ℝ𝐿×1 of the 
above described water vapor mixing ratios is obtained in an 
appropriate basis by a linear transform 𝑠 = 𝛹𝑥 resp. 𝑥 = 𝛹𝑇𝑠 
resulting in 
 
Figure 1: Observing geometry of GNSS and InSAR 
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𝑦 = 𝛷𝛹𝑇𝑠 + 𝜀 = 𝛩𝑠 + 𝜀.  (5) 
The mapping matrix 𝛩 = 𝛷𝛹𝑇𝜖ℝ𝑁×𝐿 is composed of the de-
sign matrix 𝛷 and the 3D discrete Cosine transform matrix 
𝛹𝜖ℝ𝐿×𝐿 computed according to [9]. The Cosine transform 
yields a sparse representation of the water vapor signal. The 
CS inversion is then solved by minimizing the 𝑙0 norm, i.e. 
the number of non-zero entries of the solution 𝑠 is minimized. 
However, this solution is non-deterministic polynomial-time 
hard (NP-hard). Therefore, [10] proposes a signal recovery 
by means of the 𝑙1 norm regularization  
?̂? = argmin‖𝑠‖1 such that ‖𝛩𝑠 − 𝑦 ‖ ≤ 𝜀. (6) 
 
3.4. SL1MMER algorithm 
 
In a first step, the SL1MMER algorithm introduced by [6] 
uses (6) to estimate the sparse coefficients of the considered 
signal. However, due to the non-stable mapping matrix in 
tomographic water vapor sensing, CS often overestimates the 
sparsity of the signal, and outliers are contained in the sparse 
coefficients. Therefore, a careful model selection is applied 
in order to derive more accurate estimates of the number of 
non-zero coefficients and their positions within ?̂?. Finally, the 
mapping matrix 𝛩 is reduced to  
𝛩𝑠𝑙𝑖𝑚 = 𝛩[𝑘] (7) 
where [𝑘] represents the set of indices corresponding to the 
non-zero sparse coefficients and 𝛩[𝑘] is the corresponding set 
of columns of 𝛩. Only those columns remain for the final 
least squares estimation of the sparse parameters 
?̂?[𝑘] = (𝛩[𝑘]
𝑇 𝛩[𝑘])
−1
𝛩[𝑘]𝑦. (8) 
 
3.5. Analysis on sparsity, incoherence, and RIP in CS 
 
In order to obtain an accurate solution with high probability 
from (6), the signal 𝑥 must be sparsely represented by 
𝑠 =  𝛹𝑥, the design matrix 𝛷 and the representation matrix 
𝛹𝑇 have to be incoherent, and the restricted isometry constant 
𝛿𝐾 should be low, see [10], [11]. 
Sparsity analyses based on simulations of the WRF mod-
eling system show that the Cosine transform, when compared 
to Fourier, biorthogonal 3.7 wavelet, and curvelet transforms, 
yields the sparsest representation of the 3D water vapor field. 
More than 99% of the signal power is contained in less than 
2% of the coefficients. The coherence 𝜇 ∈ [1, √𝐿] between 𝛷 
and 𝛹𝑇 is defined as 
𝜇(𝛷,𝛹𝑇) = √𝐿 max
1≤𝑚,𝑛≤𝐿
|〈𝜑𝑚 , 𝜓𝑛
𝑇〉|
‖𝜑𝑚‖2‖𝜓𝑛𝑇‖2
 (9) 
where 𝜑𝑚 and 𝜓𝑛
𝑇  represent the rows of 𝛷 and 𝛹𝑇. For 
𝐿 =  5 × 5 × 7, the coherence can reach values within 
𝜇 ∈  [0, √175] ≈ [0,13.23]. In case of the Cosine transform, 
the values 𝜇 ≈ 7.65 to 8.25 (GNSS and InSAR) resp. 
𝜇 ≈  5.36 to 5.95 (GNSS only) are obtained if 10 to 30 
GNSS sites are introduced into the processing. In [10], the 
restricted isometry constant is defined as the smallest 𝛿𝐾 ≥ 0 
satisfying  
(1 − 𝛿𝐾)‖𝜈‖2
2 ≤ ‖𝛩𝜈‖2
2 ≤ (1 + 𝛿𝐾)‖𝜈‖2
2 (10) 
for all 𝐾-sparse vectors 𝜈 containing 𝐾 non-zero elements. 
According to [11], 𝐾-sparse signals can be exactly (resp. sta-
bly) reconstructed via 𝑙1 minimization if the restricted isom-
etry property, short RIP, is fulfilled, i.e., if 𝛿𝐾 < 0.307 in the 
absence (resp. in presence) of noise. 
 
4. RESULTS AND DISCUSSION 
 
Although 𝛿𝐾 > 0.307 in this study, the accuracy of the esti-
mated water vapor mixing ratios is significantly improved by 
using CS or SL1MMER (which utilized sparsity as a prior) 
when compared to traditional 𝑙2 norm minimization without 
prior. Moreover, as shown in Figure 3, using both GNSS and 
InSAR data is profitable. The quantity  
 
Figure 2: 2D wet delay maps from GNSS and InSAR vs. 3D water vapor mixing ratios from WRF 
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𝑛 = S/N × number of GNSS sites (11) 
should exceed 𝑛 = 350 in order to get precise and accurate 
results. Assuming a constant SNR of 25 dB (S/N ≈ 17.8), at 
least 20 GNSS sites should be included into our analysis.  
The current horizontal resolution of 20 km has been cho-
sen because of the small number of GNSS sites in the consid-
ered region and in order to check the CS approach in a com-
putationally reasonable way. However, for higher resolved 
neutrospheric modeling and further research, smaller voxel 
sizes of about 10 km are under focus. Realistic values of SNR 
should be analyzed and it has to be kept in mind that SNR 
will not be constant for wet delay observations along different 
elevation and azimuth angles as well as in case of multipath 
or obstacles.  
This study presented a concept for CS based tomographic 
reconstruction of neutrospheric water vapor. As the RIP is vi-
olated in this analysis, the probability to accurately recon-
struct the signal is low. Therefore, the estimation should be 
performed repeatedly and the results of the different runs 
should be compared. Real data will replace the current wet 
delay simulations from WRF.  
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Figure 3:  Mean and standard deviation of wet delay differences (estimated – true) on January 3, 2005 in mm, with polynomial 
fit of degree 5. Filled (resp. empty) markers and solid (resp. dotted) lines correspond to data derived from GNSS 
and InSAR (resp. GNSS only). The LSQ data are computed according to section 3.1 without prior information. The 
CS data result from section 3.2, SL1MMER data are derived according to section 3.3. The mean wet delay at 
heights up to 350 m is about 8.2 mm. 
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