Gamma radiation from natural sources is an important component of background radiation, and correlates with childhood leukaemia risk in Great Britain. The geographic variation of indoor gamma radiation dose-rates in Great Britain is explored using various geo-statistical methods. A multi-resolution Gaussian-process model using radial basis functions with 2, 4, or 8 components, is fitted via maximum likelihood, and a non-spatial model is also used, fitted by ordinary least squares. Because of the dataset size (N=10,199), four other parametric spatial models are fitted by variogram-fitting. A randomly selected 70:30 split is used for fitting:validation. The models are evaluated based on their predictive performance as measured by Mean Absolute Error, Mean Squared Error, as well as Pearson correlation and rank-correlation between predicted and actual dose-rates. Each of the four parametric models (Matérn, Gaussian, Bessel, Spherical) fitted the empirical variogram well, and yielded similar predictions at >50 km separation, although with more substantial differences in predicted variograms at <50 km. The multi-resolution Gaussianprocess model with 8 components had the best predictive accuracy among the models considered. The Spherical, Bessel, Matérn, Gaussian and ordinary least squares models had progressively worse predictive performance, the ordinary least squares model being particularly poor in this respect.
Introduction
A causal link between high-level exposure to ionising radiation and cancer risk has long been established (e.g., (United Nations Scientific Committee on the Effects of Atomic Radiation (UNSCEAR), 2008)), but the degree of risk produced by low-level exposure remains equivocal (Doss et al., 2014; Little et al., 2009; Tubiana et al., 2009 ). There have been many studies investigating correlations between exposure to low-dose-rate natural background gamma radiation and childhood cancer (e.g. (Evrard et al., 2006; Richardson et al., 1995; United Kingdom Childhood Cancer Study Investigators, 2002) ), most of them reporting a null result.
However, the lack of statistical power in these studies (Little et al., 2010) suggests that reliable conclusions cannot be made. A recent and more adequately powered case-control study in Great Britain (GB: England, Scotland and Wales) by Kendall et al. (Kendall et al., 2013) provided evidence of an association between the cumulative dose from indoor background gamma radiation and the risk of childhood leukaemia. In contrast, this study did not report any significant correlations of other childhood cancers with exposure to background gamma-rays or of any childhood cancer type with radon exposure.
A previous paper explored various strategies for predicting indoor natural background gamma-ray dose-rates from a dataset of measurements (Kendall et al., 2016) . A geo-statistical model was developed, which assumed an underlying geologically-determined spatial variation superimposed on a Gaussian stochastic process with Matérn correlation structure that models the observed tendency of dose-rates in neighbouring houses to correlate. An empirical approach was also developed using linear regression models to fit predictor variables based on a number of dose-rate interpolation measures, calculated from averages over geologically-or administratively-defined areas, or distance-weighted averages of measurements at nearest-neighbour points. The mean square error of the linear-regression model was lower than that of the Gaussian-Matérn model (Kendall et al., 2016) .
As a follow-up to this study, we shall explore the large-scale geographic variation of indoor gamma radiation dose-rates in GB. We shall evaluate several geo-statistical methods of modelling indoor gamma radiation dose-rates. Because the number of observations is very large (N=10,199), a straightforward maximum likelihood approach is not currently feasible. As an alternative, we employed a variogram-based approach to spatial prediction, and a Gaussian process model which approximated spatial correlation among gamma-ray dose-rates using radial basis functions. Models were estimated using a randomly selected subset of the complete dataset and then validated using a holdout sample. The models were evaluated based on their predictive performance as measured by Mean Absolute Error, Mean Squared Error, as well as Pearson correlation and rank-correlation between predicted and actual dose-rates. We used the model with the best predictive performance to interpolate gamma radiation dose-rates on a fine grid for the entire country.
The analysis may be useful in a number of ways. For example, interpolated dose-rates on a fine grid will improve the geographical mapping of gamma-ray exposures. Further, we judge that this analysis may also be of public health interest in that dose-rate predictions will enable estimation of cumulative gamma-ray dose, as well as the subsequent risk for childhood leukaemia and other cancers in GB through improved epidemiological analyses. Finally, our statistical modelling efforts will shed light on the best modelling approach to high-dimensional environmental exposure data.
Data
Measurement data used in this study consisted of 2,283 indoor gamma radiation dose-rates from the National Survey of UK homes (Wrixon et al., 1988) , and 7,916 indoor gamma radiation dose-rates from the UK Childhood Cancer Study (United Kingdom Childhood Cancer Study Investigators, 2002) . Kendall et al. (Kendall et al., 2016) discuss several factors that influence gamma-ray dose-rates inside a home. Outdoor dose-rates depend on cosmic-ray dose-rates, and levels of radionuclides present in the vicinity of the measurement. Indoor dose-rates tend to be a little higher than those measured outdoors, and are determined in part by the shielding (thickness and density) of the exterior walls and roof, as well as by the presence of naturally occurring radionuclides in the walls, floors, and ceilings. Because of the role of radionuclides in the environment in determining the gamma-ray dose-rates in a building, in a previous paper (Kendall et al., 2016) we considered two geological classifications, LEX-ROCK Bedrock codes and 50k-BEDSUP combined simplified bedrock and superficial codes. LEX-ROCK are codes for the underlying geology as defined by the British Geological Survey (BGS) (Smith, 2013) , and provide the name of each rock unit or deposit (via its LEX or Lexicon code) and composition (via its ROCK or lithology code). The 50k-BEDSUP combined simplified bedrock and superficial codes were developed by the BGS in the context of an investigation into the variation of indoor radon concentrations across the UK (Miles and Appleton, 2005) . For detailed geostatistical modelling both these coding schemes were found to be intractable and a simplified set of bedrock classes, a 16-level classification, was employed (Kendall et al., 2016) . For the present work we also explored a simplified set of surface geological classes, broadly analogous to the bedrock classes (a 23-level variable), and also a combined bedrock and surface classification (a 23-level variable) that were still further reduced. Further details are given in Appendix A. The surface geology should broadly correlate with outdoor gamma-ray levels and possibly with locally-used building materials, which will also substantially modify indoor doserate. Figure 1 presents a map of measured indoor and outdoor gamma-ray dose-rates in GB, taken from Kendall et al. (Kendall et al., 2016 ) (see also Figure A1 for a map of GB).
Statistical Methods
Since prediction was the primary analytic goal of this study, we considered two broad classes of spatial interpolation methods, namely variogram-based kriging (e.g., (Cressie, 1993) ), and multiresolution Gaussian processes . For the sake of comparison, we also used a non-spatial ordinary least squares (OLS) model. All models were fitted using an "estimation" sample consisting of a random selection of approximately 70% of total observations, and validated using a holdout sample consisting of the remaining approximately 30% of total observations. Models were evaluated based on Mean Absolute Error (MAE), Mean Squared Error (MSE), as well as Pearson and Spearman (rank-order) correlations between predicted doserates and holdout sample measured dose-rates.
Variogram-based kriging
The variogram is a fundamental geo-statistical tool used to describe spatial variability in pointreferenced data. The variogram is expressed as a function of the spatial separation vector , and is defined as:
( 1) where is the so-called sill of the variogram, is the value of the covariance function evaluated at a specific distance, and is the spatial correlation at lag .
Further details on the derivation of expression (1) are given in Appendix B.
Variogram models are generally parameterised in terms of the error variance term (also called the nugget variance), the spatial variance (also called the partial sill), and the correlation function , which depends on some parameters . Parametric variogram models have the form:
Parametric variogram models that we considered in this study included:
1) the Matérn model (Matérn, 1960) ;;
2) the Gaussian model;
3) the Bessel model; and
4) the Spherical model
Further details of these four parametric models are given in Appendix B. Variogram models of these parametric forms were fitted to the empirical variogram constructed from pairs of observations and , and denoted by . We used the robust Cressie empirical variogram estimator (Cressie, 1993) due to its reduced bias and resistance to outlying observations, compared to the standard empirical variogram. Detailed specifications of the four variogram models, and the Cressie empirical variogram estimator can be found in Appendix B and elsewhere (Banerjee et al., 2015) . Estimates for , and are computed using weighted least squares, with weights .
[ is the set of pairs of points with spatial
Using parameter estimates from the variogram model in combination with estimates for spatial covariates (i.e., ) we can compute the predicted dose-rate value at some unobserved location, , using the universal kriging equation (e.g., Banerjee et al. (Banerjee et al., 2015) , Diggle and Ribeiro (Diggle and Ribeiro, 2007) 
where , and is the estimated variance-covariance matrix of . The estimated variance-covariance matrix is defined as , where each element of the matrix is of the form: . All computation was carried out using the gstat package (Pebesma and Graeler, 2015) in R (R Project version 3.2.2, 2015).
Multi-resolution Gaussian Process
Although it is a theoretically attractive alternative to variogram-based prediction, the implementation of maximum-likelihood kriging equations is known to be intractable for datasets with sample sizes on the order of (Cressie and Johannesson, 2008) . Spatial prediction based on a multi-resolution Gaussian-process model ) that approximates the true likelihood of the process provides one method that addresses this computational challenge. In this section, we give an overview of this approach in the context of our study; a more detailed description is found in the paper of Nychka et al. .
We shall assume that the observed dose-rate at location is given by:
where is the mean response, is a spatial Gaussian process, and is a vector of independent zero-mean measurement errors. The unknown spatial process is approximated by a sum of independent processes:
where , and where is a scaling term for the variance of the spatial process , and is a weighting term, selected so that . Each independent component is expressed in turn as a sum of (non-stochastic) radial basis functions weighted by a vector of random coefficients, , that is:
where the coefficients are multivariate normal, with mean zero and covariance , and cross covariance 0, i.e., . We assumed that the were the standard symmetric Wendland radial basis functions (Wendland, 1995) .
Putting expressions (4)-(6) together, we therefore modeled approximately as:
where spatial covariance in is now expressed in relation to the covariance of the radial basis coefficients . As we show in Appendix B, the profile log-likelihood of (after maximization with respect to ) becomes:
for a constant . The approximate log-likelihood is maximised numerically with respect to and to obtain their respective maximum-likelihood estimates, and .
One derives the predicted dose-rate at an unobserved location, , by considering , which is a multivariate Gaussian process with mean and variance where the vector is given by . Then it is easily shown (e.g., p.136 in (Diggle and Ribeiro, 2007) ) that the conditional distribution of given is also multivariate Gaussian with mean:
All computation was carried out using the LatticeKrig package (Nychka, 2014) in R (R Project version 3.2.2, 2015).
Non-spatial Ordinary Least Squares
For the sake of completeness, in addition to models that explicitly accounted for the presence of spatial correlation among observed dose-rates, we considered the standard linear model that treats observations as independently normally distributed, with common variance. The observed dose-rate at location is assumed to be:
where is the mean response, and is the independent identically distributed error term with mean 0 and variance . Parameter estimates, , are obtained by minimising the residual sum of squares. The predicted dose-rate at an unobserved location, , is:
All models included as explanatory variables the easting and northing coordinates and the outdoor gamma-ray dose-rate. The outdoor gamma-ray dose-rates are estimates for 10 km grid squares and were subject to interpolation and double smoothing (Kendall et al., 2016) . All variogram models and the non-spatial OLS model included as additional explanatory variables either the 16-level bedrock geology code, the 23-level surface geology code, or the 23-level variable representing a combination of surface and bedrock geology; this could not be included in the multi-resolution Gaussian-process model fits because of singularities in the inverse of the design matrix. Results are presented in Table 1 . Indoor gamma-ray dose-rates will depend on the details of construction of the dwelling in question. This information is not available for each of the buildings for which we have measurement data. However, we have obtained socioeconomic and demographic data from the 1981 UK census which allows us to assign parameters to each measurement location on the basis of the census ward within which it lies. There were 10,444 census wards in GB at the time of the 1981 census, with a mean population (all ages) of about 5,000. Within each census ward are a number of enumeration districts (EDs). The parameters that are available for analysis are:
a) The Carstairs index of socioeconomic deprivation (Carstairs and Morris, 1991) , where the more deprived the area the higher (more positive) is the score.
b) The population density (i.e., number of inhabitants per square kilometer) c) Urban/rural status, a categorical variable running from 1 (most urban) to 6 (least urban) (Office of Population Censuses and Surveys (OPCS), 1984). Each ED within the census ward is categorised as urban or rural on the basis of the extent of urban development indicated on Ordnance Survey maps. The overall urban/rural score for the ward is 1 if all EDs are urban, 2 if the proportion is above 75%, and so on until 6 where all EDs are rural. Table 2 presents the results of analyses using these census data. As above, the urban-rural status variable could not be used in the multi-resolution Gaussian-process model because of singularities in the design matrix. The parameter estimates for the 16-level and 23-level geology composition variables are not shown in Tables 1 and 2 , for clarity.
All models were estimated after excluding the holdout sample from the dataset, using the remaining 7,037 observations. Models were subsequently used to predict the 3,162 dose-rates in the holdout sample, with the predictive accuracy of each model evaluated in terms of Mean Absolute Error (MAE), Mean Squared Error (MSE), Pearson correlation, and Spearman rankcorrelation coefficients. Table 3 summarises these predictive accuracy metrics for each model; Table 4 gives the analogous results using the extended versions of the models with Carstairs score, population density and urban-rural status as extra explanatory variables.
Results
Figure 1 presents a map of indoor and outdoor gamma-ray dose-rates in GB. Indoor dose-rates tend to be higher in South-West and North-West England, as well as in the West Midlands region. On the other hand, indoor dose-rates tend to be lower in and around London, and in the East and South-East regions of England. It is difficult to discern meaningful patterns in the sparsely-populated and sparsely-measured areas in the North-East and Yorkshire and the Humber regions of England, and in rural Wales and Scotland. Table 1 fitted through the empirical sample variogram. All four models appeared to fit the empirical variogram well, and yielded similar long range (>200 km) predicted variograms, although there were more substantial differences among the predicted variograms at small spatial distances (<50 km).
Specifically, the Gaussian model featured the most pronounced point of inflection around a distance of 50 km, whereas the Spherical model exhibited linear behavior and thus did not have a point of inflection at all. The estimated practical range (i.e., the distance at which dose-rates are virtually independent) varies between 200 km for the Gaussian model and 352 km for the Bessel model (Table 1) . These estimates are little changed if the expanded set of explanatory variables (including Carstairs score, population density, urban-rural status) is employed (Table 2) .
Combined with a relatively large nugget effect ( ) and small partial sill ( ), the small ranges suggest that the spatial variation of indoor gamma-ray dose-rates was highly localised. The estimates for nugget ( ) for the multi-resolution Gaussian-process models were substantially lower compared to the six variogram models, although the partial sill ( ) was somewhat higher. These estimates suggest that the multi-resolution model produced a potentially over-smoothed predicted response surface. Again, these estimates are little changed if the expanded set of explanatory variables (including Carstairs score, population density, urban-rural status) is employed ( Table 2 ). The regression coefficients for the outdoor gamma-ray dose-rate ( ) varied considerably. Among models that accounted for spatial correlation, the estimated increase in the indoor dose-rate per unit of outdoor dose-rate was as low as 0.16 for the Matérn, Bessel,
and Spherical variogram models, and as large as 0.34 for the multi-resolution Gaussian-process model with L=8. The non-spatial model estimate was larger still at 0.50, but its validity was questionable due to the clear violations of OLS assumptions that resulted from spatially correlated data. When using the expanded set of explanatory variables (including Carstairs score, population density), the estimates for were little changed for the multi-resolution Gaussian-process model, although they were markedly larger for the variogram-based models (Table 2 ).
All the predictive accuracy metrics suggest that the multi-resolution Gaussian-process model with L=8 had the best predictive accuracy among the models considered (Tables 3 and 4 ).
The multi-resolution Gaussian-process model fitted to the GB indoor gamma-ray dose-rate data is shown in Figure 3 , and comparison with the leftmost panel of Figure 1 demonstrates that the model captures the essential features of the indoor gamma radiation dose-rate data.
Unfortunately, models with a larger number of components (L=12, 16) proved computationally infeasible, requiring more than the allotted memory (192 GB) (L=16) or necessitating an excessively long CPU time (>2 months) for maximum-likelihood optimization (L=12 (Table 3 ).
Discussion
We found that each of the four parametric models (Matérn, Gaussian, Bessel, Spherical) fitted the empirical variogram well, and yielded similar long-range (>200 km) predictions, although with more substantial differences in predicted variograms at smaller spatial distances (<50 km).
The multi-resolution Gaussian-process model with L=8 had the best predictive accuracy among the models considered. The Spherical variogram-based model had the second-best predictive performance, and when the augmented set of explanatory socioeconomic variables was used (Carstairs score, population density, urban-rural status) the performance almost equalled that of the multi-resolution Gaussian-process model (Tables 3, 4 ). The Bessel, Matérn, Gaussian and OLS models had progressively worse predictive performance.
Even though variogram-based kriging is both familiar and able to handle high-dimensional data with relative ease, it is not without drawbacks. For example, estimation and inference was performed using the estimated sample variogram, not the original observations. Several arbitrary decisions must routinely be made during computation of the sample variogram, for example, selecting bin-widths for distance binning, and selecting the maximum distance for which to compute the sample variogram. For these reasons, when it is feasible, most researchers prefer a likelihood-based approach to spatial parameter estimation and prediction (e.g., Diggle et al. (Diggle et al., 2003) .
Warnery et al (Warnery et al., 2015) modelled natural background gamma dose rates in France using ordinary kriging (OK) and multi-collocated kriging (MCCK) (Rivoirard, 2001) , in which dose rate was estimated using a weighted linear sum of nearby dose rates and certain ancillary variables, specifically geological uranium potential. Their dataset was much larger than ours, comprising 97,595 thermoluminescent dosimeter measurements in 17,404 locations.
Warnery et al (Warnery et al., 2015) found that both OK and MCCK yielded very similar predictions, although MCCK gave slightly better predictive accuracy, evaluated using crossvalidation.
The OLS model that was used here should be contrasted with the somewhat different OLS model fitted in the previous paper to a somewhat expanded set of variables (Kendall et al., 2016 ), which we shall refer to as the extended OLS (E-OLS) model. In contrast to the present OLS model, which uses only linear functions of the coordinates, the 23-level bedrock and surface geological predictor, the outdoor gamma-ray dose-rate and a few other variables (Table 2) , this previous E-OLS model was derived by linear regression applied to predictor variables based on a number of dose-rate interpolation measures, calculated from averages over geologically-or administratively-defined areas, or distance-weighted averages of measurements at nearestneighbour points. A very similar cross-validation methodology was used in that paper as here, indeed using the same estimation and test samples. The mean square error of the E-OLS model, 377.64, was substantially lower than that of the Gaussian-Matérn model, 410.92 (Kendall et al., 2016) , and lower than any of the models fitted here -the best fitting multi-resolution Gaussianprocess model with L=8 had a mean square error of 391.748 (Table 3) . Unfortunately, Gaussianprocess models with a larger number of components (L=12, 16) were computationally infeasible.
This suggests that the E-OLS model is still marginally the preferred model. Strictly, one would choose whichever model had the lowest MSE. Since:
the MSE is always bounded below by the variance of the estimator, which can be estimated to be ~366 (Kendall et al., 2016) . Therefore the E-OLS estimator is close to being optimal, and the other estimators constructed here somewhat further from it. However, as discussed elsewhere (Kendall et al., 2016) , it is likely on theoretical grounds that neither OLS model will estimate the variance correctly. That this is not merely of theoretical concern was confirmed by the evidence presented, suggesting that the particular E-OLS model used underestimated the estimated variance for the predicted dose-rates from those of the (admittedly quite poorly fitting) likelihood-based model by a factor of about 3 (Kendall et al., 2016) . Geostatistical models can statistically account for the tendency of gamma radiation dose-rates in nearby houses to be similar to one another (i.e., to correlate), more than can be accounted for by the geological and other variables in the fixed-effect part of the model. As discussed elsewhere (Kendall et al., 2016) , the gamma-ray dose-rate inside a house can be regarded as the outdoor gamma-ray doserate attenuated by the fabric of the house, but augmented by a contribution from radionuclides in the building materials. The second of these contributions is generally dominant (Kendall et al., 2016) . To the extent that the housing stock in certain areas will tend to be built to similar design and using common materials (which would not necessarily be from that specific area), this would explain how the local correlation could arise. Set against that, the pattern of residuals derived from the E-OLS model that was developed in the previous analysis (Kendall et al., 2016) did not exhibit pronounced correlation, implying that the rather larger number of parameters and variables that this model incorporated may be to some extent "explaining" the covariance structure in the raw data.
Purely likelihood-based geostatistical models have other advantages over the particular E-OLS models that were fitted by (Kendall et al., 2016) and over the six variogram-fitted models used here; in particular there is a more adequate likelihood-based framework for inference, so that model selection and estimates of prediction error can be more reliably performed. However, the poorer predictive performance of the likelihood-based models fitted here, in particular the multi-resolution Gaussian process model (which is admittedly only an approximation to a true likelihood-based model), suggests that they should probably not be the main method used for the estimation of doses for the purposes of epidemiological analysis. However, despite these disadvantages, the multi-resolution Gaussian-process model and the Spherical variogram-fitted model should be considered alongside the E-OLS model for epidemiological analyses using these data.
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For the present work two additional geological classifications were explored. Since very few gamma-rays penetrate more than a metre in rock it is plausible that surface geology will be more relevant than bedrock in determining indoor gamma-ray dose-rates. Twenty-three "Surface Classes" were therefore defined by combining similar types and removing superficial geologies, which were likely to be very thin. Sixteen of these surface classes were bedrock which was found at the surface.
It was also thought desirable to explore the predictive power of combinations of bedrock and surface geologies. However, simple combinations of the bedrock and surface classes above would result in too many classifications to be tractable and would likely result in overfitted models. In a further level of simplification, the bedrock classifications were simplified to five combinations of geological Periods plus granite, and the superficial geologies were reduced to three classifications resulting in twenty-three bedrock/surface combinations. Details of these geological classifications are given in Appendix Tables A1-A5 . Data given are number of measurements, mean dose-rate (nGy/h) with standard deviation, minimum and maximum.
Appendix Table A1 
Variogram-based kriging
The variogram is a fundamental geo-statistical tool used to describe spatial variability in pointreferenced data. Formally, let represent the spatial domain in indexed by a twodimensional coordinate system, and let denote the observed gamma-ray dose-rate collected at location . We assume that there is an underlying spatial process which generates , so that:
where are independent and identically distributed (for different values of ), and all independent of , and correspond to the measurement error of the observed process.
The variance of this process, , is also called the nugget variance.
We assume that is second-order stationary and isotropic, and thus for any two locations : 
where the correlation function must have the properties that: , as . Covariance parameters in control how quickly decays to 0 and its overall shape. Parametric variogram models that were considered in this study included the following spatial correlation functions:
1) the Matérn model (Matérn, 1960) , in which:
and where is the modified Bessel function of the second kind of order ; we shall generally fix ;
2) the Gaussian model, in which:
3) the Bessel model, in which:
and where is the modified Bessel function of first kind of order ; and 4) the Spherical model, in which:
(B8).
Variogram models using these parametric forms are fitted to the empirical variogram,
, constructed from pairs of observations and . For this purpose we employ the robust Cressie empirical variogram estimator (Cressie and Hawkins, 1980; Cressie, 1993; Hawkins and Cressie, 1984) :
where is the set of pairs of points with spatial differences . This estimator is employed because of its reduced bias and resistance to outlying observations, compared to the standard empirical variogram. Estimates for , and are derived via weighted least squares, with weights .
Using parameter estimates from the variogram model in combination with estimates for spatial covariates (i.e., ) we can compute the predicted dose-rate value at some unobserved location, , using the universal kriging equation (e.g., Banerjee et al. (Banerjee et al., 2015) , Diggle and Ribeiro (Diggle and Ribeiro, 2007) p.136):
Multi-resolution Gaussian Process
Although it is a theoretically attractive alternative to variogram-based prediction, the implementation of maximum-likelihood kriging equations is known to be intractable for datasets with sample sizes on the order of (Cressie and Johannesson, 2008) . Spatial prediction based on a multi-resolution Gaussian-process model ) that approximates the true likelihood of the process provides one method that circumvents this computational challenge. In this section, we give an overview of this approach in the context of our study; a more detailed description is found in the paper of Nychka et al. ).
where , and where is a scaling term for the variance of the spatial process , and is a weighting term, selected so that . Increasing the number of independent processes (i.e., ) improves how accurately the sum of approximates , but also increases the computational burden. Each independent component is expressed in turn as a sum of (non-stochastic) radial basis functions weighted by a vector of random coefficients, , that is:
where coefficients are multivariate Normal, with mean zero and covariance , and cross covariance 0, i.e., . As in the recent paper of Nychka et al. , we shall assume that the are the standard symmetric Wendland radial basis functions (Wendland, 1995) .
Putting expressions (B11)-(B13) together, we therefore model approximately as:
where spatial covariance in is now derived from the covariance of the radial basis coefficients . Thus, we can estimate covariances among spatial Gaussian process terms at any two locations and, ( ) via:
where the matrix ( ) indexes the radial functions by location.
Using the above notation we can write the distribution of the observed gamma-ray dose-rate as:
where is the variance of the uncorrelated error term . To derive the full likelihood it is helpful to re-parameterise the variance of in terms of the quantities:
After doing so, the log-likelihood of becomes:
so that the profile log-likelihood of (after maximisation with respect to ) becomes:
We derive the predicted dose-rate at an unobserved location, , by considering , which is multivariate Gaussian with mean and variance , and where the vector is given by . Then it is easily shown (e.g., p.136 in (Diggle and Ribeiro, 2007) ) that the conditional distribution of given is also multivariate Gaussian with mean:
