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A simple control loop system was built for the purpose of optimized compensation of wavefront aberrations correction using 
a micromachined deformable mirror controlled by PCI cards and sound card through simulated annealing algorithm 
implemented by using the integration of Visual C++ and MATLAB in MATLAB environment.    
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Adaptive optics (AO) is a technology that can be used 
to compensate aberrations of a light beam after 
propagating through the distorting medium [1]. In confocal 
imaging systems using single mode optical fibres (SMF) 
for detection, when light backscatters from a test object, it 
is very often aberrated and its subsequent coupling into the 
SMF conduit can be impaired by such aberrations, 
resulting in a low signal to noise ratio. Due to this, the use 
of adaptive optics to reduce the effect of the aberrations 
becomes essential especially in the applications 
demanding a higher signal-to-noise ratio. 
First and second authors had the same contribution in 
this paper 
An AO is made up of a wave-front sensor, like Shack-
Hartmann, to measure the wave-front error, a deformable 
mirror (DM), to compensate the distortion, and a control 
loop method, to find the optimized compensation.  
Unfortunately such systems are expensive [1]. On the 
other hand, although open-loop wavefront or beam-shape 
control can in principle be achieved using the knowledge 
of a deformable mirror’s influence matrix, its nonlinear 
characteristics make implementation of a wide range of 
pre-deformed shapes problematic without the use of 
feedback through a wavefront sensor or other forms of 
closed-loop control. Less expensive closed-loop methods 
are required for correcting distortions, such as the so-
called blind optimization or sensor-less approaches [2-5]. 
In blind optimization algorithms, only DM is required. The 
algorithm operates in a closed-loop iteratively to optimize 
the single measurable variable towards reducing the 
wavefront error by changing the mirror surface.  
Simulated annealing (SA) introduced in 1982 by 
Kirkpatrick et al. [6], is a technique for combinatorial 
optimization problems, such as minimizing multivariate 
functions [7-8] to improve the solution to the so-called 
Travelling Salesman Problem [9]. SA is of importance due 
to its efficiency with less computational complexity since 
all other known techniques for obtaining an optimum 
solution require an exponentially increasing number of 
steps as the problems become larger [7]. SA in comparison 
with iterative improvement methods [6], which are 
captured simply in local minima, improves the result by 
occasionally searching in directions that lead to worse 
solutions [10]. SA is however a heuristic optimization 
technique which does not guarantee giving the optimum 
value [7]. The concept of the optimization technique 
comes from a physical process of heating to a temperature 
that permits many atomic rearrangements, and then slowly 
cooling a substance allowing it to come to thermal 
equilibrium at each temperature until the material freezes 
an ordered crystalline structure or into a structure with the 
lowest energy [11]. In the context of adaptive-optical 
control, the simulated annealing algorithm is well-suited to 
the task because of its ability to independently optimize 
many variables at once [12].  
In this paper, we aim to utilize DM and we propose an 
effective optimization technique to provide a simple, 
compact and affordable adaptive optic system to 
compensate aberrations introduced by distorting optical 
elements in optical fibre systems.  
 
 
2. Materials and methods 
 
2.1. Optical system configuration 
 
As shown in Fig. 1, in the optical setup light is 
launched from a super luminescent diode (SLD) with the 
central wavelength of λ = 675.5 nm and nm8.8=Δλ . 





Fig. 1. Schematic of the optical system setup. (SLD: 
super luminescent laser diode, SMF: optical fibre,                
M:  microscope  objective, DM:  37-actuator deformable  
                      mirror, L1-L4: doublet lenses) 
 
 
The light then is coupled into a single mode fibre 
(SMF). The output light from SMF is collimated by 
passing through a microscope objective (x10, N.A.=0.25) 
and guided to L1. L1 is a doublet lens, with focal length 
f1=14 cm and diameter Φ1=3.15 cm and L2 is also a 
doublet lens with f2=50 cm, Φ2=2.54 cm. To match the 
beam diameter with that of the deformable mirror, a beam 
expander configuration based on L1 and L2 is used. With 
the setup we intended to achieve a beam diameter increase 
of approximately 3 times to cover the 15mm diameter of 
the mirror. The collimated beam of light is incident on the 
DM surface at an angle of 10º. The mirror is a micro 
machined membrane deformable mirror manufactured by 
OKO Technologies [13]. The membrane is very thin, 
circular in shape, and has a diameter of 15 mm. The 
membrane is mounted over a two-dimensional array of 
actuators placed in a hexagonal pattern. Any voltage 
difference applied between the membrane and each of 37 
actuators results in the deformation of the membrane. The 
mirror’s technology makes this mirror significantly 
smaller and even less expensive than piezoelectric 
transducer-based DMs [1] which are also used in blind 
optimization [14]. 
On the return path of the beam, two lenses are used to 
reduce the diameter of the beam to allow its coupling into 
a SMF; L3 and L4. They are doublet lenses with f3= 10 cm, 
Φ3= cm and f4= 5 cm, Φ4= cm, respectively. The light then 
is injected into the SMF through the x10 microscope 
objective. The output light is focused on the end of the 
fibre optic and from the other end is collected by an 
avalanche photodiode (Hamamatsu avalanche photodiode 
C5460-01, spectral response range between 400-1000nm 
and the typical cut-off frequency at 100 KHz). The 
electrical signal obtained from the photodetector is 
coupled into the computer sound card input port (SIP) 
(microphone port) and to an oscilloscope for signal 
monitoring. 
SIP allows the photodetector signal to be recorded 
onto the personal computer (PC) in real time. Owing to 
this, we employed a mechanical chopper somewhere in the 
beam path to modulate the signal and therefore to make it 
easily detectable by the high pass filtering sound card. We 
operated the mechanical chopper at 100 Hz which is much 
less than the maximum change rate of the actuators´ 
voltage (>1kHz) [13]. 
 
2.2. Signal processing flow 
 
From a signal processing point of view, the system 
includes the SLD, optical system excluding the mirror, 
detector, SIP, MATLAB as the processing unit centre, PCI 
cards and the DM.  Signal from the SIP is gathered using 
MATLAB for data acquisition in real time. The signal is 
rectified and processed in the optimization algorithm. The 
output of the algorithm is a set of 37 values which are sent 
to the DM. The values are in the range between 0 and 255. 
We employ two 24-channel 8-bit PCI DAC cards and 
write 8-bit values to the base address of each card which 
results in the corresponding analogue value on the 
channels of the PCI card’s output. As we intended to 
manage the input and output signals in a single 
programming environment, we converted the port 
controller code written in VC++ to MATLAB using mex 
file [14]. 
The analogue voltages generated on the output of the 
PCI cards are amplified linearly to the range of 0 to 193V. 
The voltages are then applied simultaneously to the 37 
actuators of the mirror, which results in a certain shape of 
the membrane surface.  
 
2. 3. The optimization schedule 
 
In this study, the cost function is defined as the 
difference between the new intensity and the highest 
intensity detected up to that point, which we call Current 
Maximum Intensity (CMI). The variables are the 37 
components of a vector sent to the actuators.  The vector 
controls the actuator voltages. The flowchart of our SA-
based algorithm designed to find the best mirror shape is 
given in Fig. 2. 
We use an artificial parameter which we call the 
“synthetic temperature” to determine how often the system 
switches between local and global search. The initial value 
of the synthetic temperature has to be high enough to let 
the algorithm jump up to anywhere in the variable space. 
We experimentally considered the initial temperature (melt 
temperature) to be 1000 and the final (frozen) temperature 
to be 0.001. The algorithm is started with sending a 
random set of 37 values as actuators’ voltages between 
zero and 255. A uniformly distributed pseudo-random 
function is chosen to generate the random values [14]. 
The maximum intensity is set to zero at the beginning. 
From now on, the algorithm operates in its ordinary 
optimization loop (OOL) while the temperature is 
examined to see whether or not it is still less than the 
frozen temperature. The shape of the mirror changes 
according to the actuator voltages and this results in a new 
value of the light intensity detected. If the intensity is 
greater than the CMI value, it becomes the new CMI and 
also the voltage vector is saved as the best vector. 






Fig. 2. Flowchart diagram of our simulated annealing 




At each temperature, the OOL is continued until we 
reach the situation where in 10 successive iterations the 
rate of increase of the intensity becomes less than a 
threshold value. We defined an allowed variation at each 
temperature which is constant for a determined number of 
temperatures. As shown in Figure 3-a, the threshold values 
are decreased by 10% for each temperature step decrease. 
Accordingly the allowed variation is progressively 
smaller. As a result, the thermal equilibrium condition of 
the algorithm is obtained in a smaller range of intensity 
variation. 
The cooling schedule as shown in Figure 3-b is based 
on Tnew=0.9Told; in this study, the number of cooling-down 
steps based on our choice of initial and final temperatures 
is 132 steps. In each iteration of the OOL, the values of 
actuators voltages are updated around the best voltage by 
adding/reducing one unit to/from the voltages individually 







Fig. 3. (a) Threshold intensity decrease profile with 
temperature. (b) Temperature reduction profile during 
the  simulated  annealing  process  based  on   successive  
       temperature reductions given by Tnew=0.9Told. 
 
 
In the OOL the Boltzmann probability function is 
compared with a random value in the interval 0 and 1. If 
the probability is greater than the random value we let the 
algorithm jump to random points in the variable space 5 
times (this value was obtained experimentally), by 
changing the voltage vector in the range of 0 to 255. If the 
intensity at this stage is higher than the CMI, it becomes 
the new CMI and the corresponding voltage set is recorded 
and becomes the best voltage set. After reaching the 
thermal equilibrium in each temperature, the system 
temperature is decreased.   
The process terminates when the temperature becomes 
lower than the frozen temperature. In the end, the optimal 
shape of the mirror is determined by the best voltage 
obtained from the algorithm which leads to producing the 
highest obtainable intensity with the optical setup.   
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3. Results and discussion 
 
The algorithm was tested on a 2GHz Pentium IV 
computer with 1GB RAM. The progression of intensity 
along the simulated annealing algorithm in finding the 
more appropriate shape of the mirror with higher intensity 






Fig. 4. Output intensity amplitude profile recorded from audio card during 2600 iterations in our simulated 
annealing algorithm. The minimum and maximum intensities are pointed out on the graph by arrows. The red starts 
show  the  improved  intensity  obtained from the ordinary optimization loop and the green starts show the improved  
                                                           intensity obtained from the Boltzmann loop.  
 
As shown in Fig. 4, the output intensity of the system 
is increased from 0.0186 mA to 0.5802 mA which shows a 
31-fold increase. We can not claim that the algorithm is 
able to enhance the DOCI by the order of around 31 times, 
but we can say if the optical system is involved with a 
static aberration, the proposed algorithm is able to find an 
appropriate shape of the mirror to correct and compensate 
the aberration such that the system achieves the highest 
possible intensity. The progression of the intensity in Fig. 
4 in the first stages of the algorithm is very fast such that 
in the first 82 iterations, the intensity in 16 steps has been 
improved 30 times whereas in the next 57 iterations we 
had only two steps which resulted only 1.12 times 
improvement. The rest of the iterations do not improve the 
intensity any further.  
As seen in Fig. 4, considering the application of the 
Boltzmann probability condition resulted in large 
variations of the intensity. In this loop the algorithm looks 
for a better intensity value throughout the variable space 
by changing the voltage set values (randomly in the 
interval between 0 and 255). The number of improved 
intensities indicated by red starts on Fig. 4 shows the 
significance of the use of Boltzmann probability scheme. 
As the algorithm reaches to the lower temperature the 
probability condition is fulfilled fewer times and the OOL 
operates without going through the Boltzmann loop. We 
examined our algorithm for a similar setup to the one 
shown in Figure 1 on 14 different runs and we obtained 
the results in Table 1.   
 
Table 1. Results of successively running the developed simulated annealing algorithm for 14 times. The whole 
number of samples in all experiments is 2845. Runtime (95%Imax (s)) in the table, shows the time required to reach 
0.95 of the maximum intensity.  I(vbest), shows the intensity when we sent the final best voltage set to the mirror after  
                                                                        finishing the algorithm. 
 
Ex. # Imax (mA) Imax/ Imin Number of peaks found in 
Boltzmann loop 
Number of peaks found in 
ordinary optimization loop 
runtime (min) runtime  
(95%Imax (s) ) 
I (vbest)
1 0.5760 3.45 20 29 28 66.7/ 0.5735
2 0.5757 3.6 17 38 27 314 0.5688
3 0.5756 4.39 14 24 27 161 0.5671
4 0.5750 3.45 13 14 26 20 0.5672
5 0.5748 2.5 13 20 26 21.2 0.5692
6 0.5747 3.79 15 21 26 20 0.5721
7 0.5724 5.17 14 36 27 223 0.5686
8 0.5716 4 24 39 27 133 0.5703
9 0.5714 5.2 18 31 25 203 0.5601
10 0.5602 4.2 14 29 27 544 0.5505
11 0.5575 4.6 13 411 25 499 0.5480
12 0.5454 4.13 17 45 24 277 0.5298
13 0.5353 6 13 42 25 168 0.5283
14 0.5280 4.28 8 19 25 72 0.5109




In some SA applications, due to time limitations, it is 
not possible to obtain the optimum answer in the allocated 
time [6]. Further ongoing research is aimed at 
investigating the optimum run time on our type of optical 





In summary, we have demonstrated an efficient 
method for optimization of fiber optic systems using a 
micromachined membrane deformable mirror in 
conjunction with our simulated annealing algorithm. We 
configured an adaptive optics setup (Figure 1) and 
examined the optimization algorithm successfully. We 
used simple and inexpensive computer interface (audio 
card for receiving and PCI DAC cards for sending signals) 
in single programming environment, Matlab. We showed 
that the algorithm is quite promising in finding the global 
maximum intensity and that is reproducible by running it 
14 times and recording the results (Table 1). We showed 
that with this configuration, a compact, inexpensive and 
simple optimization approach is achievable. We also 
mentioned the limitation of the algorithm in terms of 
timing and that of is an application-oriented.  
We conclude that while this technique is unlikely to 
find the optimum solution, it can often find a very good 
solution. We have plans to expand the use of this approach 
in confocal microscopy and optical coherence tomography 
in order to remove both aberrations caused by the interface 
optics and those caused by target itself, which will enable 
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