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Abstract	  	  To	  clarify	   the	  complex	   interaction	  between	  mechanical	  and	  biological	  processes	   in	  natural	   or	   artificial	   (surgical)	   phenomena,	   the	   knowledge	   of	   the	   properties	   of	  biological	   tissues	   is	   required.	   It	   is	   also	   of	   interest	   for	   biochemistry,	   biophysics,	  cardiology,	  radiology,	  physiology,	  surgery,	  and	  pathology.	  In	  particular	  we	  require	  a	  constitutive	  formulation	  to	  be	  capable	  of	  reflecting	  an	  actual	  experimental	  data	  over	  the	   wide	   range	   of	   deformation	   and	   stresses.	   The	   constitutive	   equations	   should	  ideally	   be	   relatively	   simple,	   involving	   a	   few	   parameters,	   capable	   to	   predict	   the	  material	  response	  of	  biological	  tissue	  subject	  to	  a	  static	  or	  dynamic	  load.	  	  Almost	   30	   years	   ago	   Y.	   C.	   Fung	   and	   co-­‐authors	   proposed	   the	   algorithm,	   which	  became	  classical	  and	  popular	  nowadays,	  using	  in	  vitro	  measurements	  to	  identify	  the	  stress-­‐strain	  relationship	  of	   the	  arterial	  wall.	  The	  method	   is	  based	  on	  two	   integral	  static	   equilibrium	   conditions,	   comprising	   the	   load	   factors	   (internal	   pressure	   and	  axial	  force),	  radial	  distributions	  of	  strain	  tensor	  components,	  and	  material	  constants	  of	   the	  Fung’s	  pseudo-­‐elastic	  model.	  Using	   the	  set	  of	  measured	  outer	  diameters	   for	  the	  combinations	  of	  internal	  pressure	  and	  an	  axil	  force	  loads,	  as	  well	  as	  an	  empirical	  distribution	  of	  strain	  components,	  the	  integral	  equations	  have	  been	  discretized,	  and	  solved	  for	  the	  four	  unknown	  hyperelastic	  constants.	  	  	  The	   new	   algorithm,	   proposed	   in	   the	   present	   work,	   is	   based	   on	   a	   3D	   theoretical	  model,	  and	  does	  not	  require	  a	  priori	  empirical	  knowledge	  of	  any	  distributions.	  The	  two	  measurements	  of	  the	  principal	  stretch	  ratios	  at	  the	  internal	  and	  external	  radii	  of	  the	   arterial	   vessel	   cross	   section	   serve	   as	   boundary	   conditions	   for	   the	   utilized	   3D	  theoretical	   model,	   accounting	   for	   an	   arbitrary	   hyperelasticity	   and	   finite	  deformations.	   Applying	   the	   least	   square	   methodology	   to	   provide	   the	   best	   fit	  between	   available	   set	   of	   measurements	   and	   theoretical	   prediction,	   the	   material	  constants	  of	  the	  arbitrary	  nonlinear	  anisotropic	  constituent	  model	  are	  identified.	  As	  a	  side	  effect	  of	  this	  approach	  the	  residual	  stress	  in	  artery	  is	  identified	  as	  well.	  	  Two	  algorithms	  serving	  for	  in-­‐vivo	  approaches	  are	  developed	  to	  identify	  the	  stress-­‐strain	   relationship	   of	   the	   arterial	   wall	   based	   on	   PPG	   (photoplethysmography)	  measurements	  of	   the	  pulse	  wave	  velocity	   (PWV)	  propagation,	  or	   the	  strain	   tensor	  components,	   based	   on	   ultrasound	   measurements.	   Examples	   of	   applications	   of	   a	  hyperelastic	  finite	  deformation	  3D	  nonlinear	  model,	  and	  2D	  thin	  walled	  membrane	  shell	  model	  to	  in-­‐vivo	  identification	  of	  biological	  tissues	  properties	  are	  presented.	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1.0	  Problem	  Introduction.	  	  Arterial	   wall	   mechanics	   has	   a	   purpose	   to	   understand	   better	   the	   physiology	   of	  arteries	   and	   treatment	   of	   arterial	   disease.	   It	   is	   of	   interest	   for	   biochemistry,	  biophysics,	   cardiology,	   radiology,	   surgery,	   pathology,	   and	   physiology.	   Arterial	  stiffness	  is	  considered	  as	  an	  excellent	  indicator	  of	  the	  condition	  of	  the	  arteries.	  The	  stiffer	   the	   artery,	   higher	   is	   the	   cardiovascular	   risk.	   Increase	   in	   carotid	   arterial	  stiffness	   has	   been	   associated	   with	   carotid	   arterial	   disease,	   e.g.,	   atherosclerotic	  plaque,	   thrombosis,	   stenosis,	   etc.	   Arterial	   stiffening	   is	   observed	   in	   conditions	   like	  diabetes,	  hypertension	  etc.	  With	  the	  significant	  morbidity	  and	  mortality	  rate	  due	  to	  these	   diseases	   and	   related	   conditions,	   the	   analysis	   and	   assessment	   of	   arterial	  stiffness	  is	  of	  utmost	  importance.	  The	  objective	  of	  the	  present	  work	  is	  to	  apply	  the	  contemporary	  mathematical	  models	  of	  nonlinear	  biomechanics	  to	  the	  invasive	  and	  non-­‐invasive	  methods	  for	  arterial	  hyperelastic	  stiffness	  identification.	  	  	  As	  shown	  in	  Figure	  1,	  the	  arterial	  wall	  consists	  of	  three	  layers,	  namely	  the	  innermost	  layer	   tunica	   intima,	   the	   middle	   layer	   tunica	   media	   and	   the	   outer	   layer	   tunica	  adventitia.	  A	  layer	  of	  perivascular	  tissue	  surrounds	  the	  tunica	  adventitia.	  
	  
Figure	  1:	  Schematic	  diagram	  of	  an	  artery.	  The	  innermost	  layer,	  tunica	  intima	  consists	  of	  a	  single	  layer	  of	  endothelial	  cells.	  The	  middle	   layer,	   tunica	   media	   primarily	   consists	   of	   smooth	   muscle	   cells.	   The	   outer	  layer	   tunica	   adventitia,	   which	   in	   part,	   serves	   as	   a	   protective	   sheath,	   consists	  primarily	  of	  fibroblasts	  and	  type	  I	  collagen.	  A	  layer	  of	  perivascular	  tissue	  surrounds	  the	   tunica	   adventitia	   [Humphrey,	   Na,	   2002].	   Since	   the	   media	   layer	   plays	   the	  dominant	  role	  in	  the	  overall	  stiffness,	  typical	  mathematical	  models	  are	  related	  to	  the	  single	  layer.	  Another	  argument	  in	  a	  favor	  of	  a	  single	  layer	  model	  is	  that	  for	  the	  aged	  or	  diseased	  artery	  the	  boundary	  between	  layers	  is	  not	  discernable.	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2.0	  Literature	  review	  of	  existing	  approaches.	  
2.1	  Y.C.	  Fung’s	  In-­‐Vitro	  Approach	  
	  
	  
Figure	  2:	  	  The	  cross-­‐sectional	  representation	  of	  an	  artery	  at	  the	  stress-­‐free	  reference	  
state	  0,	  the	  unloaded	  tube	  state	  1,	  and	  subsequent	  loaded	  states	  under	  transmural	  
pressure	  and	  axial	  force	  [2].	  Chuong	   and	   Fung,	   1986	   consider	   idealized	   vessel	   wall	   at	   three	   principal	   states.	  Evidence	   of	   the	   existence	   of	   residual	   stresses	   in	   the	   arterial	  wall	   at	   the	   unloaded	  state	  is	  given	  by	  the	  following	  observation.	  With	  a	  longitudinal	  cut	  along	  the	  vessel	  wall	   the	   unloaded	   specimen	   springs	   open	   and	   its	   cross	   section	   becomes	   a	   sector.	  The	  opening	  angle	  of	  the	  vessel	  wall	  is	  time-­‐dependent	  after	  the	  sudden	  relief	  of	  the	  initial	   residual	   stress.	   It	   shows	   that	   the	   artery	   in	   State	   1	   is	   not	   stress-­‐free	   at	   the	  unloaded	  state.	  It	  is	  pre-­‐stressed.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  We	  assume	  State	  0	   is	  a	  stress	  free	  state	  of	  a	  radially	  cut	  arterial	  segment.	   	  Θ	  is	  an	  opening	  angle.	  State	  1	  is	  an	  intact	  unloaded	  state	  configuration.	  State	  2	  is	  a	   loaded	  state,	  which	  represents	  a	  family	  of	  loaded	  states	  by	  a	  simple	  inflation	  of	  an	  arterial	  testing	  segment.	  	  The	  angle	  Θο	  and	  the	  internal	  and	  external	  wall	  radii	  for	  state	  0	  and	  state	  1	  can	  be	  determined	   from	   the	   direct	  measurements	   of	   fiber	   lengths	   at	   both	   surfaces	   taken	  from	  the	  photos	  of	  the	  open	  up	  specimen.	  For	  state	  1,	  from	  figure	  2,	  we	  get,	  2π𝑟! =    𝑙!   𝑎𝑛𝑑  2π𝑟! =    𝑙! 	   (1)	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for	   the	   internal	   and	   external	   surfaces,	   respectively,	   where	   𝑙!   &  𝑙! 	  denote	   the	  circumference	  of	  the	  internal	  end	  external	  boundary	  respectively.	  For	  state	  0,	  from	  figure	  2,	  we	  get,	  2Θ!𝑅! =   𝐿!   𝑎𝑛𝑑  2Θ!𝑅! =   𝐿! 	   (2)	  for	   the	   inner	   and	   outer	   walls,	   where,	   𝐿!   &  𝐿! 	  denote	   the	   arc	   fiber	   length	  measurements	   in	   this	   state.	   The	   determination	   of	   ri	   and	   re	   for	   state	   1	   is	  straightforward.	   However,	   we	   need	   another	   equation	   to	   solve	   for	   the	   three	  unknowns	  Ri,	  Re	  and	  Θο	  in	  equation	  2.	  The	  incompressibility	  condition	  of	  the	  vessel	  wall	  provides	  the	  third	  equation	  Θ!(𝑅!! −   𝑅!!) =   𝜋𝜆!(𝑟!! −   𝑟!!)	   (3)	  where,	   λz	   is	   the	   axial	   stretch	   ratio	   that	   needs	   to	   be	  measured	   directly.	   By	   solving	  equations	  (2)	  and	  (3),	  the	  geometric	  description	  of	  state	  0,	  𝛩! ,𝑅! ,𝑅! ,	  is	  determined	  along	  with	  the	  residual	  stress	  relating	  to	  the	  zero	  load	  configuration.	  The	  zero	  stress	  configuration	  serves	  as	  a	  reference	  state	   to	  calculate	   the	  strain	  components,	  using	  standard	  mathematical	  models	  of	  nonlinear	  mechanics.	  	  The	  pseudo-­‐strain	  energy	  function	  is	  assumed	  to	  be	  	  (Y.C.	  Fung,	  1981)	  W =    𝑐2    𝑒! − 1 , 𝑄 =    𝑎!"𝐸!𝐸!!,! , (𝛼,𝛽 = 𝑟,𝜃, 𝑧)  	  	  	  
	  Q	   –	   is	   a	   quadratic	   form	   of	   Green’s	   strain	   tensor	   components,	   c	   and	   	  are	   the	  material	   constants.	   In	   2D	   case	   the	  model	   is	   characterized	   by	   4	   constants,	   in	   a	   3D	  axisymmetric	  case	  –	  by	  7	  constants.	  	  	  	  A	  physical	  interpretation	  of	  constants	  comes	  from	  the	  analysis	  of	  an	  infinitesimally	  small	  deformation,	  when	  exp(Q)=1+Q+O(Q2),	  so	  that	  W=cQ	  –	  is	  a	  quadratic	  form	  for	  the	   linear	   anisotropic	   medium	   with	   𝑐𝑎!" 	  representing	   classical	   anisotropic	  constants.	  The	   Cauchy-­‐Green	   stress	   components	   are	   obtained	   by	   differentiation	   potential	  energy	  deformation	  by	  components	  of	  strain	  𝜎! =   𝜆!! 𝜕𝑊𝜕𝐸! = 𝑐𝜆!!𝑒!𝑆! , 𝑆! =    𝑎!"! 𝐸! , (𝛼,𝛽 = 𝑟,𝜃, 𝑧)	  	  	  
	  
	  
Figure	  3:	  Stress	  Components	  in	  a	  Cross-­‐Section	  of	  a	  Cylinder	  
αβa
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Substituting	  constitutive	  equations	  into	  the	  equilibrium	  equation	  𝜕𝜎!𝜕𝑟 +   (𝜎! −   𝜎!)𝑟 = 0	  	   (4)	  and	  using	  appropriate	  boundary	  conditions,	  the	  problem	  of	  a	  pre-­‐strained	  thick	  wall	  artery	  under	  transmural	  pressure	  and	  longitudinal	  tethering	  force	  can	  be	  solved.	  The	  boundary	  conditions	  are	  as	  follows:	  1)	   On	   the	   inner	   and	   outer	   surfaces	   r	   =	   ri,	   and	   r	   =	   re,	   the	   vessel	   is	   subjected	   to	  pressures	  pi	  and	  pe	  respectively.	  2)	  On	  the	  ends	  of	  the	  vessel	  segment,	  an	  external	  force	  F	  acts.	  Integrating	  differential	  equation	  (4),	   the	   integral	  equilibrium	  equation	   is	  obtained.	  As	  a	  result	  an	  internal	  pressure	  term	  is	  transferred	  from	  the	  boundary	  condition	  to	  the	  left	  part	  of	  equation	  (5).	  
𝑝! =    𝑐{(1+ 2𝐸!)[𝑎!"𝐸! + 𝑎!"𝐸! + 𝑎!!𝐸!]− (1+ 2𝐸!)[𝑎!!𝐸!!!!! + 𝑎!"𝐸! + 𝑎!"𝐸!]}𝑒! 𝑑𝑟𝑟 	  	  
(5)	  
Similar	  for	  the	  force	  in	  a	  longitudinal	  direction	  
𝐹 =   2𝜋𝑐 𝑟𝑒![(1+ 2𝐸!)(𝑎!"𝐸! + 𝑎!!𝐸! + 𝑎!"𝐸!)− 12 (1!!!! + 2𝐸!)[ 𝑎!"𝐸! + 𝑎!"𝐸! + 𝑎!!𝐸! − 12 (1+ 2𝐸!)[(𝑎!!𝐸!+ 𝑎!"𝐸! + 𝑎!"𝐸!)  ]𝑑𝑟	  	  
(6)	  
	  It	   is	   assumed	   then	   that	   the	   strain	   in	   arteries	   is	   distributed	   similar	   to	   the	   arterial	  measurements	  from	  Fung	  et	  all,	  1979.	  	  Relating	  measured	  distributions	  of	  strain	  are	  substituted	  in	  (5),	  (6),	  converting	  integral	  equations	  into	  algebraic	  ones	  from	  which	  one	   can	   determine	   the	  material	   constants	   based	   on	   a	   least	   square	  method.	   Once	  material	   constants	   are	   determined,	   the	   residual	   stress	   at	   tube	   state	   1	   can	   be	  identified,	   as	   well	   as	   the	   stress	   distribution	   at	   loaded	   states	   with	   residual	   stress	  taken	  into	  consideration.	  	  It	  is	  assumed	  then	  that	  the	  strain	  in	  arteries	  is	  distributed	  similar	  to	  the	  arterial	  measurements	  [Fung	  et.	  all].	  Since	  it	  is	  impossible	  to	  measure	  accurately	  	  distributions	  of	  all	  strain	  components,	  the	  Y.	  C.	  Fung’s	  approach	  requires	  improvement	  based	  on	  an	  accurate	  mathematical	  model.	  	  
2.2	   Pulse	   Wave	   Propagation	   In	   Straight	   Geometry	   Vessels	   For	   Stiffness	  
Estimation	  (Shahmirzadi	  Et	  All,	  2012)	  	  
Ø Pulse	  Wave	  Velocity	  (PWV)	  is	  the	  rate	  at	  which	  a	  pressure	  wave	  moves	  down	  a	  
vessel	  filled	  with	  a	  moving	  fluid.	  Its	  counterparts	  in	  classical	  mechanics	  are:	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– The	   speed	   of	   sound	   as	   the	   speed	   of	   a	   small	   perturbation	   in	   a	  continuum	  	  
– The	  speed	  of	  a	  finite	  compression	  wave	  	  
	  An	  ultrasound-­‐based	  method	  is	  used	  to	  predict	  the	  pulse	  wave	  velocity	  (PWV)	  in	  a	  straight	  geometry	  aorta	  and	   identify	   the	  wall	  Young	  modulus	   from	   the	  match	  of	  a	  measured	   PWV	   with	   a	   Moens-­‐Korteweg	   (acoustics)	   velocity.	   Based	   on	   acoustics	  approximation	   of	   incompressible	   fluids	   dynamics,	   Laplace	   equilibrium	   conditions	  between	   circumferential	   stress	   and	   internal	   pressure,	   and	   Hooke’s	   law,	   the	   pulse	  wave	  velocity	  of	  propagation	  	  (Moens-­‐Korteweg	  velocity)	  is	  quantified	  according	  to	  [Nichols,	  2011]	  𝑐!" = 𝑃𝑊𝑉 = 𝐸ℎ2𝑟𝜌                       𝐸 = 𝐸1− 𝜈!	   (7)	  	  Solving	   inverse	   problem	   of	   identifying	   the	   Young’s	   elastic	   modulus	   based	   on	   the	  measured	  PWV=CMK,	  we	  get,	  E = [2(1−   𝜈!)ρr/t]𝑃𝑊𝑉!	   (8)	  Where	   ν,	   ρ,	   t	   and	   r	   denote	   the	  wall	   Poisson’s	   ratio,	   density,	   thickness	   and	   radius	  respectively.	  	  The	   shortcoming	   of	   this	   approach	   is	   that	   in	   a	   reality	   the	   biological	   aorta	   reveals	  hyperelastic	  properties,	  which	  are	  very	  different	   from	  the	   linear	  model	  within	   the	  physiological	  range	  of	  load	  parameters.	  	  
2.3	   Mechanical	   Properties	   Identification	   Based	   On	   A	   Set	   Of	   In-­‐Vivo	  
Experimental	  Measurements	  [Pierre	  Et	  All,	  2011],	  [Chuong,	  Fung,	  1997]	  	  Given	  a	  set	  of	  experimental	  pressure	  and	  surface	  strain	  measurements,	  the	  principle	  of	  the	  present	  identification	  method	  is	  to	  minimize	  the	  following	  cost	  function:	  𝐽 𝜒 =   12 [ 𝐸!!!"# 𝑝! −   𝐸!!!"# 𝑝! ! +    𝐸!!!"# 𝑝! −   𝐸!!!"# 𝑝! !]	   (9)	  Where,	  𝜒	  is	  the	  vector	  of	  parameters	  to	  be	  identified	  (constitutive	  parameters),	  pi	  is	  the	  pressure	  applied	  during	  the	  inflation	  test,	  with	  index	  i	  ranging	  over	  the	  available	  experimental	  data	  points,	  E11	  and	  E22	  are	  Green	  Lagrange	  circumferential	  and	  axial	  strain	  components	  on	  the	  surface	  of	  the	  artery,	  superscripts	  ‘sim’	  and	  ‘exp’	  standing	  respectively	   for	   the	   simulated	   and	   experimental	   data.	   This	   cost	   function	   is	  minimized	   using	   an	   in-­‐house	   Levenberg	   –	   Marquardt	   algorithm	   with	   bounds	  handling.	  	  To	  assess	   the	   robustness	  of	   the	   identification	  method,	  multiple	   identification	   runs	  with	   random	   starting	   points	   are	   performed	   in	   order	   to	   compare	   the	   obtained	  results.	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Similar	  approach	   is	  described	   in	   [Chuong,	  Fung,	  1997].	   In	   this	  article,	  biaxial	   tests	  were	   used	   to	   obtain	   data	   on	   canine	   thoracic	   aorta	   and	   established	   a	   constitutive	  equation	  that	  resolves	  these	  questions.	  The	  method	  is	  to	  fit	  the	  data	  with	  the	  stress–strain	   relationship	   derived	   from	   a	   strain	   energy	   function	   yielding	   a	   nonlinear	  constituent	   equation.	   The	   material	   constants	   in	   the	   strain	   energy	   function	   are	  determined	  from	  the	  experimental	  data.	  	  
3.0	   Biomaterial	   Mechanical	   Description.	   Anisotropic	   Hyperelasticity	   And	  
Geometric	  Nonlinearities.	  	  Considering	  mechanical	  behavior	  of	  a	  continuum,	  we	  need	  to	  describe	  the	  following	  three	  aspects:	  	  theory	  of	  deformation,	  theory	  of	  stresses,	  and	  constituent	  relations.	  
3.1	  Finite	  Deformation	  For	  The	  Simple	  2D	  Biaxial	  Case	  	  Defining	  the	  stretch	  ratios	  for	  all	  3	  directions,	  	  𝜆! = L!L!" ;       𝜆! = L!L!" ; 𝜆! = hh!  	   (10)	  Assuming	  the	  material	  is	  incompressible,	  we	  get,	  𝐿!𝐿!h = 𝐿!"𝐿!"ℎ!;           𝜆!𝜆!𝜆! = 1  	   (11)	  
Equation	  11	  means	  that	   the	   initial	  volume	  must	  equal	   the	   final	  volume,	  which	  also	  sets	  the	  multiplication	  of	  the	  stretch	  ratios	  equal	  to	  one	  for	  an	  infinitesimally	  small	  object	  before	  and	  after	  deformation	  (Figure	  4).	  
	  
Figure	  4:	  Illustration	  of	  an	  infinitesimally	  small	  element	  before	  (left)	  and	  after	  (right)	  
deformation.	  	  The	  stretch	  ratios	  are	  defined	  as	  	  𝜆! = 𝑑𝑋𝑑𝑥 ;           𝜆! = 𝑑𝑌𝑑𝑦  	   (12)	  Where,	  X	  and	  Y	  are	  the	  length	  after	  deformation.	  By	  using	  the	  Pythagorean	  theorem,	  	  	  𝑑𝐿! = 𝑑𝑥! + 𝑑𝑦!;           𝑑𝐿 = 𝑑𝑋! + 𝑑𝑌!  	   (13)	  







𝐺 = 𝑑𝐿! − 𝑑𝐿!!2𝑑𝐿!!   	   (14)	  By	  combining	  (12),(13),(14),	  in	  terms	  of	  dx,	  dy	  results	  in:	  	  	  𝐺 = 𝜆!!𝑑𝑥! + 𝜆!!𝑑𝑦! − (𝑑𝑥! + 𝑑𝑦!)2(𝑑𝑥! + 𝑑𝑦!) = 𝜆!! − 1 𝑑𝑥! + 𝜆!! − 1 𝑑𝑦!2(𝑑𝑥! + 𝑑𝑦!)   	   (15)	  Setting	  deformation	  in	  the	  y-­‐direction	  to	  zero	  (dy=0)	  results	  in:	  𝐺! = 𝜆!! − 12 ;  	   (16)	  Setting	  deformation	  in	  the	  x-­‐direction	  to	  zero	  (dx=0)	  results	  in:	  𝐺! = 𝜆!! − 12 ;    	   (17)	  For	  small	  deformation,	  where	  	  (∆𝐿! ≪ 𝐿!")	  𝜆! = 𝐿!𝐿!" = 𝐿!" + 𝛥𝐿!𝐿!" ;   (∆𝐿! ≪ 𝐿!")  	   (18)	  𝐺! = 12 ( 𝐿!" + ∆𝐿!𝐿!" )! − 1 = 12 (𝐿!"! + 2𝐿!"𝛥𝐿! + 𝛥𝐿!! − 𝐿!"!𝐿!"! )        	   (19)	  𝐺! ≅ 𝜀!;           𝐺! ≅ 𝜀!  	   (20)	  The	  Green’s	  components	  of	  deformation	  are	  equal	  to	  classical	  strains.	  	  
3.2	  Stresses	  For	  The	  Simple	  2D	  Biaxial	  Case	  	  Cauchy-­‐Euler	  stress	  takes	  into	  account	  the	  change	  of	  geometry	  during	  deformation;	  it	  is	  found	  by	  dividing	  force	  by	  the	  real	  area.	  𝜎! = 𝐹!𝐿!ℎ ;            𝜎! = 𝐹!𝐿!ℎ  	   (21)	  Piola-­‐Lagrange	  stress	  uses	  the	  initial	  state	  of	  the	  area.	  𝑇! = 𝐹!𝐿!"ℎ! ;            𝑇! = 𝐹!𝐿!"ℎ!  	   (22)	  The	  two	  different	  type	  of	  stress	  (20,21)	  are	  related	  as	  𝜎!𝑇! = 𝐿!"ℎ!𝐿!ℎ = 1𝜆!𝜆! = 𝜆!	   (23)	  𝜎! = 𝑇!𝜆!;     𝜎! = 𝑇!𝜆!	   (24)	  Kirchhoff	   stress	   components	   (𝑆!, 𝑆!) 	  relate	   to	   both	   Cauchy	   and	   Lagrange	  components	  by	  the	  stretch	  ratio.	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𝑆! = 𝜎!𝜆!! = 𝑇!𝜆! ;            𝑆! = 𝜎!𝜆!! = 𝑇!𝜆!  	   (25)	  Kirchhoff	   stress	   components	   are	   obtained	   as	   partial	   derivatives	   of	   a	   potential	  energy	  of	  deformation	  by	  Green’s	  strain	  components.	  𝑆! = 𝜕𝑊𝜕𝐸! ;            𝑆! = 𝜕𝑊𝜕𝐸!  	  	  	  
(26)	  	  	  	  3.3	  Constitutive	  Model	  	  	  According	   to	   Y.C.	   Fung,	   potential	   energy	   of	   deformation	   is	   presented	   by	   the	  following	  nonlinear	  expression	  W =    𝑐2    𝑒! − 1 , 𝑄 =    𝑎!"𝐸!𝐸!!,! , (𝛼,𝛽 = 𝑟,𝜃, 𝑧)  	  	  	  
(27)	  	  	  	  Q	   –	   is	   a	   quadratic	   form	   of	   Green’s	   strain	   tensor	   components,	   c	   and	   	  are	   the	  material	   constants.	   In	   2D	   case	   the	  model	   is	   characterized	   by	   4	   constants,	   in	   a	   3D	  axisymmetric	  case	  –	  by	  7	  constants.	  	  	  	  A	  physical	  interpretation	  of	  constants	  comes	  from	  the	  analysis	  of	  an	  infinitesimally	  small	  deformation,	  when	  exp(Q)=1+Q+0(Q2),	  so	  that	  W=cQ	  –	  is	  a	  quadratic	  form	  for	  the	   linear	   anisotropic	   medium	   with	   𝑐𝑎!" 	  representing	   classical	   anisotropic	  constants.	  The	   Cauchy-­‐Green	   stress	   components	   are	   obtained	   by	   differentiation	   potential	  energy	  deformation	  by	  components	  of	  strain	  𝜎! =   𝜆!! 𝜕𝑊𝜕𝐸! = 𝑐𝜆!!𝑒!𝑆! , 𝑆! =    𝑎!"! 𝐸! , (𝛼,𝛽 = 𝑟,𝜃, 𝑧)	  	  	  
(28)	  	  	  	  
4.0	  Continuation	  By	  Parameter	  Method	  
4.1	  Continuation	  By	  Parameter	  Method	  Applied	  To	  Algebraic	  Equation	  	  
To introduce the idea consider the algebraic equation, where x is unknown, and p is a 
parameter 𝑓 𝑥,𝑝 = 0 
Assume x=x(p) is a monotonic and a smooth function. By differentiating with respect to 
parameter p, arrive to 𝜕𝑓  𝑑𝑝 + 𝜕𝑓  𝑑𝑥 𝑑𝑥  𝑑𝑝 = 0 
which gives 𝑑𝑥  𝑑𝑝 = − 𝜕𝑓  𝑑𝑝𝜕𝑓  𝑑𝑥  
The obtained equation enables to formulate the Cauchy problem for determining x(p) 
with initial condition x0=x(p0). To construct solution this approach opens up the 
αβa
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possibility of using various well studied integration schemes for initial value algorithm. 
The simplest, - the Euler’s method, leads to the following iterative algorithm 𝑥!!! = 𝑥! − !"  !" !"  !" ! ∆𝑝 + 𝑂(∆𝑝!),                   ∆𝑝 = 𝑝!!! − 𝑝!                                      
It is not difficult to construct algorithms for other schemes having a higher order of 
accuracy, such as Runge-Kutta, Adams or modified Euler methods. We will be focusing 
on principal features of CBP methods, increasing if needed the discrete cell numbers to 
match the known canonical solutions, obtained differently. 
It is interesting to compare CBP method algorithm with the classical Newton-Raphson 
algorithm, which being applied to the original problem looks as the following 𝑥!!! = 𝑥! −    𝑓(𝑥) !"  !" ! +𝑂(∆𝑥!)                                                                  
Easy to see that the CBP and Newton-Raphson algorithms are not identical, and could be 
quite different depending on the choice of the parameter of continuation p 
 
4.2	  Continuation	  By	  Parameter	  Method	  Applied	  To	  Non-­‐Linear	  Boundary	  
Value	  Problem	  
 




Parameter τ can be introduced in multiple ways. For instance, 𝑢! = 𝑓 𝑢, 𝑣     &    𝑣! = 𝜙(𝑢, 𝑣)                                𝑢 0 = 𝜏𝑢!;   𝑣 1 = 𝜏𝑣! 
 
(30)	  
It is easy to see that at τ=0, u=v=0 (trivial solution). 
Assume that u and v are continuous functions of τ. We are going to create the Cauchy 
problem across parameter τ, where u(τ=0), v(τ=0) are known and u(τ=1), v(τ=1) are the 
required solution. 
Differentiate (30) by τ and introduce derivatives (sensitivities by τ). 𝑢 = 𝜕𝑢𝜕𝜏 ;       𝑣 = 𝜕𝑣𝜕𝜏 
It follows from (29),(30) that, 𝑢! = 𝜕𝑓𝜕𝑢 𝑢 + 𝜕𝑓𝜕𝑣 𝑣                                𝑢 0 = 𝑢! 
 




Equations (31) and (32) with respect to sensitivities 𝑢, 𝑣 are linear. We apply reduction to 
Cauchy method, presenting solution 𝑢, 𝑣 as a superposition. 𝑢 = 𝑢! + 𝜇𝑢! 
 
(33)	  𝑣 = 𝑣! + 𝜇𝑣! 
 
(34)	  
Each component 𝑢!, 𝑣! and 𝑢!, 𝑣! is the solution of a Cauchy problem. 
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𝑢!(0) = 𝑢!;                     𝑣!(0) = 0 𝑢!(1) = 0;                         𝑣!(1) = 1 
 
Introduce 𝑍! = 𝑢!𝑣!  and 𝑍! = 𝑢!𝑣! , so that 𝑑𝑍!𝑑𝑋 = 𝐴𝑍!                                          𝑍! 𝑋 = 0 = 𝑢!0  𝑑𝑍!𝑑𝑋 = 𝐴𝑍!                                          𝑍! 𝑋 = 0 = 01  
 
where, 
𝐴 = 𝜕𝑓𝜕𝑢 𝜕𝑓𝜕𝑣𝜕𝜙𝜕𝑢 𝜕𝜙𝜕𝑣  
 
Each equation is integrated using implicit numerical scheme. 𝑍!!! − 𝑍!ℎ = 𝐴𝑍!!!         →       𝑍!!! = [𝐼 − ℎ𝐴]!!𝑍! 
where, 
h – step of a numerical discretization, 𝑍! – unknown vector associated with the kth node. 
 
As a result, total solution, 𝑍 = 𝑍! + 𝜇𝑍!  
or 𝑢𝑣 = 𝑢!𝑣! + 𝜇 𝑢!𝑣!  
satisfies the original ODE and left boundary condition. 
 
To satisfy to the right B.C, choose µ according to 𝑣 1 = 𝑣! 1 + 𝜇𝑣! 1 = 𝑣! 
which gives, 𝜇 = 𝑣! − 𝑣!(1)𝑣!(1)  
The current elementary τ step is accomplished when, 𝑢 𝜏 + Δ𝜏 = 𝑢 𝜏 + 𝑢 𝜏 .Δ𝜏 𝑣 𝜏 + Δ𝜏 = 𝑣 𝜏 + 𝑣 𝜏 .Δ𝜏 
Procedure is repeated until τ = 1. 
 





5.0 	  A	  new	  method	  of	  arterial	  properties	  identification	  based	  on	  Fung’s	  Test	  	  The	  Fung’s	  test,	  described	  in	  section	  2,	  introduces	  the	  following	  three	  states	  relating	  to	  the	  artery:	  1. State	  0	  –	  stress	  free	  state,	  which	  serves	  as	  a	  reference	  state	  2. State	   1	   –	   load	   free	   state,	   characterized	   by	   the	   presence	   of	   residual	   stress	  (prestress)	  3. State	  2	  –	  state	  loaded	  by	  an	  incremental	  set	  of	  internal	  pressure.	  	  	  Transition	  from	  State	  0	  to	  State	  2	  is	  the	  core	  of	  the	  algorithm,	  offered	  in	  the	  present	  work,	  which	  finally	  looks	  as	  the	  following:	  	  Step	  1:	  Based	  on	  the	  measurements	  relating	  to	  the	  State	  0	  -­‐	  𝐿! , 𝐿! ,  and	  State	  1	  -­‐	  𝑙! , 𝑙! ,  nternal	   and	   external	   radii	   	  𝑅! ,𝑅!   ,	  	   and	   internal	   and	   external	   walls	  circumferential	  strain	  components	  𝐸!" ,𝐸!"are	  calculated	  	  Step	  2:	  Evaluated	  at	   Step	  1	   circumferential	   strain	   components	  𝐸!" ,𝐸!"serve	  as	   boundary	   conditions	   for	   the	   residual	   stress	   identification	   in	   nonlinear	  mechanics	   for	   hyperelastic	   cylinder.	   Solving	   related	  BVP	  with	   the	   specified	  boundary	  conditions	  obtain	  distribution	  of	  residual	  strain	  and	  residual	  stress	  components	  	  	  Step	   3:	   Applying	   by	   small	   increments	   an	   internal	   pressure,	   add	   relating	  incremental	   response	   of	   stress-­‐strain	   components	   to	   the	   corresponding	  components	  of	  a	  residual	  field	  	  Step	   4:	   For	   the	   specified	   set	   of	   internal	   pressures	   and	   longitudinal	   forces,	  create	  the	  array	  of	  related	  outer	  surface	  displacement.	  	  Step	   5:	   Create	   a	   Least	   square	   (LS)	   based	   on	   the	   measured	   and	   calculated	  displacements.	  Run	  Nelder-­‐Mead	  optimization	  routine	  minimizing	  LS	  by	  the	  material	  properties	  coefficients.	  	  The	  flow	  chart	  of	  the	  corresponding	  procedure	  is	  presented	  in	  Figure	  5.	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Figure	  5:	  Algorithm	  for	  Y.	  C.	  Fung's	  Approach	  
5.1	  Step	  1:	  Evaluation	  of	  internal	  and	  external	  walls	  residual	  circumferential	  
strain	  components	  	  Three	  equations	  2Θ!𝑅! =   𝐿! 	   (35)	  2Θ!𝑅! =   𝐿! 	  	   (36)	  Θ!(𝑅!! −   𝑅!!) =   𝜋𝜆!(𝑟!! −   𝑟!!)	  	   (37)	  create	  the	  close	  system	  to	  determine	  three	  unknowns	  Ri,	  Re	  and	  Θο	  	  	  From	  the	  first	  2	  equations	  obtain	  Θ!𝑅!! =   0.5 ∗ 𝐿! ∗ 𝑅! 	  	   (38)	  Θ!𝑅!! =   0.5 ∗ 𝐿! ∗ 𝑅! 	  	   (39)	  and	  plug	  into	  the	  3rd	  equation,	  which	  results	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𝐿! ∗ 𝑅! − 𝐿! ∗ 𝑅! = 2 ∗ 𝜋𝜆!(𝑟!! −   𝑟!!)	    	  	  	  
(40)	  	  	  	  	  Using	  ratio	  of	  radii	  𝑅!/𝑅! =   𝐿!/𝐿! 	  unknown	  properties	  can	  be	  calculated	  	  𝑅! = 2 ∗ 𝜋𝜆!(𝑟!! −   𝑟!!)/(  𝐿! − 𝐿!!𝐿!)	    	  	  	  
(41)	  	  	  	  𝑅! = 𝑅!𝐿!/𝐿! 	    	  	  	  
(42)	  	  	  	  Θ! = 𝐿!/(2 ∗ 𝑅!)	    	  	  	  
(43)	  	  	  	  𝜆!,! = 𝜋Θ! 𝑟!,!𝑅!,! 	    	  	  	  
(44)	  	  	  	  𝐸! = 12 𝜆!! − 1               (𝛼 = 𝑖, 𝑒)	    	  	  	  
(45)	  	  	  	  	  From	   the	  Fung’s	   test	   values	   of	  𝑙! , 𝑙! , 𝐿! , 𝐿! 	  are	  measured	   to	   be	  8.75,	   12.5,	   9.75,	   and	  11.25	  mm,	  respectively.	  The	  rest	  of	  calculated	  variables	  using	  equations	  (41-­‐45)	  are:	  𝑅! = 4.5295,𝑅! = 3.9256,  	  Θ! = 1.2419 = 71.1529𝑑𝑒𝑔	    𝜆! = 0.8974, 𝜆! = 1.1111	  𝐸! = −0.0973;𝐸! = 0.1173  	  The	   opposite	   signs	   in	   circumferential	   strains	   at	   internal	   and	   external	  walls	  mean	  that	  residual	  strain	  in	  the	  arterial	  wall	  corresponds	  to	  the	  bending	  mode.	  	  
5.2	  Step	  2:	  	  Solution	  for	  residual	  stress-­‐strain	  distribution	  (load	  free	  state)	  	  The	  existing	  code	  is	  based	  on	  mathematical	  model	  presented	  in	  [12]:	  	  The	  statics	  equations:	  	  𝜕𝜎!𝜕𝑟 + 𝜎! − 𝜎!𝑟 = 0    ;       𝜎! = 𝜎!    	  	  	  
(46)	  	  	  	  compatibility	  equation:	     	  	  	  
(47)	  	  	  	  and	  constituent	  equations:	     	  	  	  
(48)	  	  	  	  	  are	  integrated	  using	  boundary	  conditions	  for	  the	  external	  and	  internal	  radii	  of	  the	  tube.	  𝐸! 𝑅! = 𝐸!";             𝐸! 𝑅! = 𝐸!"   	  	  	  	  To	  integrate	  the	  BVP	  we	  are	  using	  the	  continuation	  by	  parameter	  method.	  According	  to	  this	  method	  [11,	  12,	  13]	  we	  need	  to	  introduce	  parameter	  τ	  in	  a	  way	  that	  at	  τ=0	  solution	  is	  trivial.	  To	  do	  this	  imbed	  boundary	  conditions	  in	  a	  τ	  parametric	  system	  
∂E
θ



















∑ , (α ,β = r ,θ ,z )
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   𝐸! 𝑅! = 𝜏𝐸!";             𝐸! 𝑅! = 𝜏𝐸!"   	  where,	  ‘R’	  denotes	  the	  arc	  length	  in	  State	  0	  and	  ‘r’	  denotes	  circumference	  in	  State	  1.	  Obviously	  that	  at	  τ=0	  solution	  is	  trivial.	  Our	  objective	  now	  is	  to	  create	  a	  Cauchy	  IVP	  problem	  in	  a	  τ	  direction	  from	  τ=0	  to	  τ=1.	  To	  do	  this,	  take	  derivatives	  by	  τ	  (dot	  above	  means	   derivatives	   by	   τ).	   	   The	   linearized	   BVP	   in	   a	   mixed	   form	   (radial	  stress/circumferential	  strain)	  looks	  as	  the	  following	  	  (details	  are	  in	  [12])	  	  	  	  	  	  	  	  	  	    𝑑𝑉𝑑𝑅 = 𝐶𝑉:          𝑉 = 𝜎𝑟𝐸𝜃 	  	  	  
(49)	  	  	  	  𝐸!(𝑅 = 𝑅!") = 𝐸𝜃1	   (50)	  	  	  	  	    𝐸𝜃(𝑅 = 𝑅𝑜) = 𝐸𝜃2  
	  	  	   (51)	  	  	  	  We	  reduce	  the	  linearized	  BVP	  to	  the	  IVP	  using	  superposition	  principle	  	    
  
	  	  	  
(52)	  	  	  	       
	  	  	  
(53)	  	  	  	  	  	  	  	  
Where	  !!!!" = 𝐶𝑉1:          𝑉1 𝑅1 = 0𝐸𝜃1 	  	  𝑑𝑉!𝑑𝑅 = 𝐶𝑉!:          𝑉! 𝑅! = 10 	  	  It’s	  easy	  to	  see	  that	  the	  ODE	  (49)	  and	  the	  left	  BC	  (50)	  are	  satisfied	  automatically	  for	  any	  parameter	  μ.	  The	  right	  end	  point	  BC	  	  𝐸! 𝑅! = 𝐸!! 𝑅! + 𝜇𝐸!! 𝑅! = 𝐸!" 	   (54)	  	  	  	  determines	  the	  choice	  of	  a	  parameter	  	  μ	    µμ = 𝐸!" − 𝐸!!(𝑅!)𝐸!!(𝑅!) 	  	  	  
(55)	  	  	  	  Integrate	  using	  implicit	  numerical	  scheme(C	  matrix	  is	  presented	  in	  [12]):	  𝑉!!!Δℎ = C𝑉!!!  	  	  	  
(56)	  	  	  	  𝑉!!! = (𝐼 − ℎ𝐶)!!𝑉!   	  	  	   (57)	  	  	  	  	   	  i=1,2,….,N	  (N=Number	  of	  cells	  across	  the	  thickness).	  	  For	   ,	  
µ21 VVV +=
σ =σ 1 +σ 2µE =E 1 +E 2µ
τ =τ +Δτ
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(58)	  	  	  	  	  The	  vector	  of	  unknown	  variable	  	  	  satisfies	  the	  boundary	  conditions	  at	  every	   .	  
5.3	  Step	  3:	  	  Solution	  for	  the	  overall	  stress-­‐strain	  distribution	  	  
	  To	   solve	   the	   problem	   we	   apply	   internal	   pressure	   by	   small	   increments.	   The	  linearized	  (incremental	  BVP)	  looks	  as	  the	  following:	  	  𝑑𝜎!𝑑𝑟 = 𝐶!!𝜎! + 𝐶!"𝐸!;           𝜎! 𝑅 = 𝑅! = −𝑝	  𝑑𝐸!𝑑𝑟 = 𝐶!"𝜎! + 𝐶!!𝐸!;           𝜎! 𝑅 = 𝑅! = 0	  where,	  𝐶!"(𝑖, 𝑗 = 1,2)	  are	  the	  components	  of	  matrix	  C,	  presented	  in	  [12].	  Solution	  for	  this	  problem	  is	  obtained	  based	  on	  a	  continuation	  by	  parameter	  method	  described	   in	   5.2.	   Calculating	   overall	   stress-­‐strain	   distribution,	   we	   account	   for	  residual	  stress	  specifying	  the	  corresponding	  distributions	  found	  in	  5.2	  at	  τ=0.	  
5.4	  Least	  Square	  Method	  and	  Properties	  Identification	  












C	  (Pa)	   22400	   33782	   33205	  𝑎!	   1.0672	   1.0117	   1.0126	  𝑎!	   0.4775	   0.5848	   0.5262	  𝑎! 	   0.0499	   0.093	   0.0974	  𝑎!"	   0.0903	   0.0295	   0.0408	  𝑎!"	   0.042	   0.0165	   0.0215	  𝑎!"	   0.0585	   0.0609	   0.048	  	  







































The	   above	   table	   shows	   the	   comparison	   of	   the	   anisotropic	   material	   constants	  	  	  	  	  	  	  	  	  	  	  	  	  	  predicted	  by	  Y.C.	  Fung’s	  approach	  with	  relating	  values	  obtained	  by	  the	  current	  3D	  model.	  The	   location	  of	  neutral	   surface	   can	  be	   identified	  by	   setting	   circumferential	  strain	  equal	  to	  zero,	  or	  circumferential	  stretch	  ratio	  equal	  to	  1	  (low	  left	   figure),	  or	  circumferential	  stress	  equal	  to	  zero	  (upper	  left	  figure),	  depending	  on	  the	  definition	  of	  a	  neutral	  surface.	  	  
	  	  	  	  	  	  	  	  	  	  
Figure	  6:	  Pre-­‐stress	  Analysis	  for	  the	  load	  free	  state.	  Dots	  indicates	  neutral	  layer.	  
Horizontal	  axis	  corresponds	  to	  the	  radial	  coordinate	  r	  in	  a	  State	  1	  	  Figure	  6	  presents	  stress	  and	  strain	  components	  distributions	  obtained	  for	  the	  load	  free	   state.	   Here	   blue	   lines	   represent	   stresses	   and	   strains	   based	   on	   Fung’s	  experimental	   data.	   Red	   lines	   represent	   results	   based	   on	   our	   3D	   model.	   The	  boundary	   conditions	   we	   used	   for	   circumferential	   strains	   were	   𝐸! 𝑟 = 𝑟! =−0.0977  𝑎𝑛𝑑  𝐸! 𝑟 = 𝑟! = 0.116.	  Applied	  boundary	  conditions	  are	   the	  circumferential	  strain	  components	  calculated	  in	   the	   1st	   step	   of	   the	   algorithm,	   based	   on	   Fung’s	  measured	   data	   and	   described	   in	  section	   5.1.	   The	   circumferential	   strain	   distribution	   (left	   low	   plot)	   matches	   Y.	   C.	  Fung’s	  data.	  Boundary	  conditions	  of	  relating	  boundary	  value	  problem	  are	  satisfied	  very	  accurately.	  The	  blue	  dot	   indicates	   the	  neutral	   layer	  along	   the	   circumferential	  cross-­‐section.	   The	   neutral	   points	   in	   circumferential	   stress	   distribution	   (left	   upper	  plot)	  are	  different	  from	  the	  neutral	  point	  in	  circumferential	  strain	  distribution	  plot,	  since	  𝜎! 	  is	  a	  function	  of	  all	  components	  of	  the	  strain	  tensor.	  Radial	  strain	  (right	  low	  plot)	   for	   both	   cases	  matches	   pretty	  well.	   	   Radial	   stress	   do	   not	   satisfy	   zero	   stress	  boundary	  conditions	  at	  internal	  and	  external	  surfaces	  	  of	  the	  cylinder.	  The	  latter	  can	  be	   attributed	   to	   inaccuracy	   of	   experimental	   procedure	   specifying	   boundary	  conditions	  for	  the	  residual	  stress	  evaluation.	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Figure	  7:	  Loaded	  State	  Analysis.	  Figure	   7	   presents	   stress	   and	   strain	   components	   distributions	   obtained	   for	   the	  loaded	   state.	   Numerical	   results	   have	   been	   obtained	   applying	   small	   increments	   of	  pressure	   to	   the	   pre-­‐stress	   conditions.	   Boundary	   conditions	   for	   the	   increments	   of	  radial	  stress	  at	   internal	   layer	  are	  equal	   to	   the	   increments	  of	  applied	  pressure,	  and	  increments	  of	  radial	  stress	  at	  the	  outer	  layer	  are	  equal	  to	  zero.	  Based	  on	  increments	  of	   applied	  pressure,	   increments	   of	   stress	   and	   strain	   components	   are	   calculated	   at	  each	  point	  being	  superimposed	  over	  relating	  distributions	  on	  a	  previous	  step.	  The	  final	  distributions	  account	  automatically	  for	  the	  residual	  stress-­‐strain	  distributions.	  	  Unlike	   pre-­‐stress	   case	   (Figure	   6),	   negative	   components	   of	   circumferential	   strain,	  and	   a	   neutral	   layer	   do	   not	   exist	   anymore	   (left	   low	   plot).	   This	   is	   because	   applied	  internal	   pressure	   results	   in	   a	   substantial	   increment	   of	   circumferential	   stretching.	  Both	  internal	  and	  external	  layers	  are	  under	  extension.	  Our	  value	  of	  radial	  strain	  at	  the	  internal	  layer	  is	  significantly	  lower	  than	  Y.	  C.	  Fung’s	  data.	  The	  latter	  reaches	  the	  level	  of	  600%,	  which	  does	  not	   look	   realistic	   	   (low	  right	  plot).	  Circumferential	   and	  radial	  stress	  components	  plots	  are	  presented	  on	  a	  top	  level	  of	  Figure	  7.	  At	  the	  outer	  level	   radial	   stress	   component	   is	   deviating	   from	   zero,	   which	   is	   attributed	   to	  inaccuracy	  of	   experimental	  measurements,	   specifying	  boundary	   conditions	   for	   the	  residual	  stress	  evaluation.	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Figure	  8:	  Convergence	  Of	  Material	  Properties.	  Figure	   8	   illustrates	   dependence	   of	   evaluated	   material	   constants	   on	   a	   utilized	  numerical	  mesh.	  Here,	  the	  elementary	  layers	  are	  the	  number	  of	  elementary	  cells	  in	  a	  radial	   direction.	   To	   detect	   “circumferential”	   constant	  𝑎!  the	  mesh	   comprising	   100	  cells	   appeared	   to	   be	   sufficient.	   For	   600	   cells	   all	   other	   material	   constants	   are	  converged.	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6.0 In	  Vivo	  Pulse	  Wave	  Velocity	  Based	  Algorithm	  
	  
Figure	  9:	  Schematic	  of	  PPG	  based	  measurement	  of	  PWV	  
	  
Figure	  10:	  Pulse	  waveform	  at	  two	  locations	  A	   pulse	   wave	   velocity	   measuring	   device	   generally	   comprises	   first	   and	   second	  photoplethysmographic	  transducers	  or	  probes	  electrically	  operably	  connected	  to	  a	  computer.	   The	   transducers	   are	   positioned	   on	   a	   patient	   to	   record	   pulse	  waveform	  information	  at	  two	  locations.	  Additionally,	  the	  patient's	  ECG	  is	  recorded.	  Pulse	  wave	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velocity	  is	  then	  determined	  by	  dividing	  the	  distance	  between	  the	  transducers	  by	  the	  foot-­‐to-­‐foot	  transit	  time	  (Figure	  9,10)	  	  
6.1	  Theoretical	  Prediction	  Of	  PWV	  One	   dimensional	   models	   simulating	   blood	   flow	   in	   arteries	   effectively	   describe	  pulsatile	   flow	   in	   terms	   of	   averages	   across	   the	   section	   flow	   parameters.	   Although	  they	   are	   unable	   to	   provide	   the	   details	   of	   flow	   separation,	   recirculation,	   or	   shear	  stress	   analysis,	   they	   accurately	   represent	   the	   overall	   and	   averaged	   pulsatile	   flow	  characteristics,	  particularly	  PWV	  [11].	  For	   an	   impermeable	   thick	   wall	   vessel	   the	   pressure	   –	   strain	   relationship	   is	  maintained	   by	   equilibrium	   condition	   as	   a	   function	  p=p(η) ,	   based	   on	   relevant	  constitutive	  relations.	  	  PWV	   is	   associated	   with	   the	   forward	   running	   wave	   velocity,	   i.e.	   the	   largest	  eigenvalue.	  Hence	  it	  is	  identified	  as	  	  𝑃𝑊𝑉 = 𝑢 + 1+ 𝜂2𝜌 𝑝! 	   (59)	  The	   partial	   derivative	  𝑝! 	  indicates	   sensitivity	   of	   pressure	  with	   respect	   to	   the	  wall	  normal	   displacement,	   and	   has	   a	   clear	   interpretation	   as	   tangent	   (incremental)	  moduli	  in	  finite	  strain	  deformation.	  ‘u’	  is	  the	  velocity	  of	  blood	  flow	  and	  ‘𝜂’	  is	  the	  ratio	  of	  a	  normal	  wall	  deflection	  to	  the	  internal	  radius	  𝑅!	  .	  In	  case	  of	  a	  small	  deformation	  and	   linear	   elastic	   response	   of	   a	   thin	   walled	   membrane	   cylindrical	   shell	   pressure	  relates	  to	  the	  circumferential	  strain	  via	  𝑝 = 𝐸𝐻𝑅! 𝜂	   (60)	  so	  that	  equations	  (59),	  (60)	  can	  be	  transformed	  to	  the	  simplified	  form	  	  𝑃𝑊𝑉 = 𝑢 + 𝑐!" 1+ 𝜂	   (61)	  in	   which	  𝑐!" = !"!!!! 	  is	   the	   Moens-­‐Korteweg	   speed	   of	   propagation.	   Under	   the	  assumption	  𝑢 ≪ 𝑐!" , 𝜂 ≪ 1	  (linearized	   approach)	   equation	   (61)	   converts	   into	   the	  Moens–Korteweg	  equation	  for	  the	  forward	  and	  backward	  travelling	  waves	  [11].	  	  
	  
6.2	  Experimental	  prediction	  of	  PWV.	  To	  validate	   the	   algorithm	   the	  numerical	   investigation	  of	   an	   inflated	   rabbit	   carotid	  arterial	   segment	   was	   presented	   and	   compared	   to	   the	   results	   based	   on	   a	   finite	  element	  analysis,	  obtained	  by	  Holzaphel	  et	  al.	  [14].	  Rabbit	  arterial	  data	  presented	  by	  Chuong	   and	   Fung	   [6]:	   c=26.95kPa;	   𝑎!! = 0.9925 ,	   𝑎!" = 0.0193 ,	   𝑎!! = 0.0089 ,	  R1=0.71	  mm,	  R2=1.1	  mm	  (from	  experiment	  number	  71)	  was	  used.	  	  Figure	  11a	  shows	  the	  predicted	  mechanical	   response	  of	   the	   considered	   artery.	   Squares	   relate	   to	   the	  finite	  element	  analysis	  [14]	  and	  were	  in	  good	  agreement	  with	  the	  results	  based	  on	  the	   present	   single	   layer	   thick	   wall	   model.	   The	   derivative	  𝑝! 	  of	   pressure	   by	   radial	  displacement	  of	  an	  internal	  surface,	  i.e.	  hyperelastic	  incremental	  moduli,	  presented	  in	  Figure	  11b,	   is	  a	  primary	   factor	  affecting	  PWV	   in	  a	  cylinder	   filled	  with	  a	  moving	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fluid	   according	   to	   equation	   (59).	   At	   diastolic	   pressure	  when	   flow	   is	   close	   to	   zero,	  PWV	   is	   dominated	   by	   the	   physical	   anisotropic	   properties	   of	   the	   aorta.	   At	   systolic	  pressure	   the	   pulse	   wave	   velocity	   is	   also	   affected	   by	   flow	   velocity,	   which	  may	   be	  approximated	  as	  20-­‐25%	  of	  PWV	  according	  to	  [17].	  	  
	  
Figure	  11:	  Mechanical	  response	  of	  a	  carotid	  artery	  from	  a	  rabbit	  during	  inflation.	  Figure	  11a	  depicts	  the	  dependence	  of	  the	  inner	  diameter	  on	  internal	  pressure.	  The	  solid	  line	  is	  a	  prediction	  based	  on	  our	  single	  layer	  thick	  wall	  model	  and	  is	  in	  good	  co-­‐relation	   to	   the	  results	   (squares)	   from	  [14].	  Figure	  11b	  depicts	   incremental	  moduli	  p!of	  the	  hyperelastic	  artery,	  i.e.	  derivative	  of	  a	  pressure	  by	  the	  radial	  displacement	  η.	   	  	  A	  single	  layer	  thick	  wall	  model	  with	  homogeneous	  mechanical	  properties	  does	  not	  account	  for	  the	  distinct	  mechanical	  response	  of	  the	  separate	  layers	  (intima,	  media,	  adventitia).	   Experimental	   tests	   indicate	   that	   media	   is	   about	   10	   times	   stiffer	   that	  adventitia	   [15,16].	   The	   abrupt	   change	   of	   mechanical	   properties	   at	   the	   boundary	  between	   media	   and	   adventitia	   results	   in	   a	   sharp	   discontinuity	   of	   circumferential	  stress	  and	  radial	  strain	  components.	  Radial	  displacement	   is	  a	  continuous	   function,	  deviating	   slightly	   from	   the	   single	   layer	   counterpart.	   In	   the	   proximity	   of	   internal	  cylindrical	   surface	   distributions	   of	   all	   parameters	   calculated	   by	   both	   models	   (1	  layer,	   2	   layers)	   are	   identical.	   Since	   PWV	   is	   determined	   by	   the	   local	  wall	   stiffness,	  relating	   to	   the	   internal	   cylindrical	   surface,	   the	   latter	   justifies	   application	   of	   the	  single	  thick	  layer	  model	  to	  the	  PWV	  related	  problems	  [12].	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6.3	  Least	  Square	  Minimization	  And	  Properties	  Identification	  	  The	  fitting	  process	  was	  based	  on	  minimization	  of	  the	  sum	  of	  squares	   (𝑃𝑊𝑉!!"# −!𝑃𝑊𝑉!!"#)!,	  where	  𝑃𝑊𝑉!!"#	  and	  𝑃𝑊𝑉!!"# 	  are	  the	  measured	  and	  modeled	  pulse	  wave	  velocities	  corresponding	  to	  the	  i-­‐th	  experimental	  data	  point.	  	  The	  mean	  flow	  velocity	  
u	  from	  (59)	  was	  estimated	  using	  the	  ratio	  of	  recommended	  by	  T.J.	  Pedley	  [17].	  	  The	  minimization	  was	  carried	  out	  using	   fminsearch	   function	   in	  Matlab.	   It	   finds	  the	  minimum	  of	  a	  scalar	  function	  of	  several	  variables,	  starting	  at	  an	  initial	  estimate.	  This	  is	  generally	  referred	  to	  as	  unconstrained	  nonlinear	  optimization.	  	  
x	  =	  fminsearch(fun,x0,options)	  minimizes	  with	  the	  optimization	  parameters	  specified	  in	  the	  structure	  options.	  	  For	  example,	  in	  our	  code,	  presented	  in	  the	  appendix,	  we	  have,	  
[X,FVAL,EXITFLAG,OUTPUT] = fminsearch(@fPWV_LstSquare_nltw,v,options) 	  Here,	   X	   is	   the	   value	   of	   optimized	   material	   properties	   and	   FVAL	   is	   the	   minimum	  function	   value.	   v	   represents	   the	   array	   of	   initial	   material	   properties	   and	   options	  stores	   the	   parameters	   of	   the	   fminsearch	   command.	   This	   calls	   the	   function	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Optimized	   Properties	  
(Number	  of	  Layers=1)	  
Optimized	   Properties	  
(Number	  of	  Layers=2)	  𝑎!! 	   0.15	   0.009	   0.0042	  𝑎!" 	   0.135	   0.0222	   0.015	  𝑎!" 	   0.65	   0.4216	   0.4159	  C	  (KPa)	   65.5	   78.0852	   114.8477	  	  
Table	  2:	  Comparison	  of	  material	  properties	  based	  on	  experimental	  data	  and	  3D	  model	  
using	  different	  initial	  material	  properties.	  Table	  2	  shows	  the	  properties	  we	  have	  obtained	  by	  running	  the	  fminsearch	  sequence	  based	   on	  PWV.	  We	  have	   solved	   this	   case	   for	   a	   single	   layer	   as	  well	   as	   a	   two-­‐layer	  model.	  The	  results	  are	  different	  for	  a	  single	  and	  a	  two	  layer	  model.	  This	  is	  because,	  to	   compensate	   the	   weakness	   of	   inner	   intima	   layer	   the	   media	   layer	   needs	   to	   be	  stiffer,	  therefore	  we	  get	  higher	  values	  of	  C.	  We	  have	  used	  different	  initial	  properties	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just	  to	  ensure	  that	  the	  code	  is	  not	  initial	  property	  dependent.	  It	  was	  found	  that	  the	  optimized	  properties	  are	  the	  same	  for	  different	  initial	  properties.	  	  
	  
Figure	  12:	  Plot	  of	  PWV	  v/s	  Pressure	  (Original	  Properties).	  Figure	   12	   illustrates	   the	   plot	   of	   PWV	   vs.	   pressure	   for	   experimental	   data	   and	   the	  initial	   theoretical	  prediction	   for	  original	  material	  properties.	   	  Here,	  dots	  represent	  the	  experimental	  data,	  and	  solid	  line	  represents	  our	  initial	  theoretical	  prediction.	  As	  the	  properties	  get	  optimized	  with	  the	  code	  we	  get	  the	  final	  theoretical	  prediction.	  	  
	  
Figure	  13:	  Plot	  of	  PWV	  v/s	  Pressure	  (Optimized	  Properties).	  Figure	   13	   illustrates	   the	   final	   theoretical	   prediction	   (solid	   line),	   matching	  experimental	  data	  (dots)	  as	  a	  result	  of	   least	  square	  minimization.	  Figures	  14	  to	  17	  show	   distributions	   of	   stresses	   and	   strains	   in	   single	   and	   two	   layer	   models	  respectively.	   The	   stresses	   are	   higher	   in	   the	   two-­‐layer	   model	   because,	   as	   stated	  earlier,	   the	  outer	   layer	   is	  weak	  and	   to	  compensate	   for	   that	  we	  get	  higher	  stiffness	  values.	  The	  sudden	  change	  in	  the	  stresses	  and	  strains	  in	  two-­‐layer	  model	  indicates	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the	   position	   of	   a	   boundary	   between	   two	   layers.	   	   The	   radial	   stress	   at	   the	   internal	  layer	  is	  negative	  which	  is	  expected	  due	  to	  applied	  normal	  pressure,	  and	  it	  is	  zero	  at	  the	  external	  layer	  in	  both	  models	  due	  to	  the	  absence	  of	  a	  load	  at	  the	  outer	  surface.	  
	  
Figure	  14:	  Plot	  of	  Stresses	  v/s	  Radius	  (Number	  of	  layers=1).	  
	  





Figure	  16:	  Plot	  of	  Stresses	  v/s	  Radius	  (Number	  of	  layers=2).	  	  
	  




Figure	  18:	  Plot	  of	  PWV	  v/s	  Pressure	  (Optimized	  Properties,	  Different	  initial	  approach,	  
Number	  of	  layers=1)	  
	  
	  




Figure	  20:	  Plot	  of	  Strains	  v/s	  Radius	  (Different	  initial	  approach,	  Number	  of	  layers=1).	  
	  
	  




Figure	  22:	  Plot	  of	  Strains	  v/s	  Radius	  (Different	  initial	  approach,	  Number	  of	  layers=2).	  Figure	  18	  shows	  the	  optimized	  distribution	  for	  theoretical	  values	  of	  PWV	  (solid	  line)	  matching	   experimental	   data	   (dots).	   Figures	   19	   to	   22	   show	   distributions	   of	   stress	  and	  strain	  components	   in	  single	  and	   two	   layer	  models	  respectively	   for	   the	  second	  initial	  approach.	  The	  stresses	  were	  higher	  again	  in	  the	  two-­‐layer	  model	  and	  sudden	  discontinuity	   in	   stress	   and	   strain	   distributions	   indicate	   discontinuity	   in	   material	  properties	  in	  two-­‐layer	  model.	  
7.0	  In	  Vivo	  Pressure	  vs.	  Wall	  Displacement	  Measurements	  Based	  Algorithm	  
7.1	  Theoretical	  Prediction	  of	  Pressure	  vs.	  Wall	  Displacement	  Least	   square	   indicates	   the	   deviation	   of	   experimentally	   measured	   displacements	  from	   the	   theoretically	  predicted	  one.	   It	   is	   a	   function	  of	  material	  properties,	  which	  serve	  as	  control	  variables	  of	  an	  optimization	  problem.	  	  Given	  a	  set	  of	  experimental	  pressure	  and	  surface	  strain	  measurements,	  the	  objective	  of	  the	  present	  identification	  method	  is	  to	  minimize	  the	  following	  cost	  function:	  	   𝐿𝑆 = (𝑤!"# 𝑝! ,𝜒 − 𝑤!"# 𝑝! )!	  Where,	   𝜒 	  is	   the	   vector	   of	   parameters	   to	   be	   identified	   (ie.	   the	   constitutive	  parameters),	  pi	  is	  the	  pressure	  applied	  during	  the	  inflation	  test,	  with	  index	  i	  ranging	  over	  the	  available	  experimental	  data	  points,	  w	  –	  normal	  displacement	  as	  a	  function	  of	  
inflated	  pressure,	  superscripts	  ‘sim’	  and	  ‘exp’	  standing	  respectively	  for	  the	  simulated	  and	  experimental	  data.	  
7.2	  Experimental	  Measurements	  Of	  Wall	  Displacements	  
	  Ultrasonography	  uses	  high-­‐frequency	  sound	  (ultrasound)	  waves	  to	  produce	  images	  of	  internal	  organs	  and	  other	  tissues.	  A	  device	  called	  a	  transducer	  converts	  electrical	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current	   into	   sound	   waves,	   which	   are	   sent	   into	   the	   body’s	   tissues.	   Sound	   waves	  bounce	  off	   structures	   in	   the	  body	  and	  are	   reflected	  back	   to	   the	   transducer,	  which	  converts	   the	   waves	   into	   electrical	   signals.	   A	   computer	   converts	   the	   pattern	   of	  electrical	   signals	   into	   an	   image,	  which	   is	   displayed	  on	   a	  monitor	   and	   recorded	  on	  film,	  on	  videotape,	  or	  as	  a	  digital	  computer	  image.	  The	  further	  details	  could	  be	  found	  in	  [10].	  J.	  Lillie	  at	  MS	  department	  of	  KGCOE	  obtained	  the	  experimental	  data	  used	  in	  the	  MATLAB	  codes.	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Optimized	   Properties	  
(Number	  of	  Layers=1)	  
Optimized	   Properties	  
(Number	  of	  Layers=2)	  𝑎!! 	   0.02	   0.0083	   0.0039	  𝑎!" 	   0.045	   0.029	   0.0198	  𝑎!" 	   0.45	   0.4218	   0.4117	  C	  (KPa)	   68.5	   70.1737	   102.5337	  
Table	  3:	  Comparison	  of	  material	  properties	  based	  on	  experimental	  data	  and	  3D	  model	  
using	  different	  initial	  material	  properties.	  Table	   3	   shows	   the	   properties	   we	   have	   obtained	   by	   running	   the	   optimization	  
procedure	  using	  the	  least	  square	  objective	  function	  presented	  in	  the	  section	  7.0	  .	  We	  have	  solved	  this	  case	  for	  a	  single	  layer	  as	  well	  as	  a	  two-­‐layer	  model.	  The	  two	  layer	  model	  predicts	  stiffness	  of	  a	  media	  layer	  higher	  than	  the	  single	  layer	  model.	  Similar	  trend	  was	  discovered	  based	  on	  a	  PWV	  properties	   identification	  method	   (Table	  2).	  We	  have	  used	  different	   initial	  properties	   just	   to	  ensure	   that	   the	  code	   is	  not	   initial	  property	   dependent.	   It	  was	   found	   that	   the	   optimized	   properties	   are	   the	   same	   for	  different	  initial	  approach.	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Figure	  23:	  Plot	  of	  Pressure	  v/s	  Diameter	  (Original	  Properties).	  
	  
Figure	  24:	  Plot	  of	  Pressure	  v/s	  Diameter	  (Optimized	  Properties).	  Figures	  23	  and	  24	  show	  initial	  and	  optimized	  distributions	  of	  pressure	  vs	  diameter	  	  (solid	  lines)	  vs	  experimental	  data	  (dots).	  	  Figure	  25	  shows	  evolution	  of	  a	  minimized	  objective	  function	  vs	  iteration	  number	  on	  a	  log	  scale.	  It	  appeared	  that	  the	  objective	  function	  was	  reduced	  by	  two	  orders	  of	  magnitude	  during	  10	  iterations,	  and	  2.4	  orders	  of	  magnitude	  in	  100	  iterations.	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Figure	  25:	  Plot	  of	  Function	  Value	  v/s	  Iteration	  Number	  on	  a	  log	  scale.	  
	  
Figure	  26:	  Plot	  of	  Stresses	  v/s	  Radius	  (Number	  of	  layers=1).	  Figures	   26	   and	   27	   show	   the	   stress	   and	   strain	   distributions	   in	   radial	   and	  circumferential	  direction	  for	  the	  single	  layer	  model.	  Radial	  stress	  is	  negative	  at	  the	  internal	  layer	  and	  as	  expected	  due	  to	  the	  applied	  normal	  pressure,	  and	  is	  zero	  at	  the	  external	  layer	  free	  from	  a	  load.	  The	  circumferential	  stress,	  as	  expected,	  is	  higher	  at	  internal	  layer	  comparing	  to	  the	  external	  layer	  position.	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Figure	  27:	  Plot	  of	  Strains	  v/s	  Radius	  (Number	  of	  layers=1).	  
	  
	  
Figure	  28:	  Plot	  of	  Stresses	  v/s	  Radius	  (Number	  of	  layers=2).	  Figures	  28	  and	  29	  show	  the	  stress	  and	  strain	  distributions	  for	  the	  two-­‐layer	  model.	  The	  sudden	  change	  in	  the	  distribution	  curve	  indicates	  the	  discontinuity	  of	  material	  properties	  at	  the	  boundary	  between	  two	  layers.	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Figure	  29:	  Plot	  of	  Strains	  v/s	  Radius	  (Number	  of	  layers=2).	  
	  
Figure	  30:	  Plot	  of	  Pressure	  v/s	  Diameter	  (Original	  Properties,	  Different	  Initial	  
Properties,	  Number	  of	  layers=1).	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Figure	  31:	  Plot	  of	  Pressure	  v/s	  Diameter	  (Optimized	  Properties,	  Different	  Initial	  
Properties,	  Number	  of	  layers=1).	  
	  
Figure	  32:	  Plot	  of	  Stresses	  v/s	  Radius	  (Different	  Initial	  Approach,	  Number	  of	  layers=1).	  Figures	   30	   to	   35	   are	   the	   plots	   for	   a	   single	   layer	   as	  well	   as	   two-­‐layer	  model	   for	   a	  different	  initial	  property	  approach.	  Optimized	  properties	  give	  zero	  radial	  stresses	  at	  the	  external	  layer.	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Figure	  33:	  Plot	  of	  Strains	  v/s	  Radius	  (Different	  Initial	  Approach,	  Number	  of	  layers=1).	  
	  
	  
Figure	  34:	  Plot	  of	  Stresses	  v/s	  Radius	  (Different	  Initial	  Approach,	  Number	  of	  layers=2).	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Figure	  35:	  Plot	  of	  Strains	  v/s	  Radius	  (Different	  Initial	  Approach,	  Number	  of	  layers=2).	  
8.0	  Summary	  
8.1	  Arterial	  properties	  identification	  based	  on	  Fung’s	  Test	  A	   three	   dimensional	   stress-­‐strain	   relationship	   is	   determined	   based	   on	   an	  exponential	   type	  of	   strain	   energy	   function.	  The	  purpose	  of	   the	  present	  work	   is	   to	  document	   the	  novel	   approach	  of	  material	   property	   identification	  based	  on	   the	  3D	  model.	  	  	  Transition	  from	  the	  reference	  state	  (State	  0)	  to	  loaded	  state	  (State	  2)	  is	  the	  core	  of	  the	  algorithm,	  offered	  in	  the	  present	  work.	  The	  properties	  are	  obtained	  by	  including	  the	   effect	   of	   residual	   stresses	   and	   strains.	   The	   negative	   sign	   of	  𝐸! 	  indicates	   that	  internal	  wall	  is	  under	  compression	  and	  𝐸! 	  being	  positive	  indicates	  that	  the	  external	  wall	  of	  the	  artery	  is	  under	  tension.	  	  The	  statics,	  compatibility,	  and	  constituent	  equations	  are	  integrated	  using	  boundary	  conditions	  for	  external	  and	  internal	  radii	  of	   the	  artery.	  The	  BVP	  is	  solved	  by	  using	  continuation	   by	   parameter	   method	   that	   converts	   it	   to	   an	   IVP.	   The	   mathematical	  model	   used	   here	   accounts	   for	   the	   residual	   stress	   and	   solves	   the	   BVP	   for	   residual	  stress,	   whereas	   Fung	   makes	   assumptions	   about	   strain	   distributions	   without	   any	  quantification.	  	  The	   anisotropic	   material	   properties	   obtained	   based	   on	   numerical	   simulation	   are	  different	   from	  the	  ones	  obtained	  by	  Y.	  C.	  Fung	  by	  50	  %	   in	   terms	  of	  coefficient	   “c”,	  20%	  in	  terms	  of	  Az	  and	  5%	  in	  terms	  of	  At.	  	  It	  appears	  that	  account	  for	  residual	  stress	  can	   produce	   a	   notable	   correction	   to	   the	   identified	   mechanical	   properties.	   We	  consider	   our	   results,	   based	   on	   an	   integration	   of	   the	   BVP	   for	   nonlinear	   solid	  mechanics,	  more	  accurate	  than	  Y.	  C.	  Fung’s	  results,	  based	  on	  a	  transfer	  of	  measured	  strains	  for	  analogous	  test	  to	  the	  current	  problem.	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8.2	  Arterial	  properties	  identification	  based	  on	  Pulse	  Wave	  Velocity	  The	  material	   properties	   are	   obtained	  by	   the	  minimization	   of	   	   least	   sqaure	   values.	  
Table	  2	   shows	   that	   the	   optimized	   material	   properties	   are	   identical	   to	   the	   values	  obtained	  by	  using	  different	  initial	  material	  properties.	  Hence	  it	  can	  be	  said	  that	  the	  code	  is	  independent	  of	  initial	  properties.	  	  It	  can	  be	  observed	  how	  we	  obtain	  optimized	  properties	  from	  original	  properties	  by	  comparing	   figures	   10	   and	   11.	   Figure	   14	   and	   Figure	   19	   show	   the	   variation	   in	   the	  radial	  and	  circumferential	  stresses	  at	   the	   intersection	  of	   the	   two	   layers	   in	   the	   two	  layer	   model.	   Similarly,	   Figure	   15	   and	   Figure	   20	   show	   the	   change	   in	   radial	   and	  circumferential	  strains	  at	  the	  intersection	  of	  the	  two	  layers.	  
8.3	  Arterial	  properties	  identification	  based	  on	  Pressure	  vs.	  Wall	  Displacement	  
Measurements	  Property	   identification	   is	   based	   on	   a	   set	   of	   given	   experimental	   data	   and	  minimization	  of	  a	  cost	  function	  of	  displacements,	  which	  are	  a	  function	  of	  pressures.	  
Table	  3	   shows	  that	   the	  optimized	  material	  properties	  are	  quite	  close	  to	   the	  values	  obtained	  by	  using	  different	  initial	  material	  properties.	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10.0	  Appendix	  
10.1	  MATLAB	  Codes	  Based	  on	  Y.	  C.	  Fung’s	  Approach	  	  






clc; clear all; close all 
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disp('------------------------------------------------'); 
















%  %ignoring residual stress 
%  v(1)=c;        
%  v(2)=at; 
%  v(3)=az; 
%  v(4)=ar; 
%  v(5)=0; 
%  v(6)=0; 




%options = optimset('TolFun',4.4670e-04, 'Display', 'notify', 
'MaxFunEvals', 600, 'MaxIter', 600, 'FunValCheck', 'on'); 
options = optimset('TolFun',4.4670e-04, 'Display', 'iter', 
'MaxFunEvals', 10000, 'MaxIter', 10000, 'FunValCheck', 'on'); 
%======================================================================
========== 
[X,FVAL,EXITFLAG,OUTPUT] = fminsearch(@LEASTSQ2,v, options) 
%======================================================================
========== 
c  = X(1); 
at   = X(2); 
az   = X(3); 
ar   = X(4); 
atz  = X(5); 
art  = X(6); 
arz  = X(7); 
  
% X 
disp('Alg. used='), disp(OUTPUT.algorithm); 
disp('Message='),   disp(OUTPUT.message); 
disp('C='),         disp(X(1)); 
disp('AT='),        disp(X(2)); 
disp('AZ='),        disp(X(3));  
disp('AR='),        disp(X(4)); 
disp('ATZ='),       disp(X(5)); 
disp('ART='),       disp(X(6)); 
disp('ARZ='),       disp(X(7)); 



















N=100; %number of elementary layers across the wall  
Ntau=100; 
%Chuong, Fung On residual stresses in arteries, 1986 
  
lin=8.75e-3; lex=12.5e-3; %m circumferences, internal and external,load 
free state 
Lin=9.75e-3; Lex=11.25e-3; %m lengths, internal and external , stress 
free state 
                            %Lin,Lex - create a segment, not full 
circle 
%Rin=3.92e-3; Rex=4.52e-3; %internal and external radii, m  of the 
segment 
rin=lin/(2*pi); rex=lex/(2*pi); 
Lamin=lin/Lin ;   %stretch ratio for internal surface 
Lamex=lex/Lex ;   %stretch ratio for external surface 
Ein0=(Lamin^2-1)/2 ; %Green strains in circumferential direction 
Eex0=(Lamex^2-1)/2; 




















% % %different initial approach 
% c=19.4e3; %Pa   122.4 from other source 
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geo=0; %small deformation 








File name: LEASTSQ2.m  
 function LST = LEASTSQ2(v) 







c  = v(1); 
at   = v(2); 
az   = v(3); 
ar    = v(4); 
atz   = v(5); 
art  = v(6); 
arz  = v(7); 
  
 Rinexp=[ 1.5 2.0 2.4 2.5 2.6 2.65 2.7]*1.e-3;  %m 








for i=1:length(Pexp)    
    %===================================================   
RIN(i)=GLOBAL_ANALYSIS2(rin,rex,ASigR1,AET1,ASigT1,AER1,Lamz,Pexp(i),c,
ar,at,az,art,arz,atz,Ntau,N,iplot); 









File name: PRESTRESS_ANALYSIS2.m 
%NonLinear problem Thick cylinder Test 3D 









R=linspace(rin,rex,N+1);  % 
dR=(rex-rin)/N; %thickness of elementary layer 
  








% SIGR=zeros(1,N+1); SIGZ=zeros(1,N+1); SIGT=zeros(1,N+1); 




for itau=1:Ntau   
%============================== 






% Sensitivies at INNER wall (i=1)========================= 
    Vdot1=[0;Ein0]; 
    Vdot2=[1;0]; 
    %Vdot=Vdot1 +mu*Vdot2 
     
    SigRdot1(1)=Vdot1(1); 
    SigRdot2(1)=Vdot2(1); 
    ETdot1(1)=Vdot1(2); 
    ETdot2(1)=Vdot2(2); 
     
    for i=1:N 
        %======================== 
        % itau,i 
        sr=ar*ER(i)+arz*EZ+art*ET(i); 
        st=art*ER(i)+at*ET(i)+atz*EZ; 
        sz=arz*ER(i)+atz*ET(i)+az*EZ; 
        Q=ar*ER(i)^2+az*EZ^2+at*ET(i)^2+... 
            2*art*ER(i)*ET(i)+2*arz*ER(i)*EZ+2*atz*ET(i)*EZ; 
         
        %A coefficients======================== 
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        z=c*exp(Q); 
        A11=z*(2*st^2+at); 
        A12=z*(2*sr*st+art); 
        A22=z*(2*sr^2+ar); 
         
        C11=(A12/A22-1)/R(i); 
        C12=(A11-A12^2/A22)/R(i); 
        C21=1/(A22*R(i)); 
        C22=-(1+A12/A22)/R(i); 
         
        % Integration Step      ================ 
         
        D=[1/dR-C11 -C12; -C21 1/dR-C22]; 
         
        DINV=inv(D); 
        VECTOR=DINV*[SigRdot1(i);ETdot1(i)]/dR; 
        SigRdot1(i+1)=VECTOR(1); ETdot1(i+1)=VECTOR(2); 
         
        VECTOR=DINV*[SigRdot2(i);ETdot2(i)]/dR; 
        SigRdot2(i+1)=VECTOR(1); ETdot2(i+1)=VECTOR(2); 
         
    end %i 
         
        %Blend coefficient mu is chosen to  satisfy BC at R=Rex 
        
        mu=(Eex0-ETdot1(N+1))/ETdot2(N+1); 
        SigRdot=SigRdot1+mu*SigRdot2; 
        ETdot=ETdot1+mu*ETdot2; 
         
        SigTdot=(A11-A12^2/A22)*ETdot+A12/A22*SigRdot; 
        ERdot=SigRdot/A22-A12/A22*ETdot; 
         
        %Update at next tau============================        
              
        ASigR(itau+1,:)=ASigR(itau,:)+SigRdot(:)'*dtau; 
        AET(itau+1,:)=AET(itau,:)+ETdot(:)'*dtau; 
        ASigT(itau+1,:)=ASigT(itau,:)+SigTdot(:)'*dtau; 
        AER(itau+1,:)=AER(itau,:)+ERdot(:)'*dtau; 




AET1  =AET(Ntau,:); 
ASigT1=ASigT(Ntau,:); 





    subplot(2,2,1) 
    plot(R,ASigR(Ntau+1,:)*.1e-3,'r','linewidth',3);grid on; 
    set(gca,'FontSize',20,'FontName','Arial') 
    xlabel('R(m)'); ylabel('SigmaR (kPa)'); 
    title('Radial Stress Distribution'); 
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    subplot(2,2,2) 
    plot(R,ASigT(Ntau+1,:)*.1e-3,'r','linewidth',3);grid on; hold on 
%     plot(1.7*10^-3,n1,'.m','linewidth',2) 
    set(gca,'FontSize',20,'FontName','Arial') 
    xlabel('R(m)'); ylabel('SigmaT (kPa)'); 
    title('Circumferential Stress Distribution'); 
     
    subplot(2,2,3) 
    plot(R,AET(Ntau+1,:),'r','linewidth',3);grid on; hold on 
%     plot(1.7*10^-3,n2,'.m','linewidth',2) 
    set(gca,'FontSize',20,'FontName','Arial') 
    xlabel('R(m)'); ylabel('ET '); 
    title('Circumferential Strain Distribution'); 
     
    subplot(2,2,4) 
    plot(R,AER(Ntau+1,:),'r','linewidth',3);grid on; 
    set(gca,'FontSize',20,'FontName','Arial') 
    xlabel('R(m)'); ylabel('ER '); 















%Integration in geometry relating to load free state 
R=linspace(rin,rex,N+1);  % 
dR=(rex-rin)/N; %thickness of elementary layer 
  
  
%INITIALIZATION at tau=0 
%No load but SigRdot(1)=-p; 
%At zero pressure - zero stresses and strains before go to the loop 
%on load tau 
  
%Initial stresses and strains at (tau=0, itau=1)before tau loop 
















for itau=1:Ntau-1   
%============================== 






% Sensitivies at INNER wall (i=1)========================= 
%     Vdot1=[0;Ein0]; 
%     Vdot2=[1;0]; 
     
    Vdot1=[-P;0]; 
    Vdot2=[0;1]; 
     
     
    %Vdot=Vdot1 +mu*Vdot2 
     
    SigRdot1(1)=Vdot1(1); 
    SigRdot2(1)=Vdot2(1); 
    ETdot1(1)=Vdot1(2); 
    ETdot2(1)=Vdot2(2); 
     
    for i=1:N 
        %======================== 
        % itau,i 
        sr=ar*ER(i)+arz*EZ+art*ET(i); 
        st=art*ER(i)+at*ET(i)+atz*EZ; 
        sz=arz*ER(i)+atz*ET(i)+az*EZ; 
        Q=ar*ER(i)^2+az*EZ^2+at*ET(i)^2+... 
            2*art*ER(i)*ET(i)+2*arz*ER(i)*EZ+2*atz*ET(i)*EZ; 
         
        %A coefficients======================== 
        z=c*exp(Q); 
        A11=z*(2*st^2+at); 
        A12=z*(2*sr*st+art); 
        A22=z*(2*sr^2+ar); 
         
        C11=(A12/A22-1)/R(i); 
        C12=(A11-A12^2/A22)/R(i); 
        C21=1/(A22*R(i)); 
        C22=-(1+A12/A22)/R(i); 
         
        % Integration Step      ================ 
         
        D=[1/dR-C11 -C12; -C21 1/dR-C22]; 
         
        DINV=inv(D); 
        VECTOR=D\[SigRdot1(i);ETdot1(i)]/dR; 
        SigRdot1(i+1)=VECTOR(1); ETdot1(i+1)=VECTOR(2); 
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        VECTOR=D\[SigRdot2(i);ETdot2(i)]/dR; 
        SigRdot2(i+1)=VECTOR(1); ETdot2(i+1)=VECTOR(2); 
         
    end %i 
            
        %Blend coefficient mu is chosen to  satisfy BC at R=Rex 
        
%         mu=(Eex0-ETdot1(N+1))/ETdot2(N+1); 
        mu=(-SigRdot1(N+1))/SigRdot2(N+1); 
             
        SigRdot=SigRdot1+mu*SigRdot2; 
       
        ETdot=ETdot1+mu*ETdot2; 
         
        SigTdot=(A11-A12^2/A22)*ETdot+A12/A22*SigRdot; 
        ERdot=SigRdot/A22-A12/A22*ETdot; 
         
        %Update at next tau============================        
              
        ASigR(itau+1,:)=ASigR(itau,:)+SigRdot(:)'*dtau; 
        AET(itau+1,:)=AET(itau,:)+ETdot(:)'*dtau; 
        ASigT(itau+1,:)=ASigT(itau,:)+SigTdot(:)'*dtau; 
        AER(itau+1,:)=AER(itau,:)+ERdot(:)'*dtau; 










    figure 
ASigR(Ntau,:) 
R 
    subplot(2,2,1) 
    plot(R,ASigR(Ntau,:)*.1e-3,'b','linewidth',3);grid on; 
    set(gca,'FontSize',20,'FontName','Arial') 
    xlabel('R(m)'); ylabel('SigmaR (kPa)'); 
    title('Radial Stress Distribution'); 
     
    subplot(2,2,2) 
    plot(R,ASigT(Ntau,:)*.1e-3,'b','linewidth',3);grid on; hold on 
%     plot(1.7*10^-3,n1,'.m','linewidth',2) 
    set(gca,'FontSize',20,'FontName','Arial') 
    xlabel('R(m)'); ylabel('SigmaT (kPa)'); 
    title('Circumferential Stress Distribution'); 
     
    subplot(2,2,3) 
    plot(R,AET(Ntau,:),'b','linewidth',3);grid on; hold on 
%     plot(1.7*10^-3,n2,'.m','linewidth',2) 
    set(gca,'FontSize',20,'FontName','Arial') 
    xlabel('R(m)'); ylabel('ET'); 
    title('Circumferential Strain Distribution'); 
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    subplot(2,2,4) 
    plot(R,AER(Ntau,:),'b','linewidth',3);grid on; 
    set(gca,'FontSize',20,'FontName','Arial') 
    xlabel('R(m)'); ylabel('ER'); 
    title('Radial Strain Distribution'); 
end 
 	  	  
10.2	  MATLAB	  Codes	  Based	  on	  PWV	  	  
File name: run_Anliker_fminsearch_plots.m 
% Parametric analysis for our Pseudoelastic model using the fminsearch 
% function for finding the best convergence points for a1,a2,c. Poisson  
% coefficient A4 is fixed. fminbnd finds the minimum of a function of 
one  
% variable within a fixed interval. 
% fminsearch Multidimensional unconstrained nonlinear minimization 
(Nelder-Mead). 
%     X = fminsearch(FUN,X0) starts at X0 and attempts to find a local 
minimizer  
%     X of the function FUN.  FUN is a function handle.  FUN accepts 
input X and  
%     returns a scalar function value F evaluated at X. X0 can be a 
scalar, vector  
%     or matrix. 
% [xValue,yValue,zValue, fValue,exitflag,output] = 
fminsearch(three_var(x,y,z),x0, y0, z0) 
% X is the 1D array which returns (x,y,z),  
% FVAL - result of the function 
% Exit flag -      1  Maximum coordinate difference between current 
best point and other 
%         points in simplex is less than or equal to TolX, and 
corresponding  
%         difference in function values is less than or equal to 
TolFun. 
%      0  Maximum number of function evaluations or iterations reached. 
%     -1  Algorithm terminated by the output function. 
% OUTPUT - returns a structure 
%     OUTPUT with the number of iterations taken in OUTPUT.iterations, 
the 
%     number of function evaluations in OUTPUT.funcCount, the algorithm 
name  
%     in OUTPUT.algorithm, and the exit message in OUTPUT.message. 
%  
% Date: 07/26/2014 -revision 1 
%       08/05/2014 - updated based on examples found on the MatLab 
site. 
%       Key was passing in the 4 variables as an array. v=(a1,a2,a4,c) 
%       04/04/2015 - updated to use our new and improved non-linear 
%       thickwall model 





%try a quick example 1st to understand fminbnd 
%For example, to find the minimum of the function f(x) = x3 ñ 2x ñ 5 on  
%the interval (0,2), create an anonymous function f 
%----------------------------------------------------------------------
-- 
%f = @(x)x.^3-2*x-5; 
% f = inline('x.^3-2*x-5'); 
% %Then invoke fminbnd with 
% [x,fval,exitflag,output] = fminsearch(f,2) 
  
disp('------------------------------------------------'); 
disp('-------start of fminsearch for our alg----------'); 
disp('------------------------------------------------'); 
%Elastic properties from Zhou, Fung 1997 
%C=[49600  120200 124500 126000 153600 172900];  %Pa 
%A1=[0.32 0.289 0.338 0.175 0.2 0.264];    %non-dim 
%A2=[0.451 0.397 0.441 0.314 0.292 0.379]; 
%A4=[0.0681 0.0727 0.0099 0.0406 0.039 0.0461]; 
%declare constants 
nl=1; %single layer thick model (media only) 
R0=3.83e-3;  
h=1.35e-3; %m from Jones,-Anliker, 1971 to verify PWV 
Ri=R0-h; 
Ni=50;  % was 90 
N=200; NP=Ni;  %for numerical methods #of intervals, #of load intervals 
p=220;%  Must be greater then 200: pressure mmHg; 
p=p*0.13332; %convert mmHg to kPa 
  
PE=  [60  80  100  120 140 160 180 200]; %experimental pressure 
PWVE=[4.2 4.5 4.9  5.5 6.1 6.7 7.5 8.1]; %experimental PWV 
  
%results from the parametric analysis (run_anliker_leastsquare_NLTW) 
a11   = .016; 
a22   = .42; 
a12   = 0.035; %mean value 
c    = 60.5;  
v(1) = a11; 
v(2) = a22; 
v(3) = a12; 
v(4) = c; 
  
  
%options = optimset('TolFun',4.4670e-04, 'Display', 'notify', 
'MaxFunEvals', 600, 'MaxIter', 600, 'FunValCheck', 'on'); 
options = optimset('TolFun',4.4670e-04, 'Display', 'iter', 
'MaxFunEvals', 120000, 'MaxIter', 120000, 'FunValCheck', 'on',... 
    'PlotFcns',@optimplotfval); 





disp('Alg. used='), disp(OUTPUT.algorithm); 
disp('Message='),   disp(OUTPUT.message); 
disp('A11='),       disp(X(1)); 
disp('A12='),       disp(X(3));  
disp('A22='),       disp(X(2)); 
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disp('C='),         disp(X(4)); 












% Input Data - Experimental measurements from  
%------------------------------------------------------ 
%PE=  [60  80  100  120 140 160 ]; %experimental pressure 
%PWVE=[4.2 4.5 4.9  5.4 6.0 6.5 ]; %experimental PWV 
  













  title({'PWV vs. Pressure'; 'Nonlinear Elasticity, Nonlinear 
Deformation, Thickwall'},'FontSize',18,'FontName','Arial'); 
  set(gca,'FontSize',18,'FontName','Arial') 
  xlabel('Pressure 
[mmHg]','FontSize',18,'Color','k','FontName','Arial'); 
  ylabel('PWV [m/s]','FontSize',18,'Color','k','FontName','Arial'); 
hold on   
plot(PE,PWVE,'s',... 
        'MarkerEdgeColor','k',... 
        'MarkerFaceColor','r',... 
        'MarkerSize',6) 





set(h1,'linewidth',2)% to change the first line 
set(h2,'linewidth',2) % to change the second line 
grid on 









% ylabel('Stress [Pa]','FontSize',18,'Color','k','FontName','Arial') 






set(h1,'linewidth',2)% to change the first line 
set(h2,'linewidth',2) % to change the second line 
grid on 









% ylabel('Strain [Pa]','FontSize',18,'Color','k','FontName','Arial') 

















%results from the parametric analysis (run_anliker_leastsquare_NLTW) 
% a11   = .016; 
% a22   = .42; 
% a12   = 0.035; %mean value 
% c    = 60.5;  






File name: fPWV_LstSquare_nltw.m 
 %---------------------------------------------------------------------
--- 
%  File: fPWV_LstSquare_nltw - calculates the PWV and least square 
value fit 
%  
%  Revidion History: 07/01/2014 - intital revision 
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% 
% Description: To optimize the best fit to a curve using our alg. we 
% decided to use the fminsearch from the MatLab optimization toolbox. 
This 
% function requires an array for the variable inputs and only 1 return 
% variable. For our purpose it is the least square between the expected 
and 
% calculated points. This function simply combines our separate 
functions  
% fPWV_Pseudoelastic, and LstSquare to accomplish this goal. 
% @param - v        - array which contains (c,a1,a2,a4) used by alg. 




a11 = v(1); 
a22 = v(2); 
a12 = v(3); 
c  = v(4); 
%a4   = 0.04; %mean value 
%declare constants 
% Ni=100;  %was 90, number of interpolative points 





nl=1; %single layer thick model (media only) 
R0=3.83e-3;  
h=1.35e-3; %m from Jones,-Anliker, 1971 to verify PWV 
Ri=R0-h; 
Ni=50;  % was 90 
N=200; NP=Ni;  %for numerical methods #of intervals, #of load intervals 
p=220;%  Must be greater then 200: pressure mmHg; 
p=p*0.13332; %convert mmHg to kPa 
%------------------------------------------------------ 
% Anliker_1973 
% Input Data - Experimental measurements from  
%------------------------------------------------------ 
%PE=  [60  80  100  120 140 160 ]; %experimental pressure 
%PWVE=[4.2 4.5 4.9  5.4 6.0 6.5 ]; %experimental PWV 
PE=  [60  80  100  120 140 160 180 200]; %experimental pressure 
PWVE=[4.2 4.5 4.9  5.5 6.1 6.7 7.5 8.1]; %experimental PWV 
R0=3.83e-3;  
%h_dog=1.35e-3; %m from Jones,-Anliker, 1971 to verify PWV 
h=1.35e-3; %m from Jones,-Anliker, 1971 to verify PWV 
  
  
%run the alg for a set of constants (a1,a2,a4,c) 









    PmmHg=PmmHg; 
else 
    %PmmHg=[40  60  80  100 120 140 ]; 
    PmmHg=800*real(PmmHg); 
    %disp('PmmHg'),  disp(PmmHg); 
end 
if(isreal(PWV)) 
    PWV=PWV; 
else 
    PWV=800*real(PWV);; 
    %disp('PWV'),  disp(PWV); 
end 
  
%calculate least square fit calculated vs. measured curve 
LS=LstSquare(PmmHg,PE,PWV,PWVE);   
  
if(isnan(LS)) 
    LS=100; 
elseif(isreal(LS)) 
    LS=LS; 
else 





File name: fFung_multilayer_hyperelastic.m 
%----------------------------------------------------------------------
-- 
%  File: fFung_multilayer_hyperelastic - Model incorporates a single 
layer 
% thick wall or a 2 layer thick wall. Based on 'Fung reference'  
% 
% Author: Alex Liberson, J. Lillie - Based on a derivation by Alex 
Liberson 
% Date: 02/08/2015 -revision 1 
% @param  - nl  - number of layers in the aortic wall (1 or 2) 
supported 
% @param  - a  - inner radius (mm) 
% @param  - b - Outer radius (internal radius +h) (mm) 
% @param  - N - for numerical methods #of intervals,  
% @param  - NP - #of load intervals 
% @param  - p  - Pressure maximum(kPa) 
% @param  - c   - (kPa) Fung's constants from Holzaphel 2004 arterial 
wall constant 
% @param  - a11 - Fung's constants from Holzaphel 2004 arterial wall 
constant 
% @param  - a22 - Fung's constants from Holzaphel 2004 arterial wall 
constant 
% @param  - a12 - Fung's constants from Holzaphel 2004 arterial wall 
constant (Poissons coef) 
% ---------------------------------------------------------------------
--- 
% @return - PP       - pressure (kPa) 
% @return - PmmHg    - pressure in (mmHg)  
% @return - r        - radius 
% @return - SRA      -  
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% @return - UA       - Wall deflection(m) at the maximum pressure input 
(p)  
% @return - UIN      -  
% @return - ETA      - Wall deflection/radius (unitless) 
% @return - STA      -  
% @return - DP_DETA  -  
% @return - PWVsys   - PWV at systolic pressure  (m/s) 














%       DP METHOD 
%======================================================= 
%We split Total load by NP incremental loads 
%Within each increment we solve eq with respect to sensitivities 
%Sensitivities have the same notation as our SR and U 
%Absolute values have notations with added extention A - absolute 
h=(b-a)/N; %number of layers 
  
pmax=p; 
%NP=2; %- number of load intervals 
dp=pmax/NP; 
%p=0; %start with sensitivities at zero load 
SigU1=[-1 0]';  %SigU[SIGR,U] at inner radius 
SigU2=[0 1]'; 
SR1(1)=SigU1(1);  U1(1)=SigU1(2);  %relates to contributor 1 
SR2(1)=SigU2(1);  U2(1)=SigU2(2);  %relates to contributor 2 
  








    SigU1=[-1 0]';  %SigU[SIGR,U] at inner radius 
    SigU2=[0 1]'; 
    SR1(1)=SigU1(1);  U1(1)=SigU1(2);  %relates to contributor 1 
    SR2(1)=SigU2(1);  U2(1)=SigU2(2);  %relates to contributor 2 
     
    for i=1:N 
                    
        s1=a11*ERA(i)+a12*ETA(i); 
        s2=a12*ERA(i)+a22*ETA(i); 
        Q=s1*ERA(i)+s2*ETA(i); 
61	  	  
         
        A(1,1)=2*c*exp(Q)*(a11+2*s1*s1); 
        A(1,2)=2*2*exp(Q)*(a12+2*s1*s2); 
        A(2,1)=A(1,2); 
        A(2,2)=2*c*exp(Q)*(a22+2*s2*s2); 
         
        %for a single layer comment lines in '71-79' 
        %========================================= 
         %test single layer model or 2 layer model 
        if(nl==2) 
            if(i>2/3*N) 
                % The mean ratio of the tunica adventitia and the  
                % tunica media plus tunica intima wall thickness is  
                % approximately 1:2 [Hozapfel_2004] 
                A(1,1)=0.1*A(1,1); 
                A(1,2)=0.1*A(1,2); 
                A(2,1)=A(1,2); 
                A(2,2)=0.1*A(2,2); 
            end 
        end 
        %============================================ 
                
        if(i==1) 
            ET1(i)=U1(i)/r(i); 
            ER1(i)=(SR1(i)-A(1,2)*ET1(i))/A(1,1); 
            ST1(i)=A(1,2)*ER1(i)+A(2,2)*ET1(i); 
             
            ET2(i)=U2(i)/r(i); 
            ER2(i)=(SR2(i)-A(1,2)*ET2(i))/A(1,1); 
            ST2(i)=A(1,2)*ER2(i)+A(2,2)*ET2(i); 
        end 
             
                 
%         A(1,1)=Eb;  A(2,2)=Eb;  A(1,2)=Eb*nju;  A(2,1)=A(1,2); 
         
        B=inv(A); 
        c11=-(1+B(1,2)/B(2,2)); c12=1/B(2,2); 
        c21=1/A(1,1);           c22=-A(1,2)/A(1,1); 
         
         
        rmid=0.5*(r(i)+r(i+1)); 
        C(1,1)=c11/rmid; 
        C(1,2)=c12/rmid^2; 
        C(2,1)=c21; 
        C(2,2)=c22/rmid; 
        D(1,1)=1-h*C(1,1); 
        D(1,2)=-h*C(1,2); 
        D(2,1)=-h*C(2,1); 
        D(2,2)=1-h*C(2,2); 
         
        SigU1=inv(D)*SigU1; 
        SigU2=inv(D)*SigU2; 
         
        SR1(i+1)=SigU1(1); 
        U1 (i+1)=SigU1(2); 
        SR2(i+1)=SigU2(1); 
62	  	  
        U2 (i+1)=SigU2(2); 
         
        ET1(i+1)=U1(i+1)/r(i+1); 
        ER1(i+1)=(SR1(i+1)-A(1,2)*ET1(i+1))/A(1,1); 
        ST1(i+1)=A(1,2)*ER1(i+1)+A(2,2)*ET1(i+1); 
         
        ET2(i+1)=U2(i+1)/r(i+1); 
        ER2(i+1)=(SR2(i+1)-A(1,2)*ET2(i+1))/A(1,1); 
        ST2(i+1)=A(1,2)*ER2(i+1)+A(2,2)*ET2(i+1);         
         
    end  %i 
     
    %Blend coefficient 
    Ablend=-SR1(N+1)/SR2(N+1); 
     
    %Total solution for sensitivities satisfying BC: 
    SR=SR1+Ablend*SR2; 
    U=U1+Ablend*U2;  %U - is a Ubar, of dU/Dp 
    ST=ST1+Ablend*ST2; 
    ET=ET1+Ablend*ET2; 
    ER=ER1+Ablend*ER2; 
        
    DP_DETA(ip)=a/U(1); %sensitivity to relative displacement 
    PP(ip)=dp*ip; 
    UU1(ip)=U(1); 
     
     
    %Restore variables at incrementally increased pressure 
     
    SRA=SRA+dp*SR; 
    UA=UA+dp*U; 
    ETA1=UA./r; 
    STA=STA+dp*ST; 
    ETA=ETA+dp*ET; 
    ERA=ER+dp*ER; 
     
    UIN(ip)=UA(1); 
    
end %ip 
  
PmmHg = PP*7.5;      %kPa->mmHg  
rho=1; %density of the blood 
PWVdias=sqrt((1+(UIN/a)/(2*rho)).*DP_DETA); 
PWVsys=PWVdias/0.85; % estimate of the change is speed due to  
                       % flow velocity at systolic 
 
File name: LstSquare.m 
%----------------------------------------------------------------------
-- 
%  File: LstSquare - calculates the least square value 
%  Author: J. Lillie 
%  Revision History: 07/01/2014 - initial revision 
% 
% Description: Least Square Version  
% input data: arrays of PWVE and PE as measured data 
% @param - P        - pressure (Pa) 
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% @param - PE       - pressure expected(Pa), measured invivo 
% @param - PWV      - PWV (m/s) 
% @param - PWVE     - PWV (m/s), measured invivo 






%Interpolate PWV given PE 
PWVI=interp1(P,PWV,PE); 
LS=sum((PWVI-PWVE).^2)/length(PE); 
 	  	  
10.3	  MATLAB	  Codes	  Based	  on	  Pressure	  vs.	  Wall	  Displacement	  Measurements	  	  
File name: run_Anliker_fminsearch_plots_dia.m	  
%----------------------------------------------------------------------
------------------- 
% Parametric analysis for our Pseudoelastic model using the fminsearch 
% function for finding the best convergence points for a1,a2,c. Poisson  
% coefficient A4 is fixed. fminbnd finds the minimum of a function of 
one  
% variable within a fixed interval. 
% fminsearch Multidimensional unconstrained nonlinear minimization 
(Nelder-Mead). 
%     X = fminsearch(FUN,X0) starts at X0 and attempts to find a local 
minimizer  
%     X of the function FUN.  FUN is a function handle.  FUN accepts 
input X and  
%     returns a scalar function value F evaluated at X. X0 can be a 
scalar, vector  
%     or matrix. 
% [xValue,yValue,zValue, fValue,exitflag,output] = 
fminsearch(three_var(x,y,z),x0, y0, z0) 
% X is the 1D array which returns (x,y,z),  
% FVAL - result of the function 
% Exit flag -      1  Maximum coordinate difference between current 
best point and other 
%         points in simplex is less than or equal to TolX, and 
corresponding  
%         difference in function values is less than or equal to 
TolFun. 
%      0  Maximum number of function evaluations or iterations reached. 
%     -1  Algorithm terminated by the output function. 
% OUTPUT - returns a structure 
%     OUTPUT with the number of iterations taken in OUTPUT.iterations, 
the 
%     number of function evaluations in OUTPUT.funcCount, the algorithm 
name  
%     in OUTPUT.algorithm, and the exit message in OUTPUT.message. 
%  
% Date: 07/26/2014 -revision 1 
%       08/05/2014 - updated based on examples found on the MatLab 
site. 
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%       Key was passing in the 4 variables as an array. v=(a1,a2,a4,c) 
%       04/04/2015 - updated to use our new and improved non-linear 
%       thickwall model 
clc; clear all; close all 
  
disp('------------------------------------------------'); 
disp('-------start of fminsearch for our alg----------'); 
disp('------------------------------------------------'); 
%Elastic properties from Zhou, Fung 1997 
%C=[49600  120200 124500 126000 153600 172900];  %Pa 
%A1=[0.32 0.289 0.338 0.175 0.2 0.264];    %non-dim 
%A2=[0.451 0.397 0.441 0.314 0.292 0.379]; 
%A4=[0.0681 0.0727 0.0099 0.0406 0.039 0.0461]; 
%declare constants 
nl=1; %single layer thick model (media only) 
R0=3.83e-3;  
h=1.35e-3; %m from Jones,-Anliker, 1971 to verify PWV 
Ri=R0-h; 
Ni=100;  % was 90 
N=200; NP=Ni;  %for numerical methods #of intervals, #of load intervals 
p=220;%  Must be greater then 200: pressure mmHg; 
p=p*0.13332; %convert mmHg to kPa 
  
%results from the parametric analysis (run_anliker_leastsquare_NLTW) 
a11   = .020; 
a22   = .45; 
a12   = 0.045; %mean value 
c    = 68.5; %kPa 
v(1) = a11; 
v(2) = a22; 
v(3) = a12; 
v(4) = c; 
  
%Single run with initial data 
%======================================================================
============================================ 





plot(DIN,P*7.5,'k','LineWidth',2); grid on 
  
title({'Internal Diameter vs Pressure'; 'Thickwall Original 
Properties'},'FontSize',18,'FontName','Arial'); 
  set(gca,'FontSize',18,'FontName','Arial') 
  ylabel('Pressure 
[mmHg]','FontSize',18,'Color','k','FontName','Arial'); 
  xlabel('Diameter [m]','FontSize',18,'Color','k','FontName','Arial'); 
  
hold on  
PE   =[70.4    114    136    171]; 
%DinEx=[0.0094 0.0114 0.012 0.013];  %internal diameters from 
experiment 
DinEx=[0.01 0.012 0.0128 0.0135];  %internal diameters from experiment 
plot(DinEx,PE,'s',... 
        'MarkerEdgeColor','k',... 
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        'MarkerFaceColor','r',... 
        'MarkerSize',6) 




     
options = optimset('TolFun',4.4670e-04, 'Display', 'iter', 
'MaxFunEvals', 40000, 'MaxIter', 40000, 'FunValCheck', 'on',... 
    'PlotFcns',@optimplotfval); 
% options = optimset('TolFun',4.4670e-04, 'Display', 'notify', 
'MaxFunEvals', 1200, 'MaxIter', 1200, 'FunValCheck', 'on'); 
%====================================================================== 
[X,FVAL,EXITFLAG,OUTPUT] = fminsearch(@fPWV_LstSquare_nltw_dia,v, 
options) 
%====================================================================== 






disp('Alg. used='), disp(OUTPUT.algorithm); 
disp('Message='),   disp(OUTPUT.message); 
disp('A11='),       disp(X(1)); 
disp('A12='),       disp(X(3));  
disp('A22='),       disp(X(2)); 
disp('C='),         disp(X(4)); 
disp('FVAL='),      disp(FVAL); 
  
% PE=  [60  80  100  120 140 160 180 200]; %experimental pressure 
% PWVE=[4.2 4.5 4.9  5.5 6.1 6.7 7.5 8.1]; %experimental PWV 
  





set(h1,'linewidth',2)% to change the first line 
set(h2,'linewidth',2) % to change the second line 
grid on 














set(h1,'linewidth',2)% to change the first line 
66	  	  
set(h2,'linewidth',2) % to change the second line 
grid on 






























title({'Internal Diameter vs Pressure'; 'Thickwall Optimized 
Properties'},'FontSize',18,'FontName','Arial'); 
  set(gca,'FontSize',18,'FontName','Arial') 
  ylabel('Pressure 
[mmHg]','FontSize',18,'Color','k','FontName','Arial'); 
  xlabel('Diameter [m]','FontSize',18,'Color','k','FontName','Arial'); 
hold on  
grid on 
PE   =[70.4    114    136    171]; 
DinEx=[0.01 0.012 0.0128 0.0135];  %internal diameters from experiment 
plot(DinEx,PE,'s',... 
        'MarkerEdgeColor','k',... 
        'MarkerFaceColor','r',... 
        'MarkerSize',6) 
legend('Theoretical Prediction','Experimental Data') 
  
 
File name: fPWV_LstSquare_nltw_dia.m 
%----------------------------------------------------------------------
-- 
%  File: fPWV_LstSquare_nltw_dia - calculates the PWV and least square 
value fit 
%  
%  Revidion History: 07/01/2014 - intital revision 
% 
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% Description: To optimize the best fit to a curve using our alg. we 
% decided to use the fminsearch from the MatLab optimization toolbox. 
This 
% function requires an array for the variable inputs and only 1 return 
% variable. For our purpose it is the least square between the expected 
and 
% calculated points. This function simply combines our separate 
functions  
% fPWV_Pseudoelastic, and LstSquare to accomplish this goal. 
% @param - v        - array which contains (c,a1,a2,a4) used by alg. 




%Given vector v results in a Least Square:   LS 
a11 = v(1); 
a22 = v(2); 
a12 = v(3); 
c  = v(4); 
  
%declare constants 
nl=1; %single layer thick model (media only) 
R0=3.83e-3;  
h=1.35e-3; %m from Jones,-Anliker, 1971 to verify PWV 
Ri=R0-h; 
Ni=50;  % was 90 
N=200; NP=Ni;  %for numerical methods #of intervals, #of load intervals 
p=220;%  Must be greater then 200: pressure mmHg; 
p=p*0.13332; %convert mmHg to kPa 
%------------------------------------------------------ 
% Anliker_1973 
% Input Data - Experimental measurements from  
%------------------------------------------------------ 
% PE=  [60  80  100  120 140 160 180 200]; %experimental pressure 
% PWVE=[4.2 4.5 4.9  5.5 6.1 6.7 7.5 8.1]; %experimental PWV 
R0=3.83e-3;  
%h_dog=1.35e-3; %m from Jones,-Anliker, 1971 to verify PWV 
h=1.35e-3; %m from Jones,-Anliker, 1971 to verify PWV 
  






%Given properties AND GEO calculates arrays:  
if(isreal(PmmHg)) 
    PmmHg=PmmHg; 
else 
    %PmmHg=[40  60  80  100 120 140 ]; 
    PmmHg=800*real(PmmHg); 
    %disp('PmmHg'),  disp(PmmHg); 
end 
if(isreal(PWV)) 
    PWV=PWV; 
else 
    PWV=800*real(PWV); 
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    %disp('PWV'),  disp(PWV); 
end 
  
%calculate least square fit calculated vs. measured curve 
% LS=LstSquare(PmmHg,PE,PWV,PWVE);   
DinTh=2*(r(1)+UIN); 
PE   =[70.4    114    136    171]; 
%DinEx=[0.0094 0.0114 0.012 0.013];  %internal diameters from 
experiment 




    LS=100; 
elseif(isreal(LS)) 
    LS=LS; 
else 





File name: fFung_multilayer_hyperelastic.m 
%----------------------------------------------------------------------
-- 
%  File: fFung_multilayer_hyperelastic - Model incorporates a single 
layer 
% thick wall or a 2 layer thick wall. Based on 'Fung reference'  
% 
% Author: Alex Liberson, J. Lillie - Based on a derivation by Alex 
Liberson 
% Date: 02/08/2015 -revision 1 
% @param  - nl  - number of layers in the aortic wall (1 or 2) 
supported 
% @param  - a  - inner radius (mm) 
% @param  - b - Outer radius (internal radius +h) (mm) 
% @param  - N - for numerical methods #of intervals,  
% @param  - NP - #of load intervals 
% @param  - p  - Pressure maximum(kPa) 
% @param  - c   - (kPa) Fung's constants from Holzaphel 2004 arterial 
wall constant 
% @param  - a11 - Fung's constants from Holzaphel 2004 arterial wall 
constant 
% @param  - a22 - Fung's constants from Holzaphel 2004 arterial wall 
constant 
% @param  - a12 - Fung's constants from Holzaphel 2004 arterial wall 
constant (Poissons coef) 
% ---------------------------------------------------------------------
--- 
% @return - PP       - pressure (kPa) 
% @return - PmmHg    - pressure in (mmHg)  
% @return - r        - radius 
% @return - SRA      -  
% @return - UA       - Wall deflection(m) at the maximum pressure input 
(p)  
% @return - UIN      -  
% @return - ETA      - Wall deflection/radius (unitless) 
69	  	  
% @return - STA      -  
% @return - DP_DETA  -  
% @return - PWVsys   - PWV at systolic pressure  (m/s) 














%       DP METHOD 
%======================================================= 
%We split Total load by NP incremental loads 
%Within each increment we solve eq with respect to sensitivities 
%Sensitivities have the same notation as our SR and U 
%Absolute values have notations with added extention A - absolute 
h=(b-a)/N; %number of layers 
pmax=p; 
%NP=2; %- number of load intervals 
dp=pmax/NP; 
%p=0; %start with sensitivities at zero load 
SigU1=[-1 0]';  %SigU[SIGR,U] at inner radius 
SigU2=[0 1]'; 
SR1(1)=SigU1(1);  U1(1)=SigU1(2);  %relates to contributor 1 
SR2(1)=SigU2(1);  U2(1)=SigU2(2);  %relates to contributor 2 
  










    SigU1=[-1 0]';  %SigU[SIGR,U] at inner radius 
    SigU2=[0 1]'; 
    SR1(1)=SigU1(1);  U1(1)=SigU1(2);  %relates to contributor 1 
    SR2(1)=SigU2(1);  U2(1)=SigU2(2);  %relates to contributor 2 
     
    for i=1:N 
                    
        s1=a11*ERA(i)+a12*ETA(i); 
        s2=a12*ERA(i)+a22*ETA(i); 
        Q=s1*ERA(i)+s2*ETA(i); 
         
        A(1,1)=2*c*exp(Q)*(a11+2*s1*s1); 
        A(1,2)=2*2*exp(Q)*(a12+2*s1*s2); 
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        A(2,1)=A(1,2); 
        A(2,2)=2*c*exp(Q)*(a22+2*s2*s2); 
         
        %for a single layer comment lines in '71-79' 
        %========================================= 
         %test single layer model or 2 layer model 
        if(nl==2) 
            if(i>2/3*N) 
                % The mean ratio of the tunica adventitia and the  
                % tunica media plus tunica intima wall thickness is  
                % approximately 1:2 [Hozapfel_2004] 
                A(1,1)=0.1*A(1,1); 
                A(1,2)=0.1*A(1,2); 
                A(2,1)=A(1,2); 
                A(2,2)=0.1*A(2,2); 
            end 
        end 
        %============================================ 
                
        if(i==1) 
            ET1(i)=U1(i)/r(i); 
            ER1(i)=(SR1(i)-A(1,2)*ET1(i))/A(1,1); 
            ST1(i)=A(1,2)*ER1(i)+A(2,2)*ET1(i); 
             
            ET2(i)=U2(i)/r(i); 
            ER2(i)=(SR2(i)-A(1,2)*ET2(i))/A(1,1); 
            ST2(i)=A(1,2)*ER2(i)+A(2,2)*ET2(i); 
        end 
             
                 
%         A(1,1)=Eb;  A(2,2)=Eb;  A(1,2)=Eb*nju;  A(2,1)=A(1,2); 
%isotropic test 
         
        B=inv(A); 
        c11=-(1+B(1,2)/B(2,2)); c12=1/B(2,2); 
        c21=1/A(1,1);           c22=-A(1,2)/A(1,1); 
         
         
        rmid=0.5*(r(i)+r(i+1)); 
        C(1,1)=c11/rmid; 
        C(1,2)=c12/rmid^2; 
        C(2,1)=c21; 
        C(2,2)=c22/rmid; 
        D(1,1)=1-h*C(1,1); 
        D(1,2)=-h*C(1,2); 
        D(2,1)=-h*C(2,1); 
        D(2,2)=1-h*C(2,2); 
         
        SigU1=inv(D)*SigU1; 
        SigU2=inv(D)*SigU2; 
         
        SR1(i+1)=SigU1(1); 
        U1 (i+1)=SigU1(2); 
        SR2(i+1)=SigU2(1); 
        U2 (i+1)=SigU2(2); 
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        ET1(i+1)=U1(i+1)/r(i+1); 
        ER1(i+1)=(SR1(i+1)-A(1,2)*ET1(i+1))/A(1,1); 
        ST1(i+1)=A(1,2)*ER1(i+1)+A(2,2)*ET1(i+1); 
         
        ET2(i+1)=U2(i+1)/r(i+1); 
        ER2(i+1)=(SR2(i+1)-A(1,2)*ET2(i+1))/A(1,1); 
        ST2(i+1)=A(1,2)*ER2(i+1)+A(2,2)*ET2(i+1);         
         
    end  %i 
     
    %Blend coefficient 
    Ablend=-SR1(N+1)/SR2(N+1); 
     
    %Total solution for sensitivities satisfying BC: 
    SR=SR1+Ablend*SR2; 
    U=U1+Ablend*U2;  %U - is a Ubar, of dU/Dp 
    ST=ST1+Ablend*ST2; 
    ET=ET1+Ablend*ET2; 
    ER=ER1+Ablend*ER2; 
        
    DP_DETA(ip)=a/U(1); %sensitivity to relative displacement 
    PP(ip)=dp*ip; 
    UU1(ip)=U(1); 
     
     
    %Restore variables at incrementally increased pressure 
  
  
%SRA(1:N),UA(1:N),ETA1(1:N),STA(1:N),ERA(1:N) - radial stress,normal 
%displacement, circumferential strain, circumferential stress, radial 
strain at the 
%nominal pressure 
     
    SRA=SRA+dp*SR; 
    UA=UA+dp*U; 
    ETA1=UA./r; 
    STA=STA+dp*ST; 
    ETA=ETA+dp*ET; 
    ERA=ER+dp*ER; 
%     UA2(ip,:)=UA(:); 
     
    %UIN(1:NP)- relating displacements of internal cylinder surface 
    UIN(ip)=UA(1); 
    
end %ip 
  
%PWVsis(1:NP), PWVdias(1:NP) - sistolic and diastolic PWVs 
PmmHg = PP*7.5;      %kPa->mmHg  
rho=1; %density of the blood, in kg*10e3/m^3; since P is in kPa - 10e3 
is cancelled 
%PWVsis(1:NP), PWVdias(1:NP) - sistolic and diastolic PWVs 
PWVdias=sqrt((1+(UIN/a)/(2*rho)).*DP_DETA); 
PWVsys=PWVdias/0.85; % estimate of the change is speed due to  





File name: LstSquare_dia.m 
%----------------------------------------------------------------------
-- 
%  File: LstSquare_dia - calculates the least square value 
%   
% Description: Least Square Version  
% input data:arrays of PWVE and PE as measured data 
% @param - P        - pressure (Pa) 
% @param - PE       - pressure expected(Pa), measured invivo 
% @param - Dth      - Diameter (m) 
% @param - DE       - Diameter (m), measured invivo 





%Least Square calculated based on Theoretical Array of pressure - Pth, 
%related array of internal diameters Dth, experimental array PE of 
pressure 
% and related array of measured diameters DE 
  
  
%Interpolate experimental array of pressures PE to model array Pth to 





  	  
