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Abstract
It is shown in [2] that the expected L1 distance between f∗ and n
random polarizations of an essentially bounded function f with support
in a ball of radius L is bounded by 2dm(B2L)∣∣f ∣∣∞n
−1. This note comple-
ments [2]. It is shown that the same expected L1 distance is bounded by
cnn
−1 with limsupn→∞ cn ≤ 2
d+1 ∣∣∇f ∣∣1 for every f ∈W1,1(BL) ∩L
∞(BL).
Furthermore, the aforementioned expected L1 distance is O(n−1/q) for
f ∈ Lp(BL) with p > 1 and
1
p
+ 1
q
= 1. An exponential lower bound is pro-
vided for the expected measure of the symmetric difference between the
random polarizations of measurable sets and their Schwarz symmetriza-
tion. Finally, the rate n−1 is shown to be, in a sense, best possible for
the random polarizations of measurable sets: the expected symmetric dif-
ference between the random polarization of a ball and its corresponding
Schwarz symmetrization decays at the rate n−1.
1 Introduction
It is well known that there exists sequences of polarizations (a rearrangement
defined below) which can be applied iteratively to any initial function f ∈ Lp (1 ≤
p < ∞) to generate a sequence of functions (polarizations of f) which converge
in Lp to f∗ – the symmetric decreasing rearrangement of f . The convergence
is uniform when applied to continuous functions with compact support and,
when applied to compact sets, the convergence also holds with respect to the
Hausdorff distance (see [2] for a detailed overview). The first result on rates of
convergence of polarizations to the symmetric decreasing rearrangement appears
in [2, p.19]: if f ∈ L1(Rd) and bounded with support in BL, then
E[∣∣fσ1⋯σn − f∗∣∣1] ≤ 2dm(B2L)∣∣f ∣∣∞n−1. (1)
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The purpose of this note is to expand on (1).
2 Notation, rearrangements, results
2.1 Notation
In what follows, m is the Lebesgue measure with sigma algebra M; Br is the
ball of radius r centered at the origin; κd is the volume of B1 and ωd is the
surface area of B1. The space of reflections that do not map the origin to the
origin will be denoted by Ω and σx,y will denote the unique reflection that maps
x to y.
2.2 Rearrangements
A rearrangement T is a map T ∶ M→M that is both monotone (A ⊂ B implies
T (A) ⊂ T (B)) and measure preserving (m(T (A)) =m(A) for all A). If
µf(t) =m({f > t}) <∞ (2)
for all t > 0, then f is said to vanish at infinity and we can define its rearrange-
ment Tf by using the “layer cake principle”:
Tf(x) = ∫ ∞
0
1T ({f>t})(x)dt = sup{t ∶ x ∈ T ({f > t})}. (3)
2.2.1 Polarization
The polarization of f with respect to σ ∈ Ω is defined as
fσ(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
f(x) ∨ f(σ(x)) if x ∈Xσ+
f(x) ∧ f(σ(x)) if x ∈Xσ−
f(x) if x ∈Xσ
0
(4)
with Xσ
0
the hyperplane invariant under σ which splits Rd into two disjoint half-
spaces: Xσ+ , the half-space containing 0, and X
σ
− , the half-space not containing
0. If A is an arbitrary set, then its polarization with respect to σ is simply the
polarization of 1A and is denoted by A
σ:
Aσ = (σ(A ∩Xσ− ) ∩Ac) ∪ (σ(A ∩Xσ+ ) ∩A) ∪ (A ∩Xσ+ ) ∪ (A ∩Xσ0 ) . (5)
In other words, Aσ is the same as A except that the part of A contained in
Xσ− whose reflection does not lie in A is replaced by its reflection in X
σ
+ . As a
result, polarization is measure preserving. It is clear from (4) that fσ ≤ gσ for
all σ ∈ Ω whenever f ≤ g and thus polarization is monotone i.e., polarization
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is a rearrangement. One can check directly that {fσ > t} = {f > t}σ for all
σ ∈ Ω and, by (3), fσ is the rearrangement of f with respect to the polarization
rearrangement.
2.2.2 Schwarz Symmetrization
For any A ∈M there exists a unique open ball centered at the origin A∗ with the
same measure as A called the Schwarz symmetrization of A. If f(x) vanishes
at infinity, then its rearrangement with respect to the Schwarz rearrangement
is denoted by f∗(x). It is clear that f∗(x) is radially decreasing: f∗(x) ≤ f∗(y)
for ∣x∣ ≥ ∣y∣ and f(x) = f(y) for ∣x∣ = ∣y∣. In the literature, f∗ is also called the
symmetric decreasing rearrangement of f. If f vanishes at infinity, we let
rf(t) = (µf(t)
κd
)
1/d
(6)
denote the radius of the open ball {f > t}∗. The distribution function µf(t) is
always right continuous and thus so is rf (t). In particular, we have
{f∗ > t} = {f > t}∗ (7)
for all t ≥ 0 and thus f∗ is right continuous.
2.3 Random Polarizations
2.3.1 Construction of probability measures
Probability measures for Ω are easily constructed by mapping Ω to Rd via
the invertible map ϕ(σ) = σ(0): if (Rd,F , µ) is a probability space, then
P(ϕ−1(A)) = µ(A) yields a corresponding probability space for Ω. A partic-
ulary good choice is F =M and dµ = ∣x∣−(d−1)1B2Ldm:
P(ϕ−1(A)) = (2Lωd)−1∫
A∩B2L
∣x∣−(d−1)dx (8)
for A ∈M. This probability measure has the following pleasant property (see [2,
p.18]):
P(σ(x) ∈ A) = (2Lωd)−1 ∫
A∩B2L
∣x − y∣−(d−1) dy (9)
for every x ∈ BL.
2.3.2 Generating random polarizations
We will be working with an i.i.d sequence of random polarizations σn:
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P( n⋂
i=1
{σi ∈ ϕ−1(Bi)}) = n∏
i=1
P(ϕ−1(Bi)). (10)
Given f in L1, we can iteratively apply the n polarizations σ1, . . . , σn to f
resulting in the random polarization fσ1⋯σn . Since the σn are independent, it
is clear that fσ1⋯σn is a Markov chain.
2.4 Results
2.4.1 Rate of convergence estimates
Theorem 1. Define perf(t) ∶= per({f > t}). The following holds:
(i) If ∣∣f ∣∣∞ <∞, then E[∣∣fσ1⋯σn − f∗∣∣1] is bounded by
2dm(BL)∣∣f ∣∣∞ (1 +L−1(∣∣f ∣∣∞ωd) −1d−1 ∣∣perf∗ ∣∣ 1d−11 )
d−1
n−1. (11)
(ii) Suppose f ∈ Lp(BL) with p ≥ 1 and let xn denote the unique fixed point
of the function dLn−1(1 + x 1d )d−1. If p > 1 and n is large enough that
x
1/d
n < rf (0), then E[∣∣fσ1⋯σn − f∗∣∣1] is bounded by
Cd,p,L∣∣f ∣∣p n−1 (∫ 1
L−1x
1/d
n
(1 + r)(d−2)q
r(d−1)q/p
dr)
1/q
+ 2∣∣f∗1
∣x∣≤x
1/d
n
∣∣1 (12)
with 1
p
+ 1
q
= 1 and Cd,p,L = 2(d − 1)ω1/qd Ld/q+1/p. If p = 1 and n is large
enough that x
1/d
n < rf(0), then E[∣∣fσ1⋯σn − f∗∣∣1] is bounded by
2(d − 1)Ld−1∣∣f ∣∣1n−1(1 +L−1x1/dn )d−2x−(d−1)/dn + 2∣∣f∗1∣x∣≤x1/dn ∣∣1. (13)
(iii) If m(∂{f > t}) = 0 for almost every t and f ∈ L∞(BL), then
lim sup
n→∞
nE[∣∣fσ1⋯σn − f∗∣∣1] ≤ 2d+1L ∣∣perf∗ ∣∣1. (14)
(iv) If X0(t) =m({f > t}/{f∗ > t}), then
E[∣∣fσ1⋯σn − f∗∣∣1] ≥ 2∫ ∞
0
X0(t)(1 −L−1κ −1dd X 1d0 (t))ndt. (15)
We recall two well-known results about W 1,1(BL) which, combined with
(iii), yield the first corollary:
• If f ∈W 1,1(BL), then, by the Po´lya-Szego¨ inequality, f∗ ∈W 1,1(BL) and∣∣∇f∗∣∣1 ≤ ∣∣∇f ∣∣1.
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• If f ∈W 1,1(BL), then ∣∣perf ∣∣1 = ∣∣∇f ∣∣1. In particular, m(∂{f > t}) = 0 for
almost every t > 0.
Corollary 1. If f ∈W 1,1(BL) ∩L∞(BL), then
lim sup
n→∞
nE[∣∣fσ1⋯σn − f∗∣∣1] ≤ 2d+1L ∣∣∇f ∣∣1. (16)
Corollary 2. If f ∈ Lp(BL) with p > 1 and 1p + 1q = 1, then E[∣∣fσ1⋯σn − f∗∣∣1] =
O(n−1/q).
Proof. If f ∈ Lp(BL) with p > 1, then (12), Ho¨lder’s inequality and xn ∼ dLn−1
gives
E[∣∣fσ1⋯σn − f∗∣∣1] = O(n−1(∫ L
x
1/d
n
r−(d−1)q/pdr)1/q) +O(∣∣1
∣x∣≤x
1/d
n
∣∣q)
= O(n−(1/q+1/d)) +O(n−1/q)
= O(n−1/q).
Corollary 3. If m({f > t}/{f∗ > t}) ∼ Ct−γ with γ > 1 as t tends to infinity,
then
lim inf
n→∞
nd(1−γ
−1)
E[∣∣fσ1⋯σn − f∗∣∣1] ≥ 2Lκ1/dd C1−1/dΓ(d(1 − γ−1)). (17)
In particular, if µf(t) ∼ Ct−γ and m({f > t1} ∩ Br) = 0 for some t1 ≥ 0 and
some r > 0, then
n−d(1−γ
−1) ≲ E[∣∣fσ1⋯σn − f∗∣∣1] ≲ n−(1−γ−1). (18)
Proof. Given 0 < ǫ < 1, we choose T large enough that
0 < (1 − ǫ)Ct−γ ≤X0(t) ≤ (1 + ǫ)Ct−γ < κdLd (19)
for all t ≥ T . Applying the inequalities (19) and the change of variable r = t−γ/d
to (15) yields the lower bound
E[∣∣fσ1⋯σn − f∗∣∣1] ≥ 2∫ ∞
0
X0(t)(1 −L−1κ −1dd X 1d0 (t))ndt
≥ Cǫ ∫
δT
0
rd(1−γ
−1)−1(1 − r)ndr
≥ CǫB(δT ∧ 1;d(1 − γ−1), n + 1)
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with B(x;a, b) denoting the incomplete beta function, δT ∝ T −γ/d and Cǫ =
2Lκ
1/d
d
C1−1/d(1 + ǫ)−1/d(1 − ǫ) . Set α = d(1 − γ−1). By Stirling’s formula:
lim inf
n→∞
nαB(δT ∧ 1;α,n + 1) = lim inf
n→∞
nαB(1;α,n + 1)
= lim
n→∞
nα
Γ(α)Γ(n + 1)
Γ(α + n + 1)
= Γ(α).
We shave shown that lim infn→∞ n
α
E[∣∣fσ1⋯σn −f∗∣∣1] ≥ CǫΓ(α) for all 0 < ǫ < 1.
Sending ǫ to zero gives (17).
If m({f > t1}∩Br) = 0 for some t1 ≥ 0 and some r > 0, then m({f > t}/{f∗ >
t}) = µf(t) for t sufficiently large; consequently, m({f > t}/{f∗ > t}) ∼ Ct−γ as
t goes to infinity and (17) gives n−d(1−γ
−1) ≲ E[∣∣fσ1⋯σn − f∗∣∣1]. By (ii) and the
proof of (2), we have:
E[∣∣fσ1⋯σn − f∗∣∣1] = O(n−(1/q+1/d)) + 2∣∣f∗1∣x∣≤x1/dn ∣∣1
∼ O(n−(1/q+1/d)) +C1/γκ−1/γ
d
ωdx
−(γ−1−1)
n
= O(n−(1/q+1/d)) +O(n−(1−γ−1))
for any q satisfying 1
p
+ 1
q
= 1 with p < γ. Setting p sufficiently close to γ gives
E[∣∣fσ1⋯σn − f∗∣∣1] ≲ n−(1−γ−1).
Remark: Since ∣∣perf∗ ∣∣1 < ∞ if and only if γ > d/(d − 1), the previous
corollary (3) doesn’t produce functions f with the properties ∣∣perf∗ ∣∣1 < ∞ and
limn→∞ nE[∣∣fσ1⋯σn − f∗∣∣1] = ∞ .
2.4.2 Random polarizations of balls
We study the rate of convergence of the random polarization of balls (see [1]
for a different approach). Let A denote a ball of radius r contained in BL,
An = Aσ1⋯σn and Xn the distance from the origin of the centre of the ball An.
Theorem 2. Let u denote any unit vector. The following holds:
(i) The moments of Xn can be computed exactly:
E[Xjn] =
n
∑
k=0
(n
k
)(−1)kXk+j
0
k
∏
i=0
ci+j−1 (20)
with cα = (2Lωd)−1 ∫∣y∣<1(1 − ∣y∣α)∣u − y∣−(d−1)dy and c0 = 1.
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(ii) If d = 1, then E[Xn] = 2L ∫ X0/2L0 (1− t)ndt and nXn converges in distribu-
tion to an exponential distribution with scale parameter 2L.
(iii) If α ≥ 1, then E[Xαn ] ≤ (X−10 + cαα−1n)−α.
(iv) If d > 1 , then E[Xn] ≥ (X−10 + ℓdn)−1 with
ℓd = (2Lωd)−1 ∫
∣y∣<1
(1 − ∣y∣)∣y∣−1∣u − y∣−(d−1)dy.
(v) E[m(An △A∗)] ∼ 2kd−1rd−1E[Xn].
2.5 Proof of theorems
We first consider a measurable set A ⊂ BL with m(A) < m(BL). Define the
following random sequences:
• An = Aσ1⋯σn .
• Xn =m(An/A∗).
• Yn = (2Lωd)−1m(An/A∗)−2 ∫An/A∗ ∫A∗/An ∣x − y∣−(d−1)dydx.
• rn = (Xn/κd)1/d.
Lemma 1. The following holds:
(i) E[Xn −Xn+1∣Xn] = YnX2n.
(ii) E[Xkn −Xkn+1∣Xn] ≥ YnXkn for all k ≥ 1.
(iii) E[Xkn] ≤ (X−10 + k−1∑ni=1 E[Y −ki−1]−1/k)−k ≤ kk(∑ni=1 E[Yi−1])−k.
(iv) E[Xn −Xn+1∣Xn] ≤ rnL−1Xn.
(v) E[Xn] ≥X0(1 − r0/L)n.
Proof. (i) Fubini’s Theorem and (9) gives [2, p.19]:
E[Xn −Xn+1∣Xn] = E[m(An/A∗ ∩ σ−1(A∗/An))]
= ∫
An/A∗
E[1σ−1(A∗/An)(x)]dx
= YnX2n.
7
(ii) We proceed by induction. The case k = 1 is covered by (i). Suppose
k ≥ 1. We have
E[Xk+1n −Xk+1n+1 ∣Xn] = E[(Xkn −Xkn+1)Xn − (Xn+1 −Xn)Xkn+1∣Xn]
≥ E[(Xkn −Xkn+1)Xn∣Xn]
≥ YnXk+1n .
(iii) By the mean value theorem and Jensen’s inequality:
E[Xkn]−1/k −X−10 ≥ k−1
n
∑
i=1
E[Xk+1i−1 Yi−1]
E[Xki−1]1+ 1k ≥ k
−1
n
∑
i=1
E[Y −ki−1]−1/k
which is equivalent to
E[Xn] ≤ (X−10 + k−1
n
∑
i=1
E[Y −ki−1]−1/k)−k ≤ kk(
n
∑
i=1
E[Yi−1])−k.
(iv) Apply the Riesz rearrangement inequality:
E[Xn −Xn+1∣Xn] ≤ (2Lωd)−1∫
Brn
∫
Brn
∣x − y∣−(d−1)dy dx
= rd+1n L−1(2ωd)−1∫
B1
∫
B1
∣x − y∣−(d−1)dy dx
≤XnrnL−1.
(v) (iv) implies:
E[Xn+1] = E[E[Xn+1∣Xn]] ≥ E[Xn(1 − rn/L)] ≥ (1 − r0/L)E[Xn]
for all n. A simple inductive argument yields E[Xn] ≥X0(1 − r0/L)n.
We define the following random sequences associated with f :
• An,t = {f > t}σ1⋯σn .
• Xn,t =m(An,t/A∗n,t).
• Yn,t = (2Lωd)−1m(An,t/A∗n,t)−2 ∫An,t/A∗ ∫A∗/An,t ∣x − y∣−(d−1)dydx.
To relate the rate of convergence for random polarizations of functions to that
of measurable sets, we will make use of the following convenient formula:
∣∣fσ1⋯σn − f∗∣∣1 = ∫ ∣∣f ∣∣∞
0
m(An,t△A∗n,t)dt. (21)
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2.5.1 Proof of theorem 1
Proof. (21) and the previous lemma (1) gives
E[∣∣fσ1⋯σn − f∗∣∣1] ≤ 2∫ b
0
( n∑
i=1
E[Yi−1,t])−1dt + 2∫ ∞
b
µf(t)dt (22)
≤ 2ωdLn−1∫
b
0
(L + rf(t))d−1dt + 2∫ ∞
b
µf(t)dt (23)
for every b ≥ 0.
(i) Set b = ∣∣f ∣∣∞ <∞. The binomial theorem and Jensen’s inequality gives
∫
b
0
(L + rf(t))d−1dt = d−1∑
k=0
(d − 1
k
)Ld−1−k ∫ b
0
rkf(t)dt
≤ bLd−1
d−1
∑
i=0
(d − 1
k
)L−kb −kd−1 (∫ b
0
rd−1f (t)dt)
k
d−1
= bLd−1 (1 +L−1(bωd) −1d−1 ∣∣perf∗ ∣∣ 1d−11 )
d−1
.
(ii) Now suppose that f ∈ Lp(BL) with p ≥ 1 and f∗(r) is absolutely con-
tinuous. Using the change of variable t = f∗(r) and setting b = f∗(x), the right
hand side of (23) equals
− 2Lωdn−1 ∫ rf(0)
x
(L + r)d−1[f∗]′(r)dr − 2κd ∫ x
0
rd[f∗]′(r) dr. (24)
Integration by parts shows that (24) equals
γ(x;n) + 2Lωdn−1(d − 1)∫ rf(0)
x
(L + r)d−2f∗(r)dr + 2ωd∫ x
0
f∗(r)rd−1dr (25)
with
γ(x;n) = 2κdf∗(x)(dLn−1(L + x)d−1 − xd).
Recalling the sequence xn from statement (ii), we have γ(x1/dn ;n) = 0. Assume
that p > 1. By Ho¨lder’s inequality ( 1
p
+ 1
q
= 1), the first integral in (25) is bounded
by
∣∣f ∣∣p ω−1/pd (∫
L
x
1/d
n
(L + r)(d−2)qr−(d−1)q/pdr)
1/q
(26)
for x = x1/dn < rf(0). For p = 1, we have the upper bound
∫
rf(0)
x
1/d
n
(L + r)d−2f∗(r)dr ≤ ω−1d ∣∣f ∣∣1(L + x1/dn )d−2x−(d−1)/dn . (27)
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(25) and (26) shows that the upper bound (12) is valid for all functions
f ∈ Lp(BL) whose symmetric decreasing rearrangement f∗ is absolutely con-
tinuous. The set of all such functions is dense in Lp(BL): the Po´lya-Szego¨
inequality (2.4.1) implies that such a set must contain W p,1(BL). Suppose
that f ∈ Lp(BL), fk approaches f ∈ Lp(BL) with f∗k absolutely continuous and
x
1/d
n < rf (0). By Fatou’s lemma, x1/dn < rfk(0) for sufficiently large k and, for
such k, (12) holds for fk. Since both polarization and the symmetric decreasing
rearrangement are contractive on Lp,
∣∣(fσ1⋯σn
k
− f∗k ) − (fσ1⋯σn − f∗)∣∣1 ≤ ∣∣f∗ − f∗k ∣∣1 + ∣∣f − fk∣∣1 (28)
≤ 2∣∣f − fk∣∣1 (29)
for every random sequence σn. By the bounded convergence theorem:
lim
k→∞
E[∣∣fσ1⋯σn
k
− f∗k ∣∣1] = E[∣∣fσ1⋯σn − f∗∣∣1].
Finally, it is clear that ∣∣f∗k1∣x∣≤x1/dn ∣∣1 tends to ∣∣f∗1∣x∣≤x1/dn ∣∣1 and thus (12) holds
for f . The same line of reasoning can be used to show that (13) holds for all
f ∈ L1(BL).
(iii) We suppose that ∣∣f ∣∣∞ < ∞ and m(∂{f > t}) = 0 for almost every t.
Recalling (22):
E[∣∣fσ1⋯σn − f∗∣∣L1] ≤ 2∫ ∣∣f ∣∣∞
0
( n∑
i=1
E[Yi−1,t])−1dt
≤ 4Lωd∫
∣∣f ∣∣∞
0
( n∑
i=1
E[(rf (t) + dH(Ai−1,t,A∗i−1,t))d−1])−1dt
with dH(⋅, ⋅) the Hausdorff distance between two sets. If m(∂{f > t}) = 0, then
dH(An,t,A∗n,t) decreases to zero almost surely:
lim
n→∞
n−1
n
∑
i=1
E[(rf (t) + dH(Ai−1,t,A∗i−1,t))d−1] ↑ rd−1f (t).
By the dominated convergence theorem:
limsup
n→∞
nE[∣∣fσ1⋯σn − f∗∣∣1] ≤ 2d+1L ∣∣perf∗ ∣∣1.
(iv) Follows directly from (21) and lemma (1).
10
2.5.2 Proof of theorem 2
Proof. (i) The function
G(x,α) = (2Lωd)−1 ∫
∣y∣<∣x∣
∣y∣α∣x − y∣−(d−1)dy
has the scaling property G(λx,α) = λα+1G(x) for α ≥ 0. The scaling property
implies
E[Xαn ] −E[Xαn−1] = −cαE[Xα+1n−1 ] (30)
with
cα = (2Lωd)−1 ∫
∣y∣<1
(1 − ∣y∣α)∣u − y∣−(d−1)dy
and u any unit vector. (20) follows directly from the following recurrence rela-
tions (which follow from (30)):
n
∑
k=0
(n
k
)(−1)kE[Xj
n−k] =△n(Xj0) =Xj+n0 (−1)n
n
∏
k=0
ck+j−1. (31)
(ii) For d = 1, we have
njE[Xjn] = nj
n
∑
k=0
(n
k
)(−1)kXk+j
0
(2L)−k(j + k)−1
= (2L)jnj ∫ X0/2L
0
tj−1(1 − t)ndt
→ (2L)jj!
as n tends to infinity. This shows that nXn converges in distribution to an
exponential with mean 2L.
(iii) Suppose α ≥ 1. (30), the mean value theorem and Jensen’s inequality
yields
E[Xαn ]−1/α −X−10 ≥ α−1cα
n
∑
i=1
E[Xα+1i−1 ]E[Xαi−1]−(1+1/α) ≥ α−1cαn (32)
which is equivalent to E[Xαn ] ≤ (X−10 + cαα−1n)−α.
(iv) For the lower bound, suppose d > 1 and Rn =Xn/Xn−1 then E[X−1n ] <∞
and
E[X−1n ] −X−10 =
n
∑
i=1
E[X−1i−1E[1 −RiRi ∣Xi−1]] =
n
∑
i=1
E[X−1i−1Xi−1ℓd] = nℓd.
Hence we obtain the desired lower bound (X−1
0
+ nℓd)−1 ≤ E[X−1n ]−1 ≤ E[Xn].
(v) The volume of the symmetric difference between two balls of radius r
11
with centers a distance x apart equals
4κd−1r
d ∫
π/2
θ(x)
sind(t)dt, θ(x) = arccos(x/2r ∧ 1). (33)
We introduce the function φ(x) = ∫ π/2θ(x) sind(t)dt with x between −1 and 1.
On the interval [− cos(θ0), cos(θ0)] with 0 < θ0 < π/2 , the second derivative
is bounded and φ′(0) = 1; consequently, we can write φ(x) = x + o(∣x∣) for
∣x∣ ≤ cos(θ0). Recalling that E[X2n] ≲ n−2, we have
E[φ(Xn/2r ∧ 1)− φ(Xn/2r ∧ cos(θ0))] ≤ E [(Xn/2r ∧ 1 − cos(θ0))1Xn≥2r cos(θ0)]
= O(n−2)
and E[Xn/2r] = E[Xn/2r ∧ cos(θ0)] + O(n−2). Applying (33) to the random
sequence Xn:
E[m(An △A∗)] = 4κd−1rdE[φ(Xn/2r ∧ 1)]
= 4κd−1rd (E[φ(Xn/2r ∧ cos(θ0))] +O(n−2))
= 2κd−1rd−1 (E[Xn] + o(E[Xn])) +O(n−2).
Recalling that E[Xn] decays like n−1, we finally get the desired asymptotic
relation E[m(An △A∗)] ∼ 2κd−1rd−1E[Xn].
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