Different languages that are offered to model vague preferences are reviewed and an interval-valued language is proposed to resolve a particular difficulty encountered with other languages. It is shown that interval-valued languages are well defined for De Morgan triples constructed by continuous triangular norms, conorms and a strong negation function. A new transitivity condition for vague preferences is suggested and its relationships to known transitivity conditions are established. A complete characterization of intervalvalued preference structures is also provided.
Introduction and Motivation
This paper is about formalisms (languages) to express vague human preferences. Preferences are usually expressed in the classical first order propositional logic. This amounts to assuming that a preference relation between two alternatives is an all or nothing matter, one either prefers or does not prefer an alternative over the other. In the Bayesian accounts of decision theory (Savage 1972 ) the preferences are assumed to be complete (all alternatives must be compared to each other). This is a fundamental axiom and it is argued that it has to hold on normative grounds: a highly opinionated, super-cognitive being is supposed to be able to fulfill this axiom. This axiom implies, among other things, that the decision maker is precise about her preferences. Anand (1987) argues that "Completeness requires, inter alia, precision. In other words, the individual is expected to replace preferences, which are often vague, with ones which are precisely defined." Furthermore, Anand argues, completeness axiom requires determinism and stationarity, ruling out probabilistic models of preference.
There are two main factors that build up the Bayesian framework:
1. judgments of relative values of consequences (preferences, utilities) and vagueness surrounding these judgments, 2. judgments of relative likelihoods of states of nature (probabilities) and vagueness surrounding these judgments.
The first type of vagueness is the vagueness in the preferences of the decision maker and is the main theme to be discussed in this paper.
The second type of vagueness is commonly known as ambiguity and is elevated to prominence by Ellsberg (1961) . It gave rise to non additive probability models (Machina & Schmeidler 1992) and treatments of event ambiguity per se. (Fishburn 1991 (Fishburn , 1993 .
When the topic is the vagueness surrounding preferences, the problem does not easily fit in a classical two-valued language. Hence, many-valued logics and in particular, fuzzy set theory suggest themselves. The appropriateness of using many-valued logics to express the preferences in human preferences is discussed in (Barrett & Pattanaik 1985 , Bilgiç 1995 .
One motivation for doing so is given by the resolution provided by many-valued logics to Arrow's (1963) impossibility theorem. Among the many ways that offer a resolution to Arrow's result are approaches that change the language in which the social preferences are expressed in a many-valued language (Skala 1978 , Ovchinnikov 1991b ). Modelling preferences in many-valued languages is reported to be one of the "very active" research areas in Dyer, Fishburn, Steuer, Wallenius & Zionts (1992) .
To express vague preferences in many-valued logics, one considers languages based on De Morgan triples, hT; S; Ni (Barrett, Pattanaik & Salles 1990 , Roy 1991 , Fodor & Roubens 1994a , Fodor & Roubens 1994b .
Most of the work in this area concentrates on obtaining as many conditions that are valid in a classical language as possible (Fodor & Roubens 1994a) . When this is the objective, the research agenda is bound to fail as are discovered by some researchers who formulate "impossibility" theorems. Such negative results necessitate to give up some of the classical relationships. There has been many suggestions in this regard.
Some of those suggestions are briefly reviewed in this paper and a new proposal is formulated in terms of interval-valued logics.
We will start with the weak preference relation, R and construct preference structures (P; I; J) from R where P is the strict preference, I is indifference and J is incomparability. After reviewing how this is done in a Boolean and some many-valued languages, we will propose to make the same construction in intervalvalued languages. Particularly, the framework and the contribution of the paper is as summarized in the last row of Table 1 which shows the domains of R and (P; I; J) and their consistency for a particular choice of language.
In a Boolean language there is no room for incomparability and many-valued logics are known to be inconsistent. We show that interval-valued languages overcome these difficulties by a transformation back into the Boolean space (Definition 4.1). Due to a result by Alsina (1985) (**) an interval in 0; 1] (***) with a transformation back to the Boolean space.
In Section 2, a brief review of negation functions, triangular norms and conorms is given. These three classes of functions are building blocks of many-valued and interval-valued logics. After discussing the concept of a -valued relation, which is the main construct to capture the vagueness of preferences, the concept of interval-valued fuzzy sets that are built from De Morgan triples are introduced. Interval-valued languages are constructed using the well known canonical normal forms of propositional logic. We show them to be well-defined for all continuous De Morgan triples.
In Section 3, the axiomatic approach to preference modelling is discussed. The axioms are laid out so that the preference structure is internally consistent. Alsina's (1985) impossibility result is recalled which shows that there does not exist a consistent many-valued logic in which vague preferences can be expressed.
In Section 4, we introduce interval-valued preference structures. We assume that higher level constructs from an initial vague proposition induce a higher order vagueness which is captured by interval-valued relations. We define interval-valued preference structures, introduce a new transitivity condition, explore necessary and sufficient conditions for the strict preference relation to be transitive and show that preference structures can be consistently expressed in interval-valued logics.
We give a brief summary of results and some conclusions in Section 5.
This work is a generalisation of the results provided in Türkşen & Bilgiç (1993 , 1996 in at least two respects: (i) the results are extended to a language constructed by arbitrary De Morgan triples in addition to Zadeh triples, and (ii) a full characterization of the preference structure is provided in addition to only strict preference.
Operations on the unit interval
We briefly outline basic operations on the unit interval that are necessary for the rest of the paper.
Negation functions and Triangular Norms
A strictly increasing function ' : 0; 1] ! 0; 1] satisfying boundary conditions '(0) = 0 and '(1) = 1 is called an automoprhism of the unit interval.
A continuous, strictly decreasing function n : 0; 1] ! 0; 1] satisfying boundary conditions n(0) = 1 and n(1) = 0 is called a strict negation. A strict negation which satisfies n(n(x)) = x for every x 2 0; 1] is called a strong negation and is denoted by N.
Triangular norms and conorms (t-norms and t-conorms) are developed as tools to use in probabilistic metric spaces Schweizer & Sklar (1960 , 1961 , 1963 . They are proposed as general connectives in fuzzy set theory (Dubois & Prade 1982 , Alsina, Trillas & Valverde 1983 , Weber 1983 .
A symmetric, associative, nondecreasing (in both arguments) function, T : 0; 1] 2 ! 0; 1], satisfying boundary condition T(1; x) = x for all x 2 0; 1] is called a t-norm.
Although, in general, t-norms are not necessarily in 0; 1] all continuous t-norms are in 0; 1] (Schweizer & Sklar 1983) . In this study only continuous t-norms are considered.
Triangular conorms can be defined and developed totally independent of t-norms. However they are duals of t-norms in a well defined sense via a negation function. A t-conorm, S, can be obtained from a t-norm by:
n(S(x; y)) = T(n(x); n(y)):
Further properties can be imposed on these functions some of which are given in the following
for all x 2 (0; 1) (c) has zero divisors (is nilpotent) if T(x; y) = 0 (S(x; y) = 1) for some x; y 2 (0; 1] (for some x; y 2 0; 1)), It is easily seen that the structure h 0; 1]; ; T; 1i (h 0; 1]; ; S; 0i) is an ordered semigroup of the unit interval with identity 1 (0). Since t-norms (and t-conorms) are associative, their notation can be extended to T(x; y; z) which represents T(T(x; y); z).
A typical example of a continuous t-norm which is not Archimedean is T M = min. Its dual S M = max is a canonical continuous t-conorm which is not Archimedean.
Typical continuous Archimedean t-norms are T P (x; y) = xy and T W (x; y) = maxfx + y ? 1; 0g of which the former is strict and the latter has zero divisors. Analogously, S P (x; y) = x+y?xy is a continuous Archimedean strict t-conorm and S W (x; y) = minfx+y; 1g is a continuous Archimedean nilpotent t-conorm.
It is well known that any continuous t-norm with zero divisors is isomorphic to T W and any continuous, nilpotent t-conorm is isomorphic to S W and for any t-norm, T and t-conorm, S the following ordering holds:
T < min max < S:
Among all the t-norms and t-conorms, only min and max distribute over each other. For others, weaker versions of distributive laws hold (Gottwald 1993 (i) T(x; min(y; z)) = min(T(x; y); T(x; z)) (ii) T(x; max(y; z)) = max(T(x; y); T(x; z)) (iii) S(x; min(y; z)) = min(S(x; y); S(x; z)) (iv) S(x; max(y; z)) = max(S(x; y); S(x; z)) Furthermore, all the continuous t-norms can be classified with respect to the properties discussed so far. The following result due to Mostert & Shields (1957) (see also (Fodor & Roubens 1994a) ) gives a complete characterization of continuous t-norms. 
-Valued Relations
The concept of -valued relations can be seen as an extension of crisp relations. The crisp binary relation is defined for two elements of a set in the sense that two elements are either in a relation or not. However, -valued relations allow two objects to be in a relation to a degree. This concept will play a central role in our modelling of preferences in the subsequent sections.
A -valued binary relation is a relation where every ordered pair takes a value in the index set . Usually the values are numerical. In this study, the case where the set of possible values is the unit interval is considered (i.e., = 0; 1]). In general, any completely ordered set with a least and a greatest element can be used. In the rest of this paper it is assumed that = 0; 1] and a -valued binary relation is simply referred to as a valued relation.
Formally, valued relations can be defined using the concept of a fuzzy set. The value, R(a; b), of a valued relation R denotes the degree to which aRb, i.e., the evaluation to which elements a and b are in relation R.
As a rule of notation aRb refers to a crisp binary relation, and R(a; b) refers to a valued relation and when only "relation" is mentioned it refers to "binary relation" unless otherwise specified.
Valued relations are extensively studied by mathematical psychologists and fuzzy set researchers. As it is also reported in (Ovchinnikov 1991a) there are literally hundreds of publications to be found in the literature focusing on numerous aspects of valued relations. This study is restricted to highlight those properties of valued relations which are particularly relevant for preference modelling.
In decision theory, valued relations usually arise in the study of probabilistic consistency. The decision maker may be inconsistent in her choices if the same alternatives are proposed to her over and over again in time. However, she may be probabilistically consistent (Roberts 1979 , Suppes, Krantz, Luce & Tversky 1989 ). In the theory of probabilistic consistency one usually deals with numerous forms of "stochastic transitivity" (Fishburn 1973 , Doignon, Monjardet, Roubens & Vincke 1986 ).
On the other hand, fuzzy set theory researchers extend the usual definitions of binary relations to obtain more general properties. The following definition captures some of those properties of valued relations and orderings used in this paper. For more information see (Doignon et al. 1986 , Ovchinnikov 1991a , Fodor & Roubens 1994a . This is the most common definition of transitivity in the fuzzy set literature. The main motivation for such a definition is that whenever the valued relation gets the extreme values of 0 and 1, the property should reduce to the crisp definition. This is obviously the case with Definition 2.5 but there are (infinitely) many others as well. In (Türkşen & Bilgiç 1996) , we have shown various transitivity conditions and their relationships.
Some of those transitivity conditions are given in Table 2 . For a given valued binary relation, R, on A, the inverse relation R ?1 is defined as (8a; b 2 A):
the complement relation R c is defined as:
where n is a negation. The dual relation R d is defined as:
Interval-Valued Fuzzy Sets from Boolean Normal Forms
In this section, basic concepts of interval-valued fuzzy sets as defined in Türkşen (1986) are introduced. After stating basic definitions, we show that the two Boolean normal forms cannot be equal to each other in any many-valued logic based on a De Morgan triple. Then we give two results which show that interval-valued fuzzy sets are well defined for De Morgan triples formed by continuous Archimedean t-norms and a strong negation. Türkşen (1986) shows that they are well defined for min (among other families of connectives).
Hence, by Proposition 2.2, interval-valued fuzzy sets are well defined for all continuous triangular norms, conorms and a strong negation.
The concept of interval-valued fuzzy set is used to extend the notion of a valued relation to an intervalvalued relation. Basically, an interval-valued relation is a relation whose definition involves the use of a connective from a many-valued logic.
The Boolean Disjunctive and Conjunctive normal forms are given in Tables 4,5 for the sixteen basic concepts presented in Table 3 . Türkşen (1986) proposes to define the interval-valued fuzzy set (IVFS) as follows:
IV FS( ) = DNF( ); CNF( )]
Assume that a De Morgan triple hT; S; Ni is used to model conjunction, disjunction and complement, h\; ; i, respectively. Then Tables 4 and 5 can be reproduced as Table 6 where the lowercase letters denote membership function values in the unit interval (for example x = X ( )).
It should be observed that for a given De Morgan triple, the sixteen representations given in Table 6 can be partitioned as f1; 2g; f3; :: :; 10g; f11; 12g; f13; :::; 16g, i.e., rows 1 and 2 are equivalent, rows 3-10 are equivalent, rows 11 and 12 are equivalent and rows 13-16 of Table 6 are equivalent to each other in form. Piaget (1949) seems to have realized this fact for two-valued logic. Dubois & Prade (1980) discuss it for fuzzy sets without going into normal forms. Türkşen (1984) establishes the equivalence of rows 1 and 2, 3-6 and 13-14. Yuan, Pan & Wu (1995) mention the equivalence as given in this study.
The first question to answer is whether DNF( ) = CNF( ) for any De Morgan triple. This question is answered in negative with the following results:
Proposition 2.3 If hT; S; Ni is a triple such that T is a t-norm which has zero divisors, S is a nilpotent t-
conorm and N is a negation function for which N(0) = 1 and N(1) = 0, then DNF( ) = CNF( ) whenever 
x = 1 and y 2 0; 1] or x 2 0; 1] and y = 1.
Proof: The result is established by showing it for rows (1), (3), (13) and (16) The case for y = 1 and x 2 0; 1] is similar.
It should be noted that, the only requirements on t-norm, T, and t-conorm, S of Proposition 2.3 are that T has zero divisors and S is nilpotent. No continuity is assumed. Similarly nothing needs to be assumed for the negation function, N, except that N(0) = 1 and N(1) = 0 to prove Proposition 2.3. This result states that having zero divisors (for the t-norm) and being nilpotent (for the t-conorm) are necessary conditions for DNF( ) to be equal to CNF( ). Therefore, this leaves out both Zadeh triples and strict De Morgan triples from further consideration. The only continuous candidate is a strong De Morgan triple.
However, the following result states another necessary condition for triples that already satisfy the conditions 
of Proposition 2.3.
Proposition 2.4 If hT; S; Ni is a triple such that T has zero divisors, then in order for DNF( )=CNF( ), T
and S must be idempotent.
Proof: The result is established by considering row (3) of Table 6 (for example) and setting x = y: S(T(x; y); T(x; N(y)); T(N(x); y)) = S(x; y) (row 3) S(T(x; x); T(x; N(x)); T(N(x); x)) = S(x; x) Since T has zero divisors this equation reduces to T(x; x) = S(x; x). Since T(x; x) x S(x; x) by definition of t-norms and t-conorms, this can only happen at T(x; x) = x = S(x; x), i.e., when T and S are idempotent.
Proposition 2.4 identifies a second necessary condition for the equality of DNF and CNF: idempotency.
But, the only idempotent t-norm and t-conorm are min and max, respectively and neither min has zero divisors nor max is nilpotent. Therefore, the following impossibility result can be stated.
Corollary 2.1 If hT; S; Ni is a triple such that T is a t-norm, S is a t-conorm and N is a negation satisfying
N(0) = 1 and N(1) = 0, then DNF( ) cannot be equal to CNF( ).
Proof: Follows from the fact that there does not exist a t-norm that has zero divisors and idempotent.
Corollary 2.1 verifies Türkşen's (1986) work by giving a formal proof for the non-equivalence of two Boolean normal forms in many-valued logics. The result is very general and applies to all (not necessarily continuous) t-norms and t-conorms with any negation function that satisfies boundary conditions. Note that for rows (1) and (2) of Table 6 , DNF ( ) CNF ( ) is always satisfied for all t-norms and it is sufficient to show that either one of S(T(x; y); T(x; N(y))) x S(T(x; y); T(N(x); y)) x S(T(x; N(x)); T(N(x); y)) x holds for all x; y 2 0; 1] in order (6) to be satisfied. Bilgiç (1995) shows that this is indeed the case for strong and strict De Morgan triples. We now define the interval-valued relation. Since a valued relation can formally be defined as a fuzzy subset of the Cartesian product A A (cf. Section 2.2), an interval-valued relation can be defined as an intervalvalued fuzzy subset of A A. This concept is central to some of the developments in the subsequent chapters.
Definition 2.6 If a valued relation is constructed from other valued relations by means of logical connectives (like "AND", "OR", "NOT" and the other thirteen connectives), it is defined as an interval-valued fuzzy relation (IVFR) as
IV FR( ) = DNF( ); CNF( )]:
Preference Structures
The concept of a preference structure is central to the further developments in the paper. The starting point is a reflexive and transitive weak preference relation. Then strict preference, indifference and incomparability relations are constructed from this weak preference.
This construction is usually carried out in the first order predicate logic. Fodor & Roubens (1994b) show how the same construction can be carried out in many-valued logics. In Section 4 we will propose an alternative formulation in terms of interval-valued logics.
A binary relation R with respect to each pair of alternatives (a; b) of a given set of alternatives A is a weak preference relation:
aRb () " a is not worse than b ".
In the first order predicate logic, three relations corresponding to the given weak preference relation R: strict preference P, indifference I and incomparability J are defined as follows:
aPb () aRb and not bRa aIb () aRb and bRa aJb () not aRb and not bRa P, I, and J can equivalently be stated in set theoretic terms using (3-5) as:
These relations form a preference structure, (P; I; J), and are linked to each other by the following relations:
P I = R;
P \ I = ?;
P \ J = ?;
I \ J = ?;
P I I ?1 P ?1 = R R ?1 ;
The alternative space A A is covered by:
where P ?1 ; I ?1 and J ?1 are the inverse relations (cf. (3).
When the preferences are vague, it is natural to consider many-valued languages constructed by De Morgan triples, hT; S; ni. Here n is a strict negation function (cf. Section 2) which is more general than a strong negation, N. Some recent research efforts concentrate on finding the particular many-valued language (i.e., to fix a certain De Morgan triple) that can capture as many of the classical properties (7-12) as possible (Ovchinnikov & Roubens (1991 , Fodor & Roubens (1993 , 1994b , 1994a ). These approaches aim at building a preference structure (P; I; J) in a many-valued language using De Morgan triples, hT; S; ni, to model intersection, union and negation, respectively.
However, a negative result in this context is due to Alsina (1985) (See also Fodor & Roubens (1994a) ). In particular, Alsina shows that there cannot exist a De Morgan triple that is consistent with this approach.
In the light of this negative result there can be many avenues to take. Fodor & Roubens (1994b) adopt one approach which results in the bounds of the preference structure and they show that for any solution of the functional inequalities from those bounds, most of the classical properties are preserved.
Although this generality is encouraging, by Alsina's result it is obvious that there does not exist a single t-norm, T , to define strict preference and indifference. Fodor & Roubens (1994b) also review particular solutions obtained when one fixes the negation function to be a strong negation, N, and add more conditions on the system (Alsina 1985 , Ovchinnikov & Roubens 1991 , Ovchinnikov & Roubens 1992 . See also Gisin (1994) whose work contains pointers to a large collection of Russian studies on this topic.
Interval-valued languages
Section 3 shows how one can model the preferences in many-valued languages. This section extends that idea and shows a way to model the preferences in an interval-valued language. The construction is similar to the one in Türkşen & Bilgiç (1996) but this time indifference and incomparability are also accounted for and general De Morgan triples are considered.
We propose to construct strict preference, indifference and incomparability relations as an interval-valued relation (cf. Definition 2.6).
The basic idea (as in Section 3) is to construct a preference structure from a weak preference relation R such that the new relations are compatible with the following statements:
aPb () aRb and not bRa (13) aIb () aRb and bRa (14) aJb () not aRb and not bRa:
The starting weak preference relation,R, is taken to be a valued weak preference relation capturing the vagueness in the preferences of a decision maker. Any further constructions using this relation are assumed to induce a second order vagueness.
Here, it is proposed that this second order (type II) fuzziness is captured by interval-valued fuzzy sets (cf. Section 2.3) and an interval-valued preference structure, (P; I; J), compatible with (13), (14) and (15) is constructed. It should be noticed that the preference structure, (P; I; J), is now constructed with intervalvalued relations, as opposed to point-valued relations of Section 3.
When an interval-valued preference structure is obtained, the problem is recast into the classical language via a definition of a crisp ordering relation (Definition 4.1). This relation either holds or does not hold, depending on the relative positions of the intervals for strict preference: it holds if they are disjoint, it does not hold if they intersect. Detailed description of this relation is given in the sequel. At this point, it may be tempting to further investigate the relative positions of the intervals and come up with degrees of strict preference, indifference and incomparability by considering how much the intervals intersect or are apart from each other.
However, this obviously amounts to attaching cardinal significance to the intervals. In view of the measurement results we have obtained (Bilgiç 1995 , Bilgiç & Türkşen 1995a , only the ordinal theory is developed in this paper.
We first give definitions of interval-valued preference structures and derive some general results. It is shown that, some of the properties discussed in Section 3 are valid for interval-valued preference structures also but not all. The crisp ordering relation based on the interval-valued strict preference is introduced. Using this relation, the results are mapped back to the classical language but the mechanism driving the whole system remains interval-valued.
In this paper constructions with Archimedean De Morgan triples are considered. Construction of intervalvalued strict preference with Zadeh triples has been considered in Türkşen & Bilgiç (1996) . Interval-valued strict preference constructed with Archimedean De Morgan triples is considered in Section 4.1 and indifference and incomparability are discussed in Section 4.2 where the special case with Zadeh triples is also dis-cussed.
The interval-valued preference structures are constructed according to (13), (14) and (15) Note that the range of functions p; i; and j can be a subset of the unit interval. In order to define an intervalvalued structure (P; I; J) the right-hand sides of the definitions given in (13)- (15) This result corresponds to its counterpart in many-valued logics and suggests that both valued and intervalvalued preference structures that are constructed from strong De Morgan triples behave similarly whenever at least one of R(a; b) or R(b; a) reaches its boundaries. The change in behaviour is whenever R(a; b) and R(b; a) do not attend their boundaries. This is investigated next, starting with interval-valued strict preference.
Interval-valued strict preference
The strict preference relation, P, is constructed as in (16) The alternatives to be compared can now have a strict preference relation which is represented as an interval in the unit interval. In view of our measurement-theoretic results (Bilgiç 1995 , Bilgiç & Türkşen 1995a for fuzzy sets in general, these intervals can only be compared to each other. This purely ordinal approach is employed in this paper and a (crisp) ordering relation is defined as follows: 
The relation means a is "strictly preferred" to b if and only if the interval P(a; b) is strictly to the right of the interval P(b; a) (see Figure 1) . Furthermore, notice that is a crisp relation in the usual sense.
It should be noticed that models the crisp strict preference of the decision maker whereas the intervalvalued P is the degree to which an alternative is strictly preferred to another. It is easy to see that is irreflexive (i.e., a 6 a) by definition. In order for to define an ordering on the space of alternatives, A, it has to be transitive.
First, we give some preliminary results and then present a condition under which the crisp ordering relation becomes transitive.
Lemma 4.1 If hT; S; Ni is a strong De Morgan triple and R is a min-transitive (cf. Definition 2.5) valued relation then P D (a; b) is also a min-transitive valued relation.
The proof is in (Ovchinnikov & Roubens 1991) . This result establishes the min-transitivity of the lower bound P D whenever R is also min-transitive. Unfortunately, the upper bound P C does not have this nice
property.
The next result shows a peculiar and very useful consequence of min-transitivity. The proof is in (Ovchinnikov & Roubens 1991) . Lemma 4.2 can readily be applied to the lower bound of the interval-valued strict preference. The rest of the proof is immediate from Lemma 4.2.
The following result shows that an intuitive observation is correct: if a b then it must be the case that R(a; b) > R(b; a) but the converse may not necessarily hold. It is interesting to know the relationship of a and c whenever a b, b c and R is min-transitive. Ultimately, a c is required to show that is transitive but for now, a partial result is established. c; a) , where the first inequality follows from min-transitivity of R, the second strict inequality follows from Lemma 4.3 and the last equality follows from Corollary 4.3 which requires that the De Morgan triple is either Zadeh, strict or strong.
Next, we establish a necessary and sufficient condition for being strictly preferred. This result also establishes an equivalent condition to a b in terms of R and hT; S; Ni. Using this result, a new definition of transitivity suggests itself.
A new transitivity definition
In the light of Lemma 4.5, a new definition is given and its relations to other forms of transitivity (cf. Table 2) are established. It is shown that the new transitivity condition is between min-transitivity and 1/2-transitivity ( -transitivity with = 1=2).
The new type of transitivity is defined as follows: It is worthwhile to consider the relationships of TS-transitivity to others that are already defined in Table 2 .
By the properties of t-norms and t-conorms the following results are immediate. Proof: The result follows immediately from the fact that for any t-norm, T , and t-conorm, S T < min max < S Then, it follows that, min(x; N(y)) > max(y; N(x)) and this holds if and only if x > > y, where is the fixed point of the negation (i.e., N( ) = ).
In the following proposition, it is shown that strictly TS-transitive relations are also 1/2-transitive but not necessarily vice versa. (ii) is strictly TS-transitive, then it is also -transitive. Furthermore, whenever the negation function is strong it is also 1/2-transitive.
Proof: The first part, (i), follows immediately, since S max and T min. The second part, (ii) follows by using (i): when a valued relation, R, is strictly TS-transitive, then it is also strictly minmax-transitive. Therefore, using minmax-transitivity, R(a; b) > N(R(a; b)) and N(R(b; a)) > R(b; a). This translates to R(a; b) > > R(b; a), where is the fixed point of the negation and whenever N is a strong negation function, = '(1=2).
The following result shows that, strictly TS-transitive valued relations constitute a larger set than mintransitive valued relations (i.e., min-transitive relations are also strictly TS-transitive but not necessarily vice versa). As a condition, TS-transitivity is looser than min-transitivity but tighter than 1/2-transitivity. In the next subsection, it is shown to be necessary and sufficient for transitivity of .
Transitivity of the binary strict preference relation
We still have to show that is transitive. It is shown that TS-transitivity of the underlying valued relation is necessary and sufficient for this purpose.
Theorem 4.2 Whenever hT; S; Ni is a strict or a strong De Morgan triple, the crisp ordering relation as defined in (16) is transitive if and only if the valued relation R is TS-transitive (cf. Definition 4.2).
Proof: Immediate, using Lemma 4.5.
Therefore, whenever the underlying valued relation is TS-transitive, the crisp ordering relation, , is also transitive (and vice versa), but is not necessarily connected and hence is only a partial ordering on A. In order to make a linear order, the following condition must be satisfied for all a; b 2 A using the notation satisfies (24) ), then it is also 1/2-linear.
Proposition 4.3 If a valued relation, R, is
Proof: Immediate using the fact that T min max S.
Clearly, the tightest linearity condition is the ipsoduality (cf. Definition 2.4) which in turn implies 1/2-linearity. By Proposition 4.3, TS-linearity also implies 1/2-transitivity. The last connection to be investigated is between ipsoduality and TS-linearity (24). There is no containment relationship between these two as is 
Indifference and Incomparability with General De Morgan Triples
The indifference and incomparability relations are defined for any De Morgan triple, hT; S; Ni according to (14) and (15) This gives a complete characterization of (P z ; I z ; J z ) in terms of R. The result simply states that when the preferences are modelled in an interval-valued language using Zadeh triples, then strict preference of alternative a to b is obtained when R(a; b) > 1=2 > R(b; a), indifference between the alternatives is obtained when both R(a; b) and R(b; a) are greater than 1=2 and incomparability is obtained whenever both values are less than 1=2. In this model, the point 1=2 acts like a decision threshold over which there is strict preference or indifference and below which there is domination and incomparability. There is nothing extraordinary about the value of 1=2. It is simply the fixed point of the negation function (i. 
Brief summary of an application
The methodology developed in this paper is applied to the localization problem of a mobile robot (Bilgiç 1995 , Bilgiç & Türkşen 1995b . In a nutshell, the problem is to localize the robot (finding robot's location) in a given environment by solely depending on its sensors (in this case sonar).
Sonar readings are well known to be sporadic depending on the environment. We assume that the robot is given a map of its environment. In this case, we treat sonar readings as vague and use them to construct the (point) valued relation R which ranks the possible targets from the map. This valued relation, by itself, does not give enough information to come with a choice from the target list. Then we construct the intervalvalued preference structure, (P; I; J) using R and the crisp strict preference relation, , which yields a partial ordering of the targets. The cases of incomparability in the partial order tell us where more information (more sonar scans) is required. This is in tune with qualitative analyses which direct one to areas where a pointed quantitative analysis is needed. Details of the search algorithms and the manner interval-valued preference relations are utilized can be found in Bilgiç & Türkşen (1995b) .
Conclusions
In this paper we consider models for representing vague preferences in interval-valued languages. The intervalvalued languages extend the many-valued languages proposed for the same purpose in a way that allow for intransitive indifference and they yield a complete characterization of the preference structure.
Vague preferences are modelled in interval-valued languages based on interval-valued fuzzy sets. We show that such interval-valued languages are well-defined for all De Morgan triples constructed from continuous triangular norms, conorms and a strong negation function.
We discuss how preferences can be expressed in an interval-valued language and define a particular way to accomplish this. We develop only the ordinal theory based on our arguments about the meaning of membership functions (Bilgiç 1995 , Bilgiç & Türkşen 1995a . At the heart of our characterization lies Definition 4.1, by which a partial ordering of vague preferences is obtained.
Furthermore, we characterize the preference structure (P; I; J) based on the interval-valued representation. The characterization yields intuitive results which generalizes both the Boolean and many-valued approaches to preference modelling.
