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In this thesis, we examine the dynamics of open quantum systems, that is, systems interacting
with an external environment. Due to this interaction, such systems are generally subject to
decoherence. To combat decoherence, we construct continuous fields that provide universal
protection of two-qubit states and two-qubit gates. We also consider decoherence control in
spin squeezing. In particular, we construct control fields that serve a dual purpose: they protect
the system against decoherence, and, at the same time, e ectively transform the squeezing
Hamiltonian such that better squeezing performance is obtained. Moving on, we look at the
e ect of initial correlations in large multiparticle systems. We show that the e ect of the initial
correlations can be amplified as the number of particles is increased using both exactly and
non-exactly solvable models. Moreover, we emphasize the non-trivial role played by the state
preparation procedure in open quantum systems. Finally, we examine decoherence due to the
system’s interaction with a composite environment.
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1.1 What are Open Systems?
No system in the world is truly isolated; every system in the real world interacts with its envi-
ronment. Such systems are called open. The importance of such systems is evident in everyday
phenomena all around us. For instance, a hot object cools down by losing energy to its sur-
roundings, eventually coming to a state of equilibrium that can be found using the principles of
equilibrium statistical mechanics [1, 2]. This energy exchange is referred to as dissipation, and
the system is said to relax to its equilibrium state. Dissipation is a feature of both quantum and
classical systems.
If we use the principles of quantum mechanics to study the e ect of the environment, we
find that the environment can have another e ect on the system, distinct from dissipation.
This e ect is known as decoherence [3–6]1. As the name suggests, decoherence refers to the
loss of ‘coherence’ of quantum states. A fundamental principle of quantum mechanics is the
principle of superposition, whereby given two possible states of a system, the superposition of
the two states is also a possible state of the system. Decoherence then refers to the decay of
this superposition: the superposition is destroyed via the interaction with the environment, and
the state of the system becomes a mixture instead.
The study of decoherence has become exceedingly popular over the last two decades for
1Decoherence does have a classical analog [7]. However, in this thesis, we will be treating decoherence from
a quantum mechanical point of view.
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mainly two reasons. The first one is rather practical. Quantum technologies, such as quantum
computers, quantum cryptography, quantum metrology, etc. rely on the preservation of quan-
tum coherence, that is, the superpositions should not decay to mixtures, otherwise the unique
advantages o ered by quantum mechanics would be lost [8]. As such, numerous studies have
been performed on how to prevent the adverse influence of the environment from coming into
play [9–11]. In fact, one of the central themes of this thesis is the design of control fields ap-
plied to the system in order to combat against decoherence. The second reason for the burst of
study on decoherence is more fundamental: decoherence has been proposed to hold the key to
explaining the quantum-to-classical transition [12, 13]. In the early days of quantum mechanics,
the proponents of the conventional Copenhagen interpretation of quantum mechanics argued
that there is a fundamental divide between the microscopic and macroscopic worlds, subject to
di erent laws. For instance, a hydrogen atom is to be treated quantum mechanically, but the
measuring apparatus used to perform measurements on the atom is subject to classical laws.
This divide is referred to as the Heisenberg cut [13]. Increasingly, however, physicists have come
to believe that, in fact, there is no such cut. Quantum mechanics is said to be applicable at all
scales [14]. The problem then arises as to how to explain the absence of quantum mechanical
e ects in the ordinary, macroscopic world that we live in. Why, for example, do we not routinely
observe superpositions of two states of a macroscopic object? This is the problem that can,
at least to a large extent, be solved by the decoherence program. Put simply, the decoher-
ence program emphasizes the role of decoherence in explaining the emergence of the classical
world. It tells us that, in our macroscopic world, we are not able to observe interference, for
instance, due to a simple reason: the environment continuously monitors states of the system
through quantum entanglement. This means that information about certain states of the system
becomes encoded in the environment. Since, practically speaking, we can never measure the
infinite degrees of freedom of the environment, the coherence is lost, and hence we observe no
interference.
To make all this more clear, we now consider a simple example using the famous double slit
experiment. If a particle, such as a C70 molecule, passes through a double slit and we detect
the molecule on a screen some distance away, we observe an interference pattern on the screen
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after many molecules have passed [15]2. This is a manifestation of the superposition principle.
The interference pattern can be explained as follows. Let |ÂAÍ (|ÂBÍ) be the state of the C70




The interference pattern is then given by
|Â|2 = |Èx|ÂÍ|2 = 12(|ÂA|
2 + |ÂB|2) + Re[ÂA(x)ÂúB(x)].
The last term leads to the presence of the interference fringes.
Now suppose we introduce some air molecules into the double slit apparatus [16]. The
initial state of these air molecules is |E0Í3. These molecules continuously scatter o  the C70
molecule, and so the scattered air molecules have a di erent state depending on which slit the
C70 molecule passed through. If the molecule passed through slit A (B), the state of the air
molecules is |EAÍ (|EBÍ). Note that |EAÍ and |EBÍ are almost orthogonal. Since we are dealing
with a large number of air molecules, this should be mathematically obvious. Physically, this is
so because we can clearly distinguish between the two paths of the molecule using the scattered
air molecules. It follows that for the total system, after the C70 molecule has passed through,
the state is
|ÂtotÍ = 1Ô2(|ÂAÍ |EAÍ+ |ÂBÍ |EBÍ).
The state of the molecule is now entangled with the state of the air molecules. This is an
example of how information about the state of the system becomes encoded in the environment
via quantum entanglement.
Since we are detecting only the molecule, to calculate the probability distribution of the
molecule on the screen, we first need to find the reduced density matrix of the molecule using
2Of course, the actual experiment is more complicated than what is presented here. In particular, the de
Broglie wavelength of the C70 molecule is so small (approximately in the picometer range) that it is impossible to
make slits of such a small width. Such experiments rely instead on the Talbot-Lau e ect. However, the essential
physics is the same as the double-slit experiment, and we present this simplified treatment instead.
3In general, the state of the air molecules is not a pure state, but here, for simplicity of the argument, we are
assuming that this is the case.
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the above total state, and then use this to find the probability distribution. This is a task easily
performed, and gives for the probability distribution the result
p(x) = 12(|ÂA|
2 + |ÂB|2) + Re[ÂA(x)ÂúB(x) ÈEB|EAÍ].
Since
ÈEB|EAÍ ¥ 0,
we see that the interference fringes have been washed out. Note that at no point did we
consider the energy transfer between the air molecules and the C70 molecule. This illustrates
that dissipation and decoherence are two distinct phenomena - decoherence can take place
without dissipation [17].
1.2 Modeling Open Systems
The importance of studying quantum open systems should be clear by now. However, we are
immediately faced with the problem of how to study them. After all, there are innumerable kinds
of systems in nature. It would be a hopeless task to study them all individually. Fortunately,
we can, most of the time, get away with studying four ‘canonical’ models [4]. These models
are able to cover almost all situations of physical interest. This is a very powerful statement
indeed: irrespective of the details of the physical system interacting with an environment, the
essential physics can be described by one of the four models. In these models the central system
is modeled as a harmonic oscillator or as a two-level system (TLS)4; similarly, the environment is
modeled as a large number of harmonic oscillators or two-level systems. We now briefly explain
how such modeling could possibly work.
Many physical systems can be described by a harmonic oscillator or as a TLS, so it should
come as no surprise that the central system can be modeled as such. When the relevant
coordinate of the system is continuous, we try to model the system as a harmonic oscillator.
For example, an atom in a cold atom trap [18] and an electromagnetic field mode in a cavity




[19] are described by harmonic oscillators. Similarly, a multi-level atom is often considered as a
TLS when only two energy levels are important [20]. A system consisting of a particle tunneling
between the wells of a double well potential structure is e ectively a two level system if the other
levels in the wells are energetically far apart [21]. Other examples of TLSs include spin qubits,
superconducting qubits (charge qubits, flux qubits and phase qubits), and cold trapped-ion
qubits [22].
Similarly, harmonic oscillators and two-level systems are often able to model the environment
with great universality. In fact, as shown by Feynman and Vernon [23], and Caldeira and Leggett
[24], if the interaction between the system and environment is weak, any environment can be
mapped onto a bath of harmonic oscillators. This is one of the reasons why harmonic oscilla-
tor environments are so widely studied. Physically, harmonic oscillator environments represent
delocalized bosonic field modes, such as phonons or magnons in a solid, into which coherence
and energy from the system is transferred. In contrast, spin environments, which are important
at low temperatures [25, 26], represent localized modes (such as nuclear spins in a solid), that
is, their wavefunctions are not spread out.
Now that we have explained why we can use such models in the first place, let us now
examine them a bit more closely. The model describing a spin interacting with an environment
of harmonic oscillators is known as the spin-boson model [3, 21, 27], and, in this thesis, we
shall be dealing with this model and its extensions. The oscillator-oscillator model describes the
quantum version of the Brownian motion, and has also been widely studied. For instance, it
has been widely studied by Zurek et al. [28] in their decoherence program. The quantum optics
community uses this model to describe an electromagnetic field mode in a lossy cavity [29]. The
other two canonical models have not been given their own names; this is not to say that they
are not important, however. As mentioned before, spin-spin models can be used to describe the
dynamics of a TLS in the presence of an environment at low temperatures. Such models are
also of direct experimental relevance since recent experiments on decoherence control protect a
qubit against an environment of electron spins [30]. Oscillator-spin models have been used to
model quantum electromechanical systems [31].
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1.3 Outline of the thesis
After this brief introduction, we would like to present a brief outline of this thesis so that the
reader does not lose the forest for the trees. Chapters 2 and 3 are essentially review chapters.
Many di erent master equations, derived in di erent ways, exist in the literature [3]; however,
for our purposes, in Chapter 2, a non-Markovian master equation is derived in a conceptually
simple way in order to deal with both driven and undriven systems. We then apply this master
equation in Chapter 3 to the celebrated spin-boson model [21, 27] and its variants [32–34] to
illustrate how the interaction with the environment leads to the loss of coherence in quantum
systems.
For applications of future quantum technologies, the protection of quantum systems against
the environment then becomes very important. One of the methods advocated for this pur-
pose is dynamical decoupling (DD), whereby control fields are applied to the system so that
the system’s interaction with the environment is e ectively averaged out to zero [11, 35–38].
In Chapter 4, a field configuration utilizing local static and sinusoidal fields is constructed to
achieve universal (but low-order) protection of two-qubit states. That is, two-qubit states can
be protected against arbitrary system-environment coupling with a driving field whose frequency
is su ciently large as compared with the cuto  frequency of the environment. Equally impor-
tant, we show that it is possible to construct driving fields to protect two-qubit entangling gates
against decoherence, without assuming any particular form of system-environment coupling.
Using the master equation derived in Chapter 2, we demonstrate the e ectiveness of our con-
tinuous dynamical decoupling fields in protecting entanglement and the excellent performance
of protected two-qubit gates in generating entanglement. Nevertheless, combining DD with a
desired unitary evolution in general remains challenging due to the complexity of the required
control fields [37, 39, 40]. In the context of spin squeezing [41], given the form of the squeezing
Hamiltonian, we explore in Chapter 5 an unforeseen possibility that continuous DD fields may
serve dual purposes at once. In particular, it is shown that a rather simple configuration of DD
fields can suppress collective decoherence and yield a 1/N scaling of the squeezing performance
(N is the number of spins), thus making spin squeezing more robust to noise and much closer
to the so-called Heisenberg limit [42]. Importantly, our theoretical predictions should be within
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the reach of current spin squeezing experiments.
We next study the e ect of initial system-environment correlations on the system dynamics.
It is commonly understood that such correlations should not play a significant role if the system
is weakly coupled to the environment [43]. In Chapter 6, by considering an open system of many
identical two-level atoms interacting with a common bath, we show that e ects of system-bath
correlations are amplified in a many-body system via the generation of a bath-dependent short
time scale - inversely proportional to the number of atoms - in the system dynamics. E ects
of system-bath correlations are therefore considerable even when each individual atom interacts
with the bath weakly. We further show that the correlation-induced dynamical e ects may still
be suppressed via the dynamical decoupling approach, but they present a challenge for quantum
state protection as the number of atom increases. However, these results are derived using
an exactly solvable model. We show in Chapter 7 that it is possible to extend our results
to non-exactly solvable models. In order to do so, we first construct a master equation valid
for weak system-environment coupling. The master equation we construct explicitly takes into
account the e ect of initial system-environment correlations. We then investigate the role of
initial system-environment correlations using this master equation for a system consisting of
many two-level atoms interacting with a common environment. We show that, in general,
due to the initial system-environment correlations, the quantum state of the system can evolve
at a faster time-scale. Then, in Chapter 8, we demonstrate that, as a result of the initial
correlations, the role of state preparation is non-trivial for an open quantum system [44]. The
state preparation procedure (which acts on the system) indirectly influences the state of the
environment depending on the state preparation. We again use a model describing N two-level
atoms coupled to a common environment to investigate the influence of the state preparation
procedure. We show that the dynamical map describing the evolution of the open quantum
system can depend appreciably on the state preparation procedure. Moreover, this e ect can
be enhanced by increasing N . These results should be useful for quantum control and quantum
tomography.
We then consider the decoherence of a qubit in the presence of a composite environment in
Chapter 9. This composite environment consists of a two-level system which is in turn coupled
7
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to a collection of harmonic oscillators. Such an environment has been considered previously in
various contexts [45–52]. We show that to study the dynamics of the qubit, the master equation
approach needs to be applied with care. We also find the pointer states of the qubit for di erent
coupling strengths to the environment, and show that the decoherence time displays interesting
behavior. Namely, for weak coupling strengths, the decoherence time decreases as the coupling
strength increases, but beyond a certain coupling strength, the decoherence time can start to
increase.
We finally conclude in Chapter 10 by briefly summarizing the results that we have obtained.





We now begin to study open quantum systems in a more systematic fashion. We are trying
to study a quantum-mechanical system coupled to its environment. There are two important,
somewhat related, questions that we can ask. First, we can try to find the dynamics of the
system, which means that given that the system is prepared in a specific initial state, what are
the properties of the system at some later time? This is a highly non-trivial issue - although we
know how to obtain the dynamics of a closed quantum system using the Liouville-von Neumann
equation, adding in an interaction with a large environment immediately makes the problem,
in general, intractable without making various approximations. In particular, we would like to
make it clear to the reader from the beginning that, in spite of tremendous e orts, there exists
no general solution to this problem1. The second issue at hand is to find the system properties
far into the future when the system has reached a steady state due to its interaction with the
environment2. We know that for a time-independent system interacting with its environment
with infinitesimal coupling strength, the equilibrium state of the system will be the standard
canonical Gibbs state. However, this is no longer true when the coupling strength is finite [27],
and finding the equilibrium system state in such cases (especially for strong coupling strengths)
remains an important problem.
1To be more precise, we do not know, in general, the operator structure of a master equation that provides a
well-defined dynamical evolution.
2If we know the dynamics of the system, finding the steady state is straightforward. One simply assumes that
the system has stopped evolving in time. However, one can try to directly find the system steady state without
considering the transient dynamics.
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In this thesis, we will be mainly concerned with the dynamics of the open quantum system.
There are di erent approaches [3, 27] to this problem such as stochastic Schrodinger equations,
quantum dynamical maps, and operator Langevin equations, but the most popular one seems
to be the master equation approach. The idea is very simple. We assume that the total system
consisting of the system and its environment is closed. We know how to deal with the dynamics
of a closed system using standard quantum mechanics [53]. Therefore, using this knowledge,
the goal is to find an equation of motion that will directly describe the state of system alone at
any time. This equation of motion is known as the master equation3.
2.1 The derivation
Let us now formulate these ideas in a more concrete manner. We start o  by writing down the
Hamiltonian of the total system,
Htot(t) = H(t) + V (t). (2.1)
Here H(t) = HS(t) + HB is the Hamiltonian describing the free system and environment,
and V (t) is coupling between them4. Note that these are Schrodinger picture operators. Any
time dependence in the system Hamiltonian or the Hamiltonian describing the coupling is an
explicit time dependence. This time dependence can arise, for instance, due to the application
of external electromagnetic fields.
Consider system-environment operators of the form Y ¢IB, where Y is an operator acting on
the Hilbert space of the system and IB denotes identity in the Hilbert space of the environment.
If the state of the total system is described by the density matrix ﬂtot(t), then the expectation
3Note that in the literature, there are many di erent kinds of master equations [3]. Generally speaking, these
equations di er in the approximations made in deriving them. The master equation presented in this thesis is
derived using a minimum of approximations in a conceptually simple way, using nothing more than time-dependent
perturbation theory.
4We are using V to denote the system-environment coupling Hamiltonian. This is done here to avoid cum-
bersome notation; in other places in this thesis, we use HSB to emphasize that this is the interaction between
the system and the environment. Similarly, we use both ﬂ and ﬂS to denote the system density matrix. For this
reason, we redefine our notation clearly whenever any confusion could arise.
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value of the operator Y is given by
ÈY Í = TrS [Y ﬂ], (2.2)
where ﬂ = TrB[ﬂtot]5. Our primary object of interest is ﬂ, the density matrix of the system. We
are trying to derive an equation of motion for ﬂ. It follows that
ÈY Í = TrS,B[(Y ¢ IB)ﬂtot]. (2.3)
Now, we can express the density matrix in some basis, that is to say, we can consider the
elements of the reduced density matrix ﬂmn(t) = Èm|ﬂ(t)|nÍ. If we choose Y = |nÍ Èm| © Ynm,
we get
ÈY Í = TrS [Ynmﬂ(t)]
= Èm|ﬂ(t)|nÍ = ﬂmn(t)
= TrS,B[(Ynm ¢ IB)ﬂtot(t)]
= TrS,B[U †(t, t0)(Ynm ¢ IB)U(t, t0)ﬂtot(t0)].
U(t, t0) is the time evolution operator describing the unitary evolution of the total system6. The
cyclic invariance property of the trace has also been used.
Defining Ynm¢IB © Xnm, we observe that U †(t, t0)XnmU(t, t0) is just a Heisenberg picture
operator. We refer to this operator as Xnm(t), with the understanding that any X operator
with a time dependence is in the Heisenberg picture. Therefore, we can write











5TrB denotes taking trace over the environment degrees of freedom, while TrS means that we trace out the
system degrees of freedom.




Eq (2.5) is a formally exactly master equation, that is, it is a di erential equation describing the
evolution of the system density matrix ﬂ. However, in its current form, it is not of much practical
use. To proceed, we need to find dXnm(t)dt 7. Doing so exactly is usually an impossible task.
Instead, we derive the Heisenberg equation of motion for Xnm(t) using perturbation theory. As
in standard time-dependent perturbation theory [53], we set U(t, t0) = U0(t, t0)UI(t, t0) where
U0(t, t0) = US(t, t0)UB(t, t0) describes the free evolution of the system and environment, and
UI(t, t0) comes in due to the coupling with the environment. It follows then, to first order in
the system-environment coupling,





ds ÂV (s)4 , (2.6)
where ÂV (s) = U †0(s, t0)V (s)U0(s, t0). Recall that we have defined
Xnm(t) = U †(t, t0)XnmU(t, t0). (2.7)
Substituting Eq. (2.6) into Eq. (2.7), we obtain, to first order,
Xnm(t) ¥ ÂXnm(t) + i ⁄ t
t0
ds [ ÂV (s), ÂXnm(t)]. (2.8)
We can also write the Heisenberg equation of motion for Xnm(t). This gives us
dXnm(t)
dt
= i[HH(t), Xnm(t)] + i[VH(t), Xnm(t)], (2.9)
where HH(t) and VH(t) are the Heisenberg picture operators corresponding to H(t) and V (t)
respectively. Using Eq. (2.8) and
VH(t) ¥ ÂV (t) + i ⁄ t
t0
ds [ ÂV (s), ÂV (t)], (2.10)
7Note that, until this point, we have not made any approximations.
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we can write Eq. (2.9) as approximately
dXnm(t)
dt
= i[HH(t), Xnm(t)] + i[ ÂV (t), ÂXnm(t)] + ⁄ t
t0
ds [[ ÂV (t), ÂXnm(t)], ÂV (s)]. (2.11)
We now have our desired expression for dXnm(t)dt . By substituting Eq. (2.11) in Eq. (2.5), we
obtain di erent terms in the master equation. We now work out these terms one by one.
We assume that our total system-environment state is initially ﬂ(t0) ¢ ﬂB. The first term of
Eq. (2.11), that is i[HH(t), Xnm(t)], when substituted in Eq. (2.5), leads to
TrS,B{(ﬂ(t0)¢ ﬂB)i[HH(t), Xnm(t)]} = iTrS,B{(ﬂ(t0)¢ ﬂB)U †(t, t0)[H(t), Xnm]U(t, t0)},
which further simplifies to









where HnÕn(t) © ÈnÕ|H(t)|nÍ. For later convenience, we write this as




where  mnmÕnÕ © ”mmÕHnÕn(t)≠ ”nnÕHmmÕ(t). The second term of Eq. (2.11), which is equal
to i[ ÂV (t), ÂXnm(t)], leads to
TrS,B{(ﬂ(t0)¢ ﬂB)U †0(t, t0)[V (t), Xnm]U0(t, t0)}.





8Note that an explicitly time-dependent coupling has been used in, for instance, Ref. [54].
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where F (t) is an operator acting in the Hilbert space of the system and B(t) is an operator
acting in the Hilbert space of the environment. Here, for simplicity, we consider the simple case
of
V (t) = F (t)¢B(t).
The more general case can be dealt with by a simple extension9. With the coupling given as
above, we can then work out the trace over the environment. This is given by
TrB[ﬂBU †B(t, t0)B(t)UB(t, t0)] = TrB[ﬂBB(t)] © ÈB(t)ÍB. (2.14)
We assume that this is zero. This is commonly referred to as ‘centering’ of the environment.
Usually, this is indeed the case for the coupling Hamiltonians under consideration. In the excep-
tional case where this is not so, we can always make this expectation value zero by redefining
B(t) to be B(t)≠ ÈB(t)ÍB. From now on, we can safely ignore this term.
Now the last term of Eq. (2.11), when substituted in Eq. (2.5), gives us four terms, Here,







dsÂV (t) ÂXnm(t)ÂV (s)6 . (2.15)
Putting back the free unitary time evolution operators, we obtain
⁄ t
t0
dsTrS,B[(ﬂ(t0)¢ ﬂB)U †0(t, t0)V (t)XnmU0(t, t0)U †0(s, t0)V (s)U0(s, t0)].
The trace over the environment gives
TrB[ﬂBU †B(t, t0)B(t)UB(t, t0)U
†
B(s, t0)B(s)UB(s, t0)] = È ÂB(t) ÂB(s)ÍB © Cts.
The function Cts is known as the environment correlator (or bath correlator) and plays a very
important role - it encapsulates the e ect of the environment on the system. The trace over
9We will come back to this issue in Chapter 3 when we study two spins coupled to external environments.
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the system is
TrS [ﬂ(t0)U †S(t, t0)F (t)YnmUS(t, t0)U
†
S(s, t0)F (s)US(s, t0)],
which simplifies to
TrS [Âﬂ(t)F (t)YnmUS(t, s)F (s)U †S(t, s)].












Uµ‹S (t, s)Yµ‹ , (2.18)










S YµÕ‹Õ . (2.19)
Substituting these relations, and assuming that our basis states are orthonormal, we can simplify







S (t, s)U †µ
Õ‹Õ
S (t, s)ﬂ‹ÕnÕ(t),
where Âﬂ(t) has been replaced by ﬂ(t). This is justified since the correction gives us terms of
higher order in the coupling strength in the master equation.
To simplify the notation, we define
gm‹
Õ




S (t, s). (2.20)






































We define the expression in square brackets to be the tensor RmnmÕnÕ(t). Further, we can define




ds gµ‹nm(t, s)È ÂB(t) ÂB(s)Í. (2.23)
In terms of these generalized transition rates, for the usual case where the F operators carry no



















From a computational point of view, these are the most useful forms of the master equation.
However, it is useful to also see the basis independent form of the master equation. Using the
completeness relations of the basis states in the master equation above, one can remove the















Èm|US(t, s)|lÍÈl|F (s)|µÍÈµ|U †S(t, s)|‹Í
+
‹|mÕ, ÈmÕ|ﬂ(t)|nÕÍÈnÕ|F (t)|nÍ =
Èm|US(t, s)F (s)U †S(t, s)ﬂ(t)F (t)|nÍ.
10This is essentially one form of the Redfield master equation [3].
11The motivation for the terminology will become clear shortly.
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By removing the summations in the other terms, one then ends up with the basis independent
form of the master equation, which is given by
dﬂ(t)
dt









F¯ (t, s) = US(t, s)F (s)U †S(t, s), (2.26)
and h.c. denotes hermitian conjugate12. In this form it is easy to see the physical meaning of the
di erent terms of the master equation: the first term on the right hand side denotes the coherent
evolution, while the remaining terms take into account the coupling to the environment. We
note that this master equation is local in time since it only depends on ﬂ(t). It is a common
misunderstanding to think that such a time-local master equation does not contain any memory
e ects since the integration does not depend on ﬂ(t) at times before t. This is simply not true.
There are in fact time-local master equations for specific models which are exact and therefore
fully take into account any memory e ects [3]. It should also be noted that, as we will see later
in more detail, for explicitly time-dependent system Hamiltonians, not only is the integral from
t0 to t troublesome, but also finding US(t, s) itself is often impossible as well.
At this point, it is worthwhile recapping the major assumptions made in the derivation of the
master equation. The major assumption (known as the weak coupling approximation or the Born
approximation) is that the system is coupled weakly to the environment. The other assumption
is that at time t0, we start out in a product state of the system and the environment13.
We now specialize our master equation to the case of time-independent Hamiltonians. In this
case, the system Hamiltonian and the coupling Hamiltonian carry no explicit time dependences.
Then we can immediately write down14
US(t, s) = e≠iHS(t≠s). (2.27)
12This form of the master equation has been used, for instance, by Kurizki et al. [55]
13This assumption has often been questioned; we will raise this issue too in the later part of this thesis.
14Throughout this thesis, we are using ~ = 1.
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Furthermore, we choose as our basis states the energy eigenstates of HS . By doing so, we are




 mnmÕnÕﬂmÕnÕ(t) = iﬂmn(t)(‘n ≠ ‘m) © ≠i mnﬂmn(t), (2.28)
where ‘n is defined by the eigenvalue equation HS |‘nÍ = ‘n |‘nÍ. We also find that
gµ‹mn(t, s) = ei ‹m(t≠s)”µm”‹n, (2.29)
so that our generalized transition rates simplify to
Wµ‹mn(t) = ”µm”‹nWm‹ , (2.30)





We now note that when the B operators carry no explicit time dependence and ﬂB is a stationary
state of the environment15, the bath correlator Cts becomes only a function of the time di erence










Our master equation for the case of no explicit time dependences, and with the basis chosen as
15Technically, the environment being in a stationary state means that [HB , ﬂB ] = 0.
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the energy eigenbasis of the system Hamiltonian becomes
dﬂmn(t)
dt
= ≠i mnﬂmn(t) +Rmn(t), (2.33)






FnÕnFmmÕ [WmmÕ(t) +W únnÕ(t)]≠
ÿ
l
[”mmÕFnÕlFlnW úlnÕ(t) + ”nnÕFmlFlmÕWlmÕ(t)]
Ô
. (2.34)
One can see that the coupling to the environment leads to the presence, in the equation of
motion of the density matrix elements, of transition rates. These transition rates are responsible
for causing the system to relax to a stationary state.
2.2 Some concluding remarks
Before moving on, we would like to note that in the literature, one finds very commonly that
two other assumptions are made, both of which we will not be making in the future, but which
we mention here for completeness17. These are the Markovian approximation and the secular
approximation. Both rely on a clear separation of time scales. The Markovian approximation
relies on the assumption that the environment loses its memory very quickly, which means that
the function C(·) rapidly decays. In such a situation, we can, in the master equation, push the
upper limit of the integration to infinity. The computational advantage of doing this is that we
then need to perform the time integration only once. However, since we will be dealing with
environments that do not lose memory so quickly, we do not make this simplification18. The
second approximation is the secular approximation (also known as the rotating wave approxi-
mation). In this approximation, rapidly oscillating terms in the master equation are dropped,
as it is argued that these average out to zero. After making both these approximations, it is
16Strictly speaking, the ‘relaxation’ rate should only refer to the diagonal elements of the density matrix in the
energy eigenbasis. However, it is standard practice to call Rmn(t) the relaxation rate, even though m need not
equal n.
17The interested reader is referred to Ref. [3] for more details.
18Non-Markovian dynamics have attracted considerable interest recently; see Refs. [56, 57] for an overview.
19
2.2. Some concluding remarks
possible to reduce the master equation to the famous Lindblad-Kossakowski form [58, 59], which
guarantees trace-preservation, hermiticity and complete-positivity of the reduced density matrix.
However, the Lindblad-Kossakowski master equation can give physically incorrect results. For
instance, it gives as the equilibrium state of the system the canonical Gibbs state, which we
know is only true for infinitesimal system-environment coupling [27].
20
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The spin boson model
In the well-known spin-boson model [3, 21, 27], we study a two-level system coupled to a bath
of harmonic oscillators. To motivate the model, we consider a particle tunneling between the
wells of a double well potential structure. We consider the lowest energy level in each of the
two wells to be separated from the other energy levels, so that we e ectively have a two-level
system. We assume for the time being that there is no coupling to an external environment.
If the particle is in the left (right) well, we write its state as |0Í (|1Í). Denoting the energy
di erence between the energy levels in the two wells (referred to as ‘detuning’) by Á, and the
‘bare’ tunneling amplitude by  0, the Hamiltonian of our isolated system can be written as
H = Á2(|0Í È0|≠ |1Í È1|) +
 0
2 (|0Í È1|+ |1Í È0|).








in the {|0Í , |1Í} basis, we can write this Hamiltonian in the form





We now couple this system to a bath of harmonic oscillators. We assume that the bath is only
weakly perturbed by the system, and therefore we need only consider a linear coupling term.
The bath also has the e ect of ‘renormalzing’ the tunneling term to a new tunneling amplitude
referred to as   [27]. This can be thought of as an e ect of the ‘dressing’ of the two-level
system by phonons. The Hamiltonian of the spin-boson model can then be written as












(gkbk + gúkb†k). (3.1)
The first two terms describe the central two-level system (TLS), the third term corresponds to the
bath of harmonic oscillators, while the last term is the coupling between the TLS and the bath.
The form of the system-environment interaction implies that the environment is monitoring the
position of the TLS. A strong system-environment should then lead to localization, while for
weak interaction strength, the particle should still be able to tunnel from one well to another.
In fact, there is a quantum phase transition between these two regimes [60].
Besides a particle tunneling in a double well system, the spin-boson model can describe many
physical situations in condensed matter physics, quantum optics, chemical physics, quantum
decoherence studies, and nuclear physics [27]. For example, we can couple two quantum dots to
form a double quantum dot; for strong Coulomb blockade, we can describe this double quantum
dot as a TLS interacting with a collection of phonons, thus forming a physical manifestation
of the spin-boson model. Given its great importance, the spin-boson model is a good starting
point for us to study the dynamics of open quantum systems. Our objective is to use our master
equation to describe the dynamics of the spin-boson model1. Before doing so, however, we need
to find the bath correlator, as well as the eigenstates of the free TLS. It is to these tasks that
we now turn.
3.1 Bath correlator
We now study the function Cts, which, as we saw in the previous chapter, can be written as
C(·) with · = t ≠ s for a stationary environment and time independent system-environment
1It should be noted that a variety of methods other than master equations, such as renormalization group
methods, have been developed to try to study the model.
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coupling. This will always be the case from now on. We know that
C(·) = È ÂB(·)BÍB. (3.2)





with ZB = TrB[e≠—HB ]. For the spin-boson model, we can see by observing the Hamiltonian
that B =qk(gkbk + gúkb†k). Recall the canonical commutation relations




kÕ ] = 0.
To evaluate ÂB(·), we use the identity [61]
e◊Pˆ Aˆe≠◊Pˆ = Aˆ+ ◊[Pˆ , Aˆ] + ◊
2
2 [Pˆ , [Pˆ , Aˆ]] + . . . (3.4)
where Pˆ and Aˆ are operators, to find that
eiHB· bke
≠iHB· = bke≠iÊk· ,
and
eiHB· b†ke
≠iHB· = b†keiÊk· .
Therefore, ÂB(·) =ÿ
k
(gkbke≠iÊk· + gúkb†keiÊk· ). (3.5)
We can now find the function C(·). Only terms of the form Èb†kbkÍ and Èbkb†kÍ can possibly give
non-zero values since these operators conserve the number of particles in mode k2. Using this
fact, we find that
È ÂB(·)BÍ =ÿ
k
|gk|2[e≠iÊk· (1 +Nk) + eiÊk·Nk], (3.6)
2The operators b†kbk and bkb
†





where we have defined Èb†kbkÍ © Nk. Since the environment is in thermal equilibrium, Nk is
given simply by the Bose-Einstein distribution3
Nk =
1
eÊk/kBT ≠ 1 . (3.7)














It is conventional to write
C(·) © ‹(·)≠ i÷(·), (3.9)
where the real part, ‹(·), is known as the noise kernel, while the imaginary part, ÷(·), is referred
to as the dissipation kernel.
At this point, we introduce a function of the environment known as the spectral density.




|gk|2”(Ê ≠ Êk). (3.10)













dÊ J(Ê) sin(Ê·). (3.12)
We know that the function C(·) captures the e ect of the environment on the system. Now
we can see that to calculate C(·), all we need is to specify the spectral density. The spectral
density is chosen to be a smooth function of Ê. In this way, the discrete summation over Êk
is replaced by an integral corresponding to a continuous spectrum of environmental frequencies
Ê. All the properties of the bath are then captured by the spectral density.
3Recall that we are using ~ = 1.
4Definitions of the spectral density in the literature vary - they may di er from one another by a constant
multiplicative factor such as 2ﬁ.
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The actual choice of the spectral density is often phenomenologically motivated. Usually,
the frequency dependence of J(Ê) is taken to be of the form J(Ê) Ã Ês. The case s = 1 is
the most important one - it is referred to as Ohmic spectral density [27]5. We also need to take
into account the fact that the spectral density cannot grow without bound, since that would be
physically unreasonable. Above a certain cuto  frequency, the spectral density should start to
decrease. In order to achieve this, we put in an exponentially decaying function6. The spectral
density that we will be using is of the form
J(Ê) = GÊe≠Ê/Êc , (3.13)
where G is a measure of the coupling strength between the system and the environment, and
Êc is the cuto  frequency. This choice is commonly referred to as Ohmic spectral density with
exponential cuto  for obvious reasons.
With the spectral density at hand, we can now calculate the noise and dissipation kernels,




(1 + Ê2c ·2)2
. (3.14)
There is no nice, simple expression for ‹(·), so we perform this integral numerically.
3.2 Two-level system eigenstates
We now calculate the other ingredient for the implementation of the master equation: the







5If s > 1 then we have a super-Ohmic spectral density. On the other hand, s < 1 refers to a sub-Ohmic
spectral density.
6A Lorentzian function is also widely used for this purpose.
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We then obtain the eigenvalues and eigenvectors of this matrix. We denote the eigenvectors by
|E1Í and |E2Í. In terms of the |0Í , |1Í states, these are
|E1Í = cos ◊ |0Í+ sin ◊ |1Í , (3.16)
|E2Í = ≠ sin ◊ |0Í+ cos ◊ |1Í , (3.17)





 2 + Á2, (3.18)
E2 = ≠12

 2 + Á2. (3.19)
3.3 Solving the master equation
To find the dynamics of our TLS, we need to solve Eq. (2.33). Note that, for the spin-boson
model, these are just a set of four coupled di erential equations, which we can cast in matrix
form, and then proceed to solve numerically.
Let us first cast the density matrix in column vector form. Then the master equation can

























The matrix A comes from the sum of i mnmÕnÕ and RmnmÕnÕ . Therefore, as it stands, to find
an element of the matrix A, we would have to specify four numbers, instead of just the row
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A11 . . . A1n
... . . . ...









Two indices have been replaced by a single index. In order to use this latter form, we need to
have some way of converting a single index to the two original indices. This mapping is easily
found7. We have then managed to cast the master equation into a standard matrix form of
coupled di erential equations. The integration required to calculate the matrix A is done using
Simpson’s rule, while the di erential equation itself is solved using the standard RK4 algorithm
[62].
At this point, we make some more comments on the Markovian approximation. If the bath
cuto  frequency, Êc, is high enough, the bath correlator decays very quickly with · , that is to
say, C(·) is sharply peaked around · = 0. In this case, since C(·) is rapidly decaying, it does
not matter much as far as the integration is concerned whether we integrate from t0 to t or
from t0 to infinity. Therefore, we can push the upper limit of the integral to infinity with a
small error. This is the Markovian approximation. The advantage we gain by performing this
approximation is that the matrix A is now independent of time, which means that we need not
find it again and again.
We now present our numerical solution to the master equation, assuming that the initial
state of the TLS is |0Í8. We plot sz © È‡zÍ/2 and sx © È‡xÍ/2 as a function of time [see
Fig. 3.1]. Note that everything is measured relative to Á in this case; for example,   is twice
the value of Á, while time is measured in terms of Á≠1. A similar system of units is followed
throughout this thesis, whereby one physical parameter is assigned a value (usually equal to
one), and the other parameters are measured relative to that value. The graphs obtained using
our numerical program are in excellent agreement with established results in the literature. This
7This mapping is defined as follows. Let the single index be p, the dimension of HS be n, and let the two
indices corresponding to this be k and l. We then simply divide the integer p by the integer n and note the
answer x as well as the remainder, r. Now if r = 0, then k = x and l = n; otherwise, k = x+ 1, and l = r.
8From now, we take t0 = 0.
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Fig. 3.1: (color online) On the left, graphs of sz (top) and sx (bottom) from Ref. [32]. On the right, graphs
of sz (solid, black) and sx (dotted, blue) obtained using our program. The parameters used are Á = 1,   = 2,
Êc = 50, kBT = 2, and G = 0.1.
is a very strong indication that we are on the right track.
3.4 Two-level system driven problems
We now move on to problems where the system Hamiltonian carries explicit time dependence,
a scenario which can arise, for instance, if an external field is applied to the two-level system.
Recall that in order to obtain the dynamics of the system that is coupled to an environment, we
need to know the unitary time evolution operator of the free system, US(t, s)9. Unfortunately,
in general, finding this operator for general time dependent Hamiltonians is highly non-trivial.
This is because, for a time-dependent Hamiltonian HS(t) with t Ø s,








where T is the time-ordering operator that places operators at later times to the left. Since the
Hamiltonian at di erent times does not, in general, commute, the time-ordering operation makes
the problem generally intractable, and thus finding a closed form for US(t, s) is extremely rare.
Famous examples of analytically solvable driven two level systems include the Rabi model [63] and
9In the master equation, F¯ (t, s) = US(t, s)F (s)U†S(t, s).
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the related Jaynes-Cummings model [64], the Landau-Zener problem [65, 66], and the hyperbolic
secant pulse [67]. Indeed, the driven two-level system, the simplest driven quantum system,
continues to attract considerable attention - see, for example, Refs. [68–70] and references
therein.
3.4.1 The Split Operator Method
Given the di culty of finding analytical solutions to even the driven two-level system, and that
we will be dealing with more than one two-level system, numerical techniques for finding the
time evolution operator US(t, s) are very useful10. A common technique for finding the dynamics
of a quantum system numerically is the split operator method, introduced first by Feit and Fleck
[71, 72]. For time independent Hamiltonians, splitting the Hamiltonian as HS = T + V 11, the
time evolution operator corresponding to a small time step  t is given by
US(t+ t, t) = e≠i(T+V ) t. (3.22)
Since in general T and V do not commute, we cannot simply write the exponential as the
product of two exponentials. Doing so will result in an error of order ( t)2. However, the split
operator method allows us to achieve a separation of the exponential with a higher accuracy12.
With operators A, B and C, we write the Baker-Campbell-Hausdor  identity [61] in the form
eAeBeC = exp
3















2 t = e≠i(T2 +V+T2 ) t+O( t3) ¥ e≠iH t. (3.24)
10Note that we do not use perturbation theory to find US(t, s) simply because for our cases of interest, the
e ect of the externally applied fields on the system will, in general, be large and cannot be treated perturbatively.
11The system Hamiltonian is conventionally split in this way. This V is not the coupling between the system
and the environment; it is simply a part of the system Hamiltonian. The meaning of V should be clear from the
context.
12This operator splitting is also known as the Trotter-Suzuki formula which has been used in thermodynamic
equilibrium problems [73, 74].
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Therefore, we have shown that
US(t+ t, t) ¥ e≠iT2 te≠iV te≠iT2 t, (3.25)
where the error is proportional to  t3[[T, V ], H]. These arguments can be generalized to the
case where the Hamiltonian is explicitly time dependent [75, 76]. For HS = T + V (t), it can
be shown that the unitary time evolution operator corresponding to a small time step  t can
be written as





This splitting retains the accuracy of the method, that is, it results in error of the order ( t)3.
3.4.2 Numerical results
The driven spin-boson problem [77–79] can now be solved in a manner similar to the undriven
case; the results are then compared with those existing in the literature. The Hamiltonian for
this model is given by












(gkbk + gúkb†k), (3.27)
where Á(t) = Á0 + s cos(ÊLt). There are important di erences that must be taken into account
when we extend the treatment from the time-independent case to this time-dependent case.
First, since the Hamiltonian is now explicitly time-dependent, at each instant of time, there
are di erent energy eigenstates. Therefore, instead of using energy eigenstates which keep on
changing as basis states, we simply use the |0Í and |1Í states as basis states. Secondly, at
each time-step, we have to perform the whole integration from t = 0 to time t = t +  t, a
consequence of the fact that the integrand now depends explicitly on time. This property of
driven problems is usually referred to as ‘back-propagation’, and compared with the undriven
problem, is a considerable computational bottleneck, and much work has been done on how to
overcome this hurdle [80, 81]. However, since we are dealing with Hilbert spaces of relatively
small dimensions, we can get by with the simple method of back-propagation.
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Finally, to approximately take into account bath-induced
frequency-shifts the tunneling frequencies '˜n are evaluated
from Eq. "8# upon substituting -n -n*1#/ ln(0c /-),
ª-˜n . Thus, in this high-frequency regime the system gener-
ally still exhibits damped coherent oscillations, as in the un-
driven case, although, an infinite set of oscillation frequen-
cies '˜n with corresponding damping rates %n enters this
driven dynamics. Superimposed to these coherent oscilla-
tions there occurs an incoherent decay with rate %R towards
P$ .
In Figs. 1–3 we depict comparisons amongst the numeri-
cal predictions of the Born-Markov equations "4#, the path-
FIG. 1. Matching between path integral and Bloch-Redfield.
The comparison of the dynamical Eqs. "2#, "4#, and "5# for unbiased
TSS-dynamics depicts excellent agreement. For this resonant con-
dition ()0!n*1 , n*!0) the dynamics is well described by Eq.
"5# with the single-mode frequency '˜0!-˜0. Here and in the fol-
lowing figures frequencies are expressed in units of - , times in
units of -#1. The temperature is zero throughout.
FIG. 2. Driving induced quantum coherence phenomena. In the
presence of a quasiresonant high-frequency field away from the
zeros of Jn*(s/1), the population difference !z(t) exhibits a co-
herent oscillatory decay which is dominated by a single mode os-
cillation frequency '˜n*. A comparison between the predictions of
the analytical solution "5# with just the single-mode frequency '˜1,
for a near-resonant field "i.e., n*!1 with )1!!)0#1!!0.2-) with
the Bloch-Redfield result in Eq. "4# is depicted. Note that in the
undriven situation (s!0) the TSS dynamics is almost completely
localized.
FIG. 3. Controlling tunneling. In the presence of an off-
resonance no net separation of time scales occurs and the popula-
tion !z(t) shows a complex interference pattern "a#. Note that the
numerical solutions of Bloch-Redfield and path-integral equations
coincide within linewidth. The TSS dynamics is dominated by an
incoherent decay towards its asymptotic limit "b#, so that quantum
coherence is lost. The incoherent decay rate %R , however, can be
strongly diminished. This is demonstrated in the upper left inset
where the photon assisted decay rate %R is plotted vs the dc-bias
)0. It exhibits characteristic resonance peaks at multiple integers of
the driving frequency 1 . These peaks are shifted replicas of the
dc-driven (s!0) rate with different weights. Thus, a suitable cho-
sen bias can enhance or suppress the decay of populations. Finally,
the lower right inset shows the averaged nonequilibrium population
difference P$ . It exhibits a nonmonotonic dependence on the dc-
bias when combined with a high-frequency field. For appropriate
values of the dc-field a population inversion (P$$0 when )0%0,
and vice versa# can occur.
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Fig. 3.2: On the left, graph of 2sz = È‡zÍ from Ref. [78]. On the right, behavior of 2sz obtained using our
program. For this simulation, Á0 = 0,   = ≠1, s = ≠19,ÊL = 10, G = 0.02,Êc = 200, kBT = 0.
The driven spin-boson model has been solved in various ways in Ref. [78], including a master
equation approach. As shown in Fig. 3.2, we find excellent agreement between our numerical
simulations and the results in Ref. [78].
Now tha the primary groundwork has been laid, we proceed to our primary area of interest:
a system consisting of many two-lev l syste s coupled to an environment.
3.5 Extension to many two-level systems
3.5.1 A bigger playground
Let us now consider two two-level systems. When we extend our study to two TLSs, it may
seem at first sight that not too many new things will happen. It is certainly true that if the two
systems are interacting, then each TLS cannot be de lt wi separ tely - the interaction must
be taken into account. However, even in the case when the systems have ceased to directly
interact for a long time, entirely new aspects emerge that were not present before.
The first of these new aspects is the entanglement between the two TLSs. There is simply
not enough space here to go into the details of this ascinating subject, so we only give a very
brief overview; for excellent reviews, see Refs. [82, 83]. For our pur oses, it is enough to note
that two systems are said to be entangl when their state annot be written s a sum of






i ¢ ﬂBi , (3.28)
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where qi pi = 1, and ﬂAi and ﬂBi are density matrices belonging to the Hilbert space of the
first and second TLS respectively13. Physically, this means that the ‘sum is greater than the
parts’: the state of joint system contains information not available in the individual systems.
Such correlations are a feature unique to quantum mechanics - in fact, entanglement has been
called the feature that distinguishes the quantum world from the classical world [84].
The study of entanglement is not only interesting in its own right; over the years, entan-
glement has come to be viewed as a physical resource that enables one to perform quantum
computation and quantum communication tasks, such as quantum teleportation [85], quantum
cryptography [86, 87], and superdense coding [88]. It comes as no surprise then that the behavior
of entanglement has been extensively studied in open systems; see, for instance, Refs. [89–94].
It is generally found that entanglement is very fragile, and decoherence causes entanglement
to rapidly decay. In particular, Yu and Eberly [95] showed that the entanglement between two
atoms placed in separate cavities decays in a finite amount of time due to spontaneous emis-
sion. This behavior is di erent from the decay of coherence, which decays exponentially, and
has been dubbed ‘entanglement sudden death’ (ESD). ESD has been experimentally observed
for photonic qubits [96] and atomic ensembles [97]. It has also been studied in other model
systems [98]. A related nonintuitive phenomenon was soon found as well - entanglement sudden
birth (ESB) [98, 99]. In ESB, two initially unentangled qubits can be entangled after a finite
time. It should be evident by now that the dynamics of entanglement is extremely rich, and
even now, not very well understood.
Another new aspect that we need to consider is that two-level systems should be considered
to be coupled to di erent thermal baths if they are not very close to each other. Therefore, it is
imperative that we extend our master equation, which until now has dealt with coupling to only
one thermal bath, to this more general case. On the other hand, if two qubits are interacting

























z + ‡(2)z )
ÿ
k
(gkbk + gúkb†k), (3.29)
13This definition can be generalized to more than two systems.
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CHAPTER 3. THE LARGE-SPIN MODEL WITH WEAK DISSIPATION
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Figure 3.8: Time evolution of Jz and Jx for di erent interaction strengths
to the environment, J=1,  =0,  c=50Tc, and kBT =0.
are no contributions from the first order. The influence of the environment on the





|  m| V |n  |2
En  Em , (3.70)
where V is the coupling term (3.9) in the Hamiltonian and the sum runs over all
eigenstates |m  of the unperturbed system. We still have to specify the state of the
environment since |n  and |m  are states of the total system, spin plus environment.
Consistent with the considerations of this chapter, the environment of the initial
state |n  is assumed to be in thermal equilibrium. Thus, in order to calculate the
corrections to the eigenenergy of the spin state |+ , we use
|n  = |+    | T   , (3.71)
where | T   is the equilibrium state of the environment at temperature T . Then, the
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Fig. 3.3: (color online) On the left, graphs of ÈJzÍ (blue) and ÈJxÍ (red) from [101]. On the right, corre-
sponding graphs using our program. Here Á = 0,  = 2, kBT = 0,Êc = 50, G = 0.05.
where the superscript (1) refers to one TLS, and (2) to the other. We have also assumed
hat the en rgy splitting and tunn ling amplitude is the same for both qubits14. If we are
interested in the collective properties of the system, such as total magnetization along some
axis for a spin system, we can then replace the two spins by a single large spin. We define a
collective spin as
J = 12(‡
(1) + ‡(2)). (3.30)
In terms of this collective spin, we can write the Hamiltonian given by Eq. (3.29) as








(gkbk + gúkb†k). (3.31)
This is known as the large spin-boson model [32, 33]. Such a collective spin approach has also
been followed in the Dicke model, which models the spontaneous emission from a collection of
two-level systems that are independent of each other apart from being coupled to a common
bath [100]. Solutions for the large spin-boson Hamiltonian can be found in Ref. [101]. We again
solve our master equation numerically, and show that our results agree very well with those in
Ref. [101]. This demonstrates [see Fig. 3.3] that we have extended our programs to deal with
the higher dimensionality in the correct way.
Finally, it is worth mentioning that for more than one TLS, we need to now consider noise
14It is trivial to generalize this when the energy splittings and tunneling amplitudes are not the same. However,
we can then no longer use a collective spin to describe the system dynamics.
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terms that were totally absent before. For instance, we can have an interaction Hamiltonian









Such a non-local noise term can model, for example, the random fluctuations in the qubit-qubit
interaction.
3.5.2 Entanglement dynamics
In this section, we illustrate the typical behavior of the entanglement between two qubits in the
presence of an environment. Before doing so, however, we first explain how to deal with more





Doing so, we generalize our master equation to
dﬂ(t)
dt











F¯j(t, s) = US(t, s)Fj(s)U †S(t, s), (3.33)
Cjts = È ÂBj(t) ÂBj(s)Í. (3.34)
In basis-dependent form, this means that the RmnmÕnÕ matrix has to be found for each bath;
these matrices are then simply added, and the set of di erential equations is solved as before.
Now that we know how to deal with larger systems, let us first illustrate entanglement sudden
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Fig. 3.4: Behavior of entanglementm measured by the concurrence C(t), against time for di erent baths.
Here Á = 1, G = 0.05, kBT = 2,Êc = 50. The initial state is |ÂentÍ.
death with a simple example. Consider the Hamiltonian15
H =Á2(‡
(1)
























(gkdk + gúkd†k). (3.35)
We use concurrence [102] as a measure of the bipartite entanglement between the two two-
level systems16. In our studies of entanglement dynamics, we will be using as our initial state
|ÂentÍ = 1Ô2(|01Í+ |10Í), with ‡z |0Í = |0Í and ‡z |1Í = ≠ |1Í. Using our master equation, we
can easily find the behavior of the concurrence with time [see Fig. 3.4]. ESD is immediately
apparent.
We now add in an interaction between the two qubits, so that, in the case of the common
bath, the Hamiltonian becomes
H = Á2(‡
(1)















x + ‡(2)x )
ÿ
k
(gkbk + gúkb†k). (3.36)
For this case, as is evident from Fig. 3.5, the entanglement does not die to zero. Moreover, we
also see some ESB.
What has received considerably less attention is the e ect of the non-local terms on the
15We are assuming for simplicity that the energy splitting is the same for both qubits.
16C is being used to denote both the bath correlator and the concurrence. The meaning should be clear from
the context.
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Fig. 3.5: Behavior of entanglement against time for same bath with interaction, starting from the state |ÂentÍ
(left) and the state |00Í (right). ⁄ = 1, with the rest of the parameters being the same as FIG. 3.4.






















(gkbk + gúkb†k). (3.37)
Then, once again using our master equation, we can find the behavior of the entanglement
between the two TLSs, as illustrated in Fig. 3.6. Clearly, if we are to protect entanglement,
such non-local noise terms should also be considered in the analysis. Therefore, in the next










Fig. 3.6: Evolution of entanglement for the case of non-local noise. The parameters used are Á = 1,  =




We have illustrated in the previous chapter that the unwanted interaction between a system and
its environment causes decoherence, i.e., the loss of quantum coherence. Since future quantum
technologies rely on coherent quantum states, it has become increasingly important to e ectively
suppress decoherence. To achieve this goal, various schemes, such as error-correction codes [10],
decoherence-free subspaces [103, 104] and dynamical decoupling (DD) [11, 35, 105–107], have
been proposed. It is expected that in a large-scale working quantum computer, all of these
schemes will be used in some way to store quantum states with high fidelity. For instance, a
combination of dynamical decoupling and quantum error-correction codes has been proposed to
combat errors due to spontaneous emission [108] (see also Ref. [109] for a recent study on such
a hybrid scheme).
Our focus in this chapter is on DD. In the DD approach, external time-dependent fields are
applied to the system such that the interaction term between the system and its environment
rapidly flips sign. In this way, the e ect of the environment on the system is canceled to a certain
degree. The key advantage of DD, compared to some other methods such as quantum error-
correction codes, is that no overhead is required - the qubits storing quantum information are
protected directly, without any need for extra qubits. Moreover, DD requires neither quantum
measurements nor feedback control.
Broadly speaking, two types of DD have been studied: pulsed DD, which uses sharp pulses
(impulsive pulses in many cases) to counter the e ect of the environment, and continuous
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DD, which uses continuous-wave driving, that is, fields with continuously varying amplitude
and/or phase. We discuss pulsed DD first. The pioneering work on pulsed DD considered
pulses applied, at equal time intervals, to a single qubit coupled to an environment [35]. Many
extensions have been worked out since then, including, for example, DD for an arbitrary finite-
dimensional system [11] and the suppression of arbitrary internal coupling in a quantum register
[110]. Studies of non-impulsive DD are also fruitful, by use of, for example, the so-called
“Eulerian DD" schemes [111, 112], and optimized pulses under an energy cost constraint [113]
or a minimum leakage requirement [114]. Recently, a significant advance was made when it was
shown by Uhrig [115] that by using aperiodic pulses, the so-called Uhrig’s DD (UDD) scheme,
the coherence of a single qubit can be protected to the N th order by using only N (or N + 1)
instantaneous pulses. Uhrig originally considered only pure dephasing in the spin-boson model.
Yang and Liu [116] then showed that UDD is universal in the sense that it does not depend on
how a single qubit is coupled to its environment. Going further, West el al. [117] constructed a
nested UDD sequence that can protect a single qubit against both dephasing and relaxation at
the same time. A mathematical proof for the e ectiveness of nested UDD sequences has been
recently given in Ref. [118]. E ects of nonideal pulses on UDD are also under investigation [119].
On the experimental side, the excellent performance of UDD in protecting single-qubit quantum
states has been studied in Refs. [120–122].
Given high-e ciency single-qubit DD schemes, extending single-qubit DD to two-qubit (or
multi-qubit) decoherence control becomes more interesting. It should be emphasized at this
point that two-qubit (multi-qubit) decoherence control o ers a whole new set of challenges (see
also [11, 110, 112]). For instance, a fundamental objective of two-qubit decoherence control
must be to protect two-qubit entanglement, since entanglement has been identified as the key
resource for quantum information [8]. As we saw in Chapter 3, quantum entanglement can,
unlike single-qubit coherence, vanish in a finite amount of time [95, 96, 123–126]. In addition,
we emphasized in the previous chapter that there are di erent types of system-environment
coupling that are not present in single-qubit cases. In particular, there can be a noisy interaction
between two qubits, and errors such as correlated bit flipping, dissipation, and dephasing might
emerge. Along this general direction of two-qubit DD, Ref. [127] showed for the first time that
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it is possible to construct a pulse sequence to protect a known two-qubit quantum state to the
N th order using N pulses, without any knowledge of system-environment coupling. During the
same year, the same group of authors advocated the use of a nested sequence of UDD pulses
to protect unknown two-qubit states with high e ciency, with each layer eliminating di erent
noise terms [128]. It is now clear that to protect a completely unknown two-qubit state with
high e ciency, four layers of UDD pulses are required [128, 129]. These schemes are exciting
because they are universal. That is, so long as the pulses are applied fast enough (as compared
with the cuto  frequency of the environment), we do not need to assume anything about the
actual form of the system-environment coupling. Nested-UDD schemes have also been extended
to multi-qubit systems with remarkable mathematical insights [129, 130]. Parallel with these
theoretical advances, preliminary experiments on entanglement protection using pulsed DD have
been performed in Refs. [131–133].
Interestingly, many pulsed DD schemes mentioned above can be considered to be too strong
in the sense that, while it does protect a quantum state with high e ciency, it also generally
freezes useful coherent evolution generated by the system’s own Hamiltonian. To achieve useful
coherent evolution concurrently with pulsed DD [36, 108], one idea is to encode the logical qubits
in physical qubits and then design the fields in such a way that the gate operation commutes
with the pulse operations [134]. However, apparently an overhead is required. Recently, a
general procedure utilizing finite-power and finite-bandwidth pulses has been worked out for
constructing dynamically corrected gates (DCGs) without encoding or measurement overhead
[39, 135]. Going further, by concatenating DCGs, it is possible to achieve arbitrary accuracy
in quantum gate implementation [136]. However, for arbitrary system-environment coupling,
dynamically corrected two-qubit gates have not been explicitly constructed and it is unclear how
complicated the solution might be.
Motivated by the existence of universal UDD schemes for two-qubit entanglement protection,
we investigate in this chapter the usefulness of universal continuous DD (more specifically, DD
based on driving fields with simple harmonic time dependence) to protect two-qubit states,
and hopefully, also to protect two-qubit gates. We note that, as mentioned before, the term
‘continuous DD’ can be used in general to refer to fields - not necessarily harmonic - with
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continuously varying amplitude and/or phase (see, for instance, Ref. [137] for the use of such
time-dependent Hamiltonians). However, here we use the term ‘continuous DD’ exclusively to
refer to fields with harmonic time-dependence. Switching from pulsed DD to such sinusoidal
fields, the sacrifice is obvious as compared with UDD and nested-UDD schemes: the performance
of continuous DD is of a low-order nature. But our interest here is not with the high-order
performance of a DD scheme. Rather, we ask the following important question: Are there
universal continuous DD schemes to protect two-qubit states and two-qubit gates, irrespective
of how a two-qubit system is coupled with its environment? This is a pertinent question to ask
because, compared with pulsed DD, continuous DD has some advantages from a practical point
of view. For example, there is no longer any concern about pulse timings or pulse-sequence
engineering, and the higher driving frequencies that we can achieve with continuous fields are
naturally expected to eliminate higher frequency noise sources [138]. Indeed, continuous DD
schemes to protect a single qubit have attracted considerable interest [37, 138–140]. Among the
known features of single-qubit continuous DD, most relevant here is the fact that continuous
control fields may be constructed to protect a quantum state and implement a gate at the same
time, without the use of any overhead [37, 140] (thus forming a type of DCG [39, 135]). However,
it is imperative, considering the complexity of two-qubit decoherence, that such Hamiltonians be
constructed for two-qubit gates as well. After all, in the circuit model of quantum computation,
two-qubit gates are of fundamental importance.
What is lacking currently is a completely general treatment of continuous DD for two-
qubit systems. A recent study [141] considered the application of external fields to protect a
multi-qubit system against a restricted class of dephasing and relaxation mechanisms. Some
stimulating progress has also been made in Ref. [38, 142] . However, therein only local noise
terms were considered, which amounts to making a specific assumption applicable to only one
class of system-environment coupling. With such an assumption, continuous fields were con-
structed for the protection of two-qubit quantum states and two-qubit gates against decoherence
[38]. Nevertheless, as also seen below, if only local noise terms are considered, then the issue
of decoherence control is somewhat quite analogous to single-qubit continuous DD and is not
universal. Our explicit task in this chapter is hence to extend the work in Ref. [38] to cases
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with the most general system-environment coupling. The universal two-qubit continuous DD
schemes presented below may be of great use if very high control fidelities are non-essential.
Certainly, universal continuous DD schemes may be also combined with pulsed DD for hybrid
DD schemes.
Before starting to present our results on universal continuous DD, we would like to first
illustrate the basic ideas behind DD in a simpler setting. Consider a single two-level system
(TLS) with initial state |0Í, where ‡z |0Í = |0Í. If a TLS has zero tunneling amplitude and it
undergoes dissipation, then we can model the physical situation using the Hamiltonian










(gkbk + gúkb†k), (4.1)
where Á is the energy splitting of the TLS, qk Êkb†kbk is the Hamiltonian of the environment,
and the last term is the coupling between the TLS and the environment. If we start from
sz © È‡zÍ/2 = 0.5, this coupling to the environment causes sz to change. To freeze the
evolution of the state, we need to remove the e ect of the environment by applying ‡z pulses,







where Tj denotes the times at which the pulses are applied and N is the number of pulses
applied. Why do these pulses work? We can see this by going to the frame of the applied
pulses. In this frame, since ‡x and ‡z anti-commute, we can write the Hamiltonian as









(gkbk + gúkb†k), (4.3)
where f(t) is the switching function1. Because f(t) changes sign after the application of each
pulse, we can then argue that, in the unitary time-evolution operator corresponding to ÂH,
the influence of the system-environment interaction is approximately removed. Let us use our
master equation to illustrate this. We numerically simulate the evolution of the TLS under the
1Formally, f(t) =
qN+1
l=1 (≠1)l+1◊(t≠Tl≠1)◊(Tl≠ t), where ◊(t) is the Heaviside function and we set T0 = 0




















Fig. 4.1: (color online) Evolution of sz with no pulses (solid, black), and pulses applied at times according
to the UDD (dotted, blue) and bang-bang (dot-dashed, magenta) pulse sequences with T = 0.1 for N = 2
(left) and N = 8 (right). For these simulations, the delta functions were approximated by sharply-peaked
Gaussians, and the spectral density is chosen to be Ohmic with exponential cuto . The other parameters are









Fig. 4.2: (color online) Same as Fig. 4.1, except that we now have N = 2 and Êc = 50.
influence of two di erent pulse sequences: bang-bang (BB) pulse sequence, whereby the pulses
are applied at equal time intervals, and the UDD sequence, where the pulse timings are chosen





with T being the final time. We want sz as close to 0.5 after time T as
possible.
Fig. 4.1 shows that UDD outperforms BB; furthermore, with increasing number of pulses,
even better performance is obtained. It is important to note, however, that the interval between
the pulses must be smaller than the correlation time of the bath2. The physical reason for this
is that for time scales much smaller than the correlation time, the system-environment evolution
is coherent and reversible, and dynamical decoupling can still work. This is the so-called Zeno
2The correlation time of the environment is related to the cuto  frequency - the higher the cuto  frequency,
the lower the correlation time. Indeed, for infinitesimally small correlation time, we have Markovian dynamics,
and DD does not work.
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regime of quantum control [143]. On the other hand, if we apply pulses with time intervals
larger than the bath correlation time, then the control pulses can actually enhance the decay
of the quantum state. We are then in the anti-Zeno regime [143]. Again, we illustrate these
ideas using the master equation. In Fig. 4.2, we have increased the cuto  frequency compared
to that in Fig. 4.1, thereby decreasing the correlation time, while the pulse interval is kept the
same. We then enter the anti-Zeno regime - the quantum state decays even faster due to the
pulses. This is, of course, the exact opposite of the objective of DD.
What happens in the intermediate regime? We have shown in Fig. 4.1 that UDD is better
than BB when we are deep into the Zeno regime. On the other hand, in the anti-Zeno regime
[see Fig. 4.2], both UDD and BB lead to enhanced decay with UDD performing marginally worse
than BB. Now we increase the number of pulses we apply as compared to Fig. 4.2 so that we
are slightly into the Zeno regime. In this regime, as shown in Fig. 4.3, BB is better than UDD.
Let us summarize what we have learned about DD from these simple considerations. We
have argued that DD works by e ectively averaging out the system-environment interaction to
approximately zero. However, it should be realized that the control fields must be applied on
a time scale smaller than the environment correlation time. Moreover, di erent control fields
lead to di erent performance in protecting the system against the environment depending on









Fig. 4.3: (color online) Evolution of sz with no pulses (solid, black), and pulses applied at time according to
the UDD (dotted, blue) and bang-bang (dot-dashed, magenta) pulse sequences, with N = 8 and Êc = 50.
The rest of the parameters are the same as before.
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4.1 Universal continuous dynamical decoupling
We now begin to construct our universal continuous dynamical decoupling scheme. Our starting
point is the Hamiltonian of a two-qubit system interacting with its environment (modeled by -
possibly more than one - thermal bath later),
Htot = H0 +HB +HSB, (4.4)
where H0 denotes the Hamiltonian of the two-qubit system, HB the Hamiltonian of the envi-
ronment, and HSB is the interaction Hamiltonian between the system and its environment.



















where ‡1 = ‡x,‡2 = ‡y,‡3 = ‡z, and the B operators denote arbitrary environment opera-
tors. Note that this form is considerably more complex than the local-environment interaction




l are now taken
into account. Physically, such nonlocal terms can represent, for instance, spin-spin-phonon
interaction [144].
We now consider continuous driving fields applied to the system, whose e ect is described
by the Hamiltonian Hc(t). Corresponding to Hc(t), there is a unitary operator Uc(t), given by
the time-ordered exponential of Hc(t) (~ = 1 and T is the time-ordering operator throughout),








In order to achieve continuous DD (that is, using fields with harmonic time-dependence), Uc(t)
should fulfill two criteria. The first is that, since the fields are periodic, we are motivated to
demand that Uc(t) is also periodic in time with a period denoted by tc, that is,
Uc(t+ tc) = Uc(t). (4.7)
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Secondly, in order to decouple the system from the environment, we hope to have
⁄ tc
0
U †c (t)HSBUc(t) dt = 0. (4.8)
Technically, these conditions can be derived using the Magnus expansion3. For completeness,
following the treatment given in Ref. [143], we show that these conditions indeed lead to a
low-order decoupling of the system from the environment. Ideas and notation introduced here
will be used again when we explain the reasoning behind the construction of control fields for
gate protection.
The Hamiltonian for the total system in the presence of the control fields can be written (in
the ‘lab’ frame) as
Htot = H0 +Hc(t) +HB +HSB = H Õ +Hc(t), (4.9)
where
H Õ © H0 +HB +HSB. (4.10)
Our goal is to see how a state evolves under the action of this total Hamiltonian, if conditions
(4.7) and (4.8) are satisfied. In order to do so, we transform to the frame of the control fields,
that is, we rotate the basis by Uc(t). Then, in this frame, a total system-environment state
evolves under the action of the unitary time-evolution operator,
ÂUtot(t) = T exp 5≠i ⁄ t
0
ÂH Õ(s) ds6 , (4.11)
where ÂH Õ(s) = U †c (s)H ÕUc(s).
At time t = Ntc (N is a positive integer), because ÂH Õ(s) is periodic with period tc, we have
ÂUtot(t) = Ë ÂUtot(tc)ÈN , (4.12)
and ÂUtot(tc) = T exp 5≠i ⁄ tc
0
ÂH Õ(s) ds6 . (4.13)
3The reader who is not familiar with the Magnus expansion is referred to Appendix 4.A.
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The Magnus expansion [145] allows us to write
ÂUtot(tc) = exp Ë≠itc( ÂH(0) + ÂH(1) + . . .)È , (4.14)




ds ÂH Õ(s). (4.15)
We ignore the higher order terms since we are concerned with a low-order DD only.
Now it is at this point that the condition Eq. (4.8) comes in. Because of this condition, i.e.,s tc
0 U
†






ds U †c (s)H0Uc(s). (4.16)
We also note that H¯ is independent of tc. Since Uc(t) is periodic in time with period tc, we









dx U Õ†c (x)H0U Õc(x), (4.17)
with x = t/tc. It follows that H¯ is indeed not an explicit function of tc. Keeping in mind that
N = t/tc, we then find that to lowest order in tc,
ÂUtot(t) ¥ 5e≠itc ÂH(0)6t/tc ¥ e≠iH¯te≠iHBt. (4.18)
Finally, transforming back to the original frame (the ‘lab’ frame), we find that the unitary
evolution operator in this frame is
Utot(t) ¥ Uc(t)e≠iH¯te≠iHBt. (4.19)
But, because of the condition t = Ntc and the periodicity of Uc(t), Uc(Ntc) is just iden-
tity. Obviously, then, the system has been decoupled from the environment - they both evolve
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independently, since H¯ acts only on the system Hilbert space, while HB acts only on the envi-
ronment Hilbert space. Roughly speaking, we can understand this result by realizing that under
the condition in Eq. (4.8), the system-environment interaction is averaged out in the frame of
the control fields.
4.1.1 Suppression of local noise
Let us now come back to our problem of finding control fields to protect an arbitrary two-qubit
state. As stated before, continuous fields were found to eliminate the local noise terms in












Other coupling terms in Eq. (4.5) di erent from above are loosely called nonlocal noise terms.
We recap what is already known - how to find continuous fields to eliminate the above-
defined local noise terms, as is done in Ref. [38] (but with more details). We first observe that
with the unitary control operator
Uc(t) = U (1)c (t)U (2)c (t), (4.21)
where
U (k)c (t) = e≠2ﬁi‡
(k)
x nxt/tc , k = 1, 2, (4.22)
with nx a non-zero integer, we eliminate noise terms proportional to ‡(k)y and ‡(k)z . Intuitively,
this follows from the fact that Uc(t) is just a rotation operator, and therefore causes the ‡(k)y
and ‡(k)z noise terms to rotate so that they average out to zero. However, it leaves the ‡(k)x
noise terms untouched. In order to cancel these noise terms as well, we modify our unitary
control operator to




z nzt/tc , (4.23)
where nz is another non-zero integer satisfying the condition nx ”= nz. The unitary control
operator now consists of two rotation operators. The ‡(k)x part of the unitary operator rotates
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the ‡(k)z and ‡(k)y noise terms and averages them out to zero, while the ‡(k)z part of the unitary
control operator takes care of the remaining ‡(k)x noise terms (it nevertheless also rotates the
‡(k)y operators). The condition nx ”= nz is important because otherwise, the e ect of the second
rotation cancels some e ect of the first rotation such that, for instance, the ‡(k)y noise terms
do not average out to zero. All these claims can be examined by explicitly verifying if Eq. (4.8)
holds. For instance, we observe that
⁄ tc
0
























z t] = ≠2i sin(2nxÊt) sin(nzÊt)‡(k)y ,
where Ê © 2ﬁtc , we can simplify,
⁄ tc
0









x t/tc‡(k)z dt, (4.26)
which further simplifies to
⁄ tc
0




[cos(nzÊt) + i sin(nzÊt)‡(k)z ] [sin(2nxÊt) sin(nzÊt)]‡(k)y ‡(k)z dt. (4.27)
Now, ⁄ tc
0
sin2(nzÊt) sin(2nxÊt)dt = 0, (4.28)
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no matter what the values of nx and nz are, but in order to have
⁄ tc
0
cos(nzÊt) sin(2nxÊt) sin(nzÊt)dt = 0, (4.29)
we require that nx ”= nz. Therefore, if nx ”= nz, the ‡(k)x noise terms are eliminated. Similarly,
one can check that the ‡(k)y noise terms are also eliminated.
The necessary control field to implement the unitary control operator Uc(t) can be found












One obvious aspect of this control field is that both qubits are addressed in exactly the same
way. The field configuration is also quite simple: it consists of a local static field and a local
rotating field.
However, the control Hamiltonian found above is not universal. In particular, it cannot
eliminate all possible forms of system-environment coupling shown in Eq. (4.5). For instance,
consider the noise term proportional to ‡(1)x ‡(2)x . We find that
⁄ tc
0






4ﬁinz‡(2)z t/tc‡(2)x dt =⁄ tc
0
Ë
cos(2nzÊt) + i sin(2nzÊt)‡(1)z
È Ë




x dt ”= 0.
This is obvious because ⁄ tc
0
cos2(2nzÊt)‡(1)x ‡(2)x dt ”= 0.
Therefore, the ‡(1)x ‡(2)x noise term does not average out to zero if ‡(1)x and ‡(2)x are rotated at
the same frequency.
4.1.2 Universal protection of two-qubit states
We have just shown that it is not possible to eliminate all the noise terms by applying the
same field to both qubits. So the important question is the following: is it possible to find a
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field configuration in which, by applying di erent fields to the two qubits, all the noise terms
as shown in Eq. (4.5) can be eliminated? At the same time, we would also like to retain the
relative simplicity of the field configuration used for previous local noise considerations. This
motivates us to investigate if
Uc(t) = U (1)c (t)U (2)c (t), (4.31)
where








z t/tc , (4.32)
serves to eliminate all the noise terms. Note that, since we allow the possibility of di erent fields
being applied to the two qubits, this Uc(t) di ers from the previous Uc(t) in that, this time, the
integers in U (1)c and U (2)c need not be the same (previously we had n(1)x = n(2)x and n(1)z = n(2)z ).
The postulated Uc(t) is obviously periodic in time with period tc. Furthermore, as shown below,
we find that all the noise terms can indeed be eliminated, provided that the integers n(1)x , n(1)z ,
n(2)x , and n(2)z fulfill some criteria. For simplicity, we consider n(1)x , n(1)z , n(2)x , and n(2)z to be
positive integers. Also, since we expect that the integers are di erent, for our own convenience








Let us now find the criteria that the integers n(1)x , n(1)z , n(2)x , and n(2)z need to fulfill. In
order to do this rigorously, we need to check that each noise term averages out to zero under
the action of the applied fields. Since we have ordered the integers as in Eq. (4.33), we already
have that,
n(1)x ”= n(1)z , (4.34)
n(2)x ”= n(2)z . (4.35)
Using the derivations presented previously in Sec 4.1.1, it is easy to see that all local noise terms
are indeed eliminated.
We next examine the fate of nonlocal noise terms. For instance, let us consider the noise
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term proportional to ‡(1)x ‡(2)x . This time we have,
⁄ tc
0








4ﬁin(2)z ‡(2)z t/tc‡(2)x dt =⁄ tc
0
Ë
cos(2n(1)z Êt) + i sin(2n(1)z Êt)‡(1)z
È Ë





which is zero, provided that,
n(1)z ”= n(2)z . (4.36)
This is obvious because under the condition n(1)z ”= n(2)z ,
⁄ tc
0
cos(2n(1)z Êt) cos(2n(2)z Êt) dt
and similar terms are all zero. Therefore, one observes that if ‡(1)x and ‡(2)x are rotated at
di erent frequencies, then the noise term proportional to ‡(1)x ‡(2)x is eliminated. This condition
gives support to our intuition that the fields applied to each qubit should be di erent.
We next outline the calculation for the noise term proportional to ‡(1)z ‡(2)z . In this case, the
calculation is considerably more involved. To calculate the required integral involving this noise
term, we first calculate (suppressing the k index),
e2ﬁinz‡zt/tce2ﬁinx‡xt/tc‡ze
≠2ﬁinx‡xt/tce≠2ﬁinz‡zt/tc = e2ﬁinz‡zt/tce4ﬁinx‡xt/tce≠2ﬁinz‡zt/tc‡z =
cos(2nxÊt)‡z + sin(2nxÊt) sin(2nzÊt)‡x + sin(2nxÊt) cos(2nzÊt)‡y.
The integral that we wish to set to zero then becomes
⁄ tc
0
U †c (t)‡(1)z ‡(2)z Uc(t) dt =⁄ tc
0
Ë
cos(2n(1)x Êt)‡(1)z + sin(2n(1)x Êt) sin(2n(1)z Êt)‡(1)x + sin(2n(1)x Êt) cos(2n(1)z Êt)‡(1)y
È
◊Ë




By multiplying the terms in the square brackets above, we get di erent terms. Each of these
terms must individually integrate to zero, because the tensor products of two Pauli matrices are
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linearly independent in the operator space. So, for example, we require that
⁄ tc
0
cos(2n(1)x Êt) sin(2n(2)x Êt) sin(2n(2)z Êt)‡(1)z ‡(2)x dt = 0, (4.38)
which is true provided that
n(1)x + n(2)x ≠ n(2)z ”= 0. (4.39)
One might think that we would also need three other conditions, one of which is given by
n(1)x ≠ n(2)x + n(2)z ”= 0. (4.40)
Fortunately, due to the ordering to the integers in Eq. (4.33), this condition and the other two
are redundant. Therefore, we can ignore these redundant conditions.
Similarly, analyzing each of the other terms in Eq. (4.37) one by one, and keeping the ordering
of the integers in mind, we arrive at the following list of criteria:
n(2)z ”= n(1)x + n(2)x ,
n(2)x ”= n(1)z + n(1)x ,
n(1)x + n(1)z + n(2)x ≠ n(2)z ”= 0,
n(1)x ≠ n(1)z ≠ n(2)x + n(2)z ”= 0. (4.41)
The other seven types of system-environment coupling shown in Eq. (4.5) can be treated in
a similar fashion and will not be repeated here. Carefully going through all of them, we come to








n(1)x + n(1)z + n(2)x ≠ n(2)z ”= 0,
n(1)x ≠ n(1)z ≠ n(2)x + n(2)z ”= 0, (4.42)
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along with
n(2)x ”= n(1)x + n(1)z ,
n(2)z ”= n(1)x + n(2)x ,
n(2)z ”= n(1)x + n(1)z ,
n(2)z ”= n(1)z + n(2)x ,
our two-qubit system can be (approximately) decoupled from the most general environment.
From the above conditions, it is seen that not only must the frequencies in Uc(t) be all di erent,
but also that neither of the two larger frequencies should be the sum of two smaller frequencies.
Furthermore, the di erence of the two larger frequencies should not be equal to the sum or the
di erence of the two smaller frequencies. It is not hard to find integers that fulfill all the criteria
we have found. One possible choice is n(1)x = 1, n(1)z = 2, n(2)x = 4, n(2)z = 8.
Finally, the control Hamiltonian, Hc(t), which is needed to generate the unitary operator









cos(2Ên(i)x t)‡(i)z ≠ sin(2Ên(i)x t)‡(i)y
ÈÔ
. (4.43)
Each of the two qubits is now subject to a di erent local control field consisting of a static
field and a rotating field - we must address each qubit individually. With these control fields,
the two-qubit system is dynamically decoupled from the environment, for all possible types of
system-environment coupling. Note also from Eq. (4.43) that the field amplitude should also
go up if the frequencies of the driving field are increased to compete with the cuto  frequency
of the environment.
4.2 Protection of two-qubit gates
Once we have the control operator Uc(t) that is able to protect two qubits against decoherence
in a universal manner, the next natural question is how to turn on coherent evolution in two-
qubit systems such that two-qubit gates can be also protected. This is important because, in
reality, there is no instantaneous quantum gate. As shown below, we can extend our previous
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considerations to protect a two-qubit state and implement a desired gate at the same time.
Some early studies considered the protection of a two-qubit gate against random dephasing
[146] and against bit-flip errors [147], but these early decoherence suppression approaches are
not applicable to an arbitrary environment. Our procedure is analogous to Ref. [37, 140],
but for most general system-environment coupling in two-qubit systems. The extension here is
worthwhile because in actual realizations of two-qubit gates, it is unavoidable that the two-qubit
interaction Hamiltonian will su er from fluctuations, on top of local noise terms seen by each
individual qubit.
4.2.1 Two-qubit gate under pure dephasing
To illustrate the method, we start o  with the simple case of pure dephasing. The interaction
between the two qubits and their environment is given by,
Hdephasing = B(1)z ‡(1)z +B(2)z ‡(2)z +B(12)zz ‡(1)z ‡(2)z . (4.44)
As can be easily verified, in this case, a simpler control operator
Uc(t) = exp(≠2ﬁi‡(1)x n1t/tc) exp(≠2ﬁi‡(2)x n2t/tc), (4.45)
with n1 ”= n2 su ces to protect two-qubit states.
Consider now a two-qubit gate that converts a separable state into a Bell state, i.e.,












(|0Í ≠ |1Í), (4.47)
with |0Í and |1Í being eigenstates of the ‡z operator. We consider the initial state to be |Â0Í
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in order to bring out the e ect of the dephasing noise clearly. It should be noted that the above
gate is analogous to the usual controlled-NOT (CNOT) gate, since the CNOT gate performs the
operation 1Ô2(|0Í+ |1Í) |1Í ≠æ 1Ô2(|01Í+ |10Í). Therefore, we refer to the gate implementing
the above operation as the CNOT gate. We work with the CNOT gate because it generates
entanglement - the usual CNOT gate acting on 1Ô2(|øÍx + |¿Íx) |¿Íx yields a separable state.
The most straightforward way to implement the CNOT gate (up to an irrelevant global







‡(1)x + ‡(2)z ≠ ‡(1)x ‡(2)z
2
, (4.48)
where · is the time over which the gate is implemented. Note that no decoherence control fields
are being applied at this stage. Therefore, during the gate operation time, the two-qubit state
is vulnerable to decoherence due to the environment. Our task is to modify the Hamiltonian
given by Eq. (4.48) such that the new Hamiltonian not only implements the CNOT gate, but
also prevents decoherence.
In order to find this new Hamiltonian, we begin by writing the system Hamiltonian as
HS(t) = H0(t) +Hc(t), (4.49)
where H0(t) implements the gate. In order to find the unitary control operator that both
implements the gate and protects against decoherence, the basic idea is to once again transform
to the frame given by Hc(t). Now, in this frame, the e ect of the environment has already been
largely removed - it is almost as if the environment were not there. Therefore, we implement the
gate in this picture. After doing so, we simply transform back to our original reference frame to
find the total unitary control operator.
Let us now carry out these ideas in detail in order to find the required HS(t). We first, once
again, write the total Hamiltonian as
H = H Õ(t) +Hc(t), (4.50)
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where H Õ(t) = H0(t) + HB + HSB. We now transform to the frame of the control fields, as
we did before. In this frame, H0(t) becomes ÂH0 = U †c (t)H0(t)Uc(t). Corresponding to this
Hamiltonian, there is a unitary time-evolution operator,
ÂU0(t) = T exp 5≠i ⁄ t
0
ÂH0(s)ds6 . (4.51)
It is this unitary operator that we use to implement the gate. Therefore,
ÂU0(t) = exp 5≠i ﬁ2· t2(I + ‡(1)x + ‡(2)z ≠ ‡(1)x ‡(2)z )
6
, (4.52)
where again · is the time over which the gate is implemented up to a global phase, that is,
Ugate = ÂU0(t = ·). We set · = Ntc (N is a positive integer). Comparing Eqs. (4.51) and
(4.52), it is clear that ÂH0 = ﬁ2· 12 1‡(1)x + ‡(2)z ≠ ‡(1)x ‡(2)z 2 , (4.53)
will do the right job (this choice for ÂH0 is simple because it is time-independent).
As shown in our previous general consideration of DD, the total system-environment time-
evolution operator in the frame of the control fields is already approximately decoupled into a
product of system and environment parts [see Eq. (4.18)]. In particular, applying the Magnus
expansion to the following total evolution operator
ÂUtot(·) = T exp 5≠i ⁄ ·
0
ÂH Õ(s) ds6 , (4.54)
we have that for su ciently small tc,
ÂUtot(·) ¥ e≠iÂH0·e≠iHB· = Ugatee≠iHB· . (4.55)
We finally transform back to the original frame. In this frame, the unitary time evolution operator
is given by
Utot(·) ¥ Uc(·)Ugatee≠iHB· . (4.56)
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But Uc(·) is just identity, leading to
Utot(·) ¥ Ugatee≠iHB· . (4.57)
Clearly then, the desired gate operation is performed on the two-qubit system.
For arbitrary time t, the system is also approximately decoupled from the environment
(because in the limit tc ¥ 0, t is always close to an integer multiple of tc). Then, in the lab
frame the overall unitary evolution operator for the two-qubit system at arbitrary time t is given
by
US(t) = Uc(t) ÂU0(t) = exp(≠2ﬁi‡(1)x n1t/tc) exp(≠2ﬁi‡(2)x n2t/tc) ÂU0(t).
Further using the time-dependent Schrodinger equation, the Hamiltonian that generates the
overall evolution operator US(t) can be obtained as follows,






‡(1)x + ‡(2)z cos(2Ên2t)≠
‡(2)y sin(2Ên2t)≠ ‡(1)x ‡(2)z cos(2Ên2t) + ‡(1)x ‡(2)y sin(2Ên2t)
È
, (4.58)
with n1 ”= n2. By our construction above, such a field configuration implements the gate and
protects against two-qubit pure-dephasing at the same time. Note that here some nonlocal
field components are needed. This is expected. After all, the original CNOT gate Hamilto-
nian, Eq. (4.48), also needs a qubit-qubit interaction term. The message is that an oscillating
qubit-qubit interaction can be highly useful in implementing robust two-qubit gates in a noisy
environment. This need for oscillating qubit-qubit interaction here should not be regarded as
a great disadvantage of our universal continuous DD. In fact, even in pulsed DD schemes for
entanglement protection [127], pulsed qubit-qubit interaction is necessary to reduce the num-
ber of UDD layers. The requirement for time-dependent qubit-qubit interaction terms is also
consistent with previous case studies under the general DCG framework [39, 135].
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4.2.2 CZ gate protected against most general environment
We are now ready to carry out similar calculations to construct a field configuration that protects
a two-qubit gate against all possible forms of system-environment coupling. As an example, we
consider the implementation of a controlled phase (CZ) gate [148]. This case is representative
because, if we can reliably implement the CZ gate in the presence of arbitrary decoherence
sources, then, together with single-qubit gates, we can perform universal gate operations in the
presence of an unknown environment.
The CZ gate, in a matrix form in the standard representation, can be written as,
UCZ =
Qcccccccca
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ≠1
Rddddddddb
. (4.59)
In order to achieve this unitary operation (up to a global phase) on a two-qubit system, a desired







‡(1)z + ‡(2)z ≠ ‡(1)z ‡(2)z
2
. (4.60)
where · is the gate operation time. But the resulting two-qubit state is not protected against
the environment. As such, we seek instead a time-dependent system Hamiltonian HS(t).
Our previous treatment for the CNOT gate in a pure dephasing model can be extended
easily. The physical picture underlying the technique remains exactly the same. That is, we
implement the desired gate in the rotating frame and then transform it back to the lab frame.
Following our previous notation, in the rotating frame we hope to have,
ÂU0(t) = exp 5≠i ﬁ2· t2(I + ‡(1)z + ‡(2)z ≠ ‡(1)z ‡(2)z )
6
. (4.61)
On the other hand, Uc(t) is given by Eq. (4.31). By combining these two unitary operators as
before, the sought Hamiltonian is determined by simply using the time-dependent Schrodinger
58
Chapter 4. Dynamical Decoupling














‡(1)z cos(2Ên(1)x t)≠ ‡(1)y sin(2Ên(1)x t) + ‡(2)z cos(2Ên(2)x t)≠ ‡(2)y sin(2Ên(2)x t)≠
‡(1)z ‡
(2)
z cos(2Ên(1)x t) cos(2Ên(2)x t) + ‡(1)z ‡(2)y cos(2Ên(1)x t) sin(2Ên(2)x t)+
‡(1)y ‡
(2)
z sin(2Ên(1)x t) cos(2Ên(2)x t)≠ ‡(1)y ‡(2)y sin(2Ên(1)x t) sin(2Ên(2)x t)
È
. (4.62)
We stress that here we did not make any assumption about the system-environment coupling.
A CZ gate can hence be implemented and protected against any type of decoherence, so long
as the driving frequencies are su ciently large (also su ciently strong) relative to the cuto 
frequency of the environment. Comparing the system Hamiltonian here with that in the previous
pure-dephasing case, more oscillating qubit-qubit interaction terms are required for decoherence
suppression. Another interesting observation is that here, the oscillating qubit-qubit interaction
terms carry the sum and the di erence frequencies 2(n(1)x + n(2)x )Ê and 2(n(1)x ≠ n(2)x )Ê. This
feature can be regarded as a result of the dual role of the control fields (implementing and
protecting a gate). It is also consistent with the fact that the two qubits should be rotated at
di erent frequencies. We do not suggest that the required control fields in Eq. (4.62) are easy
to realize experimentally. But at least, such an explicit solution as an example of universal DD
is indicative of what could be crucial in protecting two-qubit gates without making assumptions
of system-environment coupling. Our two-qubit gate construction also constitutes an explicit
and simple implementation of DCG [39, 135] to fight against arbitrary (environment-induced)
single-qubit and two-qubit errors, using a static field plus several continuous-wave driving fields
of di erent frequencies.
4.3 Numerical results
In this section we present numerical results illustrating universal protection of two-qubit states
and two-qubit gates. We use our previously derived master equation (see Chapter 2), which we
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where the Fj(t) are operators in the system Hilbert space, and the Bj(t) are operators in the
environment Hilbert space. Then, assuming that the interaction between the system and the
environment is weak, and that the total initial state of the system and environment is a product
state, the master equation describing the time evolution of the reduced density matrix ﬂ of the













F¯j(t, s) = US(t, s)Fj(s)U †S(t, s), (4.65)
Cjts = È ÂBj(t) ÂBj(s)Í, (4.66)
ÂBj(t) = U †B(t, t0)B(t)UB(t, t0), (4.67)
and UB(t, t0) and US(t, t0) are the unitary time-evolution operators corresponding to HB and
HS(t) respectively.










Here index k denotes di erent modes of the oscillators in one bath, and index j denotes di erent




(gj,kaj,k + gúj,ka†j,k), (4.69)
where the gj,k are coupling strength parameters. All the baths are assumed to be in a thermal
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equilibrium state with the same temperature T . Note that, as explained in Chapter 2, the bath
correlator function, given by Cjts, can be written as a function of the time di erence · = t≠ s.
In order to proceed with the calculation the bath correlation functions, the discrete modes of the
environment are replaced by a smooth continuum of modes specified by the so-called spectral
density J( )4. For our numerical simulations, we consider an Ohmic spectral density with an
exponential cuto , that is,
J( ) = G e≠ /Êc , (4.70)
where G is the coupling constant, and Êc is the cuto  frequency of a bath. For simplicity, we
assume that all baths have the same spectral density, with the same G and Êc. Two extreme
cases are then considered. In the first case, two qubits are coupled to fifteen di erent baths,
each of which induces one type of system-environment coupling. The operators Fj in the master








where ‡0 = I, and the notation for Pauli matrices is the same as before. In the second case, all
possible types of decoherence are modeled by a common bath. That is, in the master equation














In addition, pure-dephasing cases are also considered, with the di erent and common bath cases
defined in an analogous way. The only di erence is that for pure-dephasing cases, there are no
terms containing ‡x or ‡y in the Fj operators.
We work in dimensionless units with ~ = 1 and kBT = 2. In these units, the parameters
we use are Êc = 2ﬁ, and tc = 0.5 (so Ê = 4ﬁ), unless stated otherwise. As the measure of
bipartite entanglement, we use the concurrence [102]. Given a two-qubit density matrix ﬂ, the
concurrence, C, is defined as C © max{⁄1 ≠ ⁄2 ≠ ⁄3 ≠ ⁄4, 0}, where the ⁄i are the square
roots of the eigenvalues (in descending order) of the matrix ﬂ(‡(1)y ¢ ‡(2)y )ﬂú(‡(1)y ¢ ‡(2)y ) (the
4We are using   for the frequencies of the environment modes since we are already using Ê for the frequency















Fig. 4.4: Entanglement vs time without decoherence control fields (dotted line) and with applied control fields
(dashed and solid lines). The environment is modeled by 15 di erent baths, i.e., in our master equation, the
system coupling operators are given by Eq. (4.71). The dashed line is for n(1)x = 1, n(1)z = 2, n(2)x = 4, n(2)z = 8.
The solid line is for stronger and higher frequency fields with n(1)x = 2, n(1)z = 4, n(2)x = 8, n(2)z = 16. For
this numerical simulation, we use G = 0.05. Here and in all other figures, all plotted quantities are in
dimensionless units.
asterisk denotes complex conjugation).
We first present results of two-qubit state protection using our universal continuous DD
fields. For convenience, the self-Hamiltonian of the two-qubit system is set to zero.
Figures 4.4 and 4.5 illustrate the performance of the decoherence control fields in protect-
ing two-qubit entanglement against an environment that generates all types of decoherence.
Without these fields, we see (dotted curve) that, in both the common-bath and di erent-bath













Fig. 4.5: Entanglement versus time without decoherence control fields (dotted line) and with applied control
fields (dashed and solid lines). Here the environment is modeled by one common bath, with the system
coupling operator given by Eq. (4.72). The parameters used are the same as in Fig. 4.4.
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ation changes dramatically after switching on the continuous control fields. The dashed curves
demonstrate the suppression of entanglement decay due to the control fields. Furthermore,
by applying fields of greater strength and higher frequency (the solid curves) - thus e ectively
reducing tc - even better protection of entanglement is achieved.
We now study the e ectiveness of the control Hamiltonian found in Eq. (4.58) in implement-
ing the CNOT gate in the presence of pure dephasing. First of all, the Hamiltonian that only








‡(1)x + ‡(2)z ≠ ‡(1)x ‡(2)z
2
.
This Hamiltonian should be contrasted with the Hamiltonian in Eq. (4.58) that both implements
the gate and protects against decoherence. Using numerical simulations, we can directly compare
the performance of these two Hamiltonians for entanglement generation in the presence of pure
dephasing.
Such a comparison is done in Figs. 4.6 and 4.7. The dashed curves depict the entanglement
generation by the bare Hamiltonian Eq. (4.48) and the solid lines are for the performance by the
control Hamiltonian given in Eq. (4.58). As expected from an entangling gate, both Hamilto-
nians generate entanglement with similar performance in the beginning. However, after some















Fig. 4.6: For the CNOT gate, behavior of entanglement versus time using a bare Hamiltonian that only
implements the gate (dashed line) and using control fields that both implement the gate and protect against
all types of pure-dephasing (solid line) for the case of di erent baths. In the dimensionless units defined

















Fig. 4.7: Performance of the CNOT gate in generating entanglement using a Hamiltonian that only implements
the gate (dashed line) and using control fields that both implement the gate and protect against all types of
pure-dephasing at the same time (solid line) for the common bath case. The parameters used are the same
as for Fig. 4.6.
and eventually the bare Hamiltonian loses its battle against the environment, whereas for our
constructed control Hamiltonian, the entanglement generation stays close to its expected value.
By the time the gate operation is completed, much better performance is achieved due to the
application of continuous DD fields.
We now perform a similar task for the CZ gate in the presence of all types of decoherence.
The CZ gate is used to take a separable state to a fully entangled state. We compare the
gate performance a orded by the control Hamiltonian given by Eq. (4.62) with that of a bare








‡(1)z + ‡(2)z ≠ ‡(1)z ‡(2)z
2
.
Up to a global phase factor, this Hamiltonian implements the CZ gate in time · . We stress that
numerical simulations here are no longer restricted to pure dephasing. Instead we are considering
the most general case, allowing errors such as uncorrelated bit flipping and dephasing as well as
‘noisy’ interaction between the two qubits.
In Figs. 4.8 and 4.9, the dashed curves depict the performance of the bare Hamiltonian in
Eq. (4.60), whereas the solid curves show the performance of the control Hamiltonian we found
in Eq. (4.62). Once again, the performance benefit is obvious. In both the di erent-bath and
common-bath cases, with the continuous DD fields implemented, we are able to achieve almost
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Fig. 4.8: Evolution of entanglement using a bare Hamiltonian that only implements the gate (dashed line)
and using control fields that both implement the gate and protect against decoherence at the same time
(solid line) for the case of 15 di erent baths [Eq. (4.71)]. The parameters (in dimensionless units defined
before) are · = 0.5, G = 0.02,Êc = ﬁ, n(1)x = 1, n(1)z = 2, n(2)x = 4, n(2)z = 8. The CZ gate here converts a















Fig. 4.9: Considering the CZ gate, evolution of entanglement using a Hamiltonian that only implements the
gate (dashed line) and using fields that both implement the gate and protect against decoherence at the same
time (solid line) for the case of common bath [Eq. (4.72)]. The parameters used are the same as in Fig. 4.8.
perfectly entangled states even in the presence of all possible types of decoherence. By contrast,
the desired coherent evolution takes place with a clearly poor fidelity if only a bare Hamiltonian
is used.
4.4 Conclusion
In this chapter, we have asked and answered the following question: is it possible to use contin-
uous fields to achieve (albeit low-order) protection of two-qubit states as a universal dynamical
decoupling approach? By extending the methodology in Ref. [38], we found a rather simple field
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configuration to achieve this task. This associated decoherence control is completely general in
the sense that it is able to protect the state against all types of decoherence, so long as the
frequency of the control fields is su ciently large (with su cient field strength) as compared
with the environment cuto  frequency. From a practical point of view, the very existence of
a universal scheme is important if we do not have enough information about the environment.
The found continuous DD is also relatively simple - only local continuous and periodic fields
are required. Our results are thus at least complementary to recent studies of universal pulsed
DD for entanglement protection. In particular, under the circumstances where multi-pulse DD
is di cult to implement (e.g., due to the requirement of very small pulse intervals), then our
universal continuous DD scheme provides one alternative. Furthermore, one can imagine using
a combination of pulsed DD and continuous DD to reliably store quantum information.
We have also constructed continuous control fields to implement two-qubit gates in the
presence of most general decoherence. This is important for three reasons. First, it always
takes a finite amount of time for a quantum gate to be implemented and as such a two-qubit
gate must be protected against decoherence during the gate operation time. Second, during
the implementation of a two-qubit gate, coherent evolution of the system itself complicates
the issue of decoherence control due to the transformation between di erent types of quantum
coherence properties. Third, the implementation of two-qubit gates itself will unavoidably bring
about noise in qubit-qubit interactions. As seen from two case studies of universal two-qubit
gate protection against both local and nonlocal noise, the required control Hamiltonian is not
too complicated, with the most involving component being oscillating qubit-qubit interaction
terms. Our treatment is general in the sense that we have not considered any particular physical
implementation of a two-qubit gate. It would be interesting to apply our findings here to a
particular physical realization of two-qubit gates. One excellent example would be in the recent
implementation of superconducting two-qubit gates using simple microwave fields [149]. In a
second example from the trapped-ion context, continuous microwave driving is already theo-
retically considered to protect two-qubit gates against noise due to magnetic field fluctuations
and the thermal motion of the ions [150]. Of course, in such physical realizations, it may be
the case that only a few noise sources contribute appreciably to decoherence and therefore the
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required continuous DD fields may be simplified. Our results here also lay a useful starting point
for future optimization studies [151, 152], by, for example, first extracting some information
about an environment. Finally, as pointed out earlier, this work o ers an explicit and simple
route to construct dynamically corrected two-qubit gates [39, 135] to fight against arbitrary
system-environment coupling.
4.A The Magnus Expansion
The Magnus expansion [145] says that the unitary evolution operator, U(t), corresponding to a

















with higher order terms given by higher order commutator expressions. For further details, we
refer the reader to Ref. [153].
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Protecting and enhancing spin squeezing
via continuous dynamical decoupling
In the previous chapter, we demonstrated the usefulness of dynamical decoupling in e ectively
protecting quantum states from the environment (see also Refs. [107, 115, 120, 122]). In
contrast, high-fidelity protection of quantum operations, such as quantum gates or quantum
metrology schemes, is more challenging experimentally. As decoherence must be suppressed
during quantum operations, it is natural to synthesize DD fields with other fields implementing
a desired quantum operation. However, as we saw in Chapter 4, this bottom-up approach
may require complicated coherent control fields. In particular explicit solutions to dynamically
corrected quantum gates are sophisticated [11, 39, 40, 136, 154–156], and even a simple quantum
metrology protocol, when combined with DD, already becomes a rather involving practice [157].
A top-down approach to the protection of useful quantum operations should be a worthy
direction, along which we aim to better exploit the system’s own Hamiltonian under DD fields.
In essence we are faced with a two-task problem: decoherence is to be suppressed and desired
(almost) unitary evolution is to be executed. Is it possible to directly construct DD fields serving
the dual tasks at once? Motivated by recent studies of decoherence e ects on spin squeezing
[34, 158–164] and by recent exciting experiments of spin squeezing [165, 166], we now use the
spin squeezing context to give a positive answer to our question. That is, it is feasible to protect
and enhance spin squeezing at the same time by searching for a special configuration of DD
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fields. The dual roles of DD fields arise from two facts: (i) DD fields modulate both system-
bath interaction and the system Hamiltonian itself that describes the spin-spin interaction, and
(ii) the system Hamiltonian itself under the modulation of DD fields may generate more useful
quantum evolution. We emphasize that the enhancement in spin squeezing we achieve is not
a secondary outcome of decoherence suppression. Rather, the enhanced spin squeezing is far
superior to what can be normally achieved under “decoherence-free" conditions. Indeed, we
predict a 1/N scaling of the obtained spin squeezing performance, where N is the number of
spins. Our theoretical results should be testable by modifying existing experiments. In addition,
since spin squeezing is closely related to bipartite [167] or multi-partite entanglement [83, 168],
the results are also of interest to ongoing studies of entanglement protection [127–131].
To understand our ideas better, consider a collection ofN identical spins (or qubits). In terms
of the standard Pauli matrices, the dynamics can be described by collective angular momentum




k , with k = x, y, z. The uncertainty principle then tells us that we
can know only one of the angular momentum components with certainty; the other two must
be unknown. For spin squeezed states, as illustrated in Fig. 5.1, quantum fluctuations of the
collective angular momentum in one direction are significantly reduced at the price of increased
uncertainty in another direction [169], thus o ering higher precision in quantum metrology [170].
For instance, we can improve high-precision spectroscopy and atomic clocks which are currently
limited by spin noise [171].
Using the angular momentum commutation relations, the two most widely used measures of
spin squeezing, ›2S [169] and ›2R [170], are found to be bounded by 1/N 1. This fundamental limit
to the amount of spin squeezing achievable reflects the Heisenberg precision limit in quantum
measurement [41, 42]. In practice, the achievable degree of squeezing is considerably worse than
the 1/N limit for two main reasons. First, squeezing is in general degraded by decoherence or
noise2. The environment tends to destroy squeezing, causing the sudden death of squeezing
[161]. It may also change the optimal squeezing time window in an unpredictable way, leading
1The squeezing measures, ›2S and ›2R, basically measure the spin fluctuations, so a lower value implies a more
squeezed state.
2We should note that the environment can also induce squeezing (see Refs. [34, 164]). However, in such cases,
one assumes that the environment a ects the system in a particular way. For instance, in Ref. [164], a particular
jump operator in the Lindblad equation modeling the system dynamics is assumed.
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(a) Coherent spin state. (b) Spin squeezed state.
Fig. 1. (Color online) Bloch sphere representations for a coherent spin state |CSSi shown in (a), and a spin-squeezed state |SSSi in (b). The radius of the
Bloch sphere is |hEJi|. The fluctuations of the spin components are represented by the circular multi-color disks in (a) and the multi-color elliptical disks
in (b). The phase variance 1 , determined by spin fluctuation disks and spin lengths, is the resolution of the spin state with respect to rotations, which
characterizes the frequency precision in Ramsey spectroscopy. For a CSS, the projection noise is characterized by a binomial distribution, as shown in (a),
while for an SSS, the projection noise is not binomial, and may be a sub-binomial distribution (b).
where ⌘ is defined as Eq. (19). The above relations can be verified as below. The rotation operator R (✓ , ) can be expressed
in a product form as








⇣ l+   ⇣ ⇤ l   , (28)
and Rl (✓ , ) can be readily evaluated as
Rl(✓ , ) =
✓
cos |⇣ |  e i  sin |⇣ |











  ⌘⇤    =   1+ |⌘|2  1/2 ⌘  1+ |⌘|2  1/2 ⌘⇤  1+ |⌘|2  1/2  1+ |⌘|2  1/2
!
. (30)
Then, using Eqs. (23) and (19) in the above two matrices, the relation (27) is obtained.
2.3. Spin-squeezing parameters based on the Heisenberg uncertainty relation
The definition of spin squeezing is not unique. When talking about spin squeezing, we should specify a certain spin-
squeezing parameter. The uncertainty relation for angular momentum operators results from the commutation relation⇥
J↵, J 
⇤ = i"↵   J  , (31)





 2     ⌦ J  ↵  2 /4. (32)
Fig. 5.1: (color online) Bloch sphere picture of squeezing. On the left, we have a coherent spin state in which
all the spins are in the same pure state. For example, we can prepare each spin aligned along the positive
z-axis, thereby obtaining ÈJzÍ = N2 . The colored disks represent the fluctuations of the spins components
due to the fundamental quantum uncertainty. On the right, a spin squeezed state is shown. The fluctuations
in Jy are now reduced compared to the coherent spin state; these reduced fluctuations can then be used
for more precise measurements. In the prototype Ramsey interferometry setup, the phase uncertainty in
Ramsey interferometry is the resolution of the spin state with respect to rotations. The phase uncertainty
using the coherent spin state is  „ = 1/
Ô
N , while using a squeezed state of N particles, the uncertainty is
 „ = ›R/
Ô
N , where ›R is a measure of spin squeezing. Figure adapted from Ref. [41].
to non-optimal squeezing generation [166]. Second, Hamiltonians that can be implemented so
far cannot reach the 1/N scaling in theory. For instance, in two recent experiments [165, 166]
based on two-mode Bose-Einstein condensate (BEC), the so-called one-axis twisting (OAT)
Hamiltonian [169]3 HOAT = ‰J2x is realized, which can at most generate ›2R ≥ 1/N2/3, not to
mention decoherence e ects. It is thus clear that protecting spin squeezing against decoherence
and pushing spin squeezing towards the 1/N scaling would be of wide interest.
Before presenting the details, let us summarize our objective in this chapter. We want to
investigate the unforeseen possibility of constructing continuous DD fields that may serve dual
purposes at once. In particular, we want to construct a rather simple configuration of DD fields
that can suppress collective decoherence and yield a 1/N scaling of the squeezing performance,
thus making spin squeezing more robust to noise and much closer to the so-called Heisenberg
limit.
3The OAT Hamiltonian is exactly the isotropic Lipkin-Meshkov-Glick model with zero magnetic field. For
related studies of the latter, see, for example, Refs. [167, 172].
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5.1 Continuous DD with dual benefits
We start by considering a OAT system interacting with an environment, with the total Hamil-
tonian modeled by H = H0 +HB +HSB, where, H0 = HOAT = ‰J2x , HB is the Hamiltonian
of the environment, and HSB represents the system-environment coupling. HSB is assumed to
be
HSB = BxJx +ByJy +BzJz, (5.1)
where the Bk are arbitrary bath operators (or randomly fluctuating noise for a classical bath).
Though coupling terms that are nonlinear in Jk are not considered here, the HSB in Eq. (5.1)
is already quite general insofar as it covers a broad class of problems with both dephasing and
relaxation4.
As explained in the previous chapter, there is a standard route to seek a control Hamiltonian
Hc(t) that can e ectively average out HSB and hence suppress decoherence. In particular we
consider a continuous Hc(t) of period tc, whose time-ordered exponential defines a unitary
operator Uc(t) = T exp[≠i
s t
0 Hc(tÕ)dtÕ] (~ = 1 throughout), with Uc(t + tc) = Uc(t). The
Magnus expansion [143, 145] indicates that if
⁄ tc
0
U †c (t)HSBUc(t) dt = 0, (5.2)
then to its first order HSB is suppressed. Extending previous studies for single-qubit and two-
qubit systems [37, 38, 40], we choose
Uc(t) = e≠2ﬁinyJyt/tce≠2ﬁinxJxt/tc , (5.3)
where nx and ny are non-zero integers. For any nx ”= ny, Uc(t) in Eq. (5.3) satisfies the
first-order DD condition of Eq. (5.2). Qualitatively, such Uc(t) causes the collective angular
momentum operators to rapidly rotate in two independent directions and as a result, HSB is
averaged out to zero. Using i dUc(t)/dt = Hc(t)Uc(t), we obtain the following DD control
4We do not consider two-body spin-spin interactions which can lead to decoherence and squeezing decay. This
can be a problem in atomic magnetometers - see, for example, Refs. [173, 174].
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Hamiltonian,
Hc(t) = ÊnyJy + Ênx[Jx cos(Ênyt)≠ Jz sin(Ênyt)], (5.4)
where Ê © 2ﬁ/tc. The total system Hamiltonian HS(t) = HOAT +Hc(t) then becomes
HS(t) = ‰J2x + ÊnyJy + Ênx[Jx sin(Ênyt)≠ Jz cos(Ênyt)]. (5.5)
To elaborate how HS(t) can be realized, we rotate the coordinate system along the y-axis by
ﬁ/2, transforming HS(t) to H ÕS(t) = ‰J2z + ÊnyJy ≠ Ênx[Jx sin(Ênyt) + Jz cos(Ênyt)]. We
now comment on each term of H ÕS(t). The first J2z term describes spin-spin interaction, as is
realized in experiments [165, 166]. The last term linear in Jz can be realized by an oscillating
energy bias using for example a time-dependent Zeeman shift. The Jx and Jy terms can be
generated by use of electric-dipole interaction - considering a circularly polarized transition, a
constant electric field along y direction and an oscillating field along x direction lead to the
desired Jx and Jy terms [175] (see Appendix 5.A for more details).
With a continuous control Hamiltonian Hc(t) implemented, decoherence can be well sup-
pressed for su ciently large Ê. Two observations are in order. First, as shown in Eq. (5.4),
infinite DD solutions with di erent (nx,ny) combinations are found. Second, the control Hamil-
tonian averages out HSB via fast modulations of Jk, so the system’s self-interaction term J2x is
necessarily modulated at the same time. One opportunity then emerges: among all the DD solu-
tions, can we identify a particular type that modulates the system’s self-interaction Hamiltonian
in a useful manner so as to enhance squeezing while suppressing decoherence?
With the system decoupled from its environment, it can be shown that the system evolution
operator is given by US(t) ¥ Uc(t)e≠iH¯t [143], where the time-averaged Hamiltonian H¯ is found





U †c (t)J2xUc(t) dt. (5.6)
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A straightforward though rather tedious calculation yields
U †c (t)J2xUc(t) = J2x cos2(Ênyt) +
1
2 sin(2Ênyt) sin(Ênxt){Jx, Jy} +
1
2 sin(2Ênyt) cos(Ênxt){Jx, Jz}+ J
2
y sin2(Ênxt) sin2(Ênyt) +
1
2 sin(2Ênxt) sin
2(Ênyt){Jy, Jz}+ J2z cos2(Ênxt) sin2(Ênyt), (5.7)
where the anticommutator {A,B} © AB +BA has been used.
Using Eq. (5.7), one finds the time-averaged Hamiltonian H¯ has two di erent forms. Specif-
ically, if nx ”= 2ny, H¯ = ‰4J2x (up to a constant), which is just the original OAT Hamiltonian
with the nonlinear coe cient scaled down by a factor of four. If nx = 2ny, which we call the
“double-resonance” (DR) condition, we obtain (up to a constant)




J2x + JxJy + JyJx
2
. (5.8)
Remarkably, H¯DR is seen to be a mixture of a OAT Hamiltonian and a well-known two-axis
twisting (TAT) Hamiltonian HTAT = ‰(JxJy+JyJx) [41, 169]. Since HTAT is known to produce
the best scaling of squeezing5, we are motivated to examine the squeezing performance of H¯DR,
naturally obtained by one type of DD fields to fight against both relaxation and dephasing. This
is our objective in the next section.
5.2 Numerical Results
To verify our expressions of H¯DR and investigate its potential benefits we first switch o HSB and




[169] to quantify squeezing, where n˛‹ denotes a direction perpendicular to the mean spin
direction and the minimum is taken over all such directions. The dynamical behavior of ›2S
is found to be essentially the same as ›2R (›2R = ›2S(J/|ÈJ˛Í|)2), so only the behavior of ›2S is
presented below6. The initial state is taken to be |J,≠JÍ describing all spins “pointing down”,
5Unfortunately, the TAT Hamiltonian is di cult to realize experimentally.
6Note that ›R takes into account not only the noise, but also the signal size (given by |ÈJ˛Í|). This is why ›R












Fig. 5.2: (color online) Spin squeezing measure ›2S against time t using the OAT Hamiltonian (dot-dashed,
red), H¯DR (solid, dark blue), and HS(t) with Ncyc = 5 (dotted, magenta) and Ncyc = 20 (dashed, blue) for
N = 10 (i.e., J = 5). Note that the dynamics generated by HS(t) with Ncyc = 20 are almost indistinguishable
from the dynamics generated by H¯DR. Here we use nx = 2 and ny = 1, and tmin was found to be approximately
0.491.
that is, an eigenstate of Jz with eigenvalue ≠N/2. We set ‰ = 1 and tc = tmin/Ncyc, where
tmin is the optimal squeezing time for H¯DR, and Ncyc is a positive integer.
In Fig. 5.2, the squeezing performance of HS(t) is compared with that of HOAT = ‰J2x ,
for N = 10. It is seen that HS(t) generates better squeezing - the minimum value of ›2S
using HS(t) is approximately 0.15, but we can only achieve a value of approximately 0.2 using
HOAT. In addition, Fig. 5.2 also shows that the dynamics under HS(t) is indeed well captured
by the dynamics under the time-averaged Hamiltonian H¯DR. In particular, within each period









Fig. 5.3: (color online) Same as in Fig. 5.2, but this time we have N = 100 (i.e., J = 50) with Ncyc = 10
(dotted, magenta), Ncyc = 30 (dashed, blue), and tmin ¥ 0.0909. It is also observed here that the dynamics
generated by HS(t) with Ncyc = 30 are well captured by the dynamics generated by H¯DR (solid, dark blue).
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Fig. 5.4: (color online) For J = 5, spin squeezing measure ›2S against time t using the bare OAT Hamiltonian
without noise (dot-dashed, red), H¯DR (solid, dark blue), the OAT Hamiltonian with noise but without DD
fields (dashed, magenta), and the OAT Hamiltonian in the presence noise and the DD fields with nx = 2,
ny = 1, tmin ¥ 0.491, and Ncyc = 20 (dotted blue line, which is almost on top of the solid line). An average
over 2000 sample paths of the noise was taken. The noise parameters are – = 2 and ‡2 = 20. With these
parameters, the noise has a significant e ect on the system, yet the fields are still able to overcome the noise
very well.
when Uc(t) = 1, excellent agreement between them is observed. Further, if we reduce tc
by increasing the strength and the frequency of the periodic control Hamiltonian Hc(t), the
fluctuating di erences become smaller. This reflects the fact that H¯DR is obtained under a
first-order approximation. We next increase N tenfold and essentially the same results are
obtained in Fig. 5.3, but with the advantage gained by our DD fields displayed even more
evidently. For example, in Fig. 2 it is seen that the minimum values of ›2S using HS(t) and
HOAT are approximately 0.019 and 0.048, respectively - so more than a two-fold improvement
can therefore be obtained. Other calculations indicate that for larger N , the accuracy of H¯DR
goes down with fixed tc. Thus, a higher driving frequency Ê would be more favored as N
increases. It should also be noted that, from an experimental point of view, much higher values
of Ncyc (on the order of 105) should be possible (see Appendix 5.A for details), which means
that, for all intents and purposes, there will then be no di erence between HS(t) and HDR.
After confirming that the double-resonance condition nx = 2ny is useful for spin squeezing,
let us now turn to the full problem by switching on the system-environment coupling. For
convenience we model Bx, By and Bz in Eq. (5.1) as three independent Gaussian colored noise
processes, with the same inverse correlation time – and noise variance ‡2. We numerically
compute the dynamics of squeezing for HS(t) in the presence of noise and then compare it with
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that generated by HOAT, with noise or without noise. As shown in Figs. 5.4 and 5.5, HS(t)
with noise yields much better squeezing than HOAT with noise. This may be understood as an
outcome of decoherence suppression. On the other hand, HS(t) with noise also generates better
squeezing than HOAT in the absence of noise. Hence our DD fields have played one more role
in addition to decoherence suppression. Note also that the time to obtain maximum squeezing
is in excellent agreement with that obtained from H¯DR, hence avoiding decoherence e ects on
the optimal squeezing time and also confirming again the usefulness of H¯DR in predicting the
optimal squeezing time.
Having shown how DD fields may suppress decoherence and enhance the spin squeezing
generation as a unitary process, we finally investigate how the squeezing performance of H¯DR
scales with N . Within the validity regime of H¯DR as an e ective Hamiltonian (for describing
the dynamics associated with the OAT Hamiltonian in the presence of noise and continuous DD
fields), the scaling of the squeezing performance of H¯DR with N represents to what degree our
DD fields can protect and enhance spin squeezing. Calculations for even larger values of N then
become necessary. We first compare the performance of H¯DR with what is known to give the
best scaling behavior, namely, the TAT Hamiltonian HTAT = ‰(JxJy + JyJx). Significantly,
although H¯DR produces slightly less squeezing than HTAT, two close and parallel lines describing
their respective performance are seen in Fig. 5.6, indicating that both cases give the ›2S ≥ 1/N









Fig. 5.5: (color online) Same as in Fig. 5.4, but now with J = 50, tmin ¥ 0.0909, Ncyc = 30, and ‡2 = 100.
An average over 100 sample paths of the noise was taken. Similar to what is observed in Fig. 5.4, the
squeezing performance of the OAT Hamiltonian in the presence of noise and DD fields (dotted, blue) is much
better than that of a bare OAT Hamiltonian in the absence of noise (dot-dashed, red).
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 800  1200
Fig. 5.6: (color online) Minimum value of ›2S - in dB, defined as 10 log(›2S) - plotted against N (log scale)
for dynamics generated by the OAT Hamiltonian (upper, dot-dashed, red), the TAT Hamiltonian (lower,
dashed, magenta), and the time-averaged Hamiltonian H¯DR (middle, solid, green). In the inset, the upper
(dot-dashed, red) line has been transported vertically to show clearly the better scaling behavior of H¯DR and
the TAT Hamiltonian. The behavior of ›2R (not shown) is similar.
see the inset of Fig. 5.6 for a comparison of two di erent scalings]. The DD fields under the
double-resonance condition hence allows squeezing to occur in the presence of noise and in the
mean time brings about a squeezing enhancement factor of N1/3, which is in principle unlimited
as N increases.
It is also interesting to note how this work di ers from a recent proposal for realizing TAT
Hamiltonian by applying a designed pulse sequence to a OAT Hamiltonian [176]. While our
starting point is continuous DD fields for decoherence suppression, the short control pulses
considered in Ref. [176] do not average out HSB in Eq. (1) to zero. Further, the e ective
Hamiltonian H¯DR found here under a double-resonance condition is a mixture of OAT and TAT
Hamiltonians. To our knowledge, H¯DR is a newly found, physically motivated Hamiltonian that
can generate the ›2S ≥ 1/N scaling.
5.3 Conclusion
To conclude, by considering a class of continuous fields to suppress both dephasing and relaxation
in the dynamics of spin squeezing, we are able to identify a special type of DD solution that
can e ectively yield a previously unknown spin squeezing Hamiltonian, generating the 1/N
scaling of squeezing performance in the presence of an environment. With their dual roles in
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decoherence suppression and in generating more useful quantum evolution identified, the found
DD fields are appealing from an experimental point of view (note, however, that we did not
touch upon the issue of squeezed state protection during an actual measurement process based
on squeezed states). Our results should be able to help design new experimental studies of
spin squeezing based on one-axis twisting Hamiltonians (such as those using two-mode BEC).
Indeed, by exploiting system’s own spin-spin interaction Hamiltonian under the modulation of
continuous DD fields, we expect to see other interesting DD designs that can carry out desired
quantum operations while protecting quantum coherence.
5.A Correspondence between numerical simulation parameters
and experimental values
Recall that we are implementing the Hamiltonian
H = ‰J2z + ÊnyJy ≠ Ênx[Jx sin(Ênyt) + Jz cos(Ênyt)]. (5.9)
We first calculate the frequencies involved. In the units that we have used (that is, with ‰ = 1





Taking tmin = 0.0909, Ncyc = 2 ◊ 105 and ny = 1, we find that the numerical value of Ê in
our units is approximately 1.4◊ 107. Therefore, the angular frequency is 1.4◊ 107 times more
than ‰ (‰ being measured in terms of angular frequency). Taking the experimental value of
‰ ¥ 0.5 s≠1 [166], the value of the angular frequency in SI units is 7◊106 s≠1, or approximately
2ﬁ ◊ 1.1 MHz.
Let us now get an estimate for the field strengths that this entails. For a single two-level
atom, we approximate the interaction of this atom with the magnetic field as µBB‡z (that is,
we are taking the Lande factor to be 2 and the relevant levels have magnetic quantum numbers
m = ≠1/2 and m = 1/2), where B is the magnetic field. Then for a collection of N two-level
atoms, this interaction can be written as 2µBBJz. By comparing this with our Hamiltonian,
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Using the above found value of Ê, as well as nx = 2, we find that B0 ¥ 5 G.
To find the magnitude of the electric field, we first recall that for a two-level atom, the




where d is the magnitude of the dipole moment and ux and uy are unit vectors in the x and










which, taking d ¥ 10≠29 C m, we evaluate the electric field strength to be approximately 6
V/cm. The strength of the static electric field, Ey, is simply half of this.
With a smaller Ncyc, the fields are of correspondingly lower strength and lower frequency.
79
Chapter6
Amplification and suppression of
system-bath-correlation e ects in an open
many-body system
We now take a closer look at open multi-qubit dynamics. Dealing with such systems is di cult
- as we saw in Chapter 2, the general complexity of open quantum systems puts exact solutions
out of reach. A variety of approximations or assumptions are then needed, with their validity
under close scrutiny in recent years due to fascinating experimental advances in, e.g., cold-atom
physics and photonics. One common assumption in treating open quantum systems, often
referred to as “factorized initial conditions”, is that the system and the environment are initially
uncorrelated. This can be justified for weak system-bath coupling because the system has a
negligible impact on the bath statistics [43]. On the other hand, for moderate and strong system-
bath coupling, which is the case in some realistic situations of great experimental interest (e.g.,
light-harvesting systems, super-conducting qubits, and atom-cavity systems), initial system-bath
correlations (SBCs) should be accounted for [177–181].
Pioneering studies of SBCs in single-body systems, e.g., a single spin or a single harmonic
oscillator in a thermal bath, have been fruitful [182–201] (Refs. [180, 202] are notable exceptions
involving two spins). In this chapter, we extend the investigation to a system of many identical
two-level atoms, where novel collective phenomena might occur (one example is super-radiance
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[100]). Specifically, we consider a system of many identical two-level atoms, each atom weakly
interacting with a common bath. Using an exactly solvable model, we show below that e ects of
SBCs may dramatically increase with the number of atoms N , leading to a previously unknown
bath-generated time scale tc inversely proportional to N that shows up in the system dynamics.
For a large system with many atoms, tc becomes very small and SBCs manifest themselves
by inducing rapid oscillations in physical observables. Three implications of our findings are in
order. First, the collective dynamics of many two-level atoms can be strongly a ected by SBCs
even when each individual two-level atom interacts weakly with the bath. Second, this fact may
be exploited to amplify and gauge SBCs. Third, a small tc presents challenges for quantum
state protection via dynamical decoupling (DD) techniques. In general, it is found that SBCs
force us to apply more frequent and more e cient DD pulses to freeze the quantum evolution.
6.1 System-bath correlation e ects in a system of N two-level
atoms in a common bath
A collection of N identical two-level atoms interacting with a common bosonic bath may be
described by an extended spin-boson Hamiltonian Htot = HS + HB + HSB (setting ~ = 1
throughout) [32, 33], with1














Here Jx,y,z are the collective spin operators with J2x+J2y+J2z = N2 (N2 +1), Ê0 is the energy bias,
‰ the interaction between the atoms, ” is the tunneling amplitude, and HB is a collection of
boson modes or harmonic oscillators (with zero-point energy dropped). Such a total Hamiltonian
1Note that we are using 2Jz
q
k




as is usually done in the large spin-boson model. By doing this, we are able to check that our results match






6.1. System-bath correlation e ects in a system of N two-level atoms in a common bath
Htot can model a two-mode BEC [165, 166] interacting via collisions with thermal atoms or
phonon excitations [34]. We stress that, other than the self-interaction term ‰J2z , Htot is
nothing but a straightforward extension of the standard spin-boson model [27] that we considered
previously in Chapter 3.
Rather than switching on the system-bath interaction HSB at a particular instant, in most
physical situations the system and the bath have interacted for a long time beforehand. Our
starting point is then a thermal equilibrium state for the system and the bath as a whole at
temperature T , i.e., ﬂ Ã exp(≠—Htot) with — © 1kBT . Noticing the energy contribution by
HSB, one finds that the associated reduced state of the system (bath) is not really given by
ﬂeqS _ e≠—HS (ﬂ
eq
B _ e≠—HB ) [27, 181]. Instead, states of the system and of the bath are
correlated for a non-vanishing HSB. Now, if at time t = 0, the system is prepared in a pure
state |ÂÍ via a projective measurement, then the initial state of the system and the bath as a
whole is given by




where Z is a normalization factor2. This initial state should be compared with the usual uncor-
related (unphysical) initial state,




Evidently, for a nonzero HSB, we have ﬂ(0) ”= ﬂdir(0). That is, the physical initial state in
Eq. (6.4) has correctly accounted for the system-bath interaction during the past. Consequently
the initial bath state ﬂB(0) = ÈÂ| e≠—Htot |ÂÍ /Z depends on HSB as well as the state preparation
of the system and is therefore not a canonical equilibrium state for the bath. Previously, how
the di erence between ﬂ(0) and ﬂdir(0) impacts on the ensuing dynamics was studied for a
damped harmonic oscillator (see, e.g., Ref. [187]) and a single two-level system undergoing
pure dephasing [197]. In Appendices 6.C and 6.D, we also consider initial states of the form
 e≠—Htot †/Z, where   is a unitary operator acting on the system Hilbert space, and we argue
2ﬂ(0) is certainly a product state of the system and the environment. The initial correlations that we refer to
are the correlations before we perform the measurement in order to prepare the system state.
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that this initial state for large N leads to similar results as ﬂ(0) does.
In general, the dynamics of Htot starting from ﬂ(0) or ﬂdir(0) does not have analytical
solutions. To obtain analytical solutions from which important insights may be gained, we set the
tunneling parameter ” in HS to zero, yielding a pure-dephasing problem for collective spin states.
In the context of a two-mode BEC, such a situation arises if intermode coherent tunneling is
made to vanish and if intermode mixing collisions are negligible. Purely for convenience, we shall
assume ‰ = 0, which may be achieved via Feshbach resonance. Up to a unitary transformation,
one can obtain equivalent situations if Ê0 = 0 and if inter-mode mixing collisions dominate [34].
Working in the basis of Jz eigenstates, denoted by |mÍ with Jz |mÍ = m |mÍ, we first find


























The factor exp[≠i (t)(m2≠n2)t] arises because the common bosonic bath assists in generating
an indirect atom-atom interaction. Note that at su ciently short times for which sin(Êkt) ¥
Êkt, we have  (t) ¥ 0. Using a higher order expansion, we find that  (t) ¥qk 4|gk|2 1≠Êkt26 2.









≠i[2l(n≠m)qk 4|gk|2 sin(Êkt)/Ê2k], (6.10)
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Comparing Eq. (6.6) with Eq. (6.9), it is seen that e ects of the SBC on the dynamics are
entirely captured by the factor F cmn(t). To understand this, we first examine the non-canonical







H(l)B = HB + 2l
ÿ
k
(gúkbk + gkb†k). (6.14)
Two observations can be made here. First, the bath is prepared in the state e≠—H
(l)
B with a
probability related to the system projection amplitude Èl|ÂÍ. Second, H(l)B can be interpreted as
a collection of harmonic oscillators, each of which is under a ‘force’ proportional to 2l. Due to
this force exerted by the system, the actual equilibrium position of the bath oscillators will be
displaced. To make this clearer, we define displaced harmonic oscillator modes
Bk,l © bk + 2lgk/Êk, (6.15)










The initial bath state is seen to be a mixture of di erent components: each component is a





k,lBk,l for a collection of harmonic oscillators displaced
by 2lgk/Êk, with the probability pl defined in Eq. (6.11).
An interesting physical picture then arises. At time zero a projection of the system on
state |ÂÍ breaks the equilibrium state of the system and the bath as a whole and the bath is
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k,lBk,l , with each component






k,lBk,l of ﬂB(0) finds its equilibrium condition no longer satisfied for l ”= m. As a
result the collection of displaced harmonic modes start to oscillate around their new equilibrium
positions defined by 2mgk/Êk. For another |nÍ component of |ÂÍ, the same mechanism works
but with a di erent degree due to new equilibrium positions at 2ngk/Êk. It is such type of bath
motion that yields the correction factor F cmn(t) in Eq. (6.9).
Because e—l2C changes rapidly with l œ [≠N/2, N/2], for large N only the terms with
probabilities p±N2 may contribute to F
c
mn(t). Further, for N—Ê0 ∫ 1, we have eN—Ê0/2 ∫
e≠N—Ê0/2 and hence p≠N2 ∫ pN2 for a generic state |ÂÍ. This yields p≠N2 ¥ 1 in our many-body
system, thus reducing F cmn(t) to




In particular, at su ciently short times, sin(Êkt) ¥ Êkt and then




That is, F cmn represents a phase factor building up with time at a rate ofN(n≠m)
q
k 4|gk|2/Êk.
Note that, in contrast, during the same time window,  (t) originating from bath-assisted atom-
atom interaction still stays close to zero due to its quadratic dependence on t (note that t (t)
depends on t3). For physical observables not diagonal in the |mÍ representation, the time










Remarkably, tc is inversely proportional to the number of two-level atoms. As an example we








6.2. Numerical examples of amplified system-bath correlation e ects
and
J(Ê) = GÊe≠Ê/Êc . (6.20)
Then one finds tc = (NGÊc)≠1, a time scale determined by parameters from both the system
(N) and the bath (G and Êc). On the other hand, at later times, the time dependence of
F cmn(t) weakens as the oscillations of the bath oscillators around their new equilibrium positions
start to dephase, while the e ect of the bath-assisted atom-atom interaction is expected to
become more significant. For the Ohmic spectrum, F cmn(t) at long times is found to approach
ei[ﬁ2NG(n≠m)]. Analogous results are found for other spectral density functions J(Ê) with an
exponential cuto .
6.2 Numerical examples of amplified system-bath correlation ef-
fects
In this section we turn to a concrete example for which we investigate the dynamics of a scaled
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Fig. 6.1: (color online) jx vs t without a bath (upper dotted, blue), with an Ohmic bath but using a
factorized initial state (dot-dashed, magenta), and with an Ohmic bath and including SBC e ects (solid,
black). N = 2000, Ê0 = 0.1, G = 0.001, — = 1000, and Êc = 10. Assuming that intermode transitions
dominate, we perform a unitary transformation of the Hamiltonian to find that these parameters correspond to
the experimentally realizable values of Ê0 = 2ﬁ◊1 kHz and temperature in the nanokelvin regime [165, 203].
One time unit here then corresponds to approximately 16µs.. Inset shows the parallel results if N = 1, where
three lines become almost indistinguishable.
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Fig. 6.2: (color online) Same as in Fig. 6.1, but now with N = 20000. The rapid oscillations in jx clearly
demonstrate the amplification of SBC e ects achieved by an increase in the number of particles.






























Details can be found in Appendix 6.D. On the other hand, the true dynamics with the physical






with F cx(t) ¥ eiNGÊct at short times for an Ohmic spectrum defined above. In Fig. 6.1, we
plot the time dependence of jx using equations (6.21) and (6.23) for N = 2000, in the absence
or presence of a bath with G π 1 (so that each individual two-level atom interacts with the
bath very weakly [32]). For the shown time period in Fig. 6.1, jx in the absence of the bath
hardly changes due to a finite Ê0. In the presence of the bath but without including SBCs, jx
stays positive but decreases at a faster rate due to the bath-assisted atom-atom interaction.
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With SBCs accounted for, completely di erent qualitative behavior of jx is observed: it rapidly
changes from 1 to ≠1 and then gradually returns to a value close to zero. Note that, as analyzed
in theory, such rapid change in jx occurs before atom-atom indirect interaction [as captured by
 (t)] takes e ect. The inset also shows the parallel results if N = 1, with all other parameters
unchanged. As expected from G π 1, in that case all lines are almost on top of each other
and hence no SBC e ect can be seen. Because the decoherence function “(t) is independent
of N , the results in the inset also hint that decoherence for the N = 2000 case is insignificant
for the shown time scale. Therefore, SBCs impact on the dynamics long before the onset of
decoherence.
To emphasize the role of N , in Fig. 6.2 we plot parallel results for N = 20000. There SBCs
induce more drastic oscillations in jx, followed by slower oscillations as the time dependence
of F cmn(t) weakens. Clearly then, at short times an increasing number of atoms enhances the
oscillation frequency in physical observables, thus amplifying the SBC e ects.
6.3 Suppression of system-bath correlation e ects by dynamical
decoupling
In this section we discuss the implications of this work for DD, which, as we have seen in
previous chapters, is one main approach to quantum state protection [11, 35, 115, 116]. DD in
single-spin systems has found enormous applications. It is therefore highly desirable to extend
DD to systems describable by collective (large) spins Jx,y,z [40, 204]. We return to our pure-
dephasing model introduced previously. Because the details of a bath spectrum is unknown
in general, the precise form of the correction factor F cmn(t) induced by SBCs or of the  (t)-
related phase factor due to bath-assisted atom-atom interaction is unavailable in general. It is
tempting to wait for F cmn(t) to saturate such that its time dependence is out of the picture.
However, as indicated by our theory and shown in Fig. 6.2, before reaching that regime the
bath assisted atom-atom interaction would have already changed the state. So in order to
protect or store a given many-body state, the time dependence of F cmn(t) and  (t) must be
suppressed. In general the task of DD becomes three-fold: to suppress the decoherence factor
88
Chapter 6. Amplification and suppression of system-bath-correlation e ects in an open many-body system
“(t), the  (t)-related phase factor, and the correction factor F cmn(t). For large N , it is found
that DD control pulses need to first compete with the correlation-induced time scale tc _ 1/N
in the system dynamics. It should be noted that the initial system-environment correlation
e ects are due to the system-environment interaction in the past, while, by applying pulses,
we can only renormalize the system-environment interaction from time t = 0. In this sense,
dynamical decoupling to remove the e ect of initial system-environment correlations works not
by renormalizing the system-environment interaction strength, but by dynamically manipulating
the correlation e ect.
Consider now Nd instantaneous ﬁ-pulses of Jx applied to our system at times tl, with
1 Æ l Æ Nd. Upon application of one such pulse, one has, in the frame of the applied pulses,




(≠1)l+1◊(t≠ tl≠1)◊(tl ≠ t), (6.24)
where ◊(t) is the Heaviside function. With the assistance of f(t), one can still find the time
dependence of [ﬂS(t)]mn or of an observable such as jx analytically, using the same technique
as used in previous cases without DD pulses. Take [ﬂS(t)]mn under DD as an example. The
general form of Eq. (6.9) still holds, but now with Ê0 changed to Ê˜0,  (t) changed to  ˜(t),






























and, for large N ,
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Fig. 6.3: (color online) jx vs time with SBC e ects and under bang-bang control pulses, for · = 0.02 (solid,
black) or · = 0.002 (dotted, black). The parallel results without any control pulses (dotted, magenta) and
with four UDD pulses (solid, magenta) are also shown. Parameters are the same as in Fig. 6.2, with the final
time chosen as t = 0.1.
is determined by f(t) via the following relation






With these explicit results, e ects of DD pulses on the dynamics with SBC e ects can be
examined in detail. Of particular interest is F˜ cmn(t) because it is indicative of the impact of an
applied DD sequence on SBC e ects at early times.
In Fig. 6.3 we illustrate the e ect of applying DD pulses for N = 20000 for a final time
t = 0.1 using the modulated parameters Ê˜0,  ˜(t), “˜(t), and F˜ cmn(t). We first investigate the
usefulness of equidistance control pulses (bang-bang control) with a pulse interval · [35]. Note
first that if we neglect SBCs, then there would be no need to apply any DD pulses because the
evolution of jx is negligible for the considered period. With SBCs accounted for, an application
of Nd = 4 pulses with · = 0.02 is found to be insu cient for state protection. Indeed, for the
system parameters used we find tc = (GNÊc)≠1 = 0.005, which is far smaller than · = 0.02.
To compete with tc, we then use · = 0.002 < tc, for which the evolution is successfully frozen
(see Fig. 6.3).
To avoid the need of a high pulse repetition rate, we next consider the celebrated, more
e ective, Uhrig’s dynamical decoupling (UDD) sequence [115, 116] with unequal pulse intervals,





. Dramatically, via only Nd = 4 UDD
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pulses, the jx value at the final time t = 0.1 is already recovered to its initial value. A careful look
into the above expression for F˜ cmn(t) explains why this is so. The original motivation of a UDD
sequence is to suppress the decoherence function “(t) by minimizing |f(Êk, t)| to its Nd-th order
in time. So by construction, the time evolution of F˜ cmn(t) is also optimally suppressed by UDD
because a minimized |f(Êk, t)| automatically yields a minimized Im[f(Êk, t)] that enters into
F˜ cmn(t) in Eq. (6.26). That is, here the correction factor F˜ cmn(t) is already optimally suppressed
for an unknown spectrum with an exponential cuto . Additional computational studies indicate
that the  ˜(t) term may be also well suppressed by DD pulses, though this is not of interest here
as our main concern is to suppress SBC before bath-assisted atom-atom interaction has any
considerable e ect on the dynamics. Our conclusions are as follows. In locking a many-body
state in our model here, the previously unknown time scale tc induced by SBC calls for the use
of DD control pulses long before decoherence and bath-assisted atom-atom interaction becomes
important, with a UDD sequence found to be an optimized choice (assuming the detailed form
of the bath spectrum is not available).
6.4 Summary
In summary, because SBC e ects are amplified by the number of particles in a many-body
system, they can be important even when each individual particle interacts with the bath weakly.
Interestingly, though SBC e ects originate from system-bath interaction in the long past, they
may still be suppressed by dynamical decoupling so that a prepared many-body state is well
protected. Nevertheless, reaching this goal calls for more e ective control pulses applied within
a shorter time scale. Our results should also be of interest to other subtopics in open many-body
systems by considering SBC e ects neglected before.
6.A Exact unitary evolution operator
The dynamics for our model described by Eqs. (6.1)-(6.3) can be exactly solved if ” = 0. Purely
for convenience we also assume ‰ = 0. We first transform to the interaction picture. In this
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(gúkbke≠iÊkt + gkb†keiÊkt). (6.29)
Similar to the treatment in Ref. [34], we next find the time evolution operator UI(t) correspond-


































[HI(t1), HI(t2)] = ≠8iJ2z
ÿ
k













|gk|2 sin[Êk(t1 ≠ t2)],
= ≠iJ2z t (t), (6.36)
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Since this is a c-number, the higher order terms in the Magnus expansion are all zero. The
exact unitary time evolution operator is hence found, i.e.,





[b†k–k(t)≠ bk–úk(t)]≠ iJ2z t (t)}. (6.39)
For later calculations, let us first consider the reduced density operator of the system
ﬂS(t) = TrB[U(t)ﬂ(0)U †(t)], (6.40)
where ﬂ(0) is the density operator of the system and the bath as a whole. We find it useful to
write the reduced density operator of the system in terms of the standard Jz basis as
[ﬂS(t)]mn = TrS,B[U(t)ﬂ(0)U †(t)Pnm]. (6.41)
Here Pnm © |nÍ Èm|, |nÍ being the eigenstate of Jz with eigenvalue n. Introducing the Heisen-
berg picture operator Pnm(t) as U †(t)PnmU(t), we have
[ﬂS(t)]mn = TrS,B[Pnm(t)ﬂ(0)]. (6.42)
Calculations of the explicit form of Pnm(t) are straightforward because the time evolution op-













This is a general result because it applies to an arbitrary initial density ﬂ(0) (the unphysical
state ﬂdir(0) or the physical state with SBC accounted for).
6.B Dynamics with uncorrelated initial states
Here we consider unphysical decorrelated initial states, i.e.,
ﬂdir(0) = ﬂS(0)¢ ﬂB, (6.46)
where ﬂB = e
≠—HB
ZB
with ZB = TrB[e≠—HB ]. Then,
[ﬂS(t)]mn = [ﬂS(0)]mne≠iÊ0(m≠n)te≠i (t)(m
2≠n2)tTrB[e≠Rnm(t)ﬂB]. (6.47)
We now simplify TrB[e≠Rnm(t)ﬂB] = Èe≠Rnm(t)Í, where the average is taken with respect to the
thermal bath state at equilibirum. Although this is a standard result, for self-completeness, we




For an operator A which is a linear combination of creation and annihilation operators, we have
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The factor e≠“(t)(m≠n)2t describes decoherence and the factor e≠i (t)(m2≠n2)t describes the
indirect atom-atom interaction induced by the common bath.
6.C Dynamics with system-bath-correlated initial states













The  r operators above are assumed to be acting on the system only and their explicit forms
will be specified later. To solve for the dynamics starting from such an initial state, we may
use a polaron transformation technique, generalizing the results of Ref. [197] from a single spin
to many spins, or we may use displaced harmonic oscillator modes. The latter method is used
below since it is physically more transparent.
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where we have defined
H(l)B = HB + 2l
ÿ
k
(gúkbk + gkb†k). (6.55)
Using the displaced harmonic oscillator modes,


















where C =qk 4|gk|2Êk , and in this case ZB = TrB[e≠—qk ÊkB†k,lBk,l ].
We now substitute Eq. (6.52) in Eq. (6.45) and again introduce a completeness relation.
To proceeed, TrB[e≠Rnm(t)e≠—H
(l)
B ] needs to be simplified. As before, this can be done using




[–k(t)B†k,l ≠ –úk(t)Bk,l] + i (l)nm(t), (6.59)
where







We then find that
TrB[e≠Rnm(t)e≠—H
(l)
























































































where F cmn(t) is already given in the main text.
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6.D. Calculating observables
6.C.2 State preparation via unitary operations
Alternatively, instead of performing a projective measurement on the system, we may first cool
the system and the bath to a desired low temperature. We then perform a unitary operation on
the system to approximately arrive at some initial state. In general, initial state of the system







































To evaluate physical observables using the system’s reduced density operator, let us first evaluate
the functions “(t),  (t), C and  (t). As usual, we take the continuum limit of the bath modes,
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with J(Ê) being the spectral density. For this work, we choose Ohmic spectral density, that is,
J(Ê) = GÊe≠Ê/Êc . (6.74)
We can then evaluate the integrals as [197],
C = GÊc, (6.75)
 (t) = G tan≠1(Êct), (6.76)
and
“(t) = “vac(t) + “th(t), (6.77)
“vac(t) =
G


















Expressions for sub-Ohmic and super-Ohmic spectral densities can also be found in Ref. [197]
that treated a single two-level system in a bath.
To evaluate the expectation value of Jx, we first calculate ÈJ+(t)Í, where J+ = Jx + iJy is





















































For the initial state |ÂÍ = e≠iﬁ2 Jy
---N2 f prepared by a projective measurement, it is an
eigenstate of Jx with eigenvalue N2 . Then,
[ﬂS(0)]m,m+1 = Èm|e≠iﬁ2 Jy |N/2ÍÈN/2|eiﬁ2 Jy |m+ 1Í. (6.87)
Note that Èm|e≠i–Jy |mÕÍ is a Wigner “d-matrix” element. Using the Wigner formula, we obtain

















































As to F cx(t) [see Eq. (6.86)] that involves the summation over pl, it can be seen that for large N ,
F cx(t) ¥ eiN (t). That is, due to the exponential factors e≠—Ê0l and e—l2C , only the l = ≠N/2
term makes a dominating contribution if N ∫ 1.
We now comment on what happens if, instead of a projective measurement, we use a unitary
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Once again the term with l = ≠N2 dominates, so that
[ﬂS(0)]mn ¥ Èm| |≠N/2ÍÈ≠N/2| †|nÍ (6.93)
By setting the unitary operator   to be eiﬁ2 Jy , we see that our initial state is approximately the
same as in the case of state preparation via projective measurement, with F cx(t) ¥ eiN (t) for
large N . As such, for large N the jx dynamics are very much the same for the above-mentioned




Beyond exactly solvable models
In the previous chapter, we have examined the common assumption that the initial system-
environment state is a simple product state consisting of the initial state of the system and a
thermal bath state for the environment. Note that this assumption is usually justified on the
grounds that, at least for weak coupling, the initial system-environment states should not play a
significant role [43]. Moreover, for Markovian environments, the state of the environment cannot
act as a ‘memory’ for the system [44]. Any e ect of the initial correlations is then quickly lost.
However, in many situations of current experimental research, these approximations cannot be
made. For instance, for strong system-environment coupling, not only can the Born approxi-
mation not be made, but also the initial system-environment coupling can have a noticeable
e ect on the system dynamics [177–181]. Due to this fact, as well as the increased interest in
non-Markovian dynamics [56, 57], the initial uncorrelated state assumption has come under close
scrutiny recently, with various studies being performed to investigate its validity [182–202, 205].
Most of the studies performed to date have considered single-body systems - a single spin or
a single harmonic oscillator coupled to a thermal bath. There are, however, notable exceptions
[180, 202, 205], as mentioned in the previous chapter. In particular, it has been found that if the
system consists of many two-levels systems (TLSs) coupled to a common environment, then the
e ect of the initial system-environment correlations can be enhanced depending on the number
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of particles in the system, even though each TLS may be weakly coupled to the environment
[205] - see Chapter 6 for details. However, our analysis was performed using an exactly solvable
model1, which is an exception rather than the rule [3].
In this chapter, we go beyond exactly solvable models while taking into account initial system-
environment correlation e ects. To this end, we intend to construct a master equation, valid
in the weak coupling regime, that explicitly takes into account the initial system-environment
correlations. We then apply this master equation to a system of many TLSs coupled to a bath
of harmonic oscillators, and we show that as we increase the number of TLSs in the system, the
e ect of initial correlations becomes significant. Moreover, we investigate the e ect of initial
correlations for di erent initial state preparations.
7.1 Formalism
We first present a master equation to calculate the reduced system dynamics, starting from an
initial state prepared with a projective measurement and with the initial system-environment
correlations incorporated, which is correct to second-order in the system-environment coupling
strength2. We write the total system-environment Hamiltonian as
H = HS +HB + –V © H0 + –V, (7.1)
where – is a parameter that keeps track of the order of the coupling strength between the
system and the environment. At the end of the calculation, we will set – = 1. From first-order






dsÂV (s)6 , (7.2)
1Indeed, most other studies of the e ect of initial system-environment correlations also use exactly solvable
models.
2The derivation presented here has a lot in common with the one presented in Chapter 2. Nevertheless, the
key steps are repeated for the convenience of the reader.
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with ÂV (s) = U †0(s)V U0(s), and U0(t) is the ‘free’ unitary time evolution operator, that is, the
time evolution operator corresponding to H0. We now note that
ﬂmn(t) = TrS [Ynmﬂ(t)] © ÈYnmÍ, (7.3)
where Ynm = |nÍ Èm|, |nÍ and |mÍ being any basis state of HS , and ﬂ(t) is the system density
matrix at time t. This expression can be rearranged to give
ÈYnmÍ = TrS,B [(Ynm ¢ 1B)ﬂtot(t)] ,
= TrS,B
Ë
U †(t)(Ynm ¢ 1B)U(t)ﬂtot(0)
È
,
= TrS,B [Xnm(t)ﬂtot(0)] , (7.4)










Our objective now is to derive a perturbative expression for dXnm(t)dt . Using Eq. (7.2), it can be
shown that (see also Chapter 2)
dXnm(t)
dt
= i[HH0 (t), XHnm(t)] + i–[ ÂV (t), ÂXnm(t)] + –2 ⁄ t
0
ds[[ ÂV (t), ÂXnm(t)], ÂV (s)], (7.6)
where the superscript H denotes time evolution with U(t) while the tildes denote time evolution
under U0(t). This means that, for example, HH0 (t) = U †(t)H0U(t) and ÂV (t) = U †0(t)V U0(t).
Given an initial condition, by substituting Eq. (7.6) in Eq. (7.5) we can derive a master equation.
Usually, this task is performed using the initial state
ﬂdtot(0) = ﬂ(0)¢ ﬂB, (7.7)
with ﬂB = e≠—HB/ZB and ZB = TrB[e≠—HB ]. In this chapter, we instead consider the initial
state to be





Chapter 7. Initial system-environment correlations: Beyond exactly solvable models
where Z is the normalization factor such that TrS,B[ﬂtot] = 1. As explained in Chapter 6, this
state comes about in the following way: we let the system and the environment interact for a
long time, so that the joint system-environment state is e≠—H/Z. In this way, the system and
the environment get correlated. We then perform a projective measurement on the system only
in order to prepare the initial system state |ÂÍ. This projective measurement is described by
the projector |ÂÍ ÈÂ|, and we thereby obtain the initial total system-environment state given by
Eq. (7.8). Such initial system-environment states have been considered previously [187, 197,
205].
Before proceeding with the derivation of the master equation starting from the state (7.8),
we first perform a perturbative expansion of this initial state in powers of –. To this end, we


















Assuming that V can be written in the form V = F ¢B, where F (B) is an operator acting in
the system (bath) Hilbert space3,





We write this as
ÈÂ|e≠—H |ÂÍ = ÈÂ|e≠—Hs |ÂÍe≠—HB ≠ –e≠—HBE(—), (7.12)
where E(—) is an operator acting in the Hilbert space of the bath only. For convenience, we











B + . . .
È
, (7.13)
with the superscript denoting the order of the coupling strength. It should be noted that as
— æ 0 (that is, we approach high temperatures), E(—)æ 0. This is what we intuitively expect
- at high temperatures, the e ect of initial correlations becomes less and less significant.
With these preliminary calculations out of the way, we now proceed to the main task of










iTrS [ﬂ(t)(HS |nÍ Èm|≠ |nÍ Èm|HS)] = iÈm|[ﬂ(t), HS ]|nÍ. (7.14)






To second order in the coupling strength, only ﬂ(0)B and ﬂ
(1)
B contribute to the master equation.
The contribution of ﬂ(0)B is
i–TrS,B
Ë





(ﬂ(0)¢ ﬂ(0)B )U †0(t)([F,Xnm]¢B)U0(t)
È
. (7.16)
The trace over the bath gives a term proportional to ÈU †B(t)BUB(t)ÍB, where È. . .ÍB denotes
an average taken with respect to the bath state ﬂB = e≠—HB/ZB. This is usually zero. Even if
it is not zero, the contribution of this term can be absorbed into the system Hamiltonian. We
now note that
Z = ZBÈÂ|e≠—HS |ÂÍ ≠ –ZBÈE(—)ÍB = ZBZ Õ, (7.17)
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ÈE(—) ÂB(t)ÍBTrSËﬂ(t)[F, |nÍ Èm|]È = ≠ i–2Z Õ ÈE(—) ÂB(t)ÍBÈm|[ﬂ(t), F ]|nÍ. (7.19)
For the next term, to second order, only ﬂ(0)B contributes. But then Z Õ is simply ÈÂ|e≠—HS |ÂÍ,
so ﬂ(0)B = ﬂB. Therefore, we obtain the same term as in the standard second order master
equation, the derivation of which can be found in Chapter 2. Compared with the standard





The complete master equation can then be written as
dﬂ(t)
dt









F¯ (t, s) = US(t, s)FU †S(t, s), (7.22)
Cts = È ÂB(t) ÂB(s)ÍB, (7.23)
ÂB(t) = U †B(t)BUB(t). (7.24)
The structure of this master equation leads to the hermiticity and trace of ﬂ being preserved
(see also Appendix 7.A).
In contrast, the master equation obtained if we start from the uncorrelated initial state given
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by (7.7) would be (see Chapter 2)
dﬂ(t)
dt





[F¯ (t, s)ﬂ(t), F ]Cts + h.c.
Ô
. (7.25)
It should be noted that at no point have we made any assumption regarding the memory of
the environment.
7.2 Application to a large spin model
We now apply our master equation to study the model that we used in Chapter 6, but now with
non-zero tunneling amplitude. The total system-environment Hamiltonian is
H = HS +HB + V, (7.26)
with












Recall that Jx,y,z operators are collective spin operators with J2x + J2y + J2z = N2 (N2 + 1), Ê0
is the energy bias,   is the tunneling amplitude, HB describes a bath of harmonic oscillators
(ignoring the zero-point energy), while V describes the interaction between the spin system and
the common harmonic oscillator bath4.
We choose our initial state |ÂÍ to be such that Jz |ÂÍ = ≠N/2 |ÂÍ. We denote such a state
as |≠N/2Í. We can then identify F = Jx, and B = qk(gúkbk + gkb†k). Our task is to evaluate
E(—). In order to do so, we first evaluate
e⁄HSJxe
≠⁄HS = axJx + ayJy + azJz, (7.29)
4Recall that we set ~ = 1. The values of other parameters will be in dimensionless units.
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where
ax =
 2 + Á2 cosh(⁄ Â )Â 2 , (7.30)
ay =
iÁÂ  sinh(⁄ Â ), (7.31)
az =
Á Â 2 [1≠ cosh(⁄ Â )], (7.32)
with Â  © Ô 2 + Á2. To calculate the inner product (that is, ÈÂ|e≠—HS |ÂÍ), it is useful to write
[61]
e≠—HS = efJ+efzJzefJ≠ , (7.33)
where





µ = cosh(— Â /2) + ÁÂ  sinh(— Â /2), (7.35)
and
fz = ≠2 lnµ. (7.36)
Using the properties of the raising and lowering angular momentum operators, it can be shown
that
ÈÂ|e≠—HSe⁄HSFe≠⁄HS |ÂÍ = µN≠1N2
5















We also have that
Z Õ = ÈÂ|e≠—HS |ÂÍ = µN . (7.39)
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, B = Á 
µ Â 2 , C = — Â /2. (7.41)




(gúkbke≠⁄Êk + gkb†ke⁄Êk). (7.42)















d⁄ e⁄Êk [A+ B cosh(⁄ Â ≠ C)]. (7.45)













Q1(—,Êk)eiÊkt(1 + nk) +Q2(—,Êk)e≠iÊktnk
È
. (7.46)
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with
A = ≠ Â 
Â + Á coth(— Â /2)Â  coth(— Â /2) + Á , (7.48)
D = Á /
Â Â  coth(— Â /2) + Á . (7.49)
It should be noted that fcorr(t) derived above is proportional to N . That is, the number of
two-level systems in the ensemble amplifies the system-bath correlation e ect. In addition, it is
a simple exercise in algebra to show that, as expected, this expression for fcorr tends to zero as
— æ 0.
Before proceeding, it is useful to look at two limiting cases:
i) Dicke model [100]. In this case,   = 0. We then get A = D = 0, whereby E(—) = 0.
Therefore, the initial correlations have no e ect in this case. This result can be checked by
directly computing E(—), setting   = 0 from the very beginning.
ii) Pure dephasing model. In this case, Á = 0. We then find that D = 0, while A =
≠ tanh(— /2). This model can also be solved exactly, as we did in the previous chapter [see
Appendix 7.B for a summary of the results], thereby serving as a useful benchmark for our master
equation. Therefore, before proceeding onto more general cases, we compare the performance of
our master equation against the exact solution. As usual, we replace the sum over the di erent
modes k by an integration, that is, we make the substitution qk |gk|2C(Êk)æ sŒ0 J(Ê)C(Ê),
where J(Ê) is the spectral density of the environment5. We choose the spectral density to be
Ohmic with exponential cuto , namely J(Ê) = GÊe≠Ê/Êc . Throughout this chapter, we set
— = 1.
In Fig. 7.1, we have plotted the behavior of ≠jz © ≠2ÈJzÍ/N against t using the master
equation with and without taking into account initial correlations, as well as the dynamics ob-
tained using the exact solution for N = 1. As can be seen, in this case, the initial correlations
play an insignificant role - the dynamics, both from the master equation and using the exact
solution, are the same for all intents and purposes. However, as illustrated in Fig. 7.2, with





0 J(Ê)C(Ê) to define the spectral density.






0 J(Ê)C(Ê), we make sure that, in terms of J(Ê), our results in this chapter
agree with those in Chapter 6 (see also Appendix 7.B).
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Fig. 7.1: (color online) Behavior of ≠jz versus t for N = 1 using the exact solution with (magenta crosses)
and without (blue squares) initial correlations, as well as using the master equation with (solid, black line)
and without (dotted, red line) initial correlations. We have used   = 4, G = 0.04 and Êc = 20. Here and









Fig. 7.2: (color online) Same as Fig. 7.1, except that we now have N = 8.
increasing N , the e ect of initial correlations becomes more significant. There is now a signifi-
cant di erence between the dynamics with and without initial correlations, signifying that initial
correlations now play an important role. Moreover, the master equation is able to reproduce the
exact dynamics, both with and without initial correlations.
Now that we are confident that in the weak coupling regime, our master equation is able
to capture well the e ect of initial correlations, we move beyond the exactly solvable dephasing
model. More specifically, we now consider a finite Á. As shown in Fig. 7.3, for a finite value of Á
with N = 2, there is a small e ect of the initial correlations. However, it is illustrated in Figs. 7.4
and 7.5 that by increasing N to N = 8 the e ect of the initial correlations becomes significant,
even for a non-zero value of Á. We expect that the e ect of initial correlations increases still
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Fig. 7.3: (color online) Behavior of ≠jz against t for N = 2 with (black, solid) and without (dotted, red)
taking into account initial correlations. Here we have used   = 3.5 and Á = 0.5, while the rest of the









Fig. 7.4: (color online) Same as Fig. 7.3, except that we now have N = 8.
further as we increase N . Moreover, the influence of initial correlations also slowly decreases as
we increase Á such that, as we argued previously, in the Dicke model limit, the initial correlations
do not play any role in the system dynamics. It should also be noted that, as shown in Fig. 7.5,
the e ect of initial correlations at longer times becomes smaller and smaller. This makes sense
physically since, after some time has passed, the system should forget its initial state. Finally,
to show that the e ect of initial correlations are not manifested in the dynamics of jz alone,
we show in Figs. 7.6 and 7.7 the dynamics of j(2)z © 4ÈJ2z Í/N2. Such an observable is relevant
in the study of spin squeezing and entanglement (see, for example, Ref. [206]). Once again,
the initial correlations have a noticeable e ect on the dynamics, an e ect that increases with
increasing N . Note however, numerically speaking, the calculations for an even large N would
be demanding and are hence not pursued here.
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Fig. 7.5: (color online) Same as Fig. 7.4, except that we now have Á = 1.5 and   = 2.5.
 0.5
 1





Fig. 7.6: (color online) Behavior of j(2)z against t for N = 2 with (black, solid) and without (dotted, red)
taking into account initial correlations. The rest of the parameters used are the same as those in Fig. 7.3.
 0.5
 1





Fig. 7.7: (color online) Same as Fig. 7.6, except that we now have N = 8.
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7.3 Di erent state preparation
7.3.1 |ÂÍ = |N/2Í
In this case the initial state is polarized in the opposite direction. We once again need to
calculate the e ect of the initial correlations. The calculation is almost the same as before, but
there are a few notable di erences. Here we only present the final result, and defer the details




















Â ≠ Á coth(— Â /2)Â  coth(— Â /2)≠ Á , (7.51)
D = ≠ Á /
Â Â  coth(— Â /2)≠ Á . (7.52)
These results should be compared with the ones obtained before. Specifically, it should be
noted that fcorr(t), for the same values of Á and  , is di erent for the cases |ÂÍ = |≠N/2Í and
|ÂÍ = |N/2Í. The contribution of the initial correlations in the master equation itself changes
depending on the initial state preparation, which means that the e ect of initial correlations
depends on the initial state preparation.
In Fig. 7.8, we plotted jz against time, starting from the state |ÂÍ = |N/2Í. Once again,
it is seen that the initial correlations play a significant role in the dynamics. It is instructive
to note the asymmetry between Fig. 7.5 and Fig. 7.8. This asymmetry is due to two reasons.
First, the coherent evolution (that is, the evolution due to HS alone) itself causes asymmetry
in the dynamics of jz, a fact that is easily visualized in the Bloch vector picture. Secondly, as
we have noted before, the influence of initial correlations is di erent for the two cases.
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7.3.2 Each spin prepared in a coherent superposition
We now consider a di erent state preparation, namely |ÂÍ such that Jx |ÂÍ = N/2 |ÂÍ. This is
a clearly an eigenstate of Jx with eigenvalue N/2. In order to perform the calculation for the
e ect of the initial correlations, it is useful to first rotate our axes so that we now have, in the
rotated frame,
HR = HRS +HB + V R, (7.53)
with






V R = Jz
ÿ
k
(gúkbk + gkb†k), (7.55)
where Ár =   and  r = ≠Á, and our initial state is now |ÂRÍ, which is an eigenstate of Jz
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j z
t
Fig. 7.8: (color online) Graph of jz against t, starting from the state |ÂÍ = |N/2Í. The parameters used are
the same as in Fig. 7.5.
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Fig. 7.9: (color online) jx versus t with (solid, black) and without (dotted, red) taking into account initial
correlations starting from state |ÂÍ such that Jx |ÂÍ = N2 |ÂÍ. Here we have used N = 8,   = 3, Á = 1,
G = 0.04 and Êc = 20.
with
A = ≠ ÁrÂ r





coth(— Â r/2)≠ Ár/ Â r , (7.58)
and Â r © Á2r + 2r (see Appendix 7.C for details).
In Fig. 7.9 we show the dynamics with and without initial correlations. This time we find
that the initial correlations play an insignificant role. This is not simply due to the factor fcorr(t)
being small - this factor is certainly significant at short times. However, if we look at the master
equation closely, we notice that the e ect of the initial correlations is incorporated via the term
≠ifcorr(t)[ﬂ(t), F ]. For the initial state preparation |ÂÍ such that Jx |ÂÍ = N2 |ÂÍ, with the
system-environment Hamiltonian given by Eq. (7.26), we find that [ﬂ(0), F ] = 0. Therefore, at
time t = 0, the e ect of initial correlations is zero. By the time the state evolves to a state
ﬂ(t) such that [ﬂ(t), F ] is appreciably di erent from zero, fcorr(t) has decayed to almost zero.
Therefore, in this case, initial correlations play a negligible role. We find that for specific initial




In summary, we have formulated a master equation approach to take into account the e ect of
initial system-environment correlations for a system state prepared via a projective measurement.
Our master equation is valid for weak system-environment coupling strengths. We have applied
our master equation to a variant of the usual spin-boson model. We find that for a collection
of two-level atoms coupled to a common environment, the reduced system dynamics can evolve
at a faster rate depending on the number of two-level atoms. This finding has implications for
quantum control. For instance, in order to preserve a quantum state via dynamical decoupling
[35, 36, 204], we would need to apply the pulses at a faster rate due to the e ect of the initial
correlations. We also considered di erent initial states to show that the e ect of the initial
correlations depends on the actual initial state preparation.
7.A Proof that fcorr(t) is real
To actually show that our master equation [see Eq. (7.21)] preserves hermiticity, we need to





We can show that Z Õ is real. We know that










d⁄ e≠⁄HBBe⁄HB ÈÂ|e≠⁄HSFe⁄HSe≠—HS |ÂÍ.
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Now, to show that ÈÂ|e≠—HS |ÂÍ is real, we observe that e≠—HS =qi e≠—Ei |niÍ Èni|, where |niÍ




which is obviously real.










d“ TrB[ﬂBe“HBBe≠“HB ]ÈÂ|e≠—HSe“HSFe≠“HS |ÂÍ,
which is equal to ÈE(—)ÍB. Therefore, we have shown that Z Õ is real.
In a similar fashion, we now show that ÈE(—) ÂB(t)Í is real. We first note that ÈE(—) ÂB(t)ÍúB =
È ÂB(t)E†(—)ÍB, and it then follows that
È ÂB(t)E†(—)ÍB = ⁄ —
0
d⁄TrB[ ÂB(t)e≠⁄HBBe⁄HBﬂB]ÈÂ|e≠⁄HSFe⁄HSe≠—HS |ÂÍ.
Again using the substitution “ = — ≠ ⁄, we get
È ÂB(t)E†(—)ÍB = ⁄ —
0
d“ TrB[ ÂB(t)ﬂBe“HBBe≠“HB ]ÈÂ|e≠—HSe“HSFe≠“HS |ÂÍ,
which, after using cyclic invariance of the trace operation, can be written as
È ÂB(t)E†(—)ÍB = ⁄ —
0
d“ TrB[e“HBBe≠“HB ÂB(t)ﬂB]ÈÂ|e≠—HSe“HSFe≠“HS |ÂÍ,
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On the other hand,
ÈE(—) ÂB(t)ÍB = ⁄ —
0
d⁄TrB[e⁄HBBe≠⁄HB ÂB(t)ﬂB]ÈÂ|e≠—HSe⁄HSFe≠⁄HS |ÂÍ.
ÈE(—) ÂB(t)ÍB is then indeed real. We have therefore shown that fcorr(t) is real.
7.B The exactly solvable large spin pure dephasing model
For the convenience of the reader, here we briefly state the results of the previous chapter. The
large spin pure dephasing model is described by the system-environment Hamiltonian
H = HS +HB + V, (7.59)
with









(gúkbk + gkb†k), (7.61)
which is unitarily equivalent to the system-environment Hamiltonian [see Eq. (7.26)] considered
in the main text with   = 0.
For the uncorrelated state
ﬂdir(0) = ﬂS(0)¢ ﬂB, (7.62)
where ﬂB = e
≠—HB
ZB
with ZB = TrB[e≠—HB ], we find that the system density matrix expressed





















































7.C Calculations for the e ect of initial correlations for di erent
state preparations
7.C.1 |ÂÍ = |N/2Í
The calculation proceeds in a very similar way as before, except that we now have to use








„z = ≠2 lnµ,
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We then find that






























, B = Á 
µ Â 2 , C = —
Â 
2 . (7.77)




















Â ≠ Á coth(— Â /2)Â  coth(— Â /2)≠ Á , (7.79)
D = ≠ Á /
Â Â  coth(— Â /2)≠ Á . (7.80)
7.C.2 Each spin prepared in a coherent superposition
We perform our calculations in the rotated frame, where we have,
HR = HRS +HB + V R, (7.81)
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with






V R = Jz
ÿ
k
(gúkbk + gkb†k). (7.83)










1≠ cosh(⁄ Â r)È ,
ay = ≠ i rÂ r sinh(⁄ Â r),
az =
Á2r + 2r cosh(⁄ Â r)Â 2r . (7.85)
To proceed further, we use the identity




















Proceeding the same way as before, we can find that
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where
































A = ≠ ÁrÂ r





coth(— Â r/2)≠ Ár/ Â r . (7.92)
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Role of state preparation
We now consider the preparation of a desired system initial state for an open quantum system.
State preparation is a key step in any quantum experiment - a quantum experiment begins
by initializing the system state in a specific state [207]. For a closed quantum system, state
preparation is trivial: one simply applies a quantum map to the system state in order to prepare
the desired initial state. For an open quantum system, the issue is not so straightforward
[44, 208, 209]. The reason is that the system and the environment are correlated to begin with,
as we have seen in the previous two chapters and the references therein. The purpose of the
state preparation is to prepare the system in a desired (usually pure) state, and to remove any
pre-existing correlations between the system and the environment. However, as a result of the
pre-existing correlations between the system and the environment, the state of the environment
is a ected as well due to the state preparation procedure. This then means that the environment
can a ect the system dynamics di erently depending on the state preparation procedure.
In this chapter, we investigate the role of state preparation in an experimentally realiz-
able model of two-level atoms interacting with a common environment (we investigated this
model previously in Chapters 6 and 7). We extend the results of Chapter 6 to deal with mixed
state preparation via projective measurements. We also consider stochastic state preparations,
whereby the system is prepared in a fixed state to begin with and then a unitary operation is
used to prepare the desired initial system state. We show that for state preparation via projec-
tive measurement, we obtain, in general, a non-linear dynamical map describing the temporal
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evolution of the quantum system. The nonlinear e ect becomes more evident as we increase
N . However, for stochastic state preparation, the dynamics can still be evaluated using a lin-
ear dynamical map. We elaborate our discussions using both an exactly solvable model and a
perturbative master equation for non-exactly solvable cases.
8.1 The model
For the convenience of the reader, we recap the model describing N two-level atoms interacting
with a common environment that we considered previously in Chapters 6 and 7. The total
system-environment Hamiltonian is
H = HS +HB + V, (8.1)
with









(gúkbk + gkb†k). (8.3)
As explained before, Jx,y,z operators are collective spin operators with J2x+J2y+J2z = N2 (N2 +1),
Ê0 is the energy bias,   is the tunneling amplitude, HB describes a bath of harmonic oscillators
(ignoring the zero-point energy), while V describes the interaction between the spin system and
the common harmonic oscillator bath.
8.2 The pure dephasing case
We now consider the case   = 0. This means that we are dealing with a pure dephasing
model, which is exactly solvable for arbitrary system-environment coupling strength. Here, we
extend the results of Chapter 6 to deal with mixed state preparations. We also explicitly show
the dependence of the dynamical map on the choice of the initial state for projective state
preparation.
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Using the method and techniques presented in Chapter 6, we can express the system density
matrix in the eigenbasis of Jz (that is, Jz |nÍ = n |nÍ) to obtain
[ﬂS(t)]mn = e≠iÊ0t(m≠n)e≠i (t)t(m
2≠n2)TrS,B[e≠Rnm(t)Pnmﬂ(0)], (8.4)











This result is true regardless of the form of the initial system-environment state.
8.2.1 No initial correlations
Recall from Chapter 6 that for uncorrelated initial states, i.e.,
ﬂdir(0) = ﬂS(0)¢ ﬂB, (8.7)
where ﬂB = e
≠—HB
ZB
















The factor e≠“(t)(m≠n)2t describes decoherence and the factor e≠i (t)(m2≠n2)t describes the






8.2. The pure dephasing case









S(0), with probabilities ˝a such thatq



















 dirmnmÕnÕ(t) is therefore a linear map for this initial state preparation.
8.2.2 State preparation by projective measurement
Let us now prepare the system state |ÂÍ by performing a projective measurement. The total













































c (t)”mmÕ”nnÕ . (8.15)
This dynamical map depends on the choice on the initial state due to the FmÕnÕc (t) factor
- di erent initial states lead to di erent dynamical maps. This means that, in general, the
dynamical map is not linear. For example, let us prepare the initial state ﬂS(0) =
q
j ˝j |ÂjÍ ÈÂj |









with Zj = TrB[ÈÂj |e≠—H |ÂjÍ]. Then,
[ﬂS(t)]mn = e≠iÊ0(m≠n)te≠i (t)(m
2≠n2)tTrS,B[e≠Rnm(t)Pnmﬂ(0)],
















































2tF c,mixmn (t), (8.17)
with
F c,mixmn (t) =
q
j ˝j Èm|ÂjÍ ÈÂj |nÍ f jmn(t)q
j ˝j Èm|ÂjÍ ÈÂj |nÍ
. (8.18)




Õ≠nÕ)2tF c,mixmÕnÕ (t)”mmÕ”nnÕ . (8.19)
Clearly,  c,mixmnmÕnÕ(t) is di erent from  
c,pure
mnmÕnÕ(t).
Let us now consider specific examples. Suppose that we prepare the state ﬂ(1)S (0) =
e≠i
ﬁ
2 Jy |N/2Í ÈN/2| eiﬁ2 Jy , where |N/2Í is the state such that Jz |N/2Í = N/2 |N/2Í. In the
Bloch sphere picture, the Bloch vector for this state points along the positive x-axis. We then
find that for this state, |Èl|ÂÍ|2 = 12N
! N
N/2+l












On the other hand, let us now prepare the state ﬂ(2)S (0) = e≠i
ﬁ
4 Jy |N/2Í ÈN/2| eiﬁ4 Jy . It can be
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Clearly, F cmn(t) for these two initial state preparations is di erent. Consequently, the dynamical
map is di erent as well. Moreover, if we prepare the state ﬂS(t) = 12(|Â1Í ÈÂ1|+ |Â2Í ÈÂ2|), the
dynamical map is again di erent.
Does this dependence of the dynamical map on the initial state have an observable con-
sequence? In order to answer this question, let us calculate the normalized expectation value











(N/2≠m)(N/2 +m+ 1). (8.23)
It then follows that














(N/2≠m)(N/2 +m+ 1). (8.26)
Using these expressions, jx(t) can be calculated for the di erent initial state preparations |Â1Í
and |Â2Í. Assuming an Ohmic spectral density, we replace the sum over the environment modes
k by an integral via qk |gk|2f(Êk)æ sŒ0 GÊe≠Ê/Êcf(Ê), where f(Ê) is a smooth function, G
is the coupling strength, and Êc is the cuto  frequency. The functions C,  (t), “(t), and  (t),
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given in Chapter 6, but repeated here for convenience, are
C = GÊc, (8.27)
 (t) = G tan≠1(Êct), (8.28)
“(t) = “vac(t) + “th(t), (8.29)
“vac(t) =
G


















































Now, if we prepare the state ﬂ(1)S (0), we should be using the dynamical map corresponding
to this initial state. This dynamical map we denote as  c,1mnmÕnÕ(t). Similarly, we denote the
dynamical map corresponding to the state ﬂ(2)S (0) as  
c,2
mnmÕnÕ(t). We now demonstrate what
happens if we use the wrong dynamical map - that is, what happens, for example, if we use
 c,1mnmÕnÕ(t) to evolve the state ﬂ
(2)
S (0) instead of  
c,2
mnmÕnÕ(t).
As shown in Fig. 8.1, for relatively weak coupling to the environment with N = 1, the
initial correlations between the system and the environment play a negligible role. Therefore, it
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 0  2  4  6  8  10
j x
t
Fig. 8.1: (color online) Behavior of jx versus t for N = 1 using the dynamical maps  dirmnmÕnÕ(t) (dot-dashed,
magenta),  c,2mnmÕnÕ(t) (solid, black) and  
c,1
mnmÕnÕ(t) (dotted, blue). Working in dimensionless units (and
also in other figures) we set Ê0 = 1, and — = 0.5, G = 0.1 and Êc = 50. Note that the plotted three lines
overlap.
e ectively does not matter which dynamical map we use - they all give the same result. On the
other hand, for strong coupling [see Fig. 8.2], the initial correlations do play a role. However,
there is very little di erence between the dynamical maps  c,1mnmÕnÕ(t) and  
c,2
mnmÕnÕ(t), the
reason being that F xc (t) is similar in both cases.
The situation is di erent for large N . Here we consider N = 1000. First, as shown
in Fig. 8.3, even for relatively weak coupling, the initial correlations now play a significant
role in the dynamics. Also, we illustrate in Fig. 8.4 that the dynamical maps  c,1mnmÕnÕ(t) and
 c,2mnmÕnÕ(t) can lead to significant observable consequences. This can be explained by examining
the probabilities pl. For large N , due to the e—l






 0  0.02  0.04  0.06  0.08  0.1
j x
t
Fig. 8.2: (color online) Same as Fig. 8.1, but we now set G = 2 to represent a case with stronger system-
environment coupling. The dotted dashed line deviates from the other two lines, suggesting that the initial
system-environment correlation starts to play an appreciable role.
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 0  0.01  0.02  0.03  0.04
j x
t
Fig. 8.3: (color online) Behavior of jx versus t for N = 1000 using the dynamical map  c,2mnmÕnÕ(t) (solid,
black) and  dirmnmÕnÕ(t) (dot-dashed, magenta). We have used — = 0.5, G = 0.1 and Êc = 50.
be considered. For the dynamical map  c,2mnmÕnÕ(t), there are then two competing factors: the
e≠—Ê0l factor favors l = ≠N/2, while the (3 + 2Ô2)l factor, due to state preparation, favors
l = N/2. On the other hand, for  c,1mnmÕnÕ(t), there is no such factor due to state preparation,
and l = ≠N/2 wins out. Therefore, if the temperature is not too low, then the state preparation
factor dominates, and F xc (t) ¥ e≠iN (t) for  c,2mnmÕnÕ(t), while F xc (t) ¥ eiN (t) for  c,1mnmÕnÕ(t).
This is precisely what we observe in Fig. 8.4. On the other hand, if we lower the temperature,
then the thermodynamic factor e≠—Ê0l becomes more significant, and F xc (t) ¥ eiN (t) for both
 c,1mnmÕnÕ(t) and  
c,2






 0  0.01  0.02  0.03  0.04
j x
t
Fig. 8.4: (color online) Behavior of jx versus t for N = 1000 using the dynamical map  c,2mnmÕnÕ(t) (solid,
black) and  c,1mnmÕnÕ(t) (dotted, blue). We have used — = 0.5, G = 0.1 and Êc = 50.
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 0  0.01  0.02  0.03  0.04
j x
t
Fig. 8.5: (color online) Same as Fig. 8.4, except that we now have — = 1.
8.2.3 Stochastic state preparation
In this case, we first apply the ‘pin map’ |„Í È„| to the system in order to obtain the system
state |„Í [44]. Thereafter, the desired system initial state ﬂS(0) can be obtained, for instance,
by performing a unitary operation. In the literature this procedure is called “stochastic state
preparation" due to an analogy with the stochastic matrix map in classical stochastic processes
[210]. The total initial state is then




with Z = TrB[È„|e≠—H |„Í]. It can then be shown that
[ﬂS(t)]mn = [ﬂS(0)]mne≠iÊ0(m≠n)te≠i (t)(m
2≠n2)te≠“(t)(m≠n)
2tF c,stomn (t), (8.36)
with










Õ≠nÕ)2tF c,stomÕnÕ(t)”mmÕ”nnÕ . (8.38)
135
8.3. Non-exactly solvable case
Note that the dynamical map here does not depend on the choice of the initial state ﬂS(0)
because the environment state is fixed by the ‘pin state’ |„Í.
8.3 Non-exactly solvable case
We now consider the case   ”= 0. In this case, our model becomes non-exactly solvable.
Therefore, we resort to perturbation theory in order to solve for the dynamics of our model in
this case. We generalize the results presented in the previous chapter to the case of mixed state
preparation via projective measurement. We show that, correct to second order in the system-
environment coupling strength, we can derive a master equation which contains a term that is
contributed due to the initial system-environment correlations. For projective state preparation,
this term can be di erent depending on which state we are preparing. Consequently, we again
obtain non-linear dynamical maps. On the other hand, for stochastic state preparation, the
contribution of the initial correlations is the same, independent of which particular state we
prepare.
For ease of comparison with the master equations presented previously in Chapters 2 and
7 and to facilitate the derivation of the master equation in the case of mixed state preparation
by projective measurement, let us first briefly outline the method used to derive the master
equation in the previous chapters. To begin, it is useful to write the total system-environment
Hamiltonian as
H = HS +HB + –V © H0 + –V, (8.39)
where – is a parameter that keeps track of the order of the coupling strength between the
system and the environment. At the end of the calculation, we will set – = 1. From first-order






dsÂV (s)6 , (8.40)
with ÂV (s) = U †0(s)V U0(s), and U0(t) is the ‘free’ unitary time evolution operator, that is, the
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with Xnm(t) © U †(t)YnmU(t) and Ynm = |nÍ Èm|, where |nÍ and |mÍ we choose to be the
eigenstates of HS . Using Eq. (8.40), it can be shown that
dXnm(t)
dt
= i[HH0 (t), XHnm(t)] + i–[ ÂV (t), ÂXnm(t)] + –2 ⁄ t
0
ds[[ ÂV (t), ÂXnm(t)], ÂV (s)], (8.42)
where the superscript H denotes time evolution with U(t) while the tildes denote time evolution
under U0(t). This means that, for example, HH0 (t) = U †(t)H0U(t) and ÂV (t) = U †0(t)V U0(t).
Given an initial condition, by substituting Eq. (8.42) in Eq. (8.41) we can derive a master
equation. From here on, we assume that V can be written as V = F ¢B, where F is a system
operator and B is a bath operator.
8.3.1 No initial correlations
For this case, the initial state is
ﬂdir(0) = ﬂS(0)¢ ﬂB, (8.43)
with ﬂB = e≠—HB/ZB and ZB = TrB[e≠—HB ]. It can then be shown that the master equation
we obtain is (see Chapter 2),
dﬂS(t)
dt









F¯ (t, s) = US(t, s)FU †S(t, s),
Cts = È ÂB(t) ÂB(s)ÍB = TrB[ﬂB ÂB(t) ÂB(s)],
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and US(t, s) is the unitary time evolution operators corresponding to HS from time s to time
t. Expressed in matrix form, the master equation is
dﬂSmn(t)
dt
= ≠iEmnﬂSmn(t) +Rmn(t), (8.45)






FnÕnFmmÕ [WmmÕ(t) +W únnÕ(t)]≠
ÿ
l
[”mmÕFnÕlFlnW úlnÕ(t) + ”nnÕFmlFlmÕWlmÕ(t)]
Ô
. (8.46)





8.3.2 Projective measurement preparation








where Z is the normalization factor such that TrS,B[ﬂtot] = 1. Pure state preparation via
projective measurement is a special case that has been considered in Chapter 7. We now show
that in the general case, since the total system-environment state cannot be written as a product
state of the system and the environment, the master equation we obtain is somewhat di erent.

















B,j + . . .
È
, (8.50)
1We also use the fact that generally Cts is a function only of · = t≠ s, hence it can be written as C(·).
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with the superscript denoting the order of the system-environment coupling strength. From
Chapter 7, it should be clear that, to second-order in coupling strength, there is an additional
















d⁄ e⁄HBBe≠⁄HB ÈÂj |e≠—HSe⁄HSFe≠⁄HS |ÂjÍ, (8.53)
Zj = ZBZ Õj , Z Õj = ÈÂj |e≠—HS |ÂjÍ ≠ –ÈEj(—)ÍB. (8.54)
We can further simplify this to obtain (setting – = 1 at the end)


















We now apply our master equation to study our model of a collection of two-level atoms
interacting with a common environment with   ”= 0. For the calculation of f jcorr(t), it is
convenient to first perform a unitary operation on our total Hamiltonian Eq. (8.1) to obtain
instead
H = HS +HB + V, (8.57)
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where now









(gúkbk + gkb†k). (8.59)
We first prepare the initial state |Â1Í = |≠N/2Í, that is, an eigenstate of Jz with eigenvalue
≠N/2. We can also identify F = Jx, and B = qk(gúkbk + gkb†k). It can then be shown that
(see Chapter 7)


















A1 = ≠ ”Â 
Â + ‘ coth(— Â /2)Â  coth(— Â /2) + ‘ , (8.61)
D1 =
‘”/ Â Â  coth(— Â /2) + ‘ , (8.62)
and Â  = Ô”2 + ‘2.
On the other hand, if we prepare the state |Â2Í = |N/2Í, then


















A2 = ≠ ”Â 
Â ≠ ‘ coth(— Â /2)Â  coth(— Â /2)≠ ‘ , (8.64)
D2 = ≠ ‘”/
Â Â  coth(— Â /2)≠ ‘ . (8.65)
We can then calculate f corrmn (t) for these two cases. We expect this term to be di erent since
140










Fig. 8.6: (color online) ≠jz versus t for N = 1 without initial correlations (dot-dashed, magenta), using the
correct f corrmn(t) (solid, black) and using the incorrect f corrmn(t) (dotted, blue). Here we have used ” = 3, ‘ = 1,
G = 0.01, and Êc = 20.
fcorr(t) is di erent. Moreover, this di erence is expected to increase as N is increased. Following
our previous treatment, let us then investigate the e ect of using the wrong f corrmn (t) in the
calculation of the system dynamics. Starting from the state |Â1Í, we calculate the expectation
value ≠jz = ≠2ÈJzÍ/N using both the correct and incorrect f corrmn (t). By incorrect f corrmn (t), we
mean that we use f corrmn (t) corresponding to state |Â2Í instead of |Â1Í. As shown in Fig. 8.6,
for N = 1, using the wrong f corrmn (t) has a negligible e ect for N = 1. On the other hand,
by increasing N , the di erence between using the correct f corrmn (t) and the incorrect f corrmn (t)









Fig. 8.7: (color online) Same as Fig. 8.6, except that we now have N = 8.
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8.3.3 Stochastic state preparation
In this case, the initial state is




with Z = TrB[È„|e≠—H |„Í]. Then, in this case the extra term due to the state preparation in
the master equation given by Eq. (8.45) is















d⁄ e⁄HBBe≠⁄HB È„|e≠—HSe⁄HSFe≠⁄HS |„Í, (8.69)
Z Õ = È„|e≠—HS |„Í ≠ –ÈE(—)ÍB. (8.70)
This additional term in the master equation is independent of the initial state that we prepare,
and depends only on the pin map.
8.4 Summary
Using a model which describes a collection of two-level atoms coupled to a common environment,
we have shown that state preparation can play a very important role in the dynamics of the
two-level atoms. We have investigated the pure dephasing limit of this model to show that for
projective state preparation, preparing di erent initial states leads to di erent dynamical maps.
This is because of the pre-existing correlations between the system and the environment. On
the other hand, for stochastic state preparation, although these initial correlations do influence
the dynamics, this influence is the same for all initial states.
We have also gone beyond the pure dephasing case. We have constructed a master equation
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that takes into account initial correlations, and showed that this influence can be di erent for
di erent initial states in the case of projective state preparation. The master equation itself
depends on the initial state. However, for stochastic state preparation, the master equation is
the same for all initial states.
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Decoherence in the presence of a composite
environment
Modeling the environment of a quantum system in the correct manner is an important issue
in quantum open systems. Very commonly, the environment is modeled as a collection of
harmonic oscillators [27]. This is because, as explained in the introduction, many physical
environments actually do correspond to a harmonic oscillator environment (hereby referred to
as HO environment for brevity). Furthermore, if the system and the environment are weakly
coupled, we can treat the environment as if it were a collection of harmonic oscillators [23, 24].
However, it is important to realize that not all environments can be described as a collection
of harmonic oscillators. Indeed, at low temperatures especially, the environment may be better
described as a collection of two-level systems (commonly referred to as ‘spin environment’)
[25, 26]. It is important to realize that a HO environment and a spin environment lead to di erent
system behaviors. For example, decoherence generally increases with increasing temperature for
HO environment, but for a spin environment, the opposite may be true.
In this penultimate chapter, we investigate neither the harmonic oscillator nor the spin en-
vironment, but rather a composite environment consisting of a two-level system (TLS) coupled
to a collection of harmonic oscillators1. Such an environment has been considered before in
1This composite environment is also referred to as a quantum fluctuator [52] and as a spin-boson environment
[211].
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di erent contexts2. It has been useful in describing decoherence in solid-state and supercon-
ducting qubits, where the decoherence of the qubit is expected to be due to a few surrounding
TLSs [47, 49]. It has also been used to show that decoherence need not to always increase with
temperature [48, 50], and to investigate the temporal evolution of the geometric phase of a TLS
in contact with an environment [51]. Nonlinear baths, and their di erences as compared to the
usual linear bath, have been studied using this composite environment [45, 46]. Moreover, such
a composite environment arises naturally in the context of quantum computation where two
qubits are coupled to generate and utilize entanglement; if one of the qubits interacts with the
surroundings much more strongly than the other qubit, then the ‘clean’ qubit e ectively sees a
composite environment consisting of a qubit coupled with a collection of harmonic oscillators.
To study the e ect of the composite environment just described, we first evaluate, using a
master equation approach, the dynamics of a qubit (our system) interacting with such an environ-
ment. We show that a naive application of the master equation can lead to, in general, incorrect
results. We then find the pointer states of the qubit for di erent coupling strengths. Although
we approximately know the pointer states for weak system-environment coupling strength and
for strong system-environment coupling strength, we do not know beforehand the pointer states
for intermediate coupling strength. Once the pointer states are found, we can quantify the deco-
herence time as the time taken for the o -diagonal elements of the density matrix (expressed in
the pointer basis) to decay. We find that in the weak system-environment coupling regime, the
decoherence time decreases with increasing coupling strength as expected. However, depending
on the choice of the initial state preparation and the system-environment coupling, beyond a
certain coupling strength, the decoherence time can increase.
9.1 Finding the dynamics
In order to calculate the dynamics of the qubit, there are two di erent approaches that we can
take. These approaches di er in what we regard initially as our ‘system’ and ‘environment’.
2The dynamics of two TLSs coupled to an environment have indeed been studied before - see, for instance,
Refs. [26, 212, 213]. However, to the best of our knowledge, no study has focused on the pointer states or the
decoherence times of only one of these TLSs. It is also worth mentioning that an environment consisting of a
nonlinear harmonic oscillator coupled to a collection of harmonic oscillators has also been studied [214].
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In the first approach, the two qubits are collectively regarded as the system initially. Then we
obtain the dynamics of the two qubits using a master equation, and thereafter trace out the
second qubit to obtain the dynamics of the qubit of interest. In the second approach, the qubit
of interest is regarded as the system, and the second qubit and collection of harmonic oscillators
are collectively regarded as the environment. Then a master equation is applied assuming that
the two qubits are weakly interacting.
Let us now look at these two approaches in more detail. For clarity, from here on, we refer
to the qubit of interest as S, and the two-level system it is coupled to as Q.
9.1.1 Using a master equation indirectly
Our task is to find the dynamics of S, which is coupled to Q. Q is in turn interacting with a
collection of harmonic oscillators. We write the system-environment Hamiltonian as
H = HS +HQ +HSQ +HTB +HQ≠TB, (9.1)
where HS = ÁS2 ‡
(S)
z +  S2 ‡
(S)
x and HQ = ÁQ2 ‡
(Q)
z +  Q2 ‡
(Q)
x are the free Hamiltonians of the











k) is the coupling
between Q and the collection of harmonic oscillators. We treat S and Q together as our system,
and treat the interaction HQ≠TB perturbatively. We also assume that the total initial state is
ﬂSQ(0) ¢ e≠—HTB/ZTB, with ﬂSQ(0) the state of the system (consisting of S and Q) at time
t = 0 and ZTB = TrTB[e≠—HTB ]. Then we can write
dﬂSQ(t)
dt





[F¯ (·)ﬂSQ(t), F ]C(·) + h.c.
Ô
, (9.2)
where we have written HQ≠TB = F ¢B with F = 12‡(Q)z , F¯ (·) = U0(·)FU †0(·) where U0(·)
is the unitary time-evolution operator corresponding to the Hamiltonian HS + HQ + HSQ,
B =qk(gkbk + gúkb†k), and C(·) is the bath correlator for the collection of harmonic oscillators
(refer to Chapter 3 for details on the correlator). Using this master equation, we can find ﬂSQ(t)
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Fig. 9.1: (color online) Behavior of sz © È‡zÍ/2 (solid, black) and sx © È‡xÍ/2 (dotted, blue) as a function
of time. We work in dimensionless units throughout with ~ = 1 and kB = 1, and we set ⁄ = 0.1,  S = 1,
ÁS = 2,  Q = 4, ÁQ = 3, G = 0.02, T = 2, and Êc = 50. The initial system-environment state is chosen to
be ﬂtot = |0SÍ È0S | ¢ |0QÍ È0Q| ¢ e≠—HTB/ZTB , where ZTB = TrTB [e≠—HTB ] and ‡z |0Í = |0Í. Note that
we have assumed that we can prepare a pure quantum state for Q. Our qualitative results should not change
if this is not true since they depend on the form of the Hamiltonian and not on the choice of the initial state
of the environment. From now on, we only vary ⁄; for all other figures, the parameters used are the same as
those used here.
as a function of time. Once we have this, we can easily find ﬂS(t) by ﬂS(t) = TrQ[ﬂSQ(t)]. For




x , and the spectral density of the thermal bath is
assumed to be J(Ê) = GÊe≠Ê/Êc . Using this approach, we find that, as illustrated in Fig. 9.1,
we do reach equilibrium [refer to the inset].
9.1.2 Using a master equation directly
Alternatively we can try to directly write a master equation to describe the dynamics of S. We
now treat S as our system, and Q and the collection of harmonic oscillators collectively as the
environment. The Hamiltonian of the environment is then
HB = HQ +HTB +HQ≠TB (9.3)
and we write the system-environment interaction HSQ as F ¢ B. We can have, for example,
F = ‡(S)x and B = ⁄2‡
(Q)
x . Let us now try to write a master equation for the dynamics of S
alone. To this end, we assume that ⁄ is small, so that we can directly apply our second-order
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master equation. We need to calculate the bath correlator given by
C(·) = È ÂB(·) ÂB(0)Í. (9.4)
Note that this bath correlator is di erent to the one found before because we have redefined
what we are treating as the environment. We can now write
C(·) = TrB[ﬂQ≠TBeiHB·Be≠iHB·B]
= TrB[e≠iHB· (BﬂQ≠TB)eiHB·B]
= TrQ[TrTB[e≠iHB· (BﬂQ≠TB)eiHB· ]B]. (9.5)
Let us now look at TrTB[e≠iHB· (BﬂQ≠TB)eiHB· ]. This is nothing but the usual open system
problem for the two-level system Q starting from the state BﬂQ≠TB. We then write
C(·) = TrQ[ﬂ¯Q(·)B]. (9.6)
For large · , ﬂ¯Q should become independent of · due to the coupling with the collection of
harmonic oscillators. We then have
C(· æŒ) = TrQ[ﬂ¯QB]. (9.7)
In general, the right hand side is non-zero. This can be easily checked by assuming that HQ≠TB
is weak, which means that ﬂ¯Q is approximately given by the canonical thermal state for Q.
Then, if B = ⁄2‡
(Q)
x , for example, C(· æ Œ) ”= 0 in general3. This means that according to
this approach, such an environment can never cause S to reach equilibrium. However, intuitively
we know that S is, at least indirectly, interacting with many modes of the environment, and, as
we saw previously, it will reach equilibrium. We can then conclude that, in general, HSQ should
not be treated perturbatively.
3This conclusion is also supported by our numerical simulations of the spin-boson model in Chapter 3.
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9.2 Investigating decoherence
9.2.1 Finding the pointer states
After explaining how to calculate the dynamics of S, we can now study how the composite
environment causes S to decohere. In order to do so, we find the pointer states of the system.
We first make some introductory remarks about what are pointer states, why they are important,
and how do we find them. Pointer states (also called ‘preferred states’) are the least sensitive,
or the most robust, to the interaction with the environment. This is commonly known as
the stability criterion for the selection of preferred states [215, 216]. Since pointer states are
robust, they can be regarded as quasiclassical states, and, as such, play an important role in the
quantum-to-classical transition. It should be noted that in the pointer state representation, the
reduced density matrix of the system becomes approximately diagonal after a su ciently long
time. Finding the pointer states is also an important problem from a practical point of view:
pointer states are most immune to decoherence, and therefore, can be protected against the
adverse influence of the environment. Indeed, by engineering the environment, desired pointer
states can be formed, and the system can then be protected against decoherence [217].
Let us explain pointer states in a little more detail [4]. We write the total Hamiltonian of
the closed system of the system and the environment as
H = HS +HE +HSE ,
where HS is the Hamiltonian of the system, HE represents the environment, and HSE describes
the interaction between the system and the environment. Studies on pointer states have mainly
focused on two limits: the quantum-measurement limit, where HSE is much larger than the
other parts of H, and the so-called quantum limit of decoherence, where HS plays the dominant
role in the evolution. In the quantum-measurement limit, we may drop the other terms in the
Hamiltonian H, thereby obtaining H ¥ HSE . Writing HSE = F ¢ B, it can easily be shown
that in this case, a system state remains disentangled from the state of the environment if it
is an eigenstate of F . This result was first obtained by Zurek in Ref. [215], where he also
introduced the related concept of pointer observables. A pointer observable is simply given by
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oi |fiÍ Èfi| , (9.8)
where |fiÍ is an eigenstate of F , is a pointer observable. It follows that pointer observables, in
the quantum-measurement limit, must obey the so-called commutavity criterion given by
[OS , HSE ] = 0. (9.9)
The second limit, the quantum limit of decoherence, is the limit in which HS is dominant. In
this situation, it was rigorously shown in Ref. [218] that for a ‘slow’ environment, that is, for
the case where the highest energies available in the environment are smaller than the separation
between the energy levels of the system, the energy eigenstates of HS are the pointer states,
and the energy of the system is a pointer observable. Note that this result cannot simply be
obtained by neglecting the environment, because then the environment would not play any role
at all. Furthermore, we cannot directly use the canonical density matrix to directly obtain this
result since the key criterion for pointer states is that they are most immune to entanglement
with the environment. Strictly speaking, pointer states arise, therefore, from the dynamics of
the system interacting with its environment, and not from the equilibrium properties of the
system.
Now let us move beyond these two limits. In the limit where both HS and HSE are
important, no state is completely immune to decoherence at all times, so what we can hope
to find are often called ‘approximate’ pointer states. These states are relatively most immune
to the environment. To find such states, a method has been developed in Refs. [219, 220]
under the name of the predictability sieve. The idea is simple: for a large set of initial pure
states, one determines the loss of purity with time due to the interaction with the environment.
The pointer states are simply those states that give the smallest decrease in purity. Another
method that has been used is to diagonalize the reduced density matrix (RDM) of the system
at each instant of time. The eigenstates of the RDM so obtained are then called the pointer
states, sometimes referred to as ‘instantaneous pointer states’. However, there is a di erence
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between the states obtained by diagonalization and the pointer states. This di erence between
diagonalizing the RDM and the approximate diagonalization of the RDM in the pointer basis
was pointed out by Zurek in Ref. [215]. The diagonalization of the RDM is a mathematical
procedure; the eigenstates may not represent quasiclassical properties [221, 222]. As mentioned
before, the key criteria for determining pointer states is that they are the ones that remain the
most disentangled from the environment. However, if we consider the density matrix after a
long time such that decoherence has taken place, then, since decoherence leads to (at least
approximate) diagonalization of the RDM in the pointer basis very quickly, the eigenstates of
the RDM approximate the pointer states to a good approximation, as long as the RDM is not
degenerate. This latter point is crucial, and a simple example serves to illustrate why this is so
[223]. Consider the pure dephasing model,










(gkbk + gúkb†k). (9.10)
It is easy to see that the pointer states in this case are the eigenstates of ‡z - these states
do not get entangled with the environment. The RDM, written in the pointer basis, after the
decoherence time has passed, is then of the form
ﬂ =
Qca 12 + µ ”ú
” 12 ≠ µ
Rdb , (9.11)
where ” æ 0. Now if µ = 0 (that is, the RDM is degenerate), then the eigenvectors of
the density matrix are proportional to (±|”|/”, 1). Therefore, in this case of degeneracy, the
eigenvectors of the density matrix can be very di erent from the actual pointer states. The
point then is that if we are finding the approximate pointer states by diagonalizing the RDM,
we should always make sure that the RDM is not degenerate.
With these considerations, we now proceed to find the pointer states for our system-




z and we again choose the initial system-
environment state as ﬂtot = |0SÍ È0S |¢ |0QÍ È0Q|¢e≠—HTB/ZTB, where ZTB = TrTB[e≠—HTB ].












Fig. 9.2: (color online) Behavior of ◊1 (solid, black) and ◊2 (dotted, blue) as a function of the coupling


















⁄, they will be the eigenstates of ‡(S)z . We are then interested in how the pointer states vary
with respect to these states as we vary ⁄. As such, we define two angles,
◊1 = arccos | ÈE1|ÂPSÍ |, (9.12)
◊2 = arccos | ÈF1|ÂPSÍ |, (9.13)
where |E1Í and |F1Í are eigenstates of HS and F , in order to quantify how much the pointer
states vary from the eigenstates of HS and F respectively4.
As seen in Fig. 9.2, the pointer states are close to the energy eigenstates of HS for small
4Since we are obtaining the pointer states via diagonalization of the RDM of S, we obtain two pointer states
which are orthonormal. We choose one of these to be |ÂPSÍ. |E1Í is then the eigenstate of HS which is very
close to |ÂPSÍ for small ⁄, while |F1Í is the eigenstate of F which is close to |ÂPSÍ for large ⁄.
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Fig. 9.4: (color online) Behavior of the diagonal element ﬂ11 of the RDM in the pointer basis (dotted,
magenta) and the o -diagonal element |ﬂ12| (dotted, blue) for ⁄ = 8 with HSQ = ⁄2‡(S)z ‡(Q)z . We have fit
the evolution of ﬂ11 and |ﬂ12| with exponential functions of the form ae≠t/·R + b (solid, black) and ce≠t/·dec
(solid, red) respectively. The excellent fit means that the lines generally overlap. In this way, we obtain an
estimate for ·R and ·dec.
⁄, while for large ⁄ the pointer states are eigenstates of ‡(S)z . In the intermediate regime, we
can still define pointer states, but they are neither eigenstates of HS nor eigenstates of ‡(S)z .




x as shown in Fig. 9.3.
9.2.2 Finding the decoherence and relaxation times
Now that we have found the pointer states for our model, we can move further by quantifying
the time it takes for our system S to decohere. It is generally understood that as the coupling
strength between the system and the environment is increased, the decoherence and relaxation
time should decrease (or alternatively, the decoherence or relaxation rate should increase). More-
over, we expect that in the weak coupling limit, the decoherence rate would be much faster
than the relaxation rate [4]. Using our model and our indirect master equation approach, we
can quantify the decoherence and relaxation times in the following way. We can investigate how
the diagonal and o -diagonal elements of the RDM in the pointer basis change in time5. By
fitting the behavior of these elements with exponentially decaying functions, we are able to find
the decoherence and relaxation times [see Fig. 9.4].




z . The results are illustrated in
Fig. 9.5. With a small coupling, the decoherence rate is much faster than the relaxation rate,


























Fig. 9.5: (color online) Behavior of ·R (dotted, blue) and ·dec (solid, black) as a function of ⁄. The inset
shows clearly the increase of ·R and ·dec as ⁄ is increased.
as expected. We can see that as the coupling strength increases, the relaxation rate rapidly
increases so that very soon the two rates become comparable. The two rates keep on increasing
up to a point, but then they start to slowly but surely decrease. This increase of the decoherence
and relaxation times seems quite non-intuitive. We expect that as the coupling strength to the
environment is increased, the ‘damping’ e ect of the environment increases. However, as is
illustrated by this model, this is not always the case. It really depends on how the system is
coupled to the environment. In this case, we can easily understand why the decoherence and
relaxation times start increasing. For a very large coupling strength ⁄, we can ignore the other

















(gkbk + gúkb†k). (9.14)
It is then clear that, in this limit, initial state |0SÍ of the system becomes a pointer state. This
can also be seen from Fig. 9.2. Therefore, it resists becoming entangled with the environment,
and hence it does not su er decoherence.




x . Once again, we observe similar
behavior for the decoherence and relaxation times [see Fig. 9.6]. That is, for small values of
the coupling ⁄, the decoherence and relaxation times decrease, but once ⁄ is increased beyond
a certain point, they start to increase. This time the increase in these times at large coupling
strengths can be explained in a di erent way. Since ‡x and ‡z anticommute, by going to the
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interaction picture, we find that the coupling between the two TLSs reduces the e ect of the

















(gkbk + gúkb†k). (9.15)









cos(⁄t)‡(Q)z + sin(⁄t)‡(S)x ‡(Q)y
Èÿ
k
(gkbk + gúkb†k). (9.16)
With increasing ⁄, cos(⁄t) and sin(⁄t) change sign on a shorter timescale, thereby averaging out
the e ect of the interaction between Q and the thermal bath more e ectively. This is analogous
to using a strong, continuous measurement to protect the state of the system [143]. Therefore,
in this way, the e ect of the environment is reduced, and hence the decoherence and relaxation
times increase.
9.3 Summary
In this chapter, we considered the dynamics of a qubit coupled to a composite environment
consisting of a TLS which is in turn coupled to a collection of harmonic oscillators in a thermal
state. We showed that naively treating the qubit-TLS interaction perturbatively can lead to
incorrect results. Rather, using a master equation, only the TLS-thermal bath interaction should
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be treated perturbatively, and the qubit dynamics can be obtained by tracing out the TLS. We
found the pointer states of the qubit for di erent coupling strengths, from weak to intermediate
to strong. With the pointer states in hand, the decoherence time and the relaxation time were
quantified. We found that if the qubit-TLS coupling is weak, then with increasing coupling
strength, the decoherence time decreases, as expected. However, if the coupling is increased
beyond a certain point, then depending on the choice of the initial state preparation and the




10.1 What we have achieved
Let us now very briefly summarize what has been accomplished in this thesis. After introducing
a master equation in Chapter 2 and applying it to the spin-boson model and its variants in
Chapter 3, we constructed static and sinusoidal control fields in Chapter 4 to achieve universal
(but low-order) protection of two-qubit states. We also constructed driving fields to protect two-
qubit entangling gates against decoherence, without assuming any particular form of system-
environment coupling. However, these driving fields are rather complicated. We then showed in
Chapter 5 that for at least for generating spin squeezed states, the required field configurations
need not be so complicated. Moreover, by suitably choosing the applied control fields, we were
able to improve squeezing performance as well.
In Chapter 6, we considered the e ect of the initial system-environment correlations for a
multiqubit system. Using an exactly solvable model of many identical two-level atoms interacting
with a common environment, we showed that the e ects of system-bath correlations can be
amplified in a many-body system. E ects of system-bath correlations can then be considerable
even when each individual atom interacts with the bath weakly. We also showed that overcoming
these e ects is still possible using dynamical decoupling. We then moved onto the non-exactly
solvable case in Chapter 7. We constructed a master equation that takes into account the
initial correlations to show that, for the non-exactly solvable case as well, the e ects of initial
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system-environment correlations can be amplified. Then, in Chapter 8, we showed that due to
the initial system-environment correlations, di erent system preparations can lead to di erent
dynamical maps describing the evolution of the system quantum state.
Finally, in Chapter 9, we studied the e ect of a composite environment, consisting of a two-
level system which is in turn coupled to a collection of harmonic oscillators, on the dynamics
of a qubit. We showed how to apply a master equation approach to the dynamics of the qubit.
We quantitatively found the pointer states, and used these to find the decoherence times of
the qubit for di erent coupling strengths with the two-level system. We demonstrated that the
decoherence time need not always decrease as the coupling strength with the environment is
increased.
10.2 Some open questions
Finally, we present some interesting questions worth investigating that are a natural outgrowth
of the research that we have presented in this thesis.
• In Chapter 4, we found that the control fields required to implement gates protected
against decoherence are, in general, complicated. However, in the frame of the dynamical
decoupling fields, we used a time-independent Hamiltonian to implement the gate. Could
it be that by using instead a time-dependent Hamiltonian, we can obtain much simpler
control fields?
• We showed that it is possible (at least in the spin squeezing context) to find control
fields that not only protect the system against decoherence, but also ‘enhance’ the system
evolution so that better performing in generating useful resources is obtained. Is it possible
to do something similar with other physical systems? In particular, it seems that spin chains
could be one area where such a dual enhancement strategy might be useful.
• We considered the role of system-environment correlations in some detail. However, there
are still some major unaddressed questions. For instance, how do the system-environment
correlations evolve in time? We also did not consider the links between non-Markovian
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behavior and system-environment correlations. The role of initial system-environment
correlations in the case of spin environments can also be investigated.
• It would also be interesting to look at di erent composite environments. For example,
we can consider a composite environment consisting of a harmonic oscillator (this could
even be nonlinear), which is in turn coupled to a collection of harmonic oscillators (or a
collection of two-level systems). What then happens to the decoherence times in di erent
regimes of temperature and coupling strengths?
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