INTRODUCTION
Let r c PSL(2, 1R) be a discrete subgroup, whose quotient nH (H being the upper halfplane) is of finite volume but not compact. In studying perturbation theory for the Laplacian as r moves in Teichmiiller space T(r), it is best not to limit oneself to the eigenvalues of the Laplacian since they are very unstable [PSl] . Instead we shall consider a larger set of values associated with r, which we call the singular set u(r); this set is well behaved under deformation. Our approach to this problem makes use of the wave equation [LP 1] , which provides a convenient framework for the study of the singular set under perturbations.
To motivate the definition of the singular set consider the following form of the trace formula (our notation is the same as Selberg's [Se] ). It can be easily derived form the usual formula by means of Cauchy's residue theorem and some straightforward manipulations (cf. [LP 1, Theorem 9.10]).
Let g E Cci OO ) (1R+) (it is essential that g be supported in (0, 00) rather than the usual choice of 1R) and let h = g. Assume also that r contains no elliptic elements. Then (1.1 )
l:h(r) + l:h (iO -Pj)) + n+tr[~(l/2)]h(0)
j j
= IFI i: h(r)rtanh(nr) dr -2: i: (h(r) + h( -r)) ~ (l + ir)dr + nh(O)
~~ 10gN (P) (kl N(P))
The notation is as follows: n = number of cusps; <I>(s) is the scattering matrix, appearing as a factor in the zero Fourier coefficient of the Eisenstein series, and qJ(s) is its determinant. The numbers rj E (-00,00) U i [-L t] correspond to the eigenvalues rJ + i of d and appear with the multiplicities of these eigenvalues, 0 being counted with double multiplicity. Finally Pi runs over all the poles and zeros of qJ(s) in Res < ! ' counted with the order of the poles or the negative of the order of the zero. The {P} term on the right is the usual sum over the hyperbolic conjugacy classes. Two things should be noted concerning the form of formula (1.1): (1) As r varies in Teichmuller space the only term on the right that changes is the {P} sum and this changes in a real analytic fashion on T(r). (2) The sum on the left evaluates h at points in the complex plane with nonnegative integral multiplicities. In fact since <I>(!) is real symmetric with <1>2 ( !) = I , the term (n+tr [<I>(!) ])/2 is a nonnegative integer. The possible negative factor for (h (i (! -p)) , arising from a zero (instead of a pole) of qJ at Pi' is countered by the her) as follows: If Pi is a zero of qJ of order vi' then the dimension of the eigenvalue Pi (1 -Pi) (coming from a residue of the Eisenstein series at s = 1 -Pi) is ~ Vi (see [Se] or Theorem 4.1).
With this motivation we define the singular set a(r) as follows: (i [LPl] and * + r2 is not an eigenvalue. For r E lR, r =I-0, mer) is the dimension of the cusp forms with eigenvalue * + r2 ; this follows from the fact that <I>(s) is regular (in fact unitary) on Res = ! and that any L2 eigenfunction is a cusp form. Note that the left side of (1.1) may now be written as ( 1.2)
2: m(r)h(r).

rEu(r)
By a previous remark we see that (1.2) is real analytic in T(r) for a fixed h. One of our main results is the real analyticity in T(r) of the singular set.
We prove that as r varies on a real analytic curve r t in T(ro) , a(r t ) has at most algebraic singularities. More precisely, if ro in aero) has multiplicity m(ro) , then there is an e > 0, a neighborhood U of r o ' and a Puisseux series r(t), It I < e, with m(r o ) branches such that r(t) E a(r t ) for It I < e and these
m(ro) branches fill out Un a(r t ).
If, in particular, ro is simple then r(t) is analytic in t. For some related questions on the continuity of the spectrum of r see Hejhal [He] and Venkov [V] .
Another result, easily derived once the machinary and basic identifications A formula of this type is known in the physics literature as Fermi's Golden Rule (see Reed and Simon [RS] ) and we will refer to it as such. That I =f. 0 implies the destruction of the cusp form at rj(O) is precisely the condition found in [PS 1]. Wolpert [W] has recently given another derivation that I =1= 0 is both necessary and sufficient to first order for the destruction of a cusp form. Our approach to this problem is via the automorphic wave equation, as developed by LP3] , where the basic notions of incoming and outgoing subspaces, the semigroup Z (t) , and its infinitesimal generator B come into play. These ideas are reviewed in §2. The operator B is not selfadjoint but it does have a compact resolvent and hence a pure point spectrum.
The basic technical results of the paper are developed in § §3 and 4. There it is proved that the spectrum of B (with algebraic multiplicities) is precisely A times the singular set introduced above. Once this is established, the results mentioned earlier follow easily from standard perturbation theory.
The mini-trace formula, proved in §4, connects the multiplicities of the eigenvalues of B with the order of the poles of rp. In §5 the perturbation results are obtained, including the Puisseux expansion for the multiplicities and the Fermi-Golden Rule.
In §6 we show how to adapt the previous theory to include the x-twisted spectral problem, where X is a unitary character of r. In particular, we obtain the analyticity properties for the smallest eigenvalue AO(X) ofthe Laplacian that were claimed in our paper "Spectrum of Fermat curves" [PS2] . We also treat the dependence of the integer-valued function tr[cI>(!, r, X)] on the parameter r in T(r) or on the character X. It seems likely that the generic value for this quantity is -n (where n is the number of singular cusps). We have shown this to be the case for the Teichmiiller spaces of the once punctured torus (n = 1) and the six times punctured sphere (n = 6). Finally we construct an example {r, X} (coming from the Fermat curve analysis) with one cusp for which cI>( ! ' r, X) is generically -1 in X and equal to + 1 on a nonempty discrete set.
THE HYPERBOLIC WAVE EQUATION
We shall limit ourselves to discrete subgroups of PSL(2, 1R) with noncompact fundamental domains F of finite volume in the hyperbolic plane. Let Lo denote a Laplacian on F . The hyperbolic wave equation for Lo is of the form (2.1)
with initial values f = u; , 1;} ,
The energy form for the wave equation is (2.3)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where parenthesis denotes the L 2 inner product
An integration by parts brings E into a more symmetric form,
and it is evident from this that E is in general not positive definite. To get around this problem we choose a partition of unity [<p j; j = 0, 1, ... , m] with <Po of compact support and <P j = 1 in the jth cusp (transformed to 00) for y > a, a fixed. We then set
Another integration by parts allows us to write this as
It is clear from this that (2.8)
is pointwise positive definite when c is sufficiently large and M is some compact subset of F . It is not hard to show that J is compact with respect to G (see [LPl] ).
We now define the Hilbert space HG as the completion with respect to G of COO data with compact support. It can be shown that the E and G forms are equivalent on any closed subspace of HG on which E is positive (see [LPl] 
where 4> E COO vanishes for y < a and 4>' = d4>/dy; a is fixed but arbitrary.
The corresponding solutions of (2.1) with incoming and outgoing initial data are It can be shown (see [LPI] or [LP3] ) that the resolvent of B, denoted by R). (B) , is compact, and it follows that B has a pure point spectrum of finite multiplicity and that R). (B) is meromorphic in the entire complex plane.
We see from (2.12) that for f orthogonal to D_ and t;:::: 0 (2.23) which has no L 2 solution. The relation (2.24) suggests that the action of P on an outgoing eigenfunction of A produces an eigenfunction of B; we shall see in (3.17) that this is true for A =I-O. When Re A =I-0 it is clear from the form of the zero Fourier coefficient that one can obtain an outgoing eigenfunction of A from an Eisenstein series only as the residue at a pole, and conversely each such residue is an outgoing eigenfunction of A. Next suppose that (B -A)k 1= 0 for some k :;:: 1 . Then
We shall prove by induction that I is 'outgoing' in each cusp in the sense that (3.4) and that
In order to include the case k = 1 in the induction argument we note that the result is trivially true for k = o. Suppose that it holds for k -1 and set
At t -)., = e f +e 10 e Z(T)gdT.
Our strategy is to compare this expression with
It is convenient to make the substitutions with initial data
where
where h = g/y'/2 and the assumptions (3.4) and (3.5) on g translate into
It is easy to check that a particular solution for Lu -).,
uo(s) = _e-ls los e).ah,(a)da.
Hence u itself must be of the form
be-).O: + ee).O: + uo(a)
for s ::; a, for s > a;
and v = ).,u + h, for s ::; a and
The solution of (3.8) is of the form (3.11 )
where 
Substituting this into (3.11) we find that for a -t < s < a (3.13)
On the other hand we see from (3.5') and (3.6) that in this same range
(3.14) 
This translates into (3.4) and (3.5) for Z(t)f and so completes the induction. Because of the finite speed of propagation for solutions of the wave equation, it is easy to see for data f, which is locally in H G , that U(t)f is well defined. If f is outgoing then it follows from (2.12) and (2.16L that Z(t)f = PU(t)P f = PU(t)f. Finally if f is an outgoing eigenfunction, i.e., (A -A)k f = 0, then by differentiating in the local HG topology we get
and from the Taylor series expansion for e -AI U (t) f we obtain
All of the expressions P(A -
If f is outgoing and (A -A)f = 0, it follows from a theorem of Maass [M] that f is either an Eisenstein series (in which case A corresponds to a pole of the scattering matrix and hence is a scattering frequency if Re A < 0 or in HG if ReA> 0) or a cusp form. We summarize these results with Proof. Suppose that Bk f = 0 so that
Next we compute (Z(t)f)(O) from the expression Z(t)f = PU(t)P f and compare the result with (3.18). As before we let z(y,t)=(U(t)f)\O). Set m=k/2
if k is even and m = (k+ 1)/2 if k is odd. Then B 2m f = 0 and consequently
for y < a in the cusps of F . Again we make the substitution
Then the conditions L m fl = 0 = L m f2 for y < a can be rewritten as (3.20) This means that 
with e l + e 2 = o. Replacing u and v by (3.21) and substituting these values into (3.22), we get for 0: -t < s < 0: 
(3.28) cusps which is impossible. Finally if k = 2 and a l = 0 in all of the cusps then 1;(0) = 0 in all of the cusps and 12 is a cusp form.
Next suppose that k> 1 and when k = 2 that 1; is not a cusp form. Then
Then Lhl = g2 = 0 = Lg i and it follows from (3.27) that in the ith cusp Again following Maass we have We note that and set H' = E-orthogonal complement of g; in H G • It is easy to see from (2.3) that E is nonnegative on H'. Finally we set H~ equal to H' modulo the null set of E in H' . It can be shown that H~ is complete in the E-norm and that E and G define equivalent norms on H~. The operators U(t) now defines a group of unitary operators on H~, which is decomposed into the space spanned by the eigendata of A (contained in H~) and its orthogonal complement H;. If Q' denotes the E-orthogonal projection of HG onto H;, then it is easy to see that Q' commutes with U.
Next we define two sets of incoming and outgoing subspaces in H~, namely, It is easy to verify that the analogues of (2.12) and (2.12)' hold for these subspaces. Instead of (2.14) we now have Next we make the further assumption that It is part of the general theory (see [LP1, Chapter 2]) that any subspace satisfying the analogues of (2.12), (2.12)', and (4.12) defines a translation representation (4.13)
with the property that (4.14)
We can also arrange it so that
We denote these various representators by k~, k~ , k: ' and k~, respectively. The scattering operator S' is defined as the mapping ( 4.15) Proof. The dimension of K+ (= the range of (P: -P~» is less than or equal to m, and so Z + (8) is obviously of trace class. On the other hand D~ = Q' D ± so that P~Q'(I -P±) = 0, and hence
• ± = ± an ence ± = ± ± = ± ±. e can t erelore wnte ( 4.18) It is sufficient therefore to obtain (4.19) in the limit from (4.19)'. Choose Xn(t)
to be smooth, equal to 1 for t:5 nand 0 for t 2: n + 1 , and define ()~ = X n (}, ' It follows that (4.21 )
As for the right-hand side in (4.19), it is known from the Weyl asymptotic formula that the growth of the winding number of rpo is O(lof), see [LP1] . Since IO~(a)O~ (a)1 :5 const/( 1 +laI 4 ) uniformly in n, we see that the right-hand side also converges. 
RZ~(t)R = RP~U(t)P~R = P~U(-t)P: = (Zo(t»*.
As a corollary to Theorem 4.6 we therefore have We now apply the mini-trace formula to ZO(O * 0) = R1(Bo) ,
The scattering matrix <1>0 (a) is meromorphic with poles at the spectral points of BO . We can therefore change the path of integration by pushing a small tube Til into the left halfplane, which contains no spectral points of BO We apply this to the integral of The remainder of the proof of Theorem 4.1 is a matter of bookkeeping. We apply (4.28) to both B o and B+. The spectral representation of (4.16) shows that <I> = <I>~I<I>o and hence that
o)R). (BO))-4
(4.29) tp(A.) = tpo(A.)/tp+(A.).
It follows that Fourier coefficients ends at y = a in each cusp, we will not effect the G-norm estimates.
We shall, however, need some interior elliptic estimates that include the values of u(O) up to y = a in the cusps. To get around the obvious fact that [z; y = a] is no longer interior to the domain we introduce a new set of incoming and outgoing subspaces, defined as in (2.10) but with a replaced by b > a.
Let P b denote the analogue of P a = P and set Zb(t) = PbU(t)P b , etc. Notice 
Let ['I') be a complete orthonormal basis for H G • Then the Hilbert Schmidt norm of Z (0) is defined as (4.51 ) 
PERTURBATION THEORY
In the previous sections we have shown that the singular set iO'(r) is the same as the spectrum of B. The real analyticity of O'(r) will therefore follow by standard perturbation theory from the real analyticity of the resolvent of B(r) .
Ahlfors has developed a method for creating a quasi-conformal analytic deformation r, in Teichmiiller space T(ro) , generated by anyone of the canonical elements of the tangent space at ro in T(r o ). The corresponding metrics g( r) on F = r 0 \H vary real analytically in r. Because of the simple structure of a cusp, it is possible (see [PSI, Lemma 2.2] ) to construct an analytic set of diffeomorphisms rp, in F such that in each cusp g(r) = rp; (g(r) ) is equal to g (O) for y > a and to g(r) for y < a12. The Laplace-Beltrami operators Proof. Let A belong to the resolvent set of Bo and set {u, v} = R;JBo)f.
and we conclude by elliptic theory as in (4.37) that Notice that
for y > a in the cusps,
~)
elsewhere.
It follows that B,R;.(Bo) is real analytic in the strong and hence in the uniform operator topology, and it follows from this that The remainder of this section is devoted to a proof of Fermi's Golden Rule, which provides us with an explicit expression for
Re dr 2 A(r)I,=o' when A(O) = iO' is a purely imaginary nonzero eigenvalue of Bo of multiplicity one. As we have shown in §3, Re A ::; 0 for A near iO' so that l( r) is purely imaginary at r = O. Thus the expression (5.9) gives the rate at which A(r) leaves the imaginary axis to become a resonance. Our proof is modelled after that of Simon (see [RS) ).
In this case A( r) and the associated normalized eigenfunction fc are real analytic, (5.10) (B, -A(r))fc = O. Differentiating we obtain (5.11 ) (B, -A(r) 
Recall from (2.27) that E-adjoint B* = RBR. Since 10 and Rio are cusp forms, ( 5.12)
Hence setting 'l" = 0 in (5.11) and taking the E-inner product with 10, we get
This shows that (Bo-i(O))fo is E-orthogonal to 10 so that we can invert (5.11) (at 'l" = 0) to obtain (5.14)
Finally we take the second derivative of (5.10) with respect to 'l", (5.16)
Taking the E-inner product with respect to 10, we get an expression for ~(O),
We are interested in the real part of ~(O), which is considerably simpler than (5.17). In the first place 10,2 = iafo,1 so that
which is purely imaginary. Moreover since 10 is a cusp form, This suggests that we pass to the limit as a -+ 00 on the right-hand side of (5.26).
To this end let LI (r) denote the Laplace-Beltrami operator corresponding to g(r). Then (5.27) LI (r) = Lo(r) except for y > al2 in the cusps.
In Lemma 2.3 of [PSI] it is proved that ( 5.28)
. k
We therefore have is, to within a nonzero factor, equal to a special value of a Rankin-Selberg L-function.
ApPLICATIONS
In the previous sections we have established the analytic dependence of the singular set a(r) as a function on the deformation (or Teichmiiller) space T(r). One of the important related problems concerns the dissolution of cusp forms into poles of Eisenstein series under such deformations. The condition for this that emerges from Fermi's Golden Rule, developed in §5, is precisely the one obtained in [PSI] (by a somewhat different method), and we have nothing more to add to this problem.
However our theory also allows us to study the integer-valued function In order to prove the real analyticity of the Vj, we can work locally, making use of the analyticity and compactness of the resolvent R). (B T ) . A projection of the type (5.8), with Co centered about A = 0 and acting on B T , will reduce the problem to that of a finite-dimensional operator having the same spectral properties as BT near the origin. For matrices the result is clear. For example
etc.
We remark that while m(O, r) is upper semicontinuous and jumps in value on real analytic sets, we do not claim that the same holds true for v(r). However when V; is a proper subvariety, then we see from (6.2) that v(r) = 0 outside of this subvariety which is of codimension at least one. In this case m(O, r) and v(r) are generically zero on T(r). Note that it suffices to show that m(O, r) = 0 at only one point (and hence in a neighborhood of that point) in T(r) in order to deduce that it is zero generically.
To find r's for which m(O, r) = 0 we look at congruence subgroups of r( 1) = SL(2, Z) , these being essentially the only groups for which <I>(s, r) has been computed (see Efrat [E] , Hejhal [He] , and Huxley [Hul] ). We will also use the following result about 
O.
Case (i). The modular group. For r(1) = SL(2, Z) there is only one cusp and <I>(s) has an explicit representation in terms of the zeta function. One knows that <I>(!-) = -1 and hence, by the above remarks and Assertion 6.2, we have
The modul~r group is rigid so that its deformation space is trivial, i.e., T(r(l)) = r( 1 ) , and there is no more to be said. Case (ii). r = r( 1)' . Here r( 1)' = [r( 1) , r( 1)] is the commutator subgroup of r( 1). It is well known (see Rankin [Ra] ) that W( Further r( 1 ),\H has only one cusp; its parabolic generator is (b ~) and its genus is one. In fact T(r( 1)') is the deformation space of the one-punctured torus. It follows from (6.8) that the Eisenstein series for r(1)' is the same as that of r( 1) and so <1>( 1 ' r(1)') = -1 . Also r(1)' :J r( 6) and so by Assertion 6.2 (6.9)
We conclude that <1>(1, r(1)') = -1 generically on T(r(1)') (the latter is of complex dimension one).
Case (iii). r = r(4). The genus of r(4)\H is zero. It has six cusps and T(r(4)) is the deformation space of the six-times punctured sphere. The calculations for <1>(1, r(4)) show that v(r(4)) = O. Again by Assertion 6.2 we conclude that
Hence generally v (r) = 0 for r in T(r( 4)) , i.e., the six eigenvalues of <1>( 1 ' r)
are all -1, generically.
There are a finite number of other such Teichmiiller spaces for which we can show as above that generically v (r) = O. However in general we run into the following problem: In spite of the fact that v(r) can be computed for all congruence groups, the difficulty in studying v (r) on T(r) is that we do not have the analogue of Theorem 6.1 for v(r) coupled with the fact that in general m(O, r) -v(r) may be positive. We note that v(ro(p)) = 0 for all primes p (here ro(p) = [(~ ~) E r(1); pic]) and that ro(p)\H has two cusps; whereas v (r( N)) > 0 for N large. In any event we conjecture that m (0, r) , and hence also v(r), is generically zero on any nontrivial Teichmiiller space and hence that generically <1>( 1 ' r) has all its eigenvalues equal to -1.
In the above examples we have shown that V; is a real analytic proper subvariety (and hence of the first Baire category). However, we still know very little about V;, ~, .... We now examine a family of manifolds for which a more complete analysis is possible. Instead of deforming r we deform by a character X of r. The associated spectral problems are of independent interest and were examined in [PS2] .
Let K 1 , K 2 , ••• ,Kn denote the inequivalent cusps of r\H, and let C 1 , C 2 , ••• ,C n be the generators of the parabolic stabilizers of K 1 , .
•. ,Kn respectively. For a unitary character X of r (one could just as well deal with finite-dimensional unitary representations of r) we call K j an authentic cusp if X(C) = 1, otherwise K j is nonauthentic. We number the cusps so that K 1 , .•• ,Kn are the authentic cusps, leaving n 2 = n -n 1 nonauthentic cusps.
I
There is an Eisenstein series ej(z, s, X) associated with each authentic cusp. They determine the continuous and residue spectrum for the spectral problem The development in § §2-4 is adapted easily to the twisted problem. For a fixed X, the energy form is given by (2.6) and (2.7) and G by (2.8). The Hilbert space HG is-the completion of cci oo ) automorphic data. Incoming and outgoing subspaces are defined as before, but with their support only in the authentic cusps. The wave operator, Z(X) and its generator B(X) are constructed from these with the obvious modifications. The previous theory can be adapted in a straightforward way to show that B(X) has a compact resolvent, that the spectrum of B(X) and the singular set a(r, X) coincide, and that the mini-trace formula holds [PS2] .
Our main concern is with the variation of a(r, X) on deforming X. In this we shall only consider the case of most interest to us, the general case is similar. Our notation is essentially the same as that in [PS2] : r(2) is freely generated by (6.12) For 0 < () < 1 we set (6.13)
Xo(A) = 1 and Xo (B) = exp(21li(}). F = r(2)\H has three cusps {O, I, oo} but the only authentic cusp is at 00. When () = 0 (which is outside of our range of interest) all three cusps are authentic.
In developing a perturbation theory it is convenient to vary the operators, keeping the function space fixed. To this end we introduce the differential w O ' which has the following description in the cusps: dx dx (6.14)
At 00, wo=O; atO, wO=(}T; at1, wO=-(}T.
The character Xo can now be expressed as 
<5(pdx+qdy)=-y (8 x p+8 y q) and ipdx+qdYiH=Y (p +q).
The conjugate energy forms, defined by means of the partition of unity {¢ j} , is equal to (2.6) in the authentic cusp at 00, whereas at the cusps K2 and K3 at 0 and 1, respectively, they become (after transforming to the cusp to 00) It is easy to see from (6.19) that Since the spectrum of Bo and the singular set ia(r(2) , Xo) coincide we have also established the real analyticity of the latter (except for possible algebraic singularities) for 0 < () < 1. This fact as applied to the smallest Laplacian eigenvalue AO(XO) was needed in our paper [PS2] .
We conclude this section by examining v(r(2) , Xo) where, in the presence of only one authentic cusp, Actually by the numerical analysis in [PS2] we known that ()o = k E V. . However this does not follow from our analysis.
