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REGULAR VERSUS SINGULAR ORDER OF CONTACT ON
PSEUDOCONVEX HYPERSURFACES
J.D. MCNEAL & L. MERNIK
Abstract. The singular and regular type of a point on a real hypersurface H in Cn are
shown to agree when the regular type is strictly less than 4. If H is pseudoconvex, we
show they agree when the regular type is 4. A non-pseudoconvex example is given where
the regular type is 4 and the singular type is infinite.
1. Introduction
Let H ⊂ Cn be a smooth, real hypersurface. D’Angelo introduced, [4], a measurement of
the holomorphic flatness of H at a point p ∈ H. Let S denote the set of parameterized non-
constant holomorphic curves γ : V −→ Cn with γ(0) = p, where V ⊂ C is an unspecified
neighborhood of 0. Consider a local defining function r for H: for some neighborhood U of
p, H∩U = {z ∈ U : r(z) = 0} and dr 6= 0 in U . Let ν(r ◦ γ) = ν(r ◦ γ)(0) denote the order
of vanishing of the real-valued function r ◦ γ at 0. Also let ν(γ) denote the multiplicity of
γ at 0, i.e. the unique M ∈ Z+ such that
lim
t→0
γ(t)− γ(0)
tM
exists and is 6= (0, . . . , 0).
Let R ⊂ S denote the set of curves with ν(γ) = 1.
Definition 1.1. For a given γ ∈ S , the order of contact of γ with H at p is the (possibly
infinite) quantity O(γ; p) = ν(r◦γ)
ν(γ) . The singular type of p ∈ H is defined
(1.2) ∆1(p) = sup
γ∈S
O(γ; p).
If ∆1(p) <∞, p is of finite singular type.
The regular type of p ∈ H is defined
(1.3) ∆reg1 (p) = sup
γ∈R
ν(r ◦ γ).
If ∆reg1 (p) <∞, p is of finite regular type.
The purpose of this paper is to prove
Theorem 1.4. Let H ⊂ Cn be a smooth real hypersurface and p ∈ H.
(i) If ∆reg1 (p) ≤ 3, then ∆1(p) ≤ 3 and ∆1(p) = ∆
reg
1 (p).
(ii) If H is pseudoconvex near p and ∆reg1 (p) = 4, then ∆1(p) = 4.
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The ratio defining O(γ; p) implies this quantity is unchanged if the parameter variable
t is changed, e.g., to tk, k ∈ Z+. The subscript in ∆1(p) indicates that orders of contact
with 1-dimensional curves are considered. There are analogous higher-type conditions,
denoted ∆q(p) for q = 2, 3, . . . , n, discussed in [5], but these conditions are more complicated
to define. Finally, ∆1(p) does not depend on the choice of defining function r; see [5],
Proposition 5 on page 114 for a proof.
The hypersurface H can be viewed as the boundary bΩ of a smoothly bounded domain
Ω ⊂ Cn. For function theory, ∆1(p) is important because it controls quantitative behavior
of holomorphic functions on Ω near p; see [5] and its bibliography for results of this kind.
Many analytic estimates in terms of ∆1(p) have been obtained, but the story is far from
complete. A remarkable result is obtained in [2]: on a smoothly bounded pseudoconvex
domain, ∆1(p) < ∞ for p ∈ bΩ is a necessary and sufficient condition for a subelliptic
estimate on the ∂¯-Neumann problem to hold near p.
These connections with function theory motivate studying type but are unrelated to
computing either ∆1(p) or ∆
reg
1 (p). Both quantities depend solely on the germ at p of the
hypersurface {r = 0}.
Since R ⊂ S , ∆reg1 (p) ≤ ∆1(p) for any hypersurface. In general no other relationship
between ∆reg1 (p) and ∆1(p) holds. For instance, consider the surface in C
3 defined by
r(z) = Re z1 +
∣∣z22 − z33∣∣2
near the origin. This example was considered in [3]. It is straightforward to check that
∆reg1 (0) = 6. But the curve t −→ (0, t
3, t2) is contained in {r = 0}, so ∆1(0) =∞.
However there are hypotheses on H that imply ∆reg1 (p) = ∆1(p). When H ⊂ C
2 this
identity holds; see Theorem 9 on page 142 of [5]. In Proposition 4.17 of Section 4, we
prove the measurements agree if ∆reg1 (p) equals 2 or 3. When H is pseudoconvex, the case
∆reg1 (p) = 2 was known previously; see [6]. Results for more degenerate situations, i.e. when
∆reg1 (p) > 3, are unknown except for one class of hypersurfaces: it was shown in [8] that
∆reg1 (p) = ∆1(p), regardless of the size of ∆
reg
1 (p), if H locally bounds a convex domain. A
geometric proof and generalization of this fact is given in [1].
In [5], page 148 in Proposition 3, it is stated that ∆reg1 (p) = ∆1(p) if ∆
reg
1 (p) = 4 on
an arbitrary smooth real hypersurface. This turns out to be incorrect – see Section 3 for a
counterexample. The main point of Theorem 1.4 is that with the additional hypothesis of
pseudoconvexity the conclusion is correct.
In view of [8] and Theorem 1.4 (ii), there may be conditions – intermediate between
convexity and pseudoconvexity – that imply ∆reg1 (p) = ∆1(p) for points of type higher than
4. See Remark 4.23 for the obstructions to be controlled.
2. Notation
For curves γ ∈ S , let t ∈ C denote the parameter variable and write γ(t) =
(
γ1(t), . . . , γn(t)
)
to indicate components.
Derivatives will be denoted in several ways. For functions defined on Cn or C, subscripts
will denote derivatives for small number of derivatives, e.g. rzj or γ
k
t . For higher derivatives,
the notation will depend on which function is differentiated.
For the function r ◦ γ,
(2.1) Da,b[r ◦ γ](t) =
∂a
∂ta
∂b
∂t¯b
(r ◦ γ)(t)
will distinguish t and t¯ derivatives. For the vector-valued function γ, the notation
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(
∂kγ
)
(t) =
(
∂k
∂tk
γ1(t), . . . ,
∂k
∂tk
γn(t)
)
and
(
∂¯kγ¯
)
(t) =
(
∂k
∂t¯k
γ¯1(t), . . . ,
∂k
∂t¯k
γ¯n(t)
)
is used.
When differentiating the defining function r, the following notation will be used. Let
a, b ∈ Z+. Let Xk(t) =
(
Xk1 (t), . . . ,X
k
n(t)
)
, 1 ≤ k ≤ a, and Y ℓ(t) =
(
Y ℓ1 (t), . . . , Y
ℓ
n(t)
)
, 1 ≤
ℓ ≤ b, be given vector-valued functions. Set
∇a,b[r]
(
X1, . . . ,Xa, Y 1, . . . , Y b
)
(t) =
n∑
j1=1
· · ·
n∑
ja=1
n∑
k1=1
. . .
n∑
kb=1
rzj1 ...zja z¯k1 ...z¯kb (γ(t))X
1
j1
(t) . . . Xaja(t)Y
1
k1
(t) . . . Y bkb(t)(2.2)
as a definition of the left-hand side. The symbol ∇a,b[r] is assigned no independent meaning;
it will appear only via the action described by (2.2).
Standard multi-index notation is also used. For α = (α1, . . . , αn) ∈ (Z
+)
n
and h a
function of z ∈ Cn, (
∂
∂z
)α
h(z) =
(
∂
∂z1
)α1
· · ·
(
∂
∂zn
)αn
h(z);(
∂
∂z¯
)α
is defined analogously.
When displaying derivatives, the underlying variables – always z ∈ Cn, t ∈ C, or γ(t) ∈
C
n – will be suppressed for notational economy. If variables do not appear in an equation,
our implied meaning is that the equation holds functionally. To avoid confusion with this,
evaluation of derivative expressions at 0 will be explicitly indicated.
3. An example
Consider the domain Ω =
{
z ∈ C3 : r(z) < 0
}
defined by
(3.1) r(z1, z2, z3) = Re(z1) + |z2|
2Re
(
z22 − z
3
3
)
+ |z3|
2Re
(
z23
)
− Re
(
z22 z¯3
)
.
Note that p = (0, 0, 0) ∈ bΩ.
Claim 1. ∆1(p) =∞.
Proof. Consider the curve γ(t) =
(
0, t3, t2
)
, t ∈ C. Then
(r ◦ γ)(t) = 0 +
∣∣t3∣∣2 Re (t6 − t6)+ ∣∣t2∣∣2 t4 + t¯4
2
−
t6t¯2 + t2t¯6
2
=
1
2
|t|4
(
t4 + t¯4
)
−
1
2
|t|4
(
t4 + t¯4
)
= 0.
Thus (the image of) γ lies in bΩ, so ∆1(p) =∞. 
Claim 2. ∆reg1 (p) = 4.
Proof. First consider the non-singular curve γ˜(t) = (0, t, 0). Since (r ◦ γ˜)(t) = |t|2Re
(
t2
)
,
ν(r ◦ γ˜) = 4 and so ∆reg1 (p) ≥ 4. We now show ν(r ◦ γ)(0) ≤ 4 for any nonsingular curve
γ(t) =
(
γ1(t), γ2(t), γ3(t)
)
. Without loss of generality, assume that γ1 is identically 0 (see
Subsection 5.2).
Case 1: ν(γ2) = ν(γ3) = 1.
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In this case, there are two degree 3 terms in r ◦ γ, t2t¯ and tt¯2, coming from the last
term on the right-hand side of (3.1). All other terms in r ◦ γ are of higher order. Thus
ν(r ◦ γ) = 3, so these curves are irrelevant for ∆reg1 (0).
For the other cases, a slight rewrite of r is useful:
(3.2) r(z) = Re(z1) +
1
2
z32 z¯2 +
1
2
z2z¯
3
2 −
1
2
|z2|
2
(
z33 + z¯
3
3
)
+ |z3|
2Re
(
z23
)
− Re
(
z22 z¯3
)
.
Case 2: ν(γ2) = 1 and ν(γ3) > 1.
In this case, terms t3t¯ and tt¯3 appear in r ◦ γ, because of the 2nd and 3rd terms on the
right-hand side of (3.2). Terms coming from the 4th and 5th term in (3.2) will either be
identically 0 or have degree ≥ 8, by assumption on ν(γ). The last term on the RHS of (3.2)
can produce degree 4 terms, but such terms would have even holomorphic degree in t or
even anti-holomorphic degree in t¯, so cannot cancel the terms t3t¯ and tt¯3.
Thus, D3,1 [r ◦ γ] (0) 6= 0 for these γ, so ν(r ◦ γ) ≤ 4.
Case 3: ν(γ2) > 1 and ν(γ3) = 1.
Similar reasoning applies to this case. Again there is a t3t¯ term in r ◦ γ (and also a tt¯3
term), this time arising from the 5th term on the right-hand side of (3.2). No other degree
4 terms are possible in this case, since we are assuming ν(γ2) > 1.
Thus, D3,1 [r ◦ γ] (0) 6= 0 for these curves as well, so ν(r ◦ γ) ≤ 4.

4. Here come the warm jets
If γ ∈ S , the statement ν(r ◦ γ)(0) = T means
(i) for all a, b ∈ Z+ such that 0 ≤ a+ b < T ,
Da,b[r ◦ γ](0) = 0, and
(ii) ∃ an a0, b0 with a0 + b0 = T such that
Da0,b0 [r ◦ γ](0) 6= 0.
To prove Theorem 1.4, we examine how derivatives Da,b[r◦γ] for γ with high multiplicity
are related to lower order derivatives of r ◦ γ˜, for γ˜ ∈ R built from the jets of γ. The
computations are local, near some p ∈ bΩ; henceforth assume p = 0.
4.1. Automatic vanishing. Suppose γ ∈ S and ν(γ) = M ; the case M = 1 is included.
Because γ is holomorphic, the chain and product rules simplify when computing Da,b[r ◦γ].
The early derivatives are
(4.1) D1,0 [r ◦ γ] = ∇1,0[r]
(
∂1γ
)
,
(4.2) D1,1 [r ◦ γ] = ∇1,1[r]
(
∂1γ, ∂¯1γ¯
)
,
(4.3) D2,1 [r ◦ γ] = ∇1,1[r]
(
∂2γ, ∂¯1γ¯
)
+∇2,1[r]
(
∂1γ, ∂1γ, ∂¯1γ¯
)
D2,2 [r ◦ γ] = ∇1,1[r]
(
∂2γ, ∂¯2γ¯
)
+∇1,2[r]
(
∂2γ, ∂¯1γ¯, ∂¯1γ¯
)
+∇2,1[r]
(
∂1γ, ∂1γ, ∂¯2γ¯
)
+∇2,2[r]
(
∂1γ, ∂1γ, ∂¯1γ¯, ∂¯1γ¯
)
(4.4)
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and
D3,1 [r ◦ γ] = ∇1,1[r]
(
∂3γ, ∂¯1γ¯
)
+
3
2
∇2,1[r]
(
∂2γ, ∂1γ, ∂¯1γ¯
)
+∇3,1[r]
(
∂1γ, ∂1γ, ∂1γ, ∂¯1γ¯
)
.(4.5)
Since r is real-valued, Db,a[r ◦ γ] = Da,b[r ◦ γ]. Thus (4.1)–(4.5) contain all derivative
information about r ◦ γ of total order ≤ 4 except for the pure derivatives Da,0[r ◦ γ] with
a = 2, 3, 4. These are easily handled. At the same time, we pick coordinates that identify the
T 1,0 part of the tangent space to H at 0. Choose holomorphic coordinates in a neighborhood
of 0 such that
rz1(0) = 1, rzj (0) = 0 for j = 2, . . . n(
∂
∂z
)α
r(0) =
(
∂
∂z¯
)α
r(0) = 0 for all 2 ≤ |α| ≤ 4M.(4.6)
Such coordinates exist by elementary analysis of the Taylor expansion of r. For example,
see the proof of Lemma 3.2.2 in [7]. From (4.1) and (4.6) it follows that
Da,0 [r ◦ γ] (0) = ∇1,0[r](∂aγ)(0)(4.7)
for 2 ≤ a ≤ 4M .
Return to (4.2)–(4.5), but ignore the first term on the right-hand side of (4.4). At least
one factor of ∂1γ or ∂¯1γ¯ appears in each of the other terms. IfM ≥ 2, these vanish at t = 0.
Expressions of this kind proliferate as the number of derivatives increases.
To organize these, we make the following
Definition 4.8. Let γ ∈ S . We say a term Am(t) = ∇
a,b[r]
(
∂j1γ, . . . , ∂jaγ, ∂¯k1 γ¯, . . . , ∂¯kb γ¯
)
(t) ∈
TZγ if min{j1, ..., ja, k1, ..., kb} < M . For a general smooth function G(t) = G(γ(t)), write
G ∈ MV if G(t) =
∑
(Am(t)) with each Am ∈ TZγ . If G,H are two such functions, write
G = H mod (MV)
if G−H ∈ MV.
The symbol MV is short for multiplicity-vanishing. If M ≥ 2, the equations (4.2)–(4.5)
can be written
D1,1 [r ◦ γ] = 0 mod (MV) ,
D2,1 [r ◦ γ] = 0 mod (MV) ,
D2,2 [r ◦ γ] = ∇1,1[r]
(
∂2γ, ∂¯2γ¯
)
mod (MV) ,
D3,1 [r ◦ γ] = 0 mod (MV) .
4.1.1. Higher derivatives. We now compute DaM,bM [r◦γ] for (a, b) = (1, 1), (2, 1), (2, 2) and
(3, 1). Computation and display of the results can be done modMV, as only values at t = 0
are needed.
For DM,M , (4.2) implies
(4.9) DM,M [r ◦ γ] = DM−1,M−1D1,1 [r ◦ γ] = ∇1,1[r]
(
∂Mγ, ∂¯M γ¯
)
mod (MV) .
The additional derivatives must all fall on γ or γ¯ mod (MV). There is no mixing of ∂
∂t
and ∂
∂t¯
derivatives since γ is holomorphic.
For D2M,M [r ◦ γ], (4.3) implies
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D2M,M [r ◦ γ] = D2M−2,M−1
{
D2,1 [r ◦ γ]
}
= D2M−2,M−1
{
∇1,1[r]
(
∂2γ, ∂¯1γ¯
)
+∇2,1[r]
(
∂1γ, ∂1γ, ∂¯1γ¯
)}
= D2M−2,M−1 {A+B} ,(4.10)
where the last equality defines A and B. Many terms arise when D2M−2,M−1 { } is ex-
panded. Focus on the “factors” of ∂kγ and ∂¯ℓγ¯ appearing in these terms. For example, A
contains two factors, one of ∂2γ and one of ∂¯1γ¯, while B contains three factors, two each
of ∂1γ and one of ∂¯1γ¯. Call these “factors of γ or γ¯” for short. In order for a term not to
belong toMV, each factor of γ and γ¯ that appears must be differentiated at least M times.
For the ∂/∂t¯ derivatives, (4.10) shows all M − 1 derivatives must fall on the single factor
∂¯1γ¯ mod (MV) in both A and B. However the ∂
∂t
derivatives fall on multiple factors of ∂kγ
appearing in B and (eventually) in A. For B, no ∂
∂t
derivative may fall on r mod (MV):
each of the two factors ∂1γ must be differentiated M − 1 more times and there are only
2M − 2 total derivatives. For A, one ∂
∂t
derivative may fall on r, but then the remaining
derivatives must all be distributed between the newly created factor of ∂1γ and the originally
present ∂kγ factor, resulting in dual factors of ∂Mγ at the end. Thus
D2M,M [r ◦ γ] = ∇1,1[r]
(
∂2Mγ, ∂¯M γ¯
)
+ E0∇
2,1[r]
(
∂Mγ, ∂Mγ, ∂¯M γ¯
)
mod (MV) .(4.11)
E0 is a combinatorial constant arising from the product rule; it is computed in the next
section. Notice the higher-than-multiplicity derivatives ∂2Mγ in (4.11). This factor may or
may not be 0 for a given γ ∈ S .
Computing the D2M,2M derivative is very similar, as the ∂
∂t
and ∂
∂t¯
derivatives do not
intermix . Calculation directly from (4.4) yields
D2M,2M [r ◦ γ] = ∇1,1[r]
(
∂2Mγ, ∂¯2M γ¯
)
(4.12)
+ F0∇
2,1[r]
(
∂Mγ, ∂Mγ, ∂¯2M γ¯
)
+ F1∇
1,2[r]
(
∂2Mγ, ∂¯M γ¯, ∂¯M γ¯
)
+ F2∇
2,2[r]
(
∂Mγ, ∂Mγ, ∂¯M γ¯, ∂¯M γ¯
)
mod (MV) .
The constants F0, F1, F2 ∈ Z
+ are also computed in subsection 4.1.2.
For the final relevant derivative, D3M,M , a variation occurs. The surplus ∂
∂t
derivatives al-
lows several combinations of higher-than-multiplicity derivatives of γ to occur inside∇2,1[r].
The appearance of these (potentially) non-vanishing terms is the reason ∆1(p) = ∆
reg
1 (p)
does not hold without additional hypothesis.
Starting from (4.5) it follows
D3M,M [r ◦ γ] = ∇1,1[r]
(
∂3Mγ, ∂¯M γ¯
)
(4.13)
+G0∇
2,1[r]
(
∂2Mγ, ∂Mγ, ∂¯M γ¯
)
+
M−1∑
i=1
Gi∇
2,1[r]
(
∂M+iγ, ∂2M−iγ, ∂¯M γ¯
)
+GM ∇
3,1[r]
(
∂Mγ, ∂Mγ, ∂Mγ, ∂¯M γ¯
)
mod (MV) ,
for constants G0, . . . GM ∈ Z
+.
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4.1.2. Combinatorial constants. The general forms of DaM,bM were derived starting from
the corresponding lower-order derivatives (4.3)-(4.5). However the constants in these equa-
tions are most easily computed starting from r ◦ γ itself.
For a term in a derivative expression to not belong toMV, each factor of γ and γ¯ present
must be differentiated at least M times. Consider (4.11):
D2M,M [r ◦ γ] = ∇1,1[r]
(
∂2Mγ, ∂¯M γ¯
)
+ E0∇
2,1[r]
(
∂Mγ, ∂Mγ, ∂¯M γ¯
)
mod (MV)
= A˜+ E0 B˜.
The factor ∂2Mγ occurs when all the ∂
∂t
derivatives of r ◦ γ fall on a single γ. This happens
in only one way, so the constant in front of A˜ is 1. The two factors ∂Mγ in B˜ occur when
the ∂
∂t
derivatives of r ◦ γ are distributed between two factors of γ. Distinguish these two
factor of γ with different symbols: γ1 and γ2. There is more than one way to reach a term
of the form ∂Mγ1 · ∂
Mγ2, as the order of differentiation does not matter. For instance, first
γ1 can be differentiated M times, followed by differentiating γ2 M times, or γ2 could first be
differentiated M times, followed by M derivatives of γ1, as well as all intermediate options.
The term B˜ contains the sum of such terms, hence E0 6= 1.
Counting how many ways we can differentiate both γ1 and γ2 exactly M times, using 2M
total derivatives, is equivalent to counting all sequences of length 2M with M 1’s and M
2’s. For instance, the sequence 1 . . . 1︸ ︷︷ ︸
M
2 . . . 2︸ ︷︷ ︸
M
corresponds to first differentiating γ1 M times
followed by differentiating γ2 M times. The number of all such sequences is
(2M)!
M !M ! . This
over-counts E0 by 2!, as all sums in ∇
2,1 runs from 1 to n so the roles of 1 and 2 can be
exchange . Thus
(4.14) E0 =
1
2
(2M)!
M !M !
.
The same approach computes the constants in (4.12)-(4.13), yielding
F0 =
1
2
(2M)!
M !M !
, F1 =
1
2
(2M)!
M !M !
, F2 =
1
2
(2M)!
M !M !
1
2
(2M)!
M !M !
,
G0 =
1
2
(3M)!
(2M)!M !
, Gi =
1
2
(3M)!
(M + i)!(2M − i)!
, and GM =
1
6
(3M)!
M !M !M !
.(4.15)
4.2. Connected derivatives. We now parameterize γ. Let
(4.16) γ(t) =
(
tM
∞∑
i=0
c1i t
i, . . . , tM
∞∑
i=0
cni t
i
)
for constants cqi ∈ C, q = 1, . . . , n and i ∈ {0, 1, . . . }. Since ν(γ) = M , the vector〈
c10, . . . , c
n
0
〉
6= 〈0, . . . , 0〉.
The subscript notation for derivatives is used in the computations below. This notation
makes the interaction of the ckj in (4.16) – which correspond to components of ∂
jγ – with
derivatives of r easier to observe. The formulas (4.9)-(4.13) applied to γ of the form (4.16)
result in cancellation of various factorials, as seen below.
When ∆reg1 (p) < 4, the computations in 4.1.1 show ∆1(p) = ∆
reg
1 (p) for a general hyper-
surface.
Proposition 4.17. Let H ⊂ Cn be a smooth real hypersurface. Suppose p ∈ H and
∆reg1 (p) ≤ 3. Then ∆1(p) ≤ 3 and ∆1(p) = ∆
reg
1 (p).
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Proof. The cases ∆reg1 (p) = 2 and ∆
reg
1 (p) = 3 will be handled separately.
First suppose that ∆1(0) > 2. Then there is a curve γ of the form (4.16) satisfying
ν(r ◦ γ)(0) > 2M :
(4.18) Da,b [r ◦ γ] (0) = 0 for all 0 ≤ a+ b ≤ 2M.
Consider the non-singular curve γˆ(t) =
(
c10t, . . . , c
n
0 t
)
. It follows from (4.7) that
(4.19) DM,0 [r ◦ γ] (0) =M !D1,0 [r ◦ γˆ] (0).
The left-hand side vanishes by (4.18), so (4.19) says D1,0 [r ◦ γˆ] = 0. D0,1 [r ◦ γˆ] = 0 follows
by conjugation. Geometrically this says
〈
c10, . . . , c
n
0
〉
is a complex tangent vector to H at 0.
In the same way (4.7) shows that D2,0 [r ◦ γˆ] = 0 = D0,2 [r ◦ γˆ].
It follows from (4.9) that
DM,M [r ◦ γ] (0) =M !M !
n∑
k,j=1
rz¯kzj c¯
k
0c
j
0.
(4.18) says the left-hand side vanishes. On the other hand, (4.2) implies
D1,1 [r ◦ γˆ(0)] =
n∑
k,j=1
rz¯kzj c¯
k
0c
j
0.
Equating right-hand sides yields D1,1 [r ◦ γˆ(0)] = 0. Thus γˆ ∈ R satisfies Da,b [r ◦ γˆ(0)] = 0
for all 0 ≤ a+ b ≤ 2, i.e., ∆reg1 (0) > 2.
Turn to type 3 points. Assume γ, of the form (4.16), satisfies ν(r ◦ γ)(0) > 3M . In this
case the complex line γˆ above is not the right element of R. The first term in (4.11) dictates
a modification. We claim that
γ˜(t) = (c10t+ c
1
M t
2, . . . , cn0 t+ c
n
M t
2)
satisfies ν(r ◦ γ˜)(0) > 3. Note γ˜ ∈ R.
The computations that gave (4.19) show
D1,0[r ◦ γ˜] = D2,0[r ◦ γ˜] = D3,0[r ◦ γ˜] = 0.
As before, D0,b[r ◦ γ˜] = 0 for b = 1, 2, 3 because r is real-valued. Additionally, the compu-
tation giving D1,1[r ◦ γˆ] = 0 shows D1,1[r ◦ γ˜] = 0.
It remains to consider D2,1[r ◦ γ˜]. Applying (4.11) to γ of the form (4.16) gives
D2M,M [r ◦ γ] = (2M)!M !
n∑
k,j=1
rz¯kzj c¯
k
0c
j
M +
1
2
(2M)!M !
n∑
ℓ,k,j=1
rzℓz¯kzjc
ℓ
0c¯
k
0c
j
0 mod (MV) .
However (4.3), applied to γ˜, yields
D2,1[r ◦ γ˜] =
n∑
k,j=1
rz¯kzj c¯
k
0(2c
j
M ) +
n∑
ℓ,k,j=1
rzℓz¯kzjc
ℓ
0c¯
k
0c
j
0.
Simple comparison shows D2,1[r ◦ γ˜](0) = 2(2M)!M !D
2M,M [r ◦ γ](0). Since ν(r ◦ γ)(0) > 3M
forces D2M,M [r ◦ γ](0) = 0, it follows that D2,1[r ◦ γ˜](0) = 0 as well.
Thus Da,b[r ◦ γ˜](0) = 0 for 0 ≤ a+ b ≤ 3, i.e., ∆reg1 (0) > 3.

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Remark 4.20. If H is pseudoconvex (see (5.1)), Proposition 5.16 of [6] establishes the fol-
lowing equivalence: ∆1(p) = 2 ⇔ ∆
reg
1 (p) = 2 ⇔ the Levi form of r at p is definite. Our
proof of the first equivalence does not require pseudoconvexity and is elementary. The proof
in [6] is more complicated, but also connects the equivalence to subelliptic multipliers at p.
The argument in Proposition 4.17 does not extend to type 4 points, as the example in
Section 3 shows. We identify where the breakdown occurs. Rewriting (4.13), for γ of the
form (4.16), yields
D3M,M [r ◦ γ](0) = (3M)!M !
n∑
j,k=1
rzjzk(0) c
j
2M c
k
0 +
1
2
(3M)!M !
n∑
j,k,ℓ=1
rzjzℓzk(0) c
j
M c
ℓ
0 c
k
0+
(4.21)
1
2
(3M)!M !
n∑
j,k,ℓ=1
rzjzℓzk(0) c
k
0
(
M−1∑
i=1
cji c
ℓ
M−i
)
︸ ︷︷ ︸
B(r;γ)
+
1
6
(3M)!M !
n∑
j,k,ℓ,m=1
rzjzℓzmzk(0) c
j
0c
ℓ
0c
m
0 c
k
0
Assume that ν(r◦γ) > 4. The terms labeled B(r; γ) obstruct construction of a non-singular
curve with order of contact > 4 by the matching-of-derivatives argument used in Proposition
4.17. Note the presence of mixed coefficients of the components of γj, γk, and γℓ (for various
j, k, ℓ) appearing in B(r; γ).
This turns out to be the only obstruction:
Lemma 4.22. Let γ ∈ S , ν(γ) =M , and suppose ν(r ◦γ) > 4M . If B(r; γ) = 0 in (4.21),
then there exists ζ ∈ R satisfying ν(r ◦ ζ) > 4.
Proof. For γ of the form (4.16), define
ζ(t) =
(
c10t+ c
1
M t
2 + c12M t
3, . . . , cn0 t+ c
n
M t
2 + cn2M t
3
)
.
Since
〈
c10, . . . , c
n
0
〉
6= 〈0, . . . , 0〉, ζ ∈ R.
The same computations used in Proposition 4.17 show
(aM)!(bM)!
a!b!
Da,b[r ◦ ζ](0) = DaM,bM [r ◦ γ](0) = 0
for 0 ≤ a+ b ≤ 3. A computation using (4.4) and (4.12) shows that
(2M)!(2M)!
2!2!
D2,2[r ◦ ζ](0) = D2M,2M [r ◦ γ](0) = 0.
This computation is essentially the same as the one showingM !M !D1,1[r◦ γˆ](0) = DM,M [r◦
γ](0) in Proposition 4.17. Note no extra assumptions were needed to match DaM,bM deriva-
tives of r ◦ γ with Da,b derivatives of r ◦ ζ in these cases.
The remaining derivatives to consider are D3,1[r ◦ ζ](0) and D3M,M [r ◦ γ](0). Focusing
on the terms B(r; γ) in (4.13), note the appearance of derivatives of order not a multiple of
the multiplicity M . These are the problematic terms.
Use (4.5) to compute D3,1[r ◦ ζ](0):
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D3,1[r ◦ ζ](0) =
∑
k,j
rz¯kzj(0)(3!c
j
2M )c¯
k
0 +
3
2
n∑
ℓ,k,j=1
rzℓz¯kzj(0)c
ℓ
0c¯
k
0(2c
j
M )
+
n∑
m,ℓ,k,j=1
rzjzℓzmz¯k(0) c
m
0 c
ℓ
0c¯
k
0c
j
0.
Comparing this to (4.21), it follows that
(3M)!M !
3!
D3,1[r ◦ ζ](0) = D3M,M [r ◦ γ](0) −B(r; γ).
Therefore if B(r; γ) = 0, D3,1[r ◦ ζ](0) = 0, since ν(r ◦ γ) > 4M . Thus ν(r ◦ ζ) > 4,
completing the proof. 
Remark 4.23. When seeking an extension of Theorem 1.4 for ∆reg1 (p) > 4, higher order
analogs of B(r; γ) arise. For instance in the type 6 case, analogs of B(r; γ) corresponding
to derivatives D4,1,D5,1,D4,2,D3,2, and D3,3 occur. Label these B4,1, B5,1, B4,2, B3,2, and
B3,3. In each case, Ba,b represents the difference between D
aM,bM derivatives of r ◦ γ,
where ν(γ) = M , and Da,b[r ◦ ζ] for a natural non-singular curve ζ constructed from
γ. If all Ba,b = 0, a straightforward modification of the proof of Lemma 4.22 yields the
correspondingly modified conclusion.
5. Proof of Theorem 1.4
5.1. Pseudoconvexity. Let H ⊂ Cn be a smooth real hypersurface, q ∈ H, and let ρ be a
defining function for H near q. The complex tangent space, T 1,0(H; q), to H at q is defined
to be all ξ = (ξ1, . . . , ξn) ∈ C
n satisfying
∑n
j=1
∂ρ
∂zj
(q)ξj = 0. The vector space T
1,0(H; q) is
independent of the choice of defining function.
The Levi form associated to H is a certain quadratic form on T 1,0(H; q); pseudoconvexity
is the condition that the Levi form is semi-definite. There is an arbitrary choice of sign for
this semi-definiteness, which we now fix. Say H is pseudoconvex if there exists a defining
function r of H such that
(5.1)
n∑
j,k=1
∂2r
∂zj∂z¯k
(q)ξj ξ¯k ≥ 0 for all ξ ∈ T
1,0(H; q),
for all q ∈ H. H is pseudoconvex near p ∈ H if (5.1) holds for all q ∈ U ∩ H, U a
neighborhood of p.
Pseudoconvexity implies the existence of good holomorphic coordinates near p:
Proposition 5.2. Let H ⊂ Cn be a pseudoconvex smooth real hypersurface and p ∈ H.
There exists a defining function r for H, coordinates (z1, z2, . . . , zn) = (z1, z
′), and con-
stants κ2, . . . , κn ≥ 0, λjkℓ ∈ C, such that p = (0, . . . , 0) and
r(z) = 2Re z1 +
n∑
j=2
κj |zj |
2 + Re

 n∑
j,k,ℓ=1
λjkℓ zjzj z¯ℓ

+O (|Im z1| , ∣∣z′∣∣4)(5.3)
Proof. This is generally well-known. Start with the coordinates (4.6) and an arbitrary
defining function ρ for H. Apply the implicit function theorem to express {ρ = 0} as the
set {2Re z1 = F (z
′, Im z1)} locally near 0. A C-linear rotation of coordinates allows us
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to assume that F (z′, Im z1) vanishes to at least order 2 at 0. Define r(z) = 2Re z1 −
F (z′, Im z1).
Taylor’s theorem then gives
r(z) = 2Re z1 +
n∑
j,k=2
κjk zj z¯k +
n∑
j,k,ℓ=1
λjkℓ zjzj z¯ℓ +
n∑
j,k,ℓ=1
µjkℓ zj z¯kz¯ℓ +O
(
|Im z1| ,
∣∣z′∣∣4)
= 2Re z1 + P2
(
z′, z¯′
)
+ P3(z, z¯) +O
(
|Im z1| ,
∣∣z′∣∣4) .
The fact that r is real-valued implies that µjkℓ = λjkℓ; thus P3(z, z¯) is of the form claimed
by (5.3). The matrix (κjk) coming from P2 (z
′, z¯′) is Hermitian, so can be diagonalized; let
A be a matrix such that A∗ · (κjk) ·A is diagonal. Making the linear change of coordinates
z′ = Az′ then puts P2 (z
′, z¯′) in the form claimed by (5.3) – note that pseudoconvexity
implies the eigenvalues of the matrix (κjk) are non-negative – and does not disturb the
form of the rest of the right-hand side of (5.3).

Our secondary use of (5.1) is in conjunction with curves tangent to H. The fact we need
is proved as Proposition 2 on page 138 of [5]:
Proposition 5.4. Let H be a pseudoconvex smooth real hypersurface, 0 ∈ H, and r a
smooth defining function for H. Suppose that γ ∈ S satisfies
1 < ν(r ◦ γ)(0) = T
Da,0[r ◦ γ](0) = 0 ∀ a ≤ T.
Then
(i) T = 2K, for some K ∈ Z+, and
(ii) in the Taylor expansion of r ◦ γ(t), the coefficient of |t|2K is positive.
Proposition 5.4 is an extension of the following fact. If u(t) is a smooth, subharmonic
function with no pure terms in its Taylor expansion and u vanishes to finite order at 0,
then the order of vanishing is even (2K above) and the coefficient of |t|2K in the Taylor
expansion of u is positive.
5.2. Type 4: pseudoconvexity implies equality. We now prove Theorem 1.4. The
coordinates given by Proposition 5.2 are used throughout, in particular p is the origin.
Because of Proposition 4.17, it suffices to consider the case ∆reg1 (0) = 4. Suppose that
∆1(0) > 4. Then there is a curve γ of the form (4.16),
(5.5) γ(t) =
(
tM
∞∑
i=0
c1i t
i, . . . , tM
∞∑
i=0
cni t
i
)
,
with
〈
c10, . . . , c
n
0
〉
6= 〈0, . . . , 0〉 and M ≥ 2, satisfying ν(r ◦ γ) > 4M . We will show there is
a curve ζ ∈ R with ν(r ◦ ζ) > 4, contradicting the assumption that ∆reg1 (0) = 4.
We first reduce the complexity of γ. Instead of a general curve satisfying ν(r ◦ γ) > 4M ,
we may consider one with maximal vanishing order. It follows from the proof of Theorem
1 on page 127-128 of [5] that there is such a curve, γ˜ =
(
γ˜1, . . . , γ˜n
)
, lying in the complex
tangent space T 1,0(H; 0). In the coordinates (4.6), T 1,0(H; 0) = {z1 = 0}, so this implies
γ˜1 ≡ 0. Thus, without loss of generality, we assume that γ is of the form
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(5.6) γ(t) =
(
0, tM
∞∑
i=0
c2i t
i, . . . , tM
∞∑
i=0
cni t
i
)
,
at the onset.
Next we infer information about the form of r in (5.3):
Lemma 5.7. If λj0k0ℓ0 6= 0 in (5.3), for some j0, k0, ℓ0 – not necessarily distinct – then at
least one of the constants κj0, κk0 , or κℓ0 must be strictly positive.
(They may all be strictly positive.)
Proof. Consider the curve η : t −→
(
0, η2(t), . . . , ηn(t)
)
with
ηi(t) =
{
δit, i ∈ {j0, k0, ℓ0}
0, i /∈ {j0, k0, ℓ0}
,
for constants δi 6= 0 to be chosen. Choose δi such that r ◦η(t) has a non-zero t
2t¯ term. Such
δi can always be chosen as terms in P3(z
′, z¯′) involving only zj0 , zk0 , or zℓ0 form a non-zero
polynomial. If P2 (z
′, z¯′) contains no terms involving only zj0 , zk0 , and zℓ0 , ν(r ◦ η)(0) = 3,
contradicting Proposition 5.4 (i). 
However, a non-vanishing quadratic term in (5.3) forces higher order vanishing of that
component of γ:
Lemma 5.8. If κs > 0 in (5.3) for some s, and γ of the form (5.6) satisfies ν(r ◦γ) > 4M ,
then
csi = 0 for i = 0, . . . ,M − 1.
Proof. Suppose not. Let m0, 0 ≤ m0 ≤ M − 1, be the smallest such integer with c
s
m0
6= 0.
Elementary expansion shows
|γs(t)|2 =
∣∣csm0∣∣2 |t|2(M+m0) +O (|t|2(M+m0)+1) .
Thus, in the coordinate direction zs, i.e. for the curve σ(t) = (0, . . . , γ
s(t), . . . , 0), it holds
that
P2 (σ(t), σ¯(t)) = κs
∣∣csm0∣∣2 |t|2(M+m0) +O (|t|2(M+m0)+1)
≥ c |t|2(M+m0)
for c > 0 and t ∈ C near the origin.
However the other κj in (5.3) are ≥ 0, because of pseudoconvexity. Thus the terms
κj
∣∣γj(t)∣∣2 that arise cannot cancel the κs ∣∣csm0∣∣2 |t|2(M+m0) term above. It follows that
P2 (γ(t), γ¯(t)) ≥ c |t|
2(M+m0) .
The higher-order terms in (5.3) cannot interfere. Any terms coming from P3(z
′, z¯′) will have
holomorphic degree ≥ 2M in t or anti-holomorphic degree ≥ 2M in t¯. Terms appearing
because of degree ≥ 4 terms in r will have degree ≥ 4M . Lastly, terms involving the
tangential z1 direction need not be considered as γ
1 ≡ 0. Consequently,
|r ◦ γ(t)| ≥ c |t|2(M+m0)
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as well. Since m0 ≤M − 1, this says ν(r ◦ γ) ≤ 4M − 2, contradicting the assumption that
ν(r ◦ γ) > 4M . 
When H is pseudoconvex, it follows that B(r; γ) in (4.21) vanishes:
Proposition 5.9. Let H = {r = 0} ⊂ Cn be pseudoconvex smooth real hypersurface near
0 ∈ H, r of the form (5.3), γ of the form (5.6) satisfying ν(r ◦ γ)(0) > 4M , and B(r; γ)
defined in (4.21).
Then B(r; γ) = 0.
Proof. Suppose that B(r; γ) 6= 0. This implies, in particular, that there exist indices
j0, k0, ℓ0 – not necessarily distinct – and an integer 0 < u < M such that
rzj0zk0 z¯ℓ0 (0) c
j0
u c
k0
M−u c¯
ℓ0
0 6= 0.
This means that
(5.10) λj0k0ℓ0 6= 0
in P3(z, z¯), as well as
cj0u 6= 0, c
k0
M−u 6= 0, c
ℓ0
0 6= 0.(5.11)
However, (5.10) and Lemma 5.7 force at least one of κj0 , κk0 , or κℓ0 to be positive. For
specificity, say κℓ0 > 0. Lemma 5.8 then forces c
ℓ0
0 = 0, contradicting (5.11). Thus B(r; γ)
must be 0, completing the proof. 
Remark 5.12. The proof of Proposition 5.9 actually shows that each term in B(r; γ) vanishes
separately.
Proposition 5.9 and Lemma 4.22 finish the proof for the case ∆reg1 (0) = 4. Combining
this case with Proposition 4.17, the proof of Theorem 1.4 is complete.
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