Accomplishing high recognition performance is considered one of the most important tasks for handwritten Arabic character recognition systems. In general, Optical Character Recognition (OCR) systems are constructed from four phases: pre-processing, feature extraction, feature selection, and classification. Recent literature focused on the selection of appropriate features as a key point towards building a successful and sufficient character recognition system. In this paper, we propose a hybrid machine learning approach that utilizes neighborhood rough sets with a binary whale optimization algorithm to select the most appropriate features for the recognition of handwritten Arabic characters. To validate the proposed approach, we used the CENPARMI dataset, which is a well-known dataset for machine learning experiments involving handwritten Arabic characters. The results show clear advantages of the proposed approach in terms of recognition accuracy, memory footprint, and processor time than those without the features of the proposed method. When comparing the results of the proposed method with other recent state-of-the-art optimization algorithms, the proposed approach outperformed all others in all experiments. Moreover, the proposed approach shows the highest recognition rate with the smallest consumption time compared to deep neural networks such as VGGnet, Resnet, Nasnet, Mobilenet, Inception, and Xception. The proposed approach was also compared with recently published works using the same dataset, which further confirmed the outstanding classification accuracy and time consumption of this approach. The misclassified failure cases were studied and analyzed, which showed that they would likely be confusing for even Arabic natives because the correct interpretation of the characters required the context of their appearance.
I. INTRODUCTION
In character recognition systems, many solutions have been constructed for different languages, such as English, Japanese, and Chinese; however, relatively little progress has been made for the Arabic language. As such, the recognition The associate editor coordinating the review of this manuscript and approving it for publication was Shiqiang Wang . of handwritten Arabic characters is still a current and relatively unaddressed research problem. The digitization of Arabic documents can open windows for the processing (indexing, searching,...) of historic and Islamic documents [1] . Earlier efforts to digitize Arabic languages have encountered several issues. First, the alphabet system consists of 28 characters, with several types and numbers of dots; one, two, or three dots. There are several writing styles for each character based on its location in a word (beginning, middle, end). Therefore, each character has about 80 written shapes or styles. Table 1 shows different shapes for the same Arabic character, as shown in the first row. The second row presents each pair of characters with different styles of dots. The third row of the table presents characters with different positions of dots. The last row shows combinations of the same character with different shapes based on its dot style. Table 2 presents some recent machine learning studies on Arabic handwritten character recognition.
Most of the proposed methods that deal with the handwritten Arabic characters utilize the dimension reduction of extracted features. In those methods (such as PCA), the original features must be transformed to another domain [2] . Although those methods are not reliable for narrowing down the most efficient features, feature selection methods are used to avoid this limitation. With regard to feature selection methods, several swarm techniques have been introduced to improve the process of determining the most informative features [6] , [9] . However, those methods do not take into consideration the impact of the dependency between features which may lead to the selection of irrelevant features. Therefore, to avoid this limitation, a rough set can be used to improve the performance of feature selection by finding relationships between features depending on the degree of dependency [11] . Most recent trends and application of swarm intelligence, such as Bat Algorithm, Grey Wolf Optimization, Whale optimization Algorithm, Particle Swarm Optimization and Genetic Algorithm as a feature selector for Arabic recognition systems was presented in [7] .
The Rough Sets (RS) method is mainly used to reduce the dimension of the data by selecting the most relevant features [11] . This approach only deals with the data itself and needs no other external information. However, the current techniques for feature selection based on RS are not sufficient due to the high computational time requirements. Therefore, to tackle this problem, optimization algorithms are combined with RS [15] , [16] , such as genetic algorithms (GA), PSO [13] , [14] , the cuckoo search algorithm [55] , the socialspider algorithm [54] and other optimization algorithms [56] .
In the same context, the Whale Optimization Algorithm (WOA) was proposed in [17] as a new swarm-based optimization technique that emulates the behavior of the humpback whales for hunting preys. This behavior includes the process of searching for prey through different strategies, such as random movement in a spiral that emulates the bubble-net attraction process. This behavior is converted into an algorithm to find the optimal solution for global optimization problems [17] . Moreover, Yan et al. [52] proposed a Multi-Objective whale for the allocation of water resources. Additionally, Elaziz et al. proposed another multi-objective version of the WOA and used it to determine an optimal threshold level for image segmentation [60] . For feature selection purposes, Majdi et al. improved the performance of the WOA by using Simulated Annealing (SA) as a local search method and applied it to different UCI datasets [58] . In [53] , they presented a binary version of the Whale Optimization Algorithm (BWOA) using an S-shaped family for different feature selection applications. Majdi and Mirjalili in [57] proposed a modified version of the WOA using two stages: 1) Tournament Selection and 2) Roulette Wheel Selection. The main difference between the traditional WOA and its binary version (BWOA) is as follows: First, the WOA deals with continuous problems, whereas the BWOA is applied to discrete problems, such as feature selection. Second, the BWOA depends on a function that converts a real solution to a binary solution, but the WOA does not require these functions.
Moreover, those modified versions of the WOA have yet to be evaluated on Arabic handwritten character recognition systems. Also, they have not been combined with RS or its extensions. This motivates us to propose an alternative method for Arabic handwritten character recognition systems by combining the Binary Whale Optimization Algorithm with the Neighborhood Rough Set (BWOA-NRS). In this approach, the NRS can be considered an extended version of the RS that has the ability to deal with heterogeneous datasets [12] .
The proposed approach consists of four stages. The first is preprocessing of the dataset, which aims to remove noise and clean the data. The second is feature extraction, which aims to extract features from the data, such as gradient features, vertical and horizontal projection features, vertical/horizontal/diagonal projection features, and other features. The important third stage is feature selection, which is considered the main contribution of this paper. In this stage, the feature selection approach starts by generating a random population that represents a set of solutions. Then, each solution is converted into a binary version, where the features that correspond to 1's are considered relevant features, while the other features are ignored. Thereafter, the quality of the selected feature (based on the current solution) is evaluated through computing the objective function that consists of two parts: 1) the degree of dependency, based on NRS. 2) the ratio of selected features. The next step is to determine the best solution and update the other solutions based on the operators of the traditional WOA and the best solution. In this stage, the previous steps are repeated until the stop conditions are met. The best solution is the output of the feature selection stage and it passed to the next stage, which is the classification stage. In the classification stage, each feature vector was exposed to some popular classifiers. Five-fold cross-validation was applied, in which the classifier learned based on the training set for each fold. After that, the testing set is applied to the learned classifier to evaluate the performance based on the average of the five split results.
Therefore, the main contributions of this paper can be summarized as follows: 1) Proposed a new approach for Arabic handwritten character recognition.
2) The proposed model combines the Whale optimization algorithm with NRS for performing the feature selection work. 3) Evaluated the performance of the proposed model using the CENPARMI dataset. The organization of this paper is as follows: Section II presents the preliminaries of the rough set, neighborhood rough set, and the whale optimization algorithm. The proposed approach is given in Section III. The experimental results are given in Section IV. Finally, the conclusions and research directions for future work are presented in Section V.
II. PRELIMINARIES A. ROUGH SETS
This section introduces the mathematical formulation of Rough sets (RS). First, assume the system S =< U , A, V , f > where, U = {u 1 , . . . , u n } and A represent the instances and features, respectively [22] . Further, V = a∈A V a , and V a is a vector comprised of the respective values of the a-th feature. In addition, f :U ×A→V is the information function used to find the relationship between U and A.
The main step in using the RS is to find the indiscernibility relation, with a mathematical definition given by the following equation:
where B ∈ A is a subset of the features. If two instances belong to IN (B), then these instances are indiscernible with respect to B. The groups of IN (B) can be formulated as:
, then w and z are indiscernible by the features of B. Assuming that X ⊆ U , the upper and lower approximations of X are defined as:
where [·] B represent the equivalence classes of the B-indiscernibility relation. Then, the positive region POS can be formulated as:
where C represents the condition features and d is the decision feature [23] . The degree of dependency γ C (d) is applied to determine the reduced set and is computed using the following equation [11] :
In this study, γ C (d) is used to represent the fitness function to assess the solutions. VOLUME 8, 2020
B. NEIGHBORHOOD ROUGH SETS
The mathematical definition of Neighborhood Rough Sets (NRS) is illustrated in this section. In general, the neighborhood P (z i ) of z i is based on the threshold , which is defined as [11] :
In Equation (7), P⊆C and represents the distance. Considering the metric space <U , P (z i ) >, then the set of neighborhood granules { P (z i ) |z i ∈U } covers the universal space, rather than partitioning it in the manner used in RS.
Considering that < U , N > is the neighborhood approximation space and its lower and upper approximations of Z ⊂U , are formulated as:
Swarm intelligence has been applied to several machine learning problems in medical fields [18] , [19] , biology [20] , and drug design [21] . In [17] , the authors presented the basic steps of the whale optimization algorithm, which emulates the social behavior of whales when hunting prey. This behavior can be performed either through encircling or the bubble-net method. Whales update their locations when encircling, according to the best position W * as in [17] :
where W (t) represents the location of a whale, Dis represents the distance between W and W * , and A W and S W are coefficient vectors, which are determined as follows:
where r and s are random values (note that the value of s decreases with each iteration from 2 to 0). The behavior of a bubble-net is emulated through two methods: 1) Shrinking encircling. 2) A Spiral. In the shrinking encircling process, the parameter s decreases from 2 to 0. Simultaneously, S W is decreased. Meanwhile, in the spiral method, the location of the whale is updated using its helix-shaped movement around W * as:
where b represents a constant that defines the logarithmic spiral shape and l ∈ [−1, 1] represents a random number. represents element-wise multiplication. These whales have the ability simultaneously swim around the prey in a long a spiral-shaped path, approximated by a shrinking circle. where ECS = e bl cos(2π l) and the random number pr∈[0, 1] is the selection probability (which chooses either the spiral model or the shrinking encircling mechanism).
In addition, the whales can randomly search for W * , therefore, their positions are updated by selecting a random whale W r :
III. THE PROPOSED APPROACH
The framework of the proposed approach is given in Fig. 1 , which consists of four stages, preprocessing, feature extraction, feature selection, and classification. The details of these four stages are given in the following subsections.
A. PREPROCESSING STAGE
In this stage, the binarization method is employed, which was proposed by Otsu [25] and used in [24] . Further, some noise removal techniques from our previous work [26] were applied in this work, which include dilation and median filtering. The main purpose of this stage is to enhance the character images, which implies the removal of non-informative pixels. These tasks can be vital for better classification, as demonstrated in our previous works [4] , [26] .
B. FEATURE EXTRACTION STAGE
Several types of features were extracted; each of them represents aspects of Arabic characters. This is vital also to solve some vexing problems, like those involving identical or nearly-identical shapes of different characters. Further, this approach addresses differences in the shape of the same character. Thus, we adopted some types of features that were used before in our previous work [26] , which consist of main body features and secondary features. The extracted features include: 1) Gradient features. Gradient features are direction-based features, which imposes the decomposition into two components by determining the number of directions. Each pixel measures the change in intensity of the same point in the original image in a given direction. Gradient images can be created by convolution with a filter, such as the Sobel filter [27] or Prewitt operator [28] .
For each pixel I(x,y), strength and direction of the gradient can be calculated as follows: Strength:
Direction:
where θ is 0 for a vertical edge, which is lighter on the right-hand side. The Sobel operator can be used for computing a gradient, so there are two masks for computing the horizontal (g x ) and vertical gradient (g y ) components, which can be calculated by:
2) Vertical horizontal projection features. A projection is the transformation of a shape's points in one plane onto another plane; this can be performed by connecting the corresponding points on the two planes. The projection of a vector a onto a vector b is given by:
where a.u is the dot product, and the length of this projection is given by: 3) Vertical and horizontal diagonal projection features.
To obtain a vector d with components from the diagonal of A, the following approach is used:
where e i is the i-th unit vector of the standard basis. 4) Other types of features. Based on the recommendations of the literature [26] , we decided to adopt more convenient features for OCR systems. These are the height to width ratio of a character, the number of holes of a character, and the number/position of secondaries. Finally, we perform feature vector normalization, where the ''min-max normalization'' method is used [33] .
C. FEATURE SELECTION STAGE
The main purpose of this stage is to select the most appropriate features. This must be performed by excluding inappropriate features. In this stage, a modified version of the WOA is presented to choose the relevant features from the entire feature set. The search domain is represented as an n-dimensional Boolean space and the NRS is used as a fitness function. Therefore, this approach is called the Binary Whale Optimization Algorithm-Neighborhood Rough Set (BWOA-NRS). The output of the BWOA-NRS method is a binary solution, where the features, corresponding to values of 1, are considered the relevant features, while other features are irrelevant features, so they are kept at the initial zero values and ignored.
The BWOA-NRS approach generates a random location for N whales (W i , i = 1, 2, . . . , N ), which represents a solution for the given problem. Then each solution is converted into binary solutions based on a random value (ε), as in the following equation: Fig. 2 represents the mechanism of the feature selection stage in BWOA-NRS.
Thereafter, the current whale location (solution) is evaluated through computing the fitness function, which is defined as:
where γ W i (d) is defined in (6), where the lower approximation of the NRS is used instead the RS and |W i | is the number of selected features from the total number of features N F . α represents a random variable that strikes a balance between the degree of dependency and |W i |. For each value of decreasing a from 2 to 0, the solution is updated based on the value of the probability p.
Algorithm 1 BWO-NRS Algorithm 1: Input: Dim, the dimension of each whale, the feature vector, 2: Determine the number of whales N , and the maximum number iterations t max 3: t = 1 the current iteration 4: Compute the fitness function F(W i ), ∀i. 5: Determine the global best fitness function value 6: Determine the best position 7: while t < t max do 8: for each integer decrement of a from 2 to 0 do 9: for each W i do 10: Update A, S and the selection probability pr. 11: if pr < 0.5 then 12: Update the current W i , as in Equation (14) 13: else 14: if |A| < 0.5 then 15: Update the current W i , as in Equations (10)-(11) 16: else 17: Update the current W i , as in Equations Eq. (17)- (18) 18: t = t + 1 19: Output: The best position If the value of p is less than 0.5, then equation (14) is used, otherwise, based on the value of |A|, equations (17)-(18) are used if |A| ≥ 0.5 or equations (10)-(11) are used if |A| < 0.5. The global best fitness and the best solution are updated at each iteration. This process is performed until the stopping criterion is reached. We present the steps of the BWOA-NRS algorithm in Algorithm 1. Table 3 shows the number and percentage of features before and after applying the proposed feature selection approach.
D. CLASSIFICATION STAGE
In this stage, the dataset is divided internally into training and testing sets, where the training set is used to learn the classifier, which updates its weights and parameters. While the testing set is used to evaluate the performance of the learned classifier. The testing mechanism was measured by performing the classification job on the produced feature sets from the BWOA-NRS algorithm (25 rounds represents 25 feature sets). Several experiments were performed after applying the BWOA-NRS algorithm. Classification work was performed using well-known classifiers, such as K-nearest neighborhood (KNN) [61] , multilayer perceptron (MLP) [40] , support vector machine (SVM) [41] and linear discriminant analysis (LDA) [42] . These classifiers showed advantages compared to others in relevant image classification works [3] , [5] , [29] , [30] and in other machine learning works [4] , [31] .
The steps of the proposed model are given in Algorithm 2.
Algorithm 2 Proposed Approach
1: Input character image. 2: Put the initial value for the set of all extracted features (EX F ) from the images to ∅. 3: for each image do 4: Convert the current image to binary form using the preprocessing stage.
5:
Extract the Feature EF I from the binary image. 6: EX F = [EX F ; EF I ]. 7: select the relevant features from EX F using BWO-NRS method. 8: Classification with KNN/RF/LDA 9: Output: Selected features, model performance
IV. EXPERIMENTAL RESULTS
The proposed approach was implemented in MATLAB with preprocessing, feature extraction, and feature selection by the BWOA-NRS algorithm, while classification was performed using Python. The proposed algorithm is compared with other algorithms where the parameter value of each algorithm is given in Table 4 . In addition, there are common parameters between the algorithms, such as the total number of iterations and population size. To determine the suitable value for these parameters, several experiments have been executed. It has been found that the performance improves with an increasing the number of solutions. However, finding more solutions requires more computational time and we observed that when the number of solutions set to 5, the proposed model achieves good results in a short time. Moreover, the same observation is noticed for simulations when the total number of iterations is set to 100. 
A. DATASET
To validate the proposed BWOA-NRS approach, we apply it on the CENPARMI dataset [34] , which is published by Concordia University in Canada. This dataset contains the handwritten Arabic alphabet, composed by hundreds of writers with a very wide variety of shapes and styles to generate many variations of Arabic characters. In this work, we select from the dataset the 28 basic characters and ignored the 4 Farsi characters, which are rarely used in modern life. Some characters from the dataset are shown in Table 5 . As seen in Table 5 , the dataset is very challenging; each character's appearance is totally changed based on dot style and also changes depending on whether or not it is connected to the main shape. The shape of a character also changes based on personal writing style. All of these factors make classification very challenging.
B. PERFORMANCE MEASURE
The performance of the proposed approach was validated using accuracy,recall, precision and F1 as defined in Equations (30:33) :
Recall(sensitivity) = TP TP + FN (31)
where TP represents the true positive samples, TN represents the true negative samples, FP represents the false positive samples, and FN represents the false-negative samples. 
C. RESULTS AND DISCUSSION
The extracted feature set from the feature extraction stage is a relatively large feature matrix, as it contains 717 features, so we apply our hybrid approach (BWOA-NRS) to select the most relevant features. BWOA-NRS works randomly, so it produces varied feature sets. The size of the produced feature sets is varied from 261 to 573, which means a minimizing capacity around of 2 times. Figures 3-6 represent the performance of the proposed BWOA-NRS approach for 25 runs. Each produced a set of feature sets (25 feature sets) that was tested by using KNN [61] , MLP [40] , SVM [41] , and LDA [42] . For all classifiers, the same parameters were used in all runs, and a five-fold cross-validation approach was applied during the classification phase. It was observed that the performance of the proposed approach is acceptable. The highest recognition accuracy was achieved by LDA, which means that it is able to correctly classify 96% of the testing samples. LDA and SVM have an advantage over KNN and MLP. Even the lowest classification accuracy by LDA was (91%), which is considered quite high for handwritten Arabic characters. This means that the proposed BWOA-NRS approach is highly capable of extracting the most efficient features that can lead to better classification with the smallest number of features. Additionally, in most cases, it can be observed that there is a positive relationship between the number of features and the classification accuracy, so the more features extracted, the better the performance of the proposed approach. However, in some cases, some selected feature sets achieve a lower accuracy, in particular with a feature vector with a size of 567 for both SVM and LDA. Full performance measure details including all used classifiers and classification metrics are shown in Table 6 .
1) COMPARISON WITH OTHER FEATURE SELECTION ALGORITHMS
The proposed BWOA-NRS approach is also compared with other well-known and very recent feature selection algorithms, such as the Artificial Bee Colony (ABC) [35] , Sine Cosine Algorithm (SCA) [36] , Grey Wolf Optimization (GWO) [37] , Ant Lion Optimization (ALO) [38] , and the Salp Swarm Algorithm (SSA) [39] .
This comparison is shown in Table 7 , where all optimization algorithms depend on NRS as the objective function. Each of the optimization algorithms also produced several feature sets, and only the best performance for each is presented in this table. Table 7 shows that the BWOA-NRS algorithm achieves equal or better classification accuracy compared to the other feature selection methods. Moreover, the BWOA-NRS approach achieves the classification task in the smallest amount of time. Except SSA and ALO with some classifiers, but it outcomes also ALO in the average consumption time. LDA has remarkable success relative to the other classifiers in the smallest amount of time, for all experiments. For this task, KNN obtained the lowest performance for all optimizers.
It is obvious that the proposed approach is more robust than the other feature selection algorithms (such as ABC, GWO, SSA, SCA, and ALO). Generally, the Whale Optimization Algorithm (WOA) performs successfully, with a good balance between both exploitation and exploration, while other feature selection algorithms still suffer from premature convergence when they become stuck at a local optimal value. This research also confirms that the Neighborhood Rough Set itself is a powerful feature selection algorithm.
2) COMPARISON WITH DEEP NEURAL NETWORKS (DNN)
In this subsection, we compare the efficiency of the proposed BWOA-NRS approach to deep neural networks like VGGnet [43] , Resnet [44] , Nasnet [45] , Mobilenet [46] , Inception [48] , and Xception [47] . Since DNNs have demonstrated advantages in machine learning, especially in image classification tasks, DNNs have been employed in many recent studies for domain-specific tasks. A comparison between the BWOA-NRS algorithm and a DNN is shown in Table 8 .
From Table 8 it can be observed that the DNN achieves high recognition accuracy in most cases, but still underperforms the proposed approach (with accurate classifications of 91% and 93% compared to 96%). Additionally, DNNs produce huge feature matrices (some of them are 3000 times larger than ours), which can be inefficient in terms of time and memory resources consumption. For example, some of the DNNs require about 800 times more memory than our proposed approach, wasting time, training effort, and memory resources. Table 8 also emphasizes that classic machine learning approaches, which imply handcrafted feature extraction and selection methods, are still able to provide a more broadly robust and efficient solution for current machine learning tasks than deep neural networks.
3) COMPARISON WITH RELEVANT WORKS
This section provides a comparison with relevant works that have tackled the notably difficult task of classifying handwritten Arabic characters. Table 9 shows the most recent works on the CENPARMI dataset and other manually-created Arabic handwritten datasets.
From Table 9 , the proposed BWOA-NRS approach outperforms all other works in both performance and time consumption. The performance of our approach is better than other algorithms by about 5%. Our approach also overcomes other works in terms of the time consumption, which means reduced memory and processor burdens. Other successful works, such as [4] and [3] , also applied other feature selection algorithms such as Particle Swarm Optimization (PSO), and the Bat Algorithm (BA) (with the same classifier) and the Random Forest (RF), which indicates that using an appropriate optimization algorithm can lead to a successful OCR model. When building a machine learning approach, it is necessary to narrow down the features because this both improves the processing time and the overall high performance.
It should be emphasized that building a character recognition model is a challenging task, especially for Arabic characters. Arabic characters have varieties of drawing styles for a particular character, which, in turn may have a shape that is similar to that of other characters, as mentioned earlier in Table 1 . Finally, building a model with 28 classes (the number of basic Arabic alphabetic characters) is a difficult task for any machine learning model.
4) FAILURE CASES ANALYSIS
To investigate our model's behavior, we tested the misclassified characters. With the proposed approach, there are some misclassified characters (failure cases), as can be seen in Table 10 .
In Table 10 , the first column shows the character's name, the second column presents the model's input character image, the third column shows the predicted character class, and the last column presents the classification confidence of the model. In the first failure case, the input character is ''Alif'', which is classified as the ''Raa'' character with a high confidence level of 89%. Actually, in some writing styles, both look identical, even for Arabic natives, as shown in the second and the third columns. In the second case, although the ''Alif'' character is written properly, the secondary component, which is called ''Hamza,'' is linked to the main character's shape, which changes the character's general appearance. Accordingly, this makes it looks like the character ''Meem'' in the third column. In the third case, the ''Ayn'' character was misclassified as ''Meem'' because they have the same shape, especially in the lower part. The third column shows a sample image of a ''Meem'' character taken from the CENPARMI dataset, which we used to perform our experiment. In the fourth case, the ''Ayn'' character does not seem to be written professionally (or whiten by a non-native), so it looks different than the ''Ayn'' character in real-life writing, thus it looks more similar to the ''Meem'' character.
The only current advantage of humans over a computer-based OCR system is that those confusing characters can be recognized by understanding the meaning of their context. However, the proposed method still has some limitations, particularly that it works only with the basic Arabic Alphabetic characters, ignoring the 4 characters which are rarely used. Also, the current applications requiring the recognition of handwritten Arabic characters are very limited and not widely used because the Arabic language is not supported in many systems and needs further support from governments and national institutions.
V. CONCLUSION AND FUTURE WORK
In this paper, a hybrid approach based on the Binary Whale Optimization Algorithm with the Neighborhood Rough Set (BWOA-NRS) was proposed for handwritten Arabic character recognition. The main purpose of this paper is to build a hybrid approach that can select sufficient features that improve the performance of handwritten Arabic characters in the smallest amount of time with a low memory footprint. The results show that the BWOA-NRS approach can select the most appropriate features, which demonstrably improves the classification performance. The results were compared to the most recent feature selection algorithms such as ABC, SCA, GWA, ALO, and SSA, it can be observed that the BWOA-NRS algorithm outperforms other approaches based on swarm techniques. Further, by comparing the proposed approach with deep neural networks (i.e., VGGnet, Resnet, Nasnet, Mobilenet, Inception, and Xception) the proposed model demonstrated the highest recognition rate while requiring very little time or memory compared to the DNNs. Thereafter, studying some failure cases, it was ascertained that some of these cases are confusing for Arabic natives, and can only be recognized correctly by understanding the context. Encouraged by the achieved results, this work can be extended in the near future to automating the mailing systems by extracting and digitizing addresses from envelopes or houses.
