Abstract-This paper exploits a special class of space-time codes in which linearly transformed versions of a given data sequence are transmitted from multiple antennas. Several recently proposed codes, including space-time block codes, are members of this class. The redundancy introduced by the transformations imposes structure on the received data that under certain conditions can be exploited for direct blind (and semi-blind) estimation of a linear zero-forcing receiver that recovers the original data sequence. If the transmitted symbols are constant modulus, the space-time code structure can be exploited by the Analytic Constant Modulus (ACM) algorithm to simplify the separation of multiple co-channel users. If each user employs a different code or only one user is present, the ACM joint diagonalization step can be eliminated even though multiple constant modulus data streams are received.
I. INTRODUCTION
The throughput and diversity gains of systems employing multiple antennas on both ends of a wireless communication link can often only be exploited once the multiple-input multiple-output (MIMO) channel separating the transmitter and receiver has been identified. While training data can be used to estimate the channel, this approach consumes precious bandwidth and reduces throughput. The large body of previous research on blind multiuser, multichannel estimation and equalization is applicable to the MIMO problem, since the data broadcast from different transmit antennas can be thought of as data from different users. However, only recently have techniques appeared that exploit the structure built into space-time encoded signals. Many of these techniques have focused on the special structure of the so-called space-time block codes (STBC) described in [1] , [2] , [3] , or generalizations thereof. Examples of methods that exploit STBC for blind and semiblind channel estimation include [4] , [5] , [6] , [7] . Subspacebased approaches have been presented for modulation-induced coding in [8] , [9] , [10] and for circulant codes in [11] .
In this paper, a different approach is presented in which a linear receiver is blindly (or semi-blindly) estimated directly from the data by exploiting the structure of certain space-time codes. The basic assumption underlying the proposed algorithm is that the symbols broadcast from the different transmit antennas are linear transformations of one another. This framework is general enough to include the STBCs of [1] , [2] , [3] as well as the specific codes used in [8] , [9] , [12] , [13] , [10] , [11] as special cases. In the noiseless case, this property will cause the zero-forcing receivers for each transmit antenna to be related via linear transformations that, under certain conditions, can be determined directly from the data without knowledge of the channel. This fact is used to derive a deterministic, subspace-based estimator of a single weight vector that recovers the unique information-bearing transmitted sequence. The presence of any known training symbols in the data can also be easily exploited to improve the quality of the receiver estimate.
While the details of the algorithm are presented for the single user flat fading case, extensions to the multiple user case are discussed, along with modifications of the algorithm required when there are more transmit than receive antennas or the channel is rank deficient. When the symbols are constant modulus, the linear space-time code structure discussed above can be combined with that imposed by the Analytic Constant Modulus (ACM) algorithm [14] to improve performance. In the single user case, or when multiple users employ different space-time codes, the ACM joint diagonalization step can be eliminated in estimating the linear receiver, which considerably simplifies the algorithm. and that is full rank, but these assumptions will be relaxed in Section IV, as will the restriction to the single-user case.
Let the (2) and (4) provide a general framework that encompasses many types of popular space-time codes:
where t R i ndicates an H # i dentity matrix, and
Similar transformations exist for the STBCs with larger values of described in [2] , [3] . Example 2 -The code described in [13] combines the structure of the ¢ © " b STBC together with the use of two "subprecoders" Q a nd . When cast in the framework of (2), this method results iǹ 
denotes the 9 z c olumn of the associated matrix. Example 4 -For the code described in [11] , is circulant and Hankel, so (3) applies with
and chosen to be diagonal. The method of [10] is similar, except it mixes several independent symbol streams together with different coding matrices for each signal and each transmit antenna (i.e., is a sum of the type of single-user signal matrices employed by [8] , [9] ).
As described in the next section, the structure induced by (2) and (4) leads to zero-forcing receivers for each transmit antenna that are related via linear transformations that can be determined directly from the data without knowledge of the channel. In certain cases, this allows construction of a data-derived matrix whose one-dimensional nullspace will, in the noiseless case, contain the weight vector that recovers 
where
. Combining all such equations together for
If (4) holds, then (12) and (17) 
) and hence 6 q Q c an be found from (17) , to within the scalar ambiguity common to all blind equalizers. General conditions under which D ¡ and ¡ have a rank-one nullspace are currently under investigation, but it has been observed via simulation that this property is generically true for the codes in [8] , [9] , [11] described above. One important situation where the property does not hold is for the STBC schemes of [1] , [2] , [3] . This is due to a fundamental ambiguity associated with blind decoding of STBCs, namely that s has exactly the same structure as for any s of the form
Thus, it is impossible to distinguish between and s Q s using only the STBC structure. The ambiguity can be resolved by the insertion of pilot symbols in the data, as was done in [4] . Another approach of course is to appropriately modify the structure of the space-time code, as done for example in [5] , where a different linear precoder is used for even and odd symbols. The resulting modification of` would then lead to a non-degenerate
D ¡
with the desired nullspace dimension. Based on the above discussion, it is clear that the transformation matrices should not be chosen so that` Q 7 © q`7
for some scalar q . However, additional work is needed to determine other more general conditions that guarantee a unique solution.
In the presence of noise, (17) . A similar argument holds for the case of (18). This is the method used in the simulations of Section VI.
B. Semi-Blind Estimation
One advantage of the method described above is that it is a simple matter to incorporate knowledge of any embedded training symbols into the estimate to improve performance. Suppose that¨elements of 
and where ¶ µ @ C ! C ! C r epresent respectively the transmitted signals, channel, and number of transmit antennas for the · h z user. Assume that each user employs space-time coding in the form of (2), with`7
@ C
r epresenting the 9 ¸ z t ransformation for user · . Note that data obeying (22) could also be generated by a single user whose transmit antennas are divided into ¬ g roups, with each group transmitting a different data sequence. Such an approach could be used to trade off diversity for throughput. When ¥ 4
, two separate situations must be considered (if
¥ º ¹
, methods similar to those described below in Section IV-B below must be used):
Case 1 -All users employ different space-time codes. In this situation, no modification of the blind or semi-blind algorithm described above is required, provided that each user's code is "different enough." In the blind case, the linear receiver for user · i s found from the following equation
If all of the users' codes have been appropriately chosen, then
D ¡ C
w ill have a rank-one nullspace and the solution is unique (to within a scalar).
Case 2 -All users employ the same space-time code.
Only one D ¡ matrix may be formed in this case, and it will have a nullspace of dimension ¬ t hat is spanned by
. The nullspace basis could be used to reduce the dimension of the data to ¬ , but additional information would be required to separate the individual user's symbol sequences in a second step, using for example the assumption of constant modulus [14] or finite alphabet signals [15] . An alternative approach is presented in Section V, where it is shown how to exploit space-time codes and the constant modulus assumption simultaneously in a single step algorithm. One exception to the approach outlined for Case 2 occurs when one of the users has more transmit antennas than the others. This user's weight vector can be found using (23), since it will be the only one that satisfies (23) for that particular value of C . If each user transmits linearly independent training data, then the semi-blind approach of Section III-B can be used directly for either of the two cases described above. If 
As before, similar equations can be found for the case where (18) holds.
B. More Transmit Than Receive Antennas
A simple modification of the above algorithm allows spacetime codes of the form in (3) to work in situations where ¥ ¼ ¹ block Sylvester matrix identical in form to those obtained in blind equalization problems [16] . Thus, the same data model is obtained as before, except the number of effective receive antennas has been doubled, while the number of effective transmit antennas has increased by only one. Stacking Ä i £ times and adding the effects of noise leads
where Ç is formed identically to § Å . The new "channel" matrix is guaranteed to be full rank as long as is, and will have at least as many rows as columns provided that
The algorithms of Section III can then be directly applied to § Å rather than §
. Note that, in general, the stacking operation will lead to a noise term Ç that is neither temporally or spatially white, even if was. This can be easily accounted for, however, by prewhitening in both space and time.
C. Rank Deficient Channels
If the channel is rank deficient, i.e., . The transpose of (8) will then be equivalent to a noiseless version of the original model (1) for a case with more transmit than receive antennas (i.e., is fat), and the approach of Section IV-B can be used. Instead of (29), the algorithms are applied to the matrix ) even though the signals from a given user are not independent. The approach presented here uses the relationship of (18) between the weight vectors to reduce the number of solutions to at most ¬ , depending on whether or not the users employ different codes.
In the absence of noise, the CM property is enforced by finding linear receivers that satisfy 
(34) which will generically have only ¬Ø s olutions, one for each user, provided the space-time code is properly designed. As with the ACM algorithm, the individual users' solutions are found by applying the joint diagonalization procedure to the nullspace basis vectors of
. A dimension reduction step (as described in [17] ) is required, however, since the VI. SIMULATION EXAMPLES The first example considers a case with one user, g whose entries were drawn at random from the unit circle, and (3) a random unitary g . Unit-amplitude QPSK symbols were generated for the transmitted signals, and the elements of the channel and noise matrices were zero-mean, circular complex Gaussian random variables, with variances chosen to achieve the desired SNR. In the plots shown, the SNR is defined by 
B Q
a re generated for each trial, and used for each of the three coding algorithms one-at-a-time. A variable number¨of known symbols were assumed to be present, and were used in (21) to estimate the linear receiver for each algorithm. The symbol error rate was then calculated from the resulting estimate of § 6Q
. Figure 1 shows the results of the algorithms as a function of¨for three different SNRs. Note that all three codes have nearly identical performance. The second example is similar to the first, except only the circulant code is implemented, and the ACM approach of Section V is used. Only one training symbol (¨© å £ ) is assumed to be known, and it is only used after the signal estimate is obtained in order to eliminate the scalar ambiguity of the blind estimate. Figure 2 shows the resulting symbol error rate as a function of 
