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Simple dynamics on graphs
Maximilien Gadouleau∗ Adrien Richard†‡
December 8, 2015§
Abstract
Does the interaction graph of a finite dynamical system can force this system to have a
“complex” dynamics ? In other words, given a finite interval of integers A, which are the
signed digraphsG such that every finite dynamical system f : An → An with G as interaction
graph has a “complex” dynamics ? If |A| ≥ 3 we prove that no such signed digraph exists.
More precisely, we prove that for every signed digraph G there exists a system f : An → An
with G as interaction graph that converges toward a unique fixed point in at most ⌊log
2
n⌋+2
steps. The boolean case |A| = 2 is more difficult, and we provide partial answers instead.
We exhibit large classes of unsigned digraphs which admit boolean dynamical systems which
converge toward a unique fixed point in polynomial, linear or constant time.
1 Introduction
Let A = {0, 1, . . . , s} be a finite integer interval, and let n be a positive integer. A finite
dynamical system is a function
f : An → An, x = (x1, . . . , xn) 7→ f(x) = (f1(x), . . . , fn(x)).
If |A| = 2, such a system is called boolean network. Finite dynamical systems, and boolean
networks in particular, have many applications: they have been used to model gene networks
[16, 25, 26, 15], neural networks [17, 14, 7, 8], social interactions [19, 12] and more (see [27, 10]).
The structure of a finite dynamical system f can be represented via its interaction graph
G, which roughly describes the dependencies between the variables of the systems (depending
on the context, this graph is sometimes called dependency graph, influence graph or regulatory
graph). More formally, G is a digraph with vertex set {1, . . . , n} and an arc from j to i if fi(x)
depends on xj. An arc from j to i can also be labeled by a sign indicating whether fi(x) is an
increasing (positive sign), decreasing (negative sign), or non-monotone (zero sign) function of
xj. This is commonly the case when modelling gene networks, since a gene can typically either
activate (positive sign) or inhibit (negative sign) another gene.
In many contexts, as in molecular biology, the interaction graph is known–or at least well
approximated–, while the actual function f is not. A natural and difficult question is then the
following: what can be said on system f : An → An according to its interaction graph only?
Among the many dynamical properties that can be studied, fixed points are crucial because
they represent stable states [21, 27, 8]. As such, they are arguably the property which has been
the most thoroughly studied (see [21, 23, 20, 1, 11, 5] and the references therein).
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In this paper, we are interested in “simple” dynamics, considering that a dynamics is simple
if it describes a fast convergence toward a unique fixed point. Formally, f converges towards
a unique fixed point in k steps if fk is a constant. In that case, we say that f is a nilpotent
function and the minimal k such that fk is a constant is called the class of f . Also, we say that
a signed or unsigned digraph G admits a function f if G is the signed or unsigned version of the
interaction graph of f .
A fundamental result of Robert is the following: if the interaction graph of f : An → An
is acyclic then f is a nilpotent function of class at most n [21]. This shows that “simple”
interaction graphs imply “simple” dynamics. But conversely, does “complex” interaction graphs
imply “complex” dynamics ? More precisely, which are the interaction graphs that can force a
system to have a non simple dynamics? This is the question we study in this paper.
We first study the non-boolean case |A| ≥ 3 in Section 3. Essentially, we show that every
signed digraph G on n vertices admits a nilpotent function f : An → An of class at most
⌊log2 n⌋+ 2. Furthermore, if |A| > 3 then the upper-bound on the class of f can be reduced to
only 2. Hence, in the non-boolean case, we cannot conclude that a system f has a non simple
dynamics from its interaction graph only.
We then study the boolean case |A| = 2 in Section 4, which is more difficult. First, not all
digraphs admit a boolean nilpotent function. The directed cycle is the most simple example,
and it seems very difficult to characterize the digraphs that admit a boolean nilpotent function.
Thus we provide partial answers. We exhibit large classes of unsigned digraphs which admit
boolean dynamical systems which converge toward a unique fixed point in polynomial, linear
or constant time. In particular, we prove that if G has a primitive spanning strict subgraph
then G admits a boolean nilpotent function of class at most n2 − 2n + 3. We also prove that if
G is strongly connected and if the out-neighborhood of some vertex of G induces a non-acyclic
digraph, then G admits a boolean nilpotent function f of class at most 2n − 1. Besides, we
prove that if G is a loop-less connected symmetric digraph with at least three vertices, then G
admits a boolean nilpotent function f of class 3. We have not been able to prove or disprove
the following assertion: there exists a constant c such that, for every digraph G with n vertices,
if G admits a boolean nilpotent function, then G admits a boolean nilpotent function of class
at most cn.
2 Preliminaries
The vertex set of a digraph G is denoted V (G) and its arc set, which is a subset of V (G)×V (G),
is denoted A(G). The in-neighborhood of a vertex v is denoted G(v); this is an non-usual but
very convenient notation for our purpose. Other notations and terminologies on digraphs are
usual and consistent with [2]. Paths and cycles of are always directed, without repetition of
vertices, and seen as subgraphs. The subgraph of G induced by a set of vertices I ⊆ V (G) is
denoted G[I]. If X is an arc, a vertex, a set of arcs, or a set of vertices, then G \ X is the
subgraph obtain from G by removing X or the elements in X. We say that G is strong if G
is strongly connected. A strongly connected component I (strong component for short) of G is
initial if there is no arc (u, v) with u 6∈ I and v ∈ I. If G and G′ are two digraphs, then G ∪G′
is the digraph with vertex set V (G) ∪ V (G′) and arc set A(G) ∪ A(G′). A digraph on a set V
is a digraph with vertex set V . A tree is a digraph in which all the vertices have in-degree one,
excepted one vertex, called the root, which has in-degree zero. A forest is a digraph in which all
the connected components are trees. A loop is an arc from a vertex to itself. A vertex is linear
if it has a unique in-neighbor and a unique out-neighbor.
A signed digraph G consists in a digraph, denoted |G|, together with a map that labels each
arc of |G| by a positive, negative or null sign. We say that an arc is signed if it is positive
or negative, and unsigned otherwise. The digraph obtained from G by keeping only positive
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arcs is denoted G+. We define similarly G− and G0. The digraph obtained by keeping only
signed arcs is denoted G± (thus G± = G+ ∪G−). A cycle of G is positive (resp. negative) if it
contains an unsigned arc or an even (resp. odd) number of negative arcs. In the following, all
graph-theoretic concepts that do not involve signs are applied on G or |G| indifferently.
Let A be a finite interval of integers, let n be a positive integer and [n] = {1, . . . , n}. A
function over A is a map f : An → An. A function over {0, 1} is a boolean function. As
usual, for all k ∈ N we set fk = id if k = 0 and fk = f ◦ fk−1 otherwise. If f is any
function, we write f = cst to mean that f is a constant. In the following, functions are often
defined using conjunctions (∧) disjunctions (∨) and exclusive disjunctions (⊕). If I ⊆ [n] and
x ∈ {0, 1}I then, by convention, ∨i∈Ixi = ⊕i∈Ixi = 0 and ∧i∈Ixi = 1 if I is empty, and
∨i∈Ixi = ⊕i∈Ixi = ∧i∈Ixi = xi if I = {i}.
Definition 1. A function f over A is nilpotent if there exists k ∈ N such that fk is constant.
If f is nilpotent, then the smallest k such that fk is a constant is the class of f .
Definition 2. The interaction graph of a function f over A is the signed digraph G(f) on [n]
with arcs defined as follows: for all j, i ∈ [n], there is an arc (j, i) if fi(a) 6= fi(b) for some
a, b ∈ An such that aj < bj and ak = bk for all k 6= j; and an arc (j, i) is positive if fi(a) ≤ fi(b)
for all such a and b, negative if fi(a) ≥ fi(b) for all such a and b, and null otherwise.
Hence, G(f) has an arc (j, i) if and only if fi(x) depends essentially on xj, and the sign
of an arc (i, j) is positive (resp. negative) if an only if for every fixed xk, k 6= j, fi(x) is a
non-decreasing (resp. non-increasing) function of xj.
Definition 3. Let G be a signed digraph and let f be a function over A. If G(f) = G then we
say that G admits f and that f is a G-function. Similarly, if |G(f)| = |G| then we say that |G|
admits f and that f is a |G|-function.
Given a signed or unsigned digraph G, we are interested in the existence of a nilpotent
G-function. According to the following proposition, it makes sense to focus on the minimal
alphabet size for which such a function exists.
Proposition 1. Let A and B be two finite intervals of integers with A ⊆ B. If a signed digraph
admits a nilpotent function of class k over A then it admits a nilpotent function of class k over B.
Proof. Let G be a signed graph and let f be a nilpotent G-function of class k over A. For all
x ∈ Bn, let x˜ be the point of An that minimizes the Manhattan distance d(x, x˜) =
∑
i |xi − x˜i|.
Let f˜ : Bn → Bn be defined by f˜(x) = f(x˜) for all x ∈ Bn. Then the following three properties
are easily checked: f˜ is a G-function; if fk+1 = fk then f˜k+1 = f˜k; and if fk is a constant, then
so is f˜k.
Besides, it is easy to see that every signed digraph G admits a function f over {0, 1, 2}.
However, some signed digraphs admit no boolean functions (this is a first qualitative difference
between boolean and non-boolean alphabets). They are characterized below.
Proposition 2 ([18]). A signed digraph G admits a boolean function if and only if |G+(i)| +
|G−(i)| ≥ 2 for every vertex i such that |G0(i)| = 1.
The following proposition shows that a signed digraph G admits a non-boolean nilpotent
function if and only if all the initial strong components of G do. In the boolean case, this is no
longer true: additional hypotheses on signs are needed.
Proposition 3. Let A be an integer interval and let G be a signed digraph. If G admits a
nilpotent function over the alphabet A then all its initial strong components do, and the converse
is true if |A| ≥ 3 or if |A| = 2 and all the unsigned arcs of G are inside the initial strong
components.
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Proof. Let f be a nilpotent G-function over A, and suppose that I is an initial strong component
of G. It is easy to see that if f is a nilpotent G-function over A, then the “restriction” of f
to I, i.e. the function f˜ : AI → AI defined by f˜(xI) = f(x)I for all x ∈ A
n, is a nilpotent
G[I]-function. This proves the first assertion.
For the converse, suppose that A = {0, 1, . . . , s}, and let I be the set of vertices that belong
to an initial strong component of G (thus I is no longer an initial strong component but the
union of the initial strong components). If each initial strong component admits a nilpotent
function over A, then G[I] admits a nilpotent function f˜ over A. Let α˜ ∈ AI be such that
f˜ r = cst = α˜ for some r. We will define a nilpotent G-function over A by “extending” f˜ .
Let T be a spanning forest of G (i.e T is both a forest and a spanning subgraph of G) such
that each root of T belongs to I (to get such a T we can, for instance: consider the graph G′
obtained from G by adding a new vertex v and an arc from v to each vertex in I; consider the
spanning tree T ′ of G′ obtained with a breadth-first-search starting from v; and set T = T ′ \ v).
In this way, every vertex i /∈ I has thus a unique in-neighbor in T , denoted as i∗. For all i ∈ [n],
we denote by ρ(i) the minimal length of a path of T from I to i (thus ρ(i) = 0 if and only if
i ∈ I, and ρ(i∗) < ρ(i) for all i 6∈ I). Let α ∈ An be defined inductively as follows: for all i such
that ρ(i) = 0, we set αi = α˜i; and for all i with ρ(i) > 0 we set
• αi = 0 if αi∗ = 0 and i
∗ ∈ G+(i), or αi∗ > 0 and i
∗ ∈ G−(i), or αi∗ 6= 1 and i
∗ ∈ G0(i),
• αi = 1 otherwise.
Consider the function f : An → An defined by:
• for all i ∈ I, fi(x) = f˜i(xI),
• for all i /∈ I such that αi = 0,
fi(x) =
( ∧
j∈G+(i)
1{xj ≥ 1}
)
∧
( ∧
j∈G−(i)
1{xj = 0}
)
∧
( ∧
j∈G0(i)
1{xj = 1}
)
(1)
• for all i /∈ I such that αi = 1,
fi(x) =
( ∨
j∈G+(i)
1{xj ≥ 1}
)
∧
( ∨
j∈G−(i)
1{xj = 0}
)
∧
( ∨
j∈G0(i)
1{xj 6= 1}
)
.
Clearly, f is a G-function if s > 1 or if s = 1 and all the unsigned arcs are in G[I]. Also,
it is straightforward to prove, by induction on ρ(i), that f
r+ρ(i)+k
i (x) = αi for all k ≥ 0, and
consequently, f r+p = cst = α, where p = maxi∈[n] ρ(i). This proves the proposition.
Remark 1. If |A| = 2 the additional condition on unsigned arcs is necessary, because some
signed digraphs admit no boolean nilpotent functions while their initial strong components do.
This is for instance the case with the following signed digraph G. Let f be any boolean G-function.
2
1
3 4
0
+
+ +
+
Since vertex 1 has no in-neighbor, we have f1 = cst = α (thus the unique initial component
trivially admits a boolean nilpotent function of class one). Also, we have necessarily f3(x) =
f4(x) = x2. Then, an analysis by cases shows that there are only two possibilities for f2:
f2(x) = (x1 ∧ x3) ∨ (x1 ∧ x4) or f2(x) = (x1 ∧ x4) ∨ (x1 ∧ x3)
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In the first case, for all k ≥ 2 we have fk2 (x) = f
k−1
3 (x) = f
k−2
2 (x) if α = 0, and f
k
2 (x) =
fk−14 (x) = f
k−2
2 (x) otherwise. So f
k
2 = f
k−2
2 for all k ≥ 2, and we arrive to the same conclusion
in the second case. Thus for every odd k we have fk2 = f2 6= cst. So G admits no boolean
nilpotent function.
Remark 2. We deduce from the previous proposition that a digraph G admits a boolean nilpotent
function if and only if all its initial strong components do.
3 Non-boolean nilpotent functions on signed digraphs
Over an alphabet of size four, the question of the existence of nilpotent functions and their
minimal class is easy.
Proposition 4. Every signed digraph admits a nilpotent function over {0, 1, 2, 3} of class at
most 2.
Proof. Let G be a signed digraph on [n] and let f : {0, 1, 2, 3}n → {0, 1, 2, 3}n be defined by:
fi(x) =
( ∧
j∈G+(i)
1{xj ≥ 2}
)
∧
( ∧
j∈G−(i)
1{xj < 2}
)
∧
( ∧
j∈G0(i)
1{xj = 2}
)
It is easy to check that f is a G-function. Let α ∈ {0, 1}n be defined as follows: for all i ∈ [n],
αi = 0 if G
+(i) ∪G0(i) 6= ∅ and αi = 1 otherwise. Then, for all x ∈ {0, 1}
n, we have f(x) = α,
and since f(x) ∈ {0, 1}n for all x ∈ {0, 1, 2, 3}n we deduce that f2(x) = α.
The first interesting case is thus the alphabet with three letters. Let us define a balanced tree
as a signed tree T in which there is at least one signed arc and at least one unsigned arc starting
from each inner vertex of T . In a rooted tree, the depth of a vertex is the number of arcs in the
path from the root to the vertex (thus the root has depth zero). The depth of a rooted tree is
the maximal depth among its vertices. A rooted tree is perfect is all its leaves have the same
depth (thus a perfect binary tree with of depth d has 2d+1 − 1 vertices).
Below, we prove that every signed digraph admit a nilpotent function over {0, 1, 2} of loga-
rithmic class. The proof is based on a decomposition of G into balanced trees. The construction
of the nilpotent G-function f follows this decomposition, and the class of f roughly corresponds
to the maximum depth of a tree in this decomposition. In the following, logarithms are always
in base two.
Theorem 1. Every signed digraph admits a nilpotent function over {0, 1, 2} of class at most
⌊log n⌋+ 2.
Proof. Let G be a signed digraph on [n]. We first consider two special cases. Firstly, the case
where n = 1 is straightforward. Secondly, suppose that G is acyclic and contains a perfect
binary tree T of depth d as a spanning subgraph, with the possible addition of a loop on the
root r. Let f be any G-function such that f2r (x) = cst. Since fr is either a constant or depends
on xr only, such a G-function exists by the first case. Let ρ(i) the depth of each vertex i in T .
By a straightforward induction on ρ(i), we have f
ρ(i)+2
i (x) = cst for all i ∈ [n]. Thus f is a
nilpotent G-function over {0, 1, 2} of class at most maxi∈[n] ρ(i) + 2 = d+ 2 ≤ ⌊log n⌋+ 2.
We assume that G does not fall in either of the special cases treated above. The proof is a
construction involving the following objects.
1. Let H be a maximal subgraph of G that consists in a union of disjoint cycles, let G′ be
the acyclic subgraph of G obtained by removing all the arcs (i, j) with j ∈ V (H), and let
R be the set of sources of G′ (that is, the sources of G plus the vertices of H).
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r1 r2 r3
• • • • •
• • r6 r7
r5 • • • r8
+
−
+ 0 0 − 0 + −
+ 0 −
+
+ + + − −
+
+ − + − 0 0 + +
+
+
−
−
−
Figure 1: An example of decomposition T . The thick arcs are those that belong to T . H consists
in the cycle of length two between r1 and r2, and r3 is the unique source, so that R = {r1, r2, r3}.
Thus p = 3 and q = 8. The balanced trees T2, T5, T7 and T8 are reduced to a single vertex.
2. Let r1, . . . , rp be an enumeration of R, and let T1, . . . , Tp be a sequence of balanced trees
constructed in the following way:
• T1 is a maximal balanced tree with root r1 contained in G
′,
• for 1 < k ≤ p, Tk is a maximal balanced tree with root rk contained in G
′ \ (T1 ∪T2∪
· · · ∪ Tk−1).
If G is not spanned by T1 ∪ · · · ∪ Tp, then let Tp+1, . . . , Tq be an additional sequence of be
a balanced trees such that:
• for p < k ≤ q, Tk is a maximal balanced tree contained in G
′ \ (T1 ∪ T2 ∪ · · · ∪ Tk−1)
such that G′ has an arc from a vertex ℓk in T1 ∪ T2 ∪ · · · ∪ Tk−1 to the root rk of Tk,
• G is spanned by T = T1 ∪ · · · ∪ Tp ∪ Tp+1 ∪ · · · ∪ Tq.
See Figure 1 for an illustration.
3. Every vertex i that is not a source of T has a unique in-neighbor in T that we denote as i−.
Also, every vertex i in H has a unique in-neighbor, that we denote as i−, and a unique
out-neighbor, that we denote as i+. If i = rk for some p < k ≤ q, then we set i
− = ℓk. In
this way, i− is well defined for every vertex i of G that is not a source of G.
4. For every vertex i, let Pi be a path of T of minimal length from i to a leaf of T , and let
σi be the out-neighbor of i in Pi.
5. For all k ≥ 0, we denote by Mk the set of vertices i with depth k in T . Thus, M0 contains
exactly the roots r1, . . . , rq, and if i ∈ Mk with k > 0 then i
− ∈ Mk−1. We define the
labeling function ρ : V (T )→ N as follows:
• for all i ∈M0, ρ(i) = 0,
• for all k > 0 and i ∈ Mk, if (i
−, i) and (i−, σi−) are both unsigned or both signed
then ρ(i) = ρ(i−) + 1, and otherwise ρ(i) = 0.
6. Let α ∈ {1, 2}n be defined by:
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• if i is a source of G then αi = 1,
• if i is a vertex of H then αi = 2 if and only if (i, i
+) is unsigned,
• if i is a leaf of T \R then αi = 2 if and only if i = ℓk ∈ G
0(rk) for some p < k ≤ q,
• if i is not a leaf of T \R then αi = 2 if and only if T has a signed arc (i, j) with ρ(i) <
ρ(j).
7. Let S be the set of vertices i with the following properties: ρ(i) = 0, i is not a source of
G, and either (i−, i) is signed and αi− = 2 or (i
−, i) is unsigned and αi− = 1. Note that
S ∩R = ∅.
8. Note that if ρ(i) > 0 then ρ(i) = ρ(i−) + 1 and this property allows to define β ∈ {0, 1}n
inductively as follows:
• if ρ(i) = 0 and i 6∈ S then βi = 0 if and only if i is a source of G or (i
−, i) is positive,
• if ρ(i) > 0 or ρ(i) = 0 and i ∈ S, then βi = 0 if and only if one of the following
conditions is satisfied: (i−, i) is positive and αi−βi− < 2; (i
−, i) is negative and
αi−βi− = 2; (i
−, i) is unsigned and αi−βi− 6= 1.
9. Finally, let f : {0, 1, 2}n → {0, 1, 2}n be defined as follows: for all i ∈ [n],
• if i is a source of G then fi(x) = 0,
• if i is not a source of G and βi = 0 then
fi(x) = αi

( ∧
j∈G+(i)
1{xj = 2}
)
∧
( ∧
j∈G−(i)
1{xj < 2}
)
∧
( ∧
j∈G0(i)
1{xj = 1}
) ,
• if i is not a source of G and βi = 1 then
fi(x) = αi

( ∨
j∈G+(i)
1{xj = 2}
)
∨
( ∨
j∈G−(i)
1{xj < 2}
)
∨
( ∨
j∈G0(i)
1{xj 6= 1}
) .
It is easy to see that f is a G-function, and we will prove that f is a nilpotent function of
class at most ⌊log n⌋+ 2.
Claim 1. f is a nilpotent function of class at most maxi∈[n] ρ(i) + 3.
Subproof. Actually, we will prove that for all i ∈ [n], x ∈ {0, 1, 2}n and k ∈ N,
f
ρ(i)+3+k
i (x) = αiβi.
We proceed by induction on ρ(i).
Case ρ(i) = 0 and i /∈ S. We prove f2+ki (x) = αiβi which is stronger. If i is a source of G
then βi = 0 and fi(x) = 0 = αiβi for all x. If i is not a source of G then we have three cases:
1. If (i−, i) is unsigned then βi = 1 and since i 6∈ S, αi− = 2. Thus fi−(x) ∈ {0, 2} and
xi− 6= 1⇒ fi(x) = αi thus f
2+k
i (x) = αiβi.
2. If (i−, i) is positive then βi = 0 and since i 6∈ S, αi− = 1. Thus fi−(x) ∈ {0, 1} and
xi− < 2⇒ fi(x) = 0, and we deduce that f
2+k
i (x) = 0 = αiβi.
3. If (i−, i) is negative then βi = 1 and since i 6∈ S, αi− = 1. Thus fi−(x) ∈ {0, 1} and
xi− < 2⇒ fi(x) = αi thus f
2+k
i (x) = αiβi.
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In any case, f2+ki (x) = αiβi.
Case i ∈ S. Note that ρ(i) = 0. Let us prove that i− ∈ R. Suppose, for a contradiction,
that i− 6∈ R. Then we consider two cases:
1. Suppose that i− is a leaf of T \ R. Then (i−, i) = (ℓk, rk) for some p < k ≤ q. If (i
−, i)
is unsigned then, by the definition of α, we have αi− = 2, and this not possible since
i ∈ S. If (i−, i) is signed we have αi− = 2 (by the fact that i ∈ S), and according to the
definition of α, i− = ℓk′ for some p < k
′ ≤ q such that (ℓk′ , rk′) is unsigned. We deduce
that i− = ℓk = ℓk′ is a leaf of a tree Tm with m < min(k, k
′). But then, by adding to
Tm the signed arc (i
−, rk) and the unsigned arc (i
−, rk′) we obtain a balanced tree T
′
m
contained in G′ \ (T1 ∪ T2 ∪ · · · ∪ Tm−1) which is greater than Tm, another contradiction.
2. Suppose that i− is not leaf of a T \ R. Then (i−, i) is an arc of T . If (i−, i) is unsigned,
then T has a signed arc (i−, j), and since ρ(i) = 0, we deduce that ρ(i−) < ρ(j). Thus
αi− = 2, and this is not possible since i ∈ S. Similarly, if (i
−, i) is signed then for every
signed arc (i−, j) of T we have ρ(j) = ρ(i) = 0, and we deduce that αi = 1, and this is not
possible since i ∈ S.
Thus i− ∈ R hence ρ(i−) = 0 and i− /∈ S, thus following the previous case,
f2+k
i−
(x) = αi−βi− . (2)
Suppose that (i−, i) is positive.
1. If αi−βi− < 2 then βi = 0 thus xi− < 2⇒ fi(x) = 0. We deduce from (2) that
f3+ki (x) = 0 = αiβi.
2. If αi−βi− = 2 then βi = 1 thus xi− = 2⇒ fi(x) = αi. We deduce from (2) that
f3+ki (x) = αi = αiβi.
If (i−, i) is negative or unsigned we prove with similar arguments that f3+ki (x) = αiβi.
Case ρ(i) > 0. We then have ρ(i−) = ρ(i) − 1. Following the induction hypothesis we have
f
ρ(i)+2+k
i−
(x) = f
ρ(i−)+2+k
i−
(x) = αi−βi− and to complete the induction step, we proceed as above,
proceeding by case on the sign of (i−, i). 
It remains to prove the following claim.
Claim 2. maxi∈[n] ρ(i) + 1 ≤ ⌊log n⌋.
Subproof. We need the following:
Every vertex i is the leaf of a perfect balanced binary tree of depth ρ(i) contained in T . (3)
We prove this by induction on ρ(i). This is obvious if ρ(i) = 0. Suppose that ρ(i) > 0 and
consider the path i0, i1, . . . , id of T such that id = i and ρ(ik) = k for all 0 ≤ k ≤ d. By induction
hypothesis, id−1 is the leaf of a perfect balanced binary tree B of depth d − 1 contained in T
(and i0 is the root of B). Let L be the set of leaves of B and let L
′ be the set of leaves of B
that are also leaves of T (note that id−1 ∈ L \ L
′).
1. Suppose that L′ = ∅. Then for each j ∈ L, T contains two arcs starting from j, say aj
and bj, such that aj and bj are not both signed or both unsigned; and we can choose aid−1
to be the arc from id−1 to id. Let B
′ be the tree obtained by adding the 2|L| arcs aj , bj .
Then B′ is a perfect balanced binary tree of depth d, and id is a leaf of B
′. Thus (3) holds.
8
2. Suppose that L′ 6= ∅. Then there exists a greatest index 0 ≤ t < d−1 such that B contains
a path from it to L
′. Then Pit is necessarily a path from it to L
′. Thus it+1 is not in this
path, so (it, σit) and (it, it+1) cannot be both signed or both unsigned and we deduce that
ρ(it+1) = 0, a contradiction. This proves (3).
We are now in position to prove the claim. Let i be such that ρ(i) is maximal. According to (3),
i is the leaf of a perfect balanced binary tree B ⊆ T of depth ρ(i). Thus B has m = 2ρ(i)+1 − 1
vertices, so ρ(i) + 1 ≤ ⌊log n⌋ unless n = m. In that case, B is a spanning subgraph of G, hence
|R| = 1, thus G falls in the second special case treated at the beginning of the proof. 
The following proposition shows that the bound ⌊log n⌋+ 2 is tight.
Proposition 5. For every n ≥ 1, there exists a signed digraph G on [n] such that every nilpotent
G-function over {0, 1, 2} is of class at least ⌊log n⌋+ 2. Furthermore, if n = 2⌊logn⌋+1 − 1, then
there exists a strong signed digraph with this property.
Proof. Let d = ⌊log n⌋, and suppose first that n = 2d+1 − 1. Let T be a perfect balanced binary
tree of depth d with vertex set [n]. Let T ′ be the strong signed digraph obtained from T by
adding an arc (of any sign) from every leaf to the root r of T . Let f be a nilpotent T ′-function
over {0, 1, 2} and for each i ∈ [n], let ki be the smallest integer such that f
ki
i = cst. Let i be
a non-leaf of T , and let (i, j) and (i, ℓ) be the signed and unsigned arcs starting from i. Since
fj(x) and fℓ(x) only depend on xi, we abusively write fj(xi) and fℓ(xi). Obviously, we have
max(kj , kℓ) ≤ ki + 1, but actually
max(kj , kℓ) = ki + 1. (4)
Indeed, since (i, j) is signed, fj is monotonous thus fj(0) 6= fj(2). It means that if {0, 2} is a
subset of the image of fki−1i , then f
ki
j is not a constant thus kj = ki + 1. Then, since (i, ℓ) is
unsigned, fℓ is non-monotonous thus fℓ(0) 6= fℓ(1) and fℓ(1) 6= fℓ(2). It means that if {0, 1} or
{1, 2} is a subset of the image of fki−1i then kℓ = ki + 1. Since f
ki−1
i is not a constant, either
{0, 1} or {1, 2} or {0, 2} is a subset of Im(fki−1i ) thus kj = ki +1 or kℓ = ki + 1 and (4) follows.
Then, we deduce that there exists a leaf ℓ of T with kℓ = kr + d. Since fr is not a constant, we
have kr ≥ 2 thus f is of class at least d+ 2.
Suppose now that n < 2d+1− 1. Let T be a perfect balanced binary tree of depth d− 1 with
root r. Let T ′ be the signed digraph obtained from T by
1. adding a new vertex w and p = n− 2d other vertices v1, . . . , vp (so that T
′ has n vertices);
2. adding a positive loop on w and an unsigned arc from w to every vertex of T and every
vertex vq, 1 ≤ q ≤ p.
Let f be a nilpotent T ′-function, and for each vertex i, let ki be as previously. Using the
arguments above, we show that there exists a leaf ℓ of T such that kℓ = kr + d − 1. It is
thus sufficient to prove that kr ≥ 3. Since fw only depends on xw and is non-decreasing with
xw, if {0, 2} ⊆ Im(fw) then we have fw(0) = 0 and fw(2) = 2 thus f is not nilpotent. Thus
{0, 1} or {1, 2} is a superset of Im(fw). Since fr is a non-monotonous function of xw, we have
fr(0) 6= fr(1) and fr(1) 6= fr(2) thus f
2
r is not a constant and we deduce that kr ≥ 3.
In the above constructions showing that the bound ⌊log n⌋ + 2 is tight, some vertices have
a unique unsigned predecessor, while some others have no unsigned predecessor. The following
proposition shows that if at least one of this two conditions fails, then there exists a nilpotent
function of class 2, as in the four letters case. In particular, if all arcs are labelled positively or
negatively, then there exists a nilpotent function of class 2.
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Proposition 6. Let G be a signed digraph. If G has no vertices with a unique unsigned pre-
decessor, or if all the vertices of G have at least one unsigned predecessor, then G admits a
nilpotent function over {0, 1, 2} of class at most 2.
Proof. Let G be a signed digraph on [n]. Suppose first that G has no vertices with a unique
unsigned predecessor. Let f be the G-function over {0, 1, 2} defined for all i ∈ [n] by:
fi(x) =
( ∨
j∈G+(i)
1{xj = 2}
)
∨
( ∨
j∈G−(i)
1{xj < 2}
)
∨
( ⊕
j∈G0(i)
1{xj = 2}
)
Note that f is a G-function because there is no i such that |G0(i)| = 1. We have f(x) ∈ {0, 1}n
for all x ∈ {0, 1, 2}n , and for all x ∈ {0, 1}n, we have fi(x) = 0 if G
−(i) = ∅ and fi(x) = 1
otherwise. Thus f is a nilpotent function of class 2.
Suppose now that each vertex has at least one unsigned predecessor. Let f be the G-function
over {0, 1, 2} defined for all i ∈ [n] by:
fi(x) = 2

( ∧
j∈G+(i)
1{xj = 2}
)
∧
( ∧
j∈G−(i)
1{xj < 2}
)
∧
( ∧
j∈G0(i)
1{xj = 1}
)
We have f(x) ∈ {0, 2}n for all x ∈ {0, 1, 2}n, and for all x ∈ {0, 2}n we have fi(x) = 0 since
|G0(i)| ≥ 1. Thus f is a nilpotent function of class at most 2.
4 Boolean nilpotent functions on unsigned digraph
In contrast with the non-boolean case, the following question is difficult.
Question 1. Which signed digraphs admit a boolean nilpotent function? And if a signed digraph
admits a boolean nilpotent function, what is its minimal class?
Foremost, as shown by Propositions 2 and 3, some signed digraphs admit no boolean func-
tions, and some signed digraphs admit no boolean nilpotent functions while all their initial
strong components do (cf. Remark 1). In addition, some strong signed digraphs admit no
boolean nilpotent functions. For instance, if G is a strong signed digraph with only negative
(resp. positive) cycles, then every boolean G-function has no fixed points (resp. at least two
fixed points) and is thus not nilpotent [1]. These observations lead us to study the unsigned
version of the question, which is more tractable.
Indeed, in the unsigned case, every digraph admits a boolean function and a digraph admits
a boolean nilpotent function if and only if all its initial strong components do (cf. Remark 2).
These are helpful simplifications. However, there are still, in the unsigned case, some digraphs
that admit no boolean nilpotent functions. The most simple example is the directed cycle (if
the interaction graph of a boolean function f is a directed cycle, then f has no fixed points if
the cycle is negative, and two otherwise). In the following, we exhibit families of digraphs that
admit a boolean nilpotent function whose class is at most a quadratic or linear function of n
(Section 4.1). We then exhibit families of digraphs that admit a boolean nilpotent function of
constant class (Section 4.2).
4.1 Nilpotent functions of non-constant class
A walk in a digraph G is a sequence i0, . . . , ip of vertices of G such that (ik, ik+1) is an arc of G
for all 0 ≤ k < p. Such a walk is a walk of length p from i0 to ip. If G is strong, the loop number
of a G is the greatest common divisor of the length of the cycles of G [3]. We say that G is
primitive if G is strong and has loop number one. The following theorem is the graph-theoretic
analogue of a classical result on powers of non-negative matrices.
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Theorem 2 ([13]). Let G be a primitive digraph with n vertices, and let u and v be two vertices
(not necessarily distinct). For every p ≥ n2− 2n+2, there exists a walk from u to v of length p.
Suppose that G is a strong digraph on [n], and let f be the disjunctive network on G, that
is, the G-function defined by fi(x) = ∨j∈G(i)xj for all i ∈ [n]. It is well known that the length
of every limit cycle of f divides the loop number of G [3, 22, 9]. Thus, in particular, if G is
primitive, then all the limit cycles of f are fixed points, and it results from the theorem above
that f reaches a fixed point in at most n2 − 2n + 2 steps. This bound is optimal [13, 24].
However, f is not nilpotent, since 0 and 1 are fixed points of f . By considering the conjunctive
network associated with G, and defined in a similarly way, all these observations remain valid.
Below, we show that by adding at least one arc in G, one can break one of the two fixed points,
and obtained a boolean nilpotent function of class at most n2 − 2n+ 3. We have not been able
to prove that this bound is optimal.
Proposition 7. Let G be a digraph with n vertices. If G has a primitive spanning strict subgraph,
then G admits a boolean nilpotent function of class at most n2 − 2n+ 3.
Proof. Suppose that G has a primitive spanning strict subgraph H. Let f be the boolean
G-function defined by for all i ∈ [n] by:
fi(x) =
∧
j∈H(i)
xj ∧
∧
j∈G(i)\H(i)
xj.
Let x ∈ {0, 1}n and p ≥ n2 − 2n + 2. Suppose that xi = 0 for some i, and let j be any vertex
of G. By Theorem 2, H has a walk from i to j of length p, and since xi = 0, we deduce from
the definition of f that fpj (x) = 0. Thus if x < 1 then f
p(x) = 0. Now, if x = 1 then fi(x) = 0
for every i such that G(i) \H(i) 6= ∅, and such i exists since H is a strict subgraph of G. Thus
f(x) < 1 and we deduce that fp+1(x) = 0. This proves that fn
2−2n+3 = cst = 0.
The theorem below shows, in a strong sense, that if G is itself primitive but has no primitive
spanning strict subgraphs, then G does not necessarily admit a boolean nilpotent function. Let
us call double-cycle the digraph Cℓ,r obtained from two cycles Cℓ and Cr, of length ℓ and r
respectively, by identifying one vertex. The next theorem characterizes the double cycles that
admit a boolean nilpotent function as well as the class of such nilpotent functions (see [4] for an
analysis of limit cycles of boolean Cℓ,r-functions).
Theorem 3. Cℓ,r admits a boolean nilpotent function if and only if min(ℓ, r) divides max(ℓ, r),
and the class of every boolean nilpotent Cℓ,r-function is 2max(ℓ, r)− 1.
Proof. Let 1, 2, . . . , ℓ be the vertices of Cℓ given in the order, and let 1, ℓ+1, ℓ+2, . . . , ℓ+ r− 1
be the vertices of Cr given in the order. Let f by any boolean Cℓ,r-function and n = ℓ+ r − 1.
For every b ∈ {0, 1}n, the function h that maps every x ∈ {0, 1}n to f(x ⊕ b) ⊕ b is a boolean
Cℓ,r-function isomorphic to f (thus h is nilpotent of class k if and only if f is). Hence, we can
assume, without loss of generality, that{
f2(x) = fℓ+1(x) = x1
fi(x) = xi−1 for all i 6∈ {1, 2, ℓ + 1}.
In this way, for all k ∈ N we have{
fk+i1+i (x) = f
k
1 (x) for 1 ≤ i < ℓ
fk+iℓ+i (x) = f
k
1 (x) for 1 ≤ i < r.
(5)
The only component of f that is not defined is f1, which only depends on xℓ and xn. We proceed
by cases. If f1(x) = xℓ ∧ xn or f1(x) = xℓ ∨ xn then the interaction graph of f has only positive
cycles, thus f has at least two fixed points, and thus f is not nilpotent. Also, if f1(x) = xℓ ∧ xn
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or f1(x) = xℓ ∨ xn, then the interaction graph of f has only negative cycles, thus f has no fixed
points, and thus f is not nilpotent. It remains the six cases below. In the first two ones, f is
nilpotent if and only if ℓ = r. In the other four cases, f is nilpotent if and only if ℓ and r are
not coprime. In every case, when f is nilpotent its class is 2max(ℓ, r)− 1.
Case 1: f1(x) = xℓ ⊕ xn. We prove the following: f is nilpotent if and only if ℓ = r, and if f is
nilpotent, then its class is 2ℓ− 1 = n.
Suppose that f is nilpotent with class m and suppose, without loss of generality, that
r ≥ ℓ. Then m ≥ r and since f(0) = 0 we have fm = 0. For all 0 ≤ k < ℓ, let Y k be the
set of y ∈ {0, 1}n such that{
yℓ−k = 1 and yi = 0 for 1 ≤ i < ℓ− k
yn−k = 1 and yi = 0 for ℓ+ 1 ≤ i < n− k
It is easy to see that: if f(x) = 0 and x 6= 0 then x ∈ Y 0; and if f(x) ∈ Y k then x ∈ Y k+1.
We deduce that for each x such that fm−1(x) 6= 0 we have fm−ℓ+1(x) ∈ Y ℓ−2. Thus we
have fm−ℓ+12 (x) = 1. Now, if ℓ < r then ℓ+1 < n− ℓ+2 thus by the definition of Y
ℓ−2 we
have fm−ℓ+1ℓ+1 (x) = 0. But according to (5) we have f
m−ℓ+1
2 (x) = f
m−ℓ
1 (x) = f
m−ℓ+1
ℓ+1 (x), a
contradiction. We deduce that ℓ = r.
Suppose now that ℓ = r, and let us prove that f is a nilpotent function of class 2ℓ − 1.
Following (5) we have
∀k ≥ ℓ, fk1 (x) = f
k−1
ℓ (x) + f
k−1
2ℓ−1(x) = f
k−ℓ
1 (x) + f
k−ℓ
1 (x) = 0
and we deduce from this and (5) that
∀1 ≤ i < ℓ, f2ℓ−11+i (x) = f
2ℓ−1
ℓ+i (x) = f
2ℓ−1−i
1 (x) = 0.
Thus f2ℓ−1(x) = 0 so f is a nilpotent function of class at most 2ℓ− 1. Let z ∈ {0, 1}n be
defined by zi = 1 if and only if 1 ≤ i ≤ ℓ. Then f
ℓ−1(z) = 1 thus f2ℓ−2ℓ (z) = f
2ℓ−2
2ℓ−1 (z) = 1
and we deduce that the class of f is exactly 2ℓ− 1.
Case 2: f1(x) = xℓ ⊕ xn ⊕ 1. We prove with similar arguments that f is nilpotent if and only
if ℓ = r, and that if f is nilpotent then its class is 2ℓ− 1.
Case 3: f1(x) = xℓ ∧ xn. We prove the following: f is nilpotent if and only if ℓ divides r; and if
f is nilpotent, then its class is 2r − 1. Foremost, we have following properties
∀k, p ≥ 0, fk1 (x) = 0 ⇒ f
k+pℓ
1 (x) = 0,
∀k ≥ r, fk1 (x) = 1 ⇒ f
k−r
1 (x) = 0.
(6)
Suppose that ℓ divides r, and let p be such that r = pℓ. We deduce from the implications
above that if fk1 (x) = 1 with k ≥ r then f
k−r
1 (x) = 0 and thus f
k−r+pℓ
1 (x) = 0, a
contradiction. Thus fk1 (x) = 0 for all k ≥ r, and we deduce that f
2r−1(x) = 0. Thus f is
a nilpotent function of class at most 2r − 1. Let z ∈ {0, 1}n be defined by zi = 1 if and
only if 1 ≤ i ≤ ℓ. We have f r−1(z) = 1, and thus f2r−1ℓ+r−1(z) = 1. Hence, the class of f is
exactly 2r − 1.
Suppose now that ℓ does not divide r. Let z be such that z1 = 1 and zi = 0 for i 6= 1.
Following (6) we have
∀p ∈ N, ∀1 ≤ k < ℓ, fpℓ+k1 (z) = 0.
We now prove that fpℓ1 (z) = 1 by induction on p. We have f
0
1 (z) = z1 = 1. Let p > 1
and suppose that fpℓ−ℓ1 (z) = 1. Then f
pℓ−1
ℓ (z) = 1. If pℓ > r then f
pℓ−1
n (z) = 0 since
otherwise we have fpℓ−r1 (z) = 1 thus pℓ − r is a multiple of ℓ and thus r is a multiple of
ℓ, a contradiction. Hence, fpℓ−1ℓ (z) = 1 and f
pℓ−1
n (z) = 0 thus f
pℓ
1 (z) = 1. So we have
proved that fk1 (z) = 1 if and only if k is a multiple of ℓ, thus f is not nilpotent.
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Case 4: f1(x) = xℓ ∧ xn. We prove with similar arguments that f is nilpotent if and only if r
divides ℓ, and that if f is nilpotent, then its class is 2ℓ− 1.
Case 5: f1(x) = xℓ ∨ xn. We prove with similar arguments that f is nilpotent if and only if ℓ
divides r, and that if f is nilpotent, then its class is 2r − 1.
Case 6: f1(x) = xℓ ∨ xn. We prove with similar arguments that f is nilpotent if and only if r
divides ℓ, and that if f is nilpotent, then its class is 2ℓ− 1.
For all m ≥ 1, the wheelWm, also called m-wheel, is the digraph obtained from Cm by adding
a vertex v, called the center, and an arc from v to every vertex of Cm. We say that G contains
an m-wheel if some subgraph of G is isomorphic to Wm. So for instance, if G is strong and
has at least two vertices, then G contains a loop if and only if it contains W1. Note also that
G contains a wheel if and only if the out-neighborhood of some vertex induces a non-acyclic
digraph.
Let G be a strong digraph with n ≥ 2 vertices. Below, we prove that if G has an m-wheel,
then G admits a boolean nilpotent function of class at most 2n−m+1. As a consequence, if G
has a loop then G admits a nilpotent function of class at most 2n. For this particular case, we
establish a better bound, 2n − 1, which is optimal, as shown by the double cycle C1,n and the
previous theorem.
Theorem 4. Let G be a strong digraph with n ≥ 2 vertices.
• If G has a m-wheel, then G admits a boolean nilpotent function of class at most 2n−m+1.
• If G has a loop, then G admits a boolean nilpotent function of class at most 2n− 1.
Remark 3. If G is strong and has a m-wheel with m ≥ 2, then the fact that G admits a boolean
nilpotent function is an easy consequence of Proposition 7 (but the linear upper bound 2n−m+1
is not a consequence of this proposition). Indeed, let Cm be the cycle of the m-wheel, and let v
be its center. Let P be a shortest path from Cm to v, and let b be the first vertex of P . Let a be
the vertex preceding b in Cm, and let c be the vertex succeeding b in Cm (by the minimality of
P , a and c are not in P ). Let C1 be the cycle obtained from P and the arc (v, b), and let C2 be
the cycle obtained from P and the arcs (v, a) and (a, b). Let ℓ1 be the length of C1 and ℓ2 be the
length of C2. Then H = G \ (b, c) is strong and contains both C1 and C2. Since ℓ2 = ℓ1 + 1, H
is primitive, and thus, by Proposition 7, G admits a boolean nilpotent function of class at most
n2 − 2n + 3. However, the second point of Theorem 4 shows that this quadratic upper bound is
far from being optimal. Note that if m = 1, that is if G has a loop, then the fact that G admits
a boolean nilpotent function does not result directly from Proposition 7, since, for instance, C1,n
does not satisfy the condition of this proposition.
The proof of Theorem 4 needs an additional definition and a lemma.
Definition 4. Given a digraph G, and two arcs (a, b) and (v,w) in it, we say that (a, b) is a
good arc for (v,w) if:
• b 6= w,
• for all vertex u 6= w, G \ (a, b) has a path from u to v,
• for all vertex u, G \ (a, b) has a path from w to u, or G has a path from w to u containing
(a, b) and such that every vertex in the subpath from b to u is of in-degree one in G.
Lemma 1. Every arc of a strong digraph with at least two vertices has a good arc.
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Proof. Suppose, for a contradiction, that G is a smallest counter example with respect to the
number n of vertices and then with respect to the number m of arcs. It is straightforward to
show that n ≥ 3. Let (v,w) be an arc of G without good arc.
Claim 1. G \ (a, b) is not strong for every arc (a, b) 6= (v,w).
Subproof. Indeed, if G has an arc (a, b) with b 6= w such that G \ (a, b) is strong, then (a, b)
is obviously a good arc for (v,w) in G, a contradiction. Furthermore, if G has an arc (u,w)
with u 6= v such that G \ (u,w) is strong, then G \ (u,w) has a good arc (a, b) for (v,w) (since
G \ (u,w) is not a counter-example), and it is straightforward to show that (a, b) is still a good
arc for (v,w) in G. This proves the claim. 
Claim 2. v 6= w.
Subproof. Suppose that v = w. By the first claim, G′ = G \ (v, v) is a minimal strong digraph
and following [6], G′ contains two linear vertices. Thus G′ has a linear vertex c 6= v. Let a be its
unique in-neighbor and let b be its unique out-neighbor. Let G′′ be the digraph obtained from
G′ by removing c and adding (a, b). Since G′′ is strong and is not a counter-example, G′′ has a
good arc (a′, b′) for (v, v). If (a′, b′) 6= (a, b) then it straightforward to show that (a′, b′) is still
a good arc for (v, v) in G, a contradiction. Otherwise (a′, b′) = (a, b) and then it is clear that
(a, c) is a good arc for (v, v) in G, a contradiction. This proves the claim. 
Claim 3. v is of in-degree at least two.
Subproof. Suppose that v is of in-degree one in G. Let t be its unique in-neighbor. Suppose that
t = w, and let G′ be obtained from G by removing v and adding a loop on w. Since G′ is strong
and is not a counter example, G′ has a good arc (a, b) for (w,w) and it is easy to see that (a, b)
is a good arc for (v,w) in G, a contradiction. So suppose that t 6= w, and let G′ be the strong
graph obtained by contracting the arc (t, v) into a single vertex t′ (G′ has no loop on t′ and no
multiple arcs). If t, v ∈ G(u) for some vertex u then G \ (t, u) is strong, a contradiction. Thus
we have
|G′(u)| = |G(u)| for all u 6= t, v, |G′(t′)| = |G(t)| and |G(v)| = 1. (7)
Since G′ is strong and is not a counter example, G′ has a good arc (a, b) for (t′, w), and using
(7) it is straightforward to show that: if t′ 6= a, b then (a, b) is a good arc for (v,w) in G; if
t′ = a then either (t, b) or (v, b) is a good arc of (v,w) in G; and if t′ = b then (a, t) is a good
arc of (v,w) in G. Thus is every case we have a contradiction. This proves the claim. 
Claim 4. G has a linear vertex ℓ 6= w.
Subproof. If G \ (v,w) is not strong, then by the first claim G is a minimal strong digraph,
thus G has two linear vertices and the claim follows. Otherwise G \ (v,w) is a strong minimal
digraph, thus it has two linear vertices ℓ1 and ℓ2. Since v 6= w, the in-degree of v in G \ (v,w) is
at least two, thus v 6= ℓ1, ℓ2. If ℓ1 6= v,w then ℓ1 is a linear vertex of G and otherwise ℓ2 6= v,w
thus ℓ2 is a linear vertex of G. 
We are now in position to obtain the final contradiction. Let ℓ 6= w be a linear vertex
of G. Let ℓ− be the in-neighbor of ℓ, and let ℓ+ be its out-neighbor. Let G′ be the graph
obtained by removing (ℓ−, ℓ) and (ℓ, ℓ+) and by adding (ℓ−, ℓ+). Since G′ is strong and is not a
counter-example, G′ has a good arc (a, b) for (v,w). It is then straightforward to show that: if
(a, b) 6= (ℓ−, ℓ+) then (a, b) is a good arc for (v,w) in G; otherwise, both (a, b) = (ℓ−, ℓ+) and
(ℓ−, ℓ) are good arcs for (v,w) in G. Thus in every case we obtain a contradiction.
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Given a digraph G, we denote by Gab the signed digraph obtained from G by adding a
negative sign to (a, b) and a positive sign to the other arcs. We call Gab-and-net the Gab-function
f defined by:
fb(x) = xa ∧
∧
j∈G(b)\{a}
xj and fi(x) =
∧
j∈G(i)
xj for all i 6= b.
We are now in position to prove Theorems 4. Actually, under the conditions of the statements,
there exists an arc (a, b) such that Gab-and-net is a nilpotent function with the desired properties.
For both points, we use Lemma 1 to find the right arc (a, b).
Proof of Theorem 4. Suppose that G has vertex set [n]. We begin with the second point, which
is more easy to prove. So suppose that G has a loop on v. Then by Lemma 1, G has a good arc
(a, b) for (v, v). Thus: for all vertex i ∈ [n], G \ (a, b) has a path Qi from i to v of length qi; and
for all vertex i ∈ [n], G has a path Pi from v to i of length pi such that either (a, b) is not an
arc of Pi or (a, b) is an arc of Pi and every vertex in the subpath from b to i is of in-degree one
in G. We set γi = 1 if (a, b) is an arc of Pi and γi = 0 otherwise. Consider the Gab-and-net f .
Suppose that xv = 0 and let us prove, by induction on pi, that f
pi+k
i (x) = γi for all k ≥ 0.
If pi = 0 then i = v. Since xv = 0 and v has a loop, we have f
k
v (x) = 0 = γv for all k ≥ 0.
Suppose that pi > 0 and let j be the vertex preceding i in Pi. By induction, f
pj−1+k
j (x) = γj
for all k ≥ 0. If γj = 0 and (j, i) 6= (a, b) we have f
pi+k
i (x) = 0 = γi. If γj = 0 and (j, i) = (a, b)
then by the choice of Pi we have G(i) = {j} thus
fpi+ki (x) = f
pi−1+k
j (x) = γj = 1 = γi.
Finally, if γj = 1 then j 6= a and G(i) = {j} thus
fpi+ki (x) = f
pi−1+k
j (x) = γj = 1 = γi.
This completes the induction step. Since max pi ≤ n− 1 we have
xv = 0 ⇒ f
n−1(x) = γ = f(γ)
Thus if xi = 0 for some i ∈ [n], then f
qi
v (x) = 0 and we deduce that f qi+n−1(x) = γ, and
since qi < n we obtain f
2n−2(x) = γ = f(γ). Otherwise x = 1, thus fb(x) = 0 and we get
f1+qb+n−1(x) = γ and since qb < n we obtain f
2n−1(x) = γ = f(γ). This proves the second
point of the theorem.
We now prove the first point by following a similar scheme. Suppose that G has a m-wheel
Wm. Let C be the cycle of length m contained in this wheel, and let v be its center. Suppose
that [m] is the vertex set of C. Let G′ be the digraph obtained from G by contracting the cycle
C into a single vertex c. Let (a′, b′) be a good arc for (v, c) in G′. We define the arc (a, b) of G
as follows: if c 6= a′ then (a, b) = (a′, b′), and if c = a′ then (a, b) if any arc of G from C to b′.
By construction:
• m < b ≤ n,
• for all vertex m < i ≤ n, G \ (a, b) has a path Qi from i to v of length qi < n,
• for all 1 ≤ i ≤ n, G has a shortest path Pi from C to i of length pi < n−m+ 1 such that
either (a, b) is not an arc of Pi or (a, b) is an arc of Pi and every vertex in the subpath
from b to i is of in-degree one in G.
We set γi = 1 if (a, b) is an arc of Pi and γi = 0 otherwise. Consider the Gab-and-net f .
Claim 1. If xi = 0 for all i ∈ [m], then f
n−m(x) = γ = f(γ).
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Subproof. Suppose that xi = 0 for all i ∈ [m]. Since max pi ≤ n−m, it is sufficient to prove by
induction on pi that f
pi+k
i (x) = γi for all i ∈ [n] and k ≥ 0. If pi = 0 then i is a vertex of C, thus
there is an arc (j, i) 6= (a, b) in C, and thus fi(x) = 0; for the same reason we have fj(x) = 0
and consequently, fki (x) = 0 for all k ≥ 0. Now, suppose that pi > 0, and let j be the vertex
preceding i in Pi. By induction, f
pi−1+k
j (x) = γj for all k ≥ 0. If γj = 0 and (j, i) 6= (a, b) we
deduce that f
pj+k
j (x) = 0 = γi. If γj = 0 and (w, u) = (a, b) then by the choice of Pi we have
G(i) = {j} thus
fpi+ki (x) = f
pi−1+k
j (x) = 1− γj = 1 = γi.
Finally, if γj = 1 then j 6= a and G(i) = {j} thus
fpi+ki (x) = f
pi−1+k
j (x) = γj = 1 = γi.
This completes the induction step. 
Claim 2. If xi = 1 for some i ∈ [m], then f
q
v (x) = 0 for some q ≤ n.
Subproof. Suppose that xi = 0 for some m < i ≤ n. Since G \ (a, b) has a path from i to v of
length qi < n we deduce that f
qi
v (x) = 0. So suppose that xi = 1 for all m < i ≤ n. If xa = 1
then fb(x) = 0 and since m < b ≤ n we deduce as previously that f
qb+1
v (x) = 0. Thus, we
suppose that xa = 0, and consequently a ∈ [m]. If there exists an arc (i, j) 6= (a, b) leaving C
(i.e. with i ≤ m < j) then G\(a, b) has a path from a to v of length qa < n and thus f
qa
v (x) = 0.
Finally, suppose that (a, b) is the unique arc leaving C; then Qb does not intersect C and thus
qb < n −m. Let i ∈ [m] with xi = 1, and let j be the out-neighbor of i in C. Then xℓ = 1 for
all ℓ ∈ G(j), thus fj(x) = 1. Hence, we deduce that f
r
a(x) = 1 where r < m is the length from i
to a in C, and thus f r+1b (x) = 0, so f
r+1+qb
v (x) = 0 with r + 1 + qb < n. 
Consequently, if xi = 0 for all i ∈ [m] then f
n−m(x) = γ = f(γ) by Claim 1. Otherwise,
by Claim 2 we have f qv (x) = 0 for some q ≤ n. Then, for all i ∈ [m] we have v ∈ G(i) and
(v, i) 6= (a, b), thus f q+1i (x) = 0 and we from Claim 1 that f
q+1+n−m(x) = γ = f(γ).
Remark 4. Let m ≥ 2 and let Wm be the m-wheel with center v, and let u and w be two
consecutive vertices in the cycle of the wheel. Let G be the digraph obtained Wm by adding two
vertices a and b, and the following arcs: (a, b), (b, a), (a, u), (w, v), (v, a). As in the proof, let
G′ be obtained from G by contracting Cm into a single vertex c. Then (a, b) is the unique good
arc for (v, c) in G′ and the Gab-and-net is a nilpotent function of class 2n−m+ 1. This shows
that the bound is tight for the class of and-nets with a unique negative arc.
4.2 Nilpotent functions of constant class
If G is a loop-less digraph on n vertices with minimal in-degree at least two and with a vertex v
of out-degree n− 1, then it is clear that G has a wheel with center v. Thus, by Theorems 4, G
admits a boolean nilpotent function of class at most 2n − 1. But actually, G admits a boolean
nilpotent function of class 3.
Proposition 8. Every loop-less digraph on n vertices with minimal in-degree at least two and
maximal out-degree n− 1 admits a boolean nilpotent function of class 3.
Proof. Let G be a digraph on [n] as in the statement. Suppose that vertex 1 has out-degree n−1.
Let f be the G-function defined by f1(x) = ∧j∈G(1)xj and fi(x) = ∧j∈G(i)xj for all 1 < i ≤ n.
Let α = (1, 0, . . . , 0) ∈ {0, 1}n. We have f(0) = f(α) = α, and we prove that f3(x) = α for
every x below. First, if x1 = 0 then f(x) ∈ {0, α} thus f
2(x) = α. Second, if x1 = 1 and x 6= α,
then f1(x) = 0. This brings us back to the first case and we obtain f
3(x) = α.
16
A digraph is symmetric if for every arc (u, v), (v, u) is also an arc. We see (undirected)
graphs as loop-less symmetric digraphs. Thus the complete graph on n vertices, denoted Kn,
is the loop-less digraph with n2 − n arcs. Below we prove that, excepted K2, every connected
graph admits a boolean nilpotent function of class 3. The proof uses the following notations.
We denote by D(v) the set of vertices u such that the distance d(u, v) between u and v in G is
at most 2. For U ⊆ V we set G(U) = ∪v∈UG(v).
Theorem 5. Let G be a connected graph. If G = K2, then G admits no boolean nilpotent
functions. Otherwise, G admits a boolean nilpotent function of class 3.
Proof. The claim is clear for G = K2. Moreover, the case Kn, n ≥ 3 is treated in Proposition 8
above. If G is not a clique, then we construct a set of vertices I = {i1, . . . , ip} as follows. Let S
be the set of vertices of degree one in G. Let G1 = G and S1 = S. We begin the construction
of I with a vertex i1 in S
1 and set S2 = S1 \D(i1) and G
2 = G1 \D(i1). Then we pick another
vertex i2 in S
2 and set S3 = S2 \D(i2) and G
3 = G2 \D(i2). We continue these processes until
Sk = ∅. Then, we pick a vertex ik in G
k, we set Gk+1 = Gk \D(ik), and we continue this process
until no more vertex can be added. In this way, the first k− 1 vertices of I are in S (with k ≥ 2
if and only if S 6= ∅) and the remaining p− k + 1 vertices are not in S.
Claim. I is a maximal set of vertices such that d(i, j) ≥ 3 for all distinct i, j ∈ I and d(i, I) ≤ 2
for all i 6∈ I. We also have S ∩G(I) = ∅.
Subproof. The first part of the claim follows from the construction of I. For the second part of
the claim, suppose that there exists s ∈ S ∩G(I). Any two vertices in S cannot be adjacent, so
there exists i ∈ I \S adjacent to s. But then for any vertex j 6= s, d(j, s) = d(j, i) + 1, and thus
d(s, I \ i) = d(i, I \ i) + 1 ≥ 4. This is impossible, because then s would have been chosen to be
included in I. 
By the claim above any vertex in G(i) has a neighbor in D(i). We then consider the and-
net f with all arcs signed positively, except those received by vertices i ∈ I, which are signed
negatively:
fi(x) =
∧
j∈G(i)
xj ∀i ∈ I
fi(x) =
∧
j∈G(i)
xj ∀i 6∈ I.
Let us now consider how the function evolves around a vertex i ∈ I. Let Xi be the set of
x ∈ {0, 1}n such that xi = 1 and fj(x) = 0 for all j ∈ D(i). First, since every vertex in D(i) has
a neighbor in D(i), we have x ∈ Xi ⇒ f(x) ∈ Xi. Furthermore,
1. if xi = 0 and xG(i) = 0, then f(x) ∈ Xi.
2. if xi = 0 and xG(i) 6= 0, then fi(x) = 0 and f(x)G(i) = 0 and by Case 1, f
2(x) ∈ Xi.
3. if xi = 1 and xG(i) 6= 0, then fi(x) = 0 and by Cases 2 and 3, f
3(x) ∈ Xi.
4. if xi = 1 and xG(i) = 0 then fi(x) = 1 and f(x)D(i)\G(i) = 0, thus either f(x) ∈ Xi or
f(x)G(i) 6= 0 and by Case 2, f
3(x) ∈ Xi.
Therefore, in any case, f3(x) ∈ Xi. Since every j 6∈ I belongs to D(i) for some i ∈ I, we deduce
that for, any x ∈ {0, 1}n, we have f3i (x) = 1 for all i ∈ I and f
3
j (x) = 0 for all j 6∈ I.
If G is a loop-less digraph, then G˚ denotes the digraph obtained by adding a loop on each ver-
tex. Here are additional families of digraphs that admits boolean nilpotent function of constant
class.
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Theorem 6. If G is a loop-less digraph with minimum in-degree at least one, then G˚ admits a
boolean nilpotent function of class 4. Moreover, if G is symmetric or has a vertex of out-degree
n− 1, then G˚ admits a boolean nilpotent function of class 3.
Proof. We first consider a set of vertices I as follows. Let S0 be a set of vertices containing
exactly one vertex per initial strong component of G. For any d ≥ 1, let Sd be the set of vertices
i such that the minimum length of a path from S0 to i is exactly d. Suppose that every path
can be reached from S by a path of length at most 2m+1, and let I = S0 ∪S2 ∪S4 ∪ · · · ∪S2m.
Consider then the boolean G˚-function defined by:
fi(x) = xi ∧
∧
j∈G(i)
xj ∀i ∈ I,
fi(x) = xi ∧
∧
j∈G(i)
xj ∀i /∈ I.
Let us study how f evolves around a vertex j /∈ I. Since j ∈ S2r+1 for some 0 ≤ r ≤ m, there
exists i ∈ G(j) ∩ S2r (thus i ∈ I). If xi = 0 then fj(x) = 0 and thanks to the positive loop on j
we have f1+kj (x) = 0 for all k ≥ 0; and if xi = 1 then thanks to the negative loop on i we have
fi(x) = 0 and thus f
2+k
j (x) = 0 for all k ≥ 0. Thus we have proved that
∀0 ≤ r ≤ m, ∀k ≥ 0, f2+k(x)S2r+1 = 0,
So f3+k(x)S2r+2 = 0 and we deduce that
f3+k(x)V \S0 = 0.
If G is symmetric, then every vertex in S0 has a neighbor in S1, thus we have f
3+k(x)S0 = 0 and
so f3+k(x) = 0. If G has a vertex i of out-degree n − 1, we can take S0 = {i} and S1 = V \ i.
Then f2+k(x)S1 = 0 and since i has a positive in-neighbor, it has an in-neighbor in S1, and as in
the undirected case we get f3+k(x) = 0. Finally, since G is of positive minimal in-degree, each
vertex in S0 has an in-neighbor in V \ S0, thus f
4+k(x)S0 = 0 so that f
4+k(x) = 0.
We are finally interested in digraphs that admit a boolean nilpotent function of class 2.
Although we cannot completely characterize them, we exhibit large classes of examples and
provide a necessary condition to admit a boolean nilpotent function of class 2.
Proposition 9.
1. Any digraph where the number of vertices in the intersection of the in-neighborhood of i
and the out-neighborhood of j is even for all vertices i and j admits a boolean nilpotent
function of class 2.
2. The complete graph with loops K˚n (n ≥ 2) admits a boolean nilpotent function of class 2.
3. Conversely, no digraph with a vertex of in-degree one admits a boolean nilpotent function
of class 2.
Proof. Suppose that G satisfies the condition of the first case, and let f be the boolean G-
function defined by: for all i ∈ [n], fi(x) = ⊕j∈G(i)xj. Let i ∈ [n] and let us prove that
f2(x) = cst = 0. For all k ∈ [n], let pk be the number of j ∈ G(i) such that k ∈ G(j). We have
f2i (x) =
⊕
j∈G(j)
fj(x) =
⊕
j∈G(i)
⊕
k∈G(j)
xk =
∑
k∈[n]
pkxk mod 2.
Since pk is the size of the intersection between the out-neighborhood of k and the in-neighborhood
of i, pk is even and we deduce that f
2
i (x) = 0.
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For K˚n, the case is easily proved for n = 2; let us then assume n ≥ 3. Consider the boolean
K˚-function defined by: for all i ∈ [n], fi(x) = xi ∧
∧
j 6=i xj. We have f(0) = 0, and if x = 1 or
if x has at least two zeros, then f(x) = 0. Finally, if x has exactly one zero, say xi = 0, then
fj(x) = 0 for all j 6= i. Thus f(x) has at least two zeroes and by the preceding case f
2(x) = 0.
Finally, suppose that a digraph G has a vertex i with a unique in-neighbor j (we may have
i = j). Then for any boolean G-function f , we have fi(x) = xj ⊕ ǫ with ǫ ∈ {0, 1}. So if
fj(x) = 0 and fj(y) = 1 then f
2
i (x) = ǫ while f
2
i (y) = 1 ⊕ ǫ, thus f cannot be a nilpotent
function of class 2.
5 Conclusion
We have shown that, in the non-boolean case, every signed digraph G admits a very simple
dynamics, that is, a dynamics that converges toward a unique fixed point in k steps, with
k ≤ ⌊log2 n⌋ + 2. Such a dynamics is described by a so called nilpotent function of class k. In
the boolean case, such a function does not necessarily exist, even if we do not take into account
the signs of G. This leads us to provide, in the unsigned case, some sufficient conditions for the
existence of a boolean nilpotent function. All the results are summarized in Table 1.
Concerning future works, it could be interesting to establish the complexity of deciding if
a digraph G admits a boolean nilpotent function. Besides, in this paper, we have focused on
systems that converge according to the so called parallel update schedule, where all components
are updated synchronously at each step. It could be interesting to complete this study by
considering other update schedules, such as the sequential or block-sequential ones. Finally, it
could be interesting to establish a general upper-bound on the minimal convergence time. To
be more precise, let k(G) be the minimal class of a boolean nilpotent function on G, with the
convention that k(G) = 0 if G admits no boolean nilpotent functions. What is the order of
magnitude of k(G) according to n? Is it linear with n?
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