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Abstract. With an expected energy of 7.6(5) eV, 229Th possesses the lowest excited
nuclear state in the landscape of all presently known nuclei. The energy corresponds
to a wavelength of about 160 nm and would conceptually allow for an optical laser
excitation of a nuclear transition. We report on a VUV optical detection system that
was designed for the direct detection of the isomeric ground-state transition of 229Th.
229(m)Th ions originating from a 233U α-recoil source are collected on a micro electrode
that is placed in the focus of an annular parabolic mirror. The latter is used to paral-
lelize the UV fluorescence that may emerge from the isomeric ground-state transition
of 229Th. The parallelized light is then focused by a second annular parabolic mirror
onto a CsI-coated position-sensitive MCP detector behind the mirror exit. To achieve
a high signal-to-background ratio, a small spot size on the MCP detector needs to be
achieved. Besides extensive ray-tracing simulations of the optical setup, we present a
procedure for its alignment, as well as test measurements using a D2 lamp, where a
focal-spot size of ≈100 µm has been achieved. Assuming a purely photonic decay, a
signal-to-background ratio of ≈7000:1 could be achieved.
PACS. PACS-key 23.35.+g Isomer decay – 27.90.+b A > 220 – 42.15.Eq Optical
system design – 06.60.Sx Positioning and alignment; manipulating, remote handling
1 Introduction
In 1976, Kroger and Reich proposed the exis-
tence of an isomeric state in 229Th with an en-
ergy below 100 eV [1]. Since then, the knowledge
on the ground-state transition energy of this iso-
meric state based on indirect measurements (i.e.
the comparison of γ lines of higher energy) has
been gradually extended. In 1990, such a mea-
a Present address: benedict.seiferle@physik.uni-
muenchen.de
surement revealed a value of 1±4 eV [2]. Benefit-
ting from higher statistics, this value was refined
to 3.5±1.0 eV [3] in 1994, which corresponds to
a wavelength of about 350 nm. In 2007, another
indirect measurement with an improved detector
energy-resolution was performed and placed the
ground-state transition energy at 7.6±0.5 eV [4]
(updated to 7.8 eV in [5]). This energy value
corresponds to a wavelength of about 160 nm
and is the accepted value until today. Despite
numerous attempts [6–20], however, there has
ar
X
iv
:1
51
1.
07
75
0v
1 
 [p
hy
sic
s.i
ns
-d
et]
  2
4 N
ov
 20
15
2 B. Seiferle et al.: A VUV detection system for the direct identification of 229mTh
not been an undoubted direct energy measure-
ment of the isomeric ground-state transition of
229Th up to today. This is partly due to the fact
that before 2007 the wavelength region around
350 nm was investigated (corresponding to 3.5
eV). From today’s point of view these experi-
ments could not succeed, since the energy of 7.6
eV shifts the wavelength into the vacuum ultra-
violet (VUV) region, that requires appropriate
optical elements.
With its expected unique properties (∆E=7.6 eV
and τ ≈ 104 s [21]), 229(m)Th could conceptu-
ally link nuclear physics with methods and ap-
plications known from atomic physics, such as
laser spectroscopy and quantum metrology. Due
to its long lifetime, 229(m)Th exhibits an excep-
tionally narrow line-width ∆E/E in the order
of 10−20. This narrow line-width, and also the
possibility to drive the transition with lasers,
makes 229(m)Th an interesting candidate for a
nuclear optical clock [22–24]. The latter could
be used, for example, to measure potential tem-
poral variations of fundamental constants with
improved sensitivity [25–27], by comparing them
with atomic optical clocks that use electronic
shell transitions. In case of the fine structure
constant α, the sensitivity is presently limited
to δα/α = 10−17/a when using transitions in
the electronic shell [28]. The sensitivity could be
improved to δα/α < 10−20/a, when the isomeric
ground-state transition of 229Th was used [27].
There are also thoughts towards a nuclear γ-ray
laser in the optical range that uses the isomeric
transition of 229Th [29]. Still, progress on the
way towards these applications is detained by
the relatively vague knowledge on the isomer’s
energy, that needs to be known to better than
about 0.1 eV in precision in order to develop a
laser that may drive the extremely narrow tran-
sition.
The long-term goal of the experiment, which is
subject of this paper, is the detection of the ex-
pected VUV radiation that is emitted by the
isomeric ground-state transition and the deter-
mination of its wavelength. Therefore, an opti-
cal setup that consists of two annular parabolic
mirrors has been developed, extensively tested
and characterized. In the following, an overview
of the experimental setup, a study of the in-
fluence of its possible misalignment, the align-
ment procedure, as well as measurements to ver-
ify the properties of the optical setup are pre-
sented. These measurements are leading to an
unsurpassed conceptual signal-to-background ra-
tio of 7000:1.
2 Experimental setup
The conceptual idea of the setup is to first ex-
tract 229(m)Th from a 233U α-recoil ion source
and form an ion beam out of the recoil ions.
229mTh is populated by a 2% decay branch of the
233U α-decay [30]. The 229(m)Th ions are then
collected on a Ø=50 µm micro electrode, that is
placed in the focus of an annular parabolic mir-
ror, which is part of an optical system. This opti-
cal system focuses the expected isomeric ground-
state decay radiation on a VUV- and position-
sensitive multi-channel plate (MCP) detector.
2.1 Extraction of 229(m)Th from a 233U
α-recoil source
The components for the formation of a 229(m)Th
ion beam are housed in three differentially pumped
vacuum chambers, namely a buffer-gas stopping
cell (40 mbar He), a radio-frequency quadrupole
(RFQ) and a quadrupole mass separator (QMS)
chamber (operated at ≈ 10−2 mbar and ≈ 10−5
mbar, respectively). Fig. 1 shows a scheme of the
experimental setup: A 233U α-recoil ion source
(290 kBq) is placed inside the buffer-gas stop-
ping cell, that is filled with 40 mbar ultra pure
helium (6.0) that stops the ions. The buffer-gas
stopping cell is built to fulfill UHV standards
and is bakeable up to 180◦C. The helium gas is
catalytically purified to the ppb level and can be
further purified by making use of a cryotrap and
a getter pump, before it is injected into the cell
via electropolished tubes. Radio frequency (220
Vpp at 850 kHz) and DC voltages are applied to
50 ring-electrodes that are arranged in a funnel-
like structure (RF and DC funnel) to guide the
ions towards a supersonic Laval-nozzle that links
the buffer-gas stopping cell with the next cham-
ber. There, a continuous ion beam is produced
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Fig. 1. Overview of the experimental setup. The first chamber (p = 40 mbar) contains the 233U source
and the RF and DC funnel. A supersonic laval nozzle marks the entrance to the second chamber (p ≈ 10−2
mbar) that contains the segmented RFQ. The next chamber (p ≈ 10−5 mbar) houses a quadrupole mass
separator (QMS). The components in the last chamber which is the optics chamber (p ≈ 10−6 mbar) are
detailed in fig. 2.
by a segmented radio frequency quadrupole ion-
guide (RFQ), operated with 200 Vpp at 880 kHz.
Different DC voltages applied to each segment
create a gradient (-0.2 V per segment) that drags
the ions through the remaining phase-space cool-
ing buffer gas. Next, the ion beam is mass se-
lected by a quadrupole mass separator (QMS)
which was built according to the design values
reported in ref. [31]. In this way, no other daugh-
ter isotopes from the 233U decay-chain than 229(m)Th
reach a triodic extraction nozzle that marks the
entrance to the optics chamber. The triodic ex-
traction nozzle exhibits a compact geometry of
10 mm in diameter for all electrodes. In this way
it fits through a 12 mm central hole of an an-
nular parabolic mirror (see next section and fig.
2), in order to achieve a short distance of 3 mm
between the extraction nozzle and a Ø =50 µm
micro electrode on which the ions are collected.
A more detailed explanation of the extraction
part can be found in ref. [32], which reports the
combined extraction and purification efficiency
for 229Th in the 3+ charge state to be 10 %.
2.2 VUV optics
An optical setup for the direct detection of the
isomeric ground-state transition in 229Th needs
to fulfill several requirements.
Firstly, with the 2% decay branch from the 233U
α decay, one expects a rather low isomeric ground-
state decay rate. In addition, there is no ex-
perimental knowledge on the internal conversion
(IC) and the bound internal conversion (BIC)
coefficients of the transition (αIC = ΓIC/Γγ and
αBIC = ΓBIC/Γγ , respectively). For a ground-
state transition energy of 7.6 eV and neutral
229Th atoms, internal conversion is expected to
be the dominant decay channel with αIC ≈ 109
[33]. Therefore it is envisaged to suppress the IC
channel by collecting the ions on a MgF2-coated
electrode surface. In this way, although collected
on the electrode surface, 229Th should remain in
a charged state when it is stopped on the crystal
surface. This is expected to hinder the IC de-
cay channel, as the second ionization potential
of 229Th (given by 11.9 eV [34]) is greater than
the expected energy of the isomer. Due to the ex-
pected low count rates, it is of major importance
to provide a high light yield onto the detector
with the anticipated optical setup. To reach a
high signal-to-background ratio, the photons are
focused onto a small spot on a position-sensitive
detector.
Secondly, the energy of the isomeric transition is
not yet precisely known, and such is the wave-
length of the light that is emitted by the de-
excitation of the isomer. For this reason, it is
of great importance to design an optical setup
which keeps optimized properties and efficien-
cies over a wide wavelength region. However, the
light is expected to lie in the VUV region (λ <
200 nm), which requires a vacuum ultra-violet
optical system.
With these considerations in mind, the optical
setup was designed as schematically shown in
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Fig. 2. Sketch of the VUV optical setup. It consists of two annular parabolic mirrors (1 and 2), a collection
surface (3) with an onprinted 50 µm micro electrode and a multi-channel plate (MCP) detector (4). The
first (shallow) annular parabolic mirror (1) parallelizes the light that may originate from the decay of
229mTh, which was collected on the micro electrode. The second (deep) parabolic mirror (2) focuses the
collimated light onto a MCP detector (4). The beam path is indicated by the dashed lines. All measures
are given in mm.
figs. 1 & 2. 229(m)Th ions, extracted from the
233U source, are collected on a Ø =50 µm micro
electrode collection surface (3). The micro elec-
trode is placed in the focal plane of a (shallow)
annular parabolic mirror (mirror 1) (1). When
the isomeric decay of 229mTh occurs on the micro
electrode, it can be assumed as a nearly point-
like light source. The light is then parallelized
by mirror 1 and subsequently focused by a sec-
ond annular parabolic mirror (mirror 2) (2) onto
the detector (4). For this purpose, the detector
is placed in the focal plane of the second mirror.
Such a setup, solely based on parabolic mirrors,
does not suffer from chromatic or spherical aber-
rations. With the all-reflective surfaces of the
mirrors (for MgF2 coated mirrors the reflectiv-
ity is larger than 70 % for λ &130 nm), we are
provided with an optical system whose proper-
ties are unaffected by the isomer’s energy, if the
corresponding energy is below ≈ 9.5 eV (=ˆ 130
nm). The focal lengths of the mirrors are g=10
mm for the first and b=2 mm for the second mir-
ror, respectively. In the paraxial approximation,
a magnification of M = b/g = 2/10 = 0.2 is
calculated. However, since the realistic optics is
highly non-paraxial, the paraxial approximation
does not apply here and by ray tracing simula-
tions (see sect. 3.1) a magnification of M = 1.4
is determined.
The collection surface consists of a Ø=10 mm
two-layer (copper and Kapton) printed circuit
board. The micro electrode was machined by
etching off a Ø=300 µm ring of the copper layer,
leaving a Ø=50 µm spot in the center (i.e. the
micro electrode). In this way, the micro electrode
is electrically separated from the rest of the col-
lection surface, which itself acts as a shielding
electrode (referred to as “cover electrode” in the
following sections). Both electrodes can be con-
nected from the backside. A sketch of the pro-
file of the collection surface is shown in fig. 3.
A microscopic picture of the micro electrode is
shown later in the left panel of fig. 11 (in sect.
3.2). The collection surface is mounted to a vac-
uum stepper motor (Micromotion Micro Linear
Pusher [35]), to externally control its position
in the beam direction (0.25 µm smallest achiev-
able translation). The motor is controlled with a
LabView program and is attached to the mount
of mirror 1 with a tripod that allows for a posi-
tioning relative to mirror 1 perpendicular to the
beam direction. The tripod can be seen in fig. 4
b.
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Fig. 3. Profile of the collection surface. Elements
made of Kapton are colored in black, copper is in-
dicated in grey. The thickness of the copper layer is
≈30 µm.
Mirror 1 covers 42% of the solid angle seen from
the micro electrode and thus ensures a high light
yield. Mirror 2 works as a focusing mirror: its
shape follows a parabola, where the vertex was
cut out in order to uncover the focal point, which
lies 2 mm behind the mirror exit (see fig. 2).
Both mirrors were manufactured and character-
ized by the Fraunhofer-Institut fu¨r Angewandte
Optik und Feinmechanik (IOF) [36]. Their sur-
faces are made of MgF2-coated aluminum (sur-
face roughness of 1 nm (rms)) and have a high
reflectivity (>70%) for wavelengths larger than
130 nm [37]. Both mirrors are 39 mm in diame-
ter. The mirror’s focal lengths are 10 mm and 2
mm for mirror 1 and mirror 2 respectively. There
is a large difference in the shape deviations that
account to 200 nm p.v. (peak to valley) for mir-
ror 1 and 7.7 µm p.v. for mirror 2 which is due
to the production process. The surface of mirror
2 is too steep to allow for an effective coating
using a regular coating procedure. Therefore the
mirror was cut into three segments, each seg-
ment was coated separately to be merged later
on, leading to the relatively large, but still tolera-
ble, shape deviations. Both mirrors are mounted
to customized mirror mounts (NewPort U200-
A2H ULTIMA Clear Quadrant Mirror Mount),
to meet the requirements that are determined by
the special mirror geometries. The mirrors and
their mountings are shown in fig. 4. Each mir-
ror is attached via its mounting to a positioning
stage, that itself is mounted to an optical base
plate. Both stages are motorized (Faulhaber AM
2224 with a BS22-1.5 4864 gearing for mirror
1 and pi-micos MP20B linear pusher for mirror
2). In this way, mirror 1 and mirror 2 can be
positioned in the beam direction with a preci-
sion of 60 µm and 0.54 µm, respectively. A Lab-
View program was developed for the purpose of
an external position control of the mirrors and
the micro electrode. The detector’s position is
fixed, therefore the second mirror needs to be
moved, so that its focal spot falls onto the detec-
tion plane. The detector is easily replaceable and
can be adapted to the isomer wavelength. In the
initial setup, a VUV-sensitive, CsI-coated MCP
detector with a phosphor screen and a channel
diameter of 25 µm is used and monitored by
a CCD camera. The typical quantum efficiency
of CsI-coated MCP detectors is above 10% for
wavelengths below 160 nm. The arrangement of
the optical system leaves space between the two
mirrors for setups to determine the wavelength of
the parallelized fluorescence radiation, like, e.g.,
filters with sharp absorption edges.
3 Alignment of the optical system
The alignment of the optical system poses a spe-
cial challenge, because first the optical axis is
blocked by the micro electrode, second the op-
tical setup is highly non-paraxial and third a
part of the alignment has to be performed under
vacuum. For these reasons a customized align-
ment procedure was developed. We define the
beam/optical axis as the z axis, which forms an
orthonormal basis with the x- and y axis. The
angle θ describes the tilting with respect to the
z axis. ϕ is the angle of rotations around the z
axis. The coordinate system is illustrated in fig.
8. The optical axis (z axis) concurs with the sym-
metry axis of the openings of the vacuum cham-
ber that is housing the optical setup. The detec-
tor is assumed to be inherently aligned, since it
is mounted directly onto the chamber exit, thus
the optical axis is orthogonal to the detection
plane. When aligning the optical system, one has
to deal with six relevant degrees of freedom: θ of
mirror 1 and mirror 2, the x, y and z position of
the micro electrode with respect to mirror 1 and
the z position of mirror 2 with respect to the de-
tector. All remaining degrees of freedom do not
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a b c d
Fig. 4. Picture of the VUV mirrors and their holders. a: shallow annular parabolic mirror (mirror 1). b:
mirror mount of mirror 1 with the tripod that serves as a holder for the collection surface. c: deep annular
parabolic mirror (mirror 2). d: mount of mirror 2.
require a high precision. These are the x-y posi-
tions of the mirrors, all degrees of freedom of the
MCP detector, the z position of mirror 1 and the
θ orientation of the micro electrode. One needs
to mention that the optical setup possesses ro-
tational symmetry around the optical axis when
the θ-orientation of each component is aligned,
such that misalignments in ϕ will not make a
difference and will therefore be ignored for the
rest of the discussion.
3.1 Ray tracing simulations and influence of
possible misalignments
For the purpose of comparing the optical sys-
tem to other possible optical setups (e.g. based
on lenses) [38] and quantifying the influence of
possible misalignments, a ray-tracing code was
developed. The homemade MatLab-based ray-
tracing code takes into account the mirror ge-
ometries as well as the reflectivity of the mirror
surfaces (using equations obtained in [37]). To
implement the micro electrode surface-dimensions,
it is modeled as a collection of point-like light
sources uniformly distributed over the 50 µm di-
ameter active area of the micro electrode: The
micro electrode surface is divided into 200 seg-
ments and for each segment a point-like light
source is simulated, which is in the end weighted
by the fraction the segment takes of the whole
micro electrode surface. Each point-like light source
is modeled as 1200 photons that are isotropi-
cally emitted in 4pi. The pixel size of the detec-
tor amounts to (10×10)µm2 in the simulations.
We introduce the quality factor F = /FAHM,
to obtain quantitative results for the influence
of misalignments, where FAHM denotes the full
area at half maximum in mm2 and  the ratio of
all the photons emitted from the light source to
the photons contained in the FAHM. Because we
are mostly facing asymmetric photon distribu-
tions when the optical elements are misaligned,
we use the full area at half maximum instead
of the full width at half maximum squared. The
quality factor is proportional to the signal-to-
background ratio (S/N) = F·(R·d·1/D), where
R is the (photonic) isomeric decay rate, d is the
detector efficiency and D the dark count rate
per area of the detector. The latter three values
are all independent from misalignments, while F
strongly depends on the alignment of each com-
ponent (mirror 1, mirror 2 and the collection sur-
face). The maximum value for F that is achieved
with the ray tracing simulations of the optics
is Fmax = 0.143/(1.52 × 10−3mm2) = 94/mm2.
The behavior of the quality factor as a function
of misalignments of each degree of freedom is vi-
sualized in the plots in figs. 5 and 6. The data of
these plots was obtained by performing ray trac-
ing simulations with the parameters described
above and calculating F with the resulting pho-
ton density distributions. A collection of the pho-
ton density distribution plots is shown in fig. 7.
To get a measure of the sensitivity of the align-
ment of each degree of freedom, the deviation at
which the relative quality factor F/Fmax drops
to 50% or 80%, respectively, is investigated by
interpolating between neighboring data points.
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Fig. 5. Influence of alignment of the different degrees of freedom on the relative quality factor F/Fmax. In
each plot the dotted horizontal line represents 50 % of the maximum of the quality factor. A quantitative
analysis is shown in table 1.
mirror 1: θ mirror 2: θ coll. electr.: z mirror 2: z coll. electr.: x
F/Fmax = 50% 0.7 mrad 0.4 mrad 9.7 µm 20.8 µm 23.8 µm
F/Fmax = 80% 0.4 mrad 0.2 mrad 4.5 µm 13.5 µm 18.0 µm
Table 1. Measures of the sensitivity of each degree of freedom on potential misalignments. The deviation
at which the relative quality factor F/Fmax drops to 50% or 80%, respectively, is shown. The numbers were
obtained by interpolating the data points shown in fig. 5.
The results are shown in table 1. The misalign-
ment of two degrees of freedom at the same time
may in some cases cancel out each other. The
surface plot in fig. 6 shows the relative quality
factor as a function of the orientation of both
mirrors. There is clearly a ridge visible, where
both misalignments cancel each other. In this
way the drop in the signal-to-background ratio
is damped, which can be seen in the shaded pro-
jections in fig. 6. Depending on the alignment of
the orientation of the other mirror, a significant
drop in the signal-to-background ratio then ap-
pears only after a misalignment of more than 1
mrad. All in all, this gives a relatively larger pa-
rameter space for the alignment to end up with
an acceptable signal-to-background ratio.
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Fig. 6. Relative quality factor plotted against the
deviation from the optimum in the orientation of
both mirrors.
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Fig. 7. Density distributions obtained with ray tracing simulations for different alignment scenarios: Upper
row from left to right: no misalignment, mirror 1: ∆θ = 0.5 mrad, mirror 2: ∆θ = 0.5 mrad. Lower row
from left to right: micro electrode: ∆x = 25 µm, micro electrode: ∆z = 25 µm, mirror 2: ∆z = 25 µm.
Note, that the grey scale is the same in all plots (as indicated on the far right side in each row).
3.2 Alignment
Fig. 8. Alignment of the optical base plate and the
positioning stages that are placed in the vacuum
chamber. The adjustment laser and the theodolite
are aligned with the symmetry axis of the chamber
openings.
Optical axis and base plate: First the optical axis
is made visible with cross hairs that are spanned
across the chamber opening flanges and an ad-
justment laser with an adjustable output power
(Viasho, VA-I-N-532 (532 nm-1 300 mW)) is
aligned from the ion-beam side, while a theodo-
lite (Zeiss, TH 2 M ) is aligned from the detector
side (see fig. 8). Both mirrors are fixed by their
mounting to the positioning stages. This enables
to adjust their x-y positions by simply adjusting
the x-y position of the stages that are mounted
to the base plate. Therefore, two cross hair in-
serts are installed on the positioning stages. With
their help, the optical base plate and thus the po-
sitioning stages with the mirrors are aligned rel-
ative to the previously aligned adjustment laser
and theodolite.
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Fig. 9. The collection surface is monitored with a
microscopical optic that consists of a lens and a CCD
camera (objective lens + CCD chip).
Z position of the micro electrode: In order to
roughly adjust the z position of the micro elec-
trode with respect to mirror 1, the micro elec-
trode is illuminated with a halogen lamp and
observed with a microscopic optics, consisting of
mirror 1, a lens (f=67 mm @ 532 nm) and a CCD
camera. The focus of the arrangement consisting
of only the lens and the CCD camera is set to
infinity by focusing an object in about 10 m dis-
tance. In this way, the whole setup (mirror 1 +
lens + CCD camera) only produces a sharp im-
age when the micro electrode is in the (z-)focal
spot of mirror 1. The setup (with a laser instead
of the halogen lamp) is illustrated in fig. 9. Pic-
tures that were taken with the microscope optics
are shown in fig. 11, where the micro electrode
illuminated with a halogen lamp is shown in the
left panel.
Fig. 10. An image of mirror 1 is created on a screen
that is attached to the theodolite, by focusing the
laser with a lens onto the micro electrode. A simu-
lation of the image that is created is shown in the
upper right of the figure (see also fig. 13).
Alignment of mirror 1 and the micro electrode:
In the next step, the previously aligned laser is
focused on the collection surface with a lens (f =
67 mm @ 532 nm). The size of the laser spot on
the micro electrode is monitored with the pre-
viously described microscope optics and mini-
mized. The spot size is found to be smaller than
100 µm. By increasing the laser power and tak-
ing the microscope (lens + CCD camera) out of
the beam path, it is possible to create an image
on a screen mounted to the theodolite in about 2
m distance (see fig. 10). The image on the screen
depends on several parameters that can be ad-
justed by in an iterative procedure: The goal is
to obtain a shape of the image as a uniformly il-
luminated ring, centered around the optical axis.
It is possible to fine tune the size of the ring by
adjusting the z position of the collection surface.
The shape of the image is influenced by the x-y
position of the laser spot on the collection sur-
face. The absolute position of the imaged ring
on the screen is changed by adjusting the θ ori-
entation of mirror 1. Ray-tracing simulations of
the image that is created on the screen, as well
as the influence of a possible misalignment, are
shown in fig. 13. Assuming the laser spot being
aligned, the collection electrode is again moni-
tored with the microscopic optics (see fig. 9) in-
troduced above and aligned with the laser. A
typical image of the laser spot as being aligned
to the micro electrode is shown in the right panel
of fig. 11.
Fig. 11. Images of the collection surface taken with
the microscopic optics. The left panel shows the mi-
cro electrode illuminated with a halogen lamp. The
right panel displays an image of the laser spot fo-
cused onto the micro electrode.
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Fig. 12. The light is imaged by mirror 2 onto a bare
CCD chip.
Alignment of mirror 2: The deep annular parabolic
mirror is aligned by using the collimated light
originating from the previously aligned mirror
1. To align the θ orientation of mirror 2, a bare
CCD chip is placed about 3 mm behind the mir-
ror exit (not in the focal spot of the mirror). The
setup is illustrated in fig. 12. The image that is
created is strongly sensitive on the θ orientation
of mirror 2. For a perfectly aligned mirror, again
a perfect ring is expected. Even a small tilt cre-
ates a heart-shaped structure on the detection
plane, which can be used to align the θ orien-
tation of mirror 2. Since the CsI-coated MCP
detector is only sensitive to wavelengths below
≈ 200 nm, the z alignment of mirror 2 needs
to be performed with VUV light under vacuum
conditions: At first, the CCD chip is placed in
the focal plane of mirror 2. Then the laser is
replaced by a deuterium lamp, whose light is
focused by two lenses onto the collection elec-
trode. The deuterium lamp and the two lenses
are aligned by recreating the image on the CCD
chip that was previously obtained with the laser.
Then the CCD chip is removed and the MCP
detector is mounted onto the chamber opening.
The adjustment of the z position of mirror 2 with
respect to the MCP detector is now done by
varying the distance between mirror 2 and the
MCP detection plane and minimizing the spot
size. It is then possible to save the position of
the stepper motor with the LabView control pro-
gram, remove the deuterium lamp and the lenses
and finally connect the optics vacuum chamber
to the extraction part of the setup.
3.3 Precision achieved with the described
alignment procedure
In order to estimate the precision that is achieved
in the alignment procedure for each component,
ray-tracing simulations of the alignment steps
are performed and compared to the theoretically
achievable optimum. For the alignment of mirror
1, where the screen is attached to the theodo-
lite in 2 m distance to mirror 1, it is assumed
that shifts of 1 mm from the optimum can be
identified (i.e. the image of mirror 1: 39 mm in
diameter, perfect ring, central hole with 12 mm
diameter). A misalignment of θ leads to a shift
S = L ·sin θ ≈ L ·θ, where L=2 m is the distance
between mirror 1 and the screen on the theodo-
lite. A precision of (1 mm)/(2 m) = 0.5 mrad for
the θ-alignment of mirror 1 is achieved. Simula-
tions of different alignment scenarios are shown
in fig. 13. Each perturbation from the perfect im-
age of mirror 1 is larger than 1 mm. The same
precision
required achieved
mirror 1
θ-ϕ [mrad] 0.7 0.5
mirror 2
θ-ϕ [mrad] 0.4 0.5
z [µm] 21 30
micro electrode
x-y [µm] 24 15
z [µm] 10 10
Table 2. Summary of the required and achieved pre-
cisions for the alignment of the optical elements.
procedure has been performed in the alignment
steps for mirror 2. The z alignment of mirror 2
is actually even limited by the resolution of the
MCP detector in use. With the present detector
(25 µm channel diameter and assuming 50 µm
pixel size), a precision of ≈ 30 µm is achieved.
The results of the precision analysis, as well as a
comparison with the required precision obtained
in sect. 3.1 are shown in table 2. The required
precision for the alignment procedure is fulfilled
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for all degrees of freedom, except for the z po-
sition of mirror 2, which is even limited by the
resolving power of the MCP detector. Even if
the required precision could be achieved in an-
other way, in the end, the MCP detector could
not resolve it, as it is the designated detector to
measure the isomeric fluorescence radiation.
4 Verification of the ion collection on
the micro electrode
Fig. 14. Setup that was used to verify the ion
collection on the micro electrode. The whole collec-
tion surface was phosphor coated (P11, ZnS:Ag) and
221Fr ions were accumulated on it. The light (emerg-
ing from 221Fr α-decays) was parallelized by mirror
1 and focused onto the Quantar MCP surface by a
CaF2 lens. Different voltages were applied to the mi-
cro electrode and the cover electrode.
The 229mTh isomer detection with the optical
setup described above requires the collection of
the thorium ions on the 50 µm micro electrode.
For the verification of the collection on the elec-
trode, the whole collection surface was coated
with a phosphor (P11 (ZnS:Ag) coating of 15 µm
thickness, emitting light at a wavelength λ=460
nm) to localize radionuclides caught on the col-
lection surface. Short-lived α-decaying daughter
nuclei from the 233U decay chain are accumu-
lated on the electrode and the light emerging
from the α-decays on the collection surface is
detected. The presented measurements were per-
formed while collecting 221Fr2+ (t1/2=4.9 min
[39]). The setup is shown in fig. 14 and consists
of mirror 1, a lens of a focal length of f=106
mm at 160 nm wavelength and a single-photon
imaging system MCP (Quantar, Model 2601B
Mepsicron-II Single-Photon Imaging Detector Sys-
tem [40]) with a built-in position analyzer. The
quantum efficiency of the system is above 12% at
400 nm. For a single measurement, 150 frames,
each with an exposure time of 4 s, were recorded.
To obtain count rate values, the number of en-
tries in a circle of a radius of 1.2 mm around
the peak-center position was counted. The posi-
tion and dimensions of the circle are visualized
in fig. 16. A measurement series was performed
by varying the voltage applied to the micro elec-
trode Vcoll (from 0 V to -2000 V), leaving the
cover electrode at Vcover =+3 V. The resulting
data, normalized to the maximum count rate, is
visualized in fig. 15 which clearly shows the de-
pendency of the obtained signal on the applied
potential. The corresponding 2D photon distri-
butions are shown in fig. 16. The measurement
series results in a saturation curve, which com-
plies with the expected behavior of the ions re-
sponding to the different voltages applied to the
micro electrode, see fig. 15. The middle panel
shows a measurement performed with Vcoll =−1000 V, while Vcover = +3 V. The distribu-
tion (with a width of ≈0.6 mm) shown in fig.
16b, corresponds to the α-decay of 221Fr on the
Ø =50 µm micro electrode. Fig. 16a shows the
corresponding simulation of the optical setup ex-
hibiting the ideal photon distribution. Further
data was taken with the cover- and the micro
electrode at the same potential (-1000 V), shown
on the right panel of fig. 16c. Unlike as in fig.
16b, the spot in fig. 16c is at a different position,
since, when both electrodes are at the same po-
tential, the ions are accelerated in the z direction
onto the surface and do not get deflected by any
field gradients in the x-y direction. In this way
it could be verified, that the ions react on the
voltages applied to the micro electrode.
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Fig. 13. Simulation of misalignment scenarios that lead to the precisions given in table 2. The situation
described in sect. 3.2 (”Alignment of mirror 1 and the micro electrode”) is simulated. The density distri-
butions on the screen mounted to the theodolite are shown. Upper left: without any misalignment, upper
right: θ = 0.5 mrad misalignment of mirror 1, lower left: z = 10 µm of the micro electrode, lower right: x-y
= 25 µm misalignment of the laser spot generated on the collection surface.
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Fig. 15. Normalized count rate taken with the
Quantar MCP plotted as a function of the voltage
applied to the micro electrode. The data was ob-
tained as described in the text and was normalized
to the last data point.
Therefore, for an efficient ion collection, the
positioning of the micro electrode with respect to
the extraction-triode exit does not require a high
precision and it is sufficient to place the micro
electrode in the center of mirror 1 in order to
gain the maximum light yield.
5 Verification of the optical setup
properties in the VUV spectral range
The idea behind the optical test measurements
presented here is to mimic a light source located
on the micro electrode by generating a small ra-
diating spot on the electrode. For the test mea-
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Fig. 16. Plot of the photon distributions recorded with the setup shown in fig. 14. The left panel shows
a simulation of the optics. The figure in the middle shows the measurement performed with Vcoll = −1000
V and Vcover = +3 V at an MCP voltage of -2010 V. The circle marks the edge of the region where the
entries were counted to obtain the data that is plotted in table 15. The right measurement was performed
with Vcoll = Vcover = −1000 V at an MCP voltage of -2500 V. Each plot is normalized to its maximum.
Fig. 17. Sketch of the setup that was used to test the optical properties in the VUV spectral range. The
light emitted from a D2 lamp is focused with two CaF2 lenses onto the collection electrode, where it is
scattered. The scattered light mimics a point-like light source on the micro electrode.
surements, a deuterium (D2) lamp (Heraeus VUV
light source, V05 30 W ) was used. It features
two emission maxima at 120 nm and 160 nm,
respectively. Since it does not emit collimated
light, two lenses were used to generate a rela-
tively small focal spot on the micro electrode.
The setup is illustrated in fig. 17. The VUV lamp
and the two CaF2 lenses (f=50 mm at 160 nm)
are placed outside the vacuum chamber. A CaF2
window marks the entrance to the vacuum cham-
ber, where the optical setup, described in sect.
2.2, is placed. The MCP phosphor screen is mon-
itored by a CCD camera (Pointgrey Flea 2 FL2-
14S3M-C, with built-in CCD chip Sony ICX267
CCD) with an objective lens (25mm Computar
M2514 MP2 Megapixel Lens C-Mount) and a 10
mm spacer ring. The whole field of view is 10
× 7.38 mm2. It should be mentioned that the
light emitted from the VUV lamp propagates
through more than 1 m of air, therefore the spec-
tral shape of the light detected by the MCP is
not well defined. Since the properties of the all-
reflective optical setup remain nearly constant
above a wavelength of about 130 nm, the exact
wavelength of the detected light is not of spe-
cial importance, as long as being detectable by
the MCP detector. A measurement of the spot
size was performed by imaging the D2-lamp out-
put aperture via two lenses onto the bare CCD
chip (at atmospheric pressure). The CCD chip
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was placed in a distance of about 6 cm to the
last lens, which corresponds to its distance to
the micro electrode in the complete test setup,
see fig. 17. Fig. 18 shows the spot size that is
achieved with the two lenses on the micro elec-
trode. The FWHM lies below 50 µm (the full
width at 10% of maximum (FWTM) is 80 µm)
and thus is qualified to simulate point like ra-
diation on the micro electrode. In the paraxial
approximation, the magnification created by the
two lenses is ≈ 70:1. This factor is not reached in
the measurements, due to chromatic and spheri-
cal aberrations of the lenses. Instead a maximum
magnification of ≈ 23:1 is achieved.
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Fig. 18. D2 lamp output aperture (Ø=1mm) im-
aged onto the CCD chip with two lenses (f=50 mm
at 160 nm), to probe the achievable spot size on the
micro electrode. The profile of the image is shown.
The FWHM was measured to be 44 µm, the full
width at 10% of maximum (FWTM) was measured
to be 80 µm.
Since the VUV lamp is placed in about 1.1 m
distance to the CaF2 entrance window, one needs
to deal with very low count rates. Therefore, the
MCP was set to single-photon counting mode
and 800 frames, each with an exposure time of
1/16 s, were recorded resulting in a total expo-
sure time of 50 s. In each frame, the positions of
the single-photon peak centroids are determined.
Using this technique, background due to inter-
nal noise of the CCD chip is reduced and the
image resolution is improved. By plotting the
single-photon peak positions, a discrete distri-
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Fig. 19. Plot of the peak centroid positions result-
ing from the analysis described in the text. A discrete
distribution is clearly visible, which results directly
from the resolved MCP channels.
bution, which we identify as the single channels
of the MCP, becomes visible (see fig. 19). In or-
der to obtain information on the spot size on
the MCP, the single-photon peaks are replaced
by filled circles that are centered at the corre-
sponding peak centroid. The circles’ radii are ≈
40 µm and correspond to the distance between
two MCP channels. The results are shown in figs.
20a and 21, where a gaussian FWHM of 106 µm
was obtained. Fig. 20b shows a simulation of the
corresponding setup, where a FWHM of about
40 µm was obtained. The simulation underesti-
mates the measured FWHM by a factor of about
2.5. This can be understood at first by reminding
that the simulation represents a theoretical limit,
since the ray-tracing code does not take into ac-
count shape deviations or losses and deviations
due to the surface roughness of the mirrors. Sec-
ondly, the spot size on the collection electrode
is not exactly 50 µm, but rather equal to the
FWTM value of 80 µm, leading to an increased
spot size on the MCP detector. In addition to
that, the alignment as well as the detection oc-
cur at the limit of the MCP resolving power.
6 Estimation of the
signal-to-background ratio
With a spot size of 106 µm and the given efficien-
cies (see table 3), the quality factor amounts to
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Fig. 20. a: Optical image of VUV light scattered from the collection electrode and focused onto the MCP
detector surface. The analysis was performed as described in the text. b: Ray-tracing simulation of the
measurement shown in a.
F = /(pi·0.0532 mm2) = 14.3%/(8.8×10−3 mm2) =
16.3 (1/mm2). =14.3% is composed of the trans-
mission efficiency (containing the combined mir-
ror reflectivity and the geometrical mirror ac-
ceptance) and the imaging efficiency of 23% and
62% respectively. An efficiency budget is listed
in table 3, where a total efficiency of 1.14 ×10−5
is obtained. The latter gives the ratio between
the number of 229Th ions that are able to leave
the 233U source, i.e. effective 229Th recoil activ-
ity, and the potentially detectable isomeric de-
cay photons. Presently, a 233U source is avail-
able with an effective 229Th recoil activity of
55000 1/s. Based on the values for efficiencies,
mirror reflectivities and geometrical acceptance
as listed in table 3, a signal-to-background ratio
of 7000:1 is expected (see table 4).
7 Conclusion
Aiming at the direct detection of the 229Th iso-
meric ground-state decay, a VUV optical system
was developed and commissioned. The setup was
designed to meet the requirements that are set
by the current knowledge on the isomer prop-
erties, promising for a successful photonic iso-
mer detection. To overcome the expected low
count rates due to non radiative de-excitation
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Fig. 21. Projection of the photon distribution
shown in fig. 20a onto an axis indicated in fig. 20a
by a vertical dashed line. The FWHM was found
to be 106 µm by fitting a Gaussian function to the
distribution.
(internal conversion, bound internal conversion
or phononic coupling) the optical system pro-
vides a high light yield and efficiency. Since the
isomer’s energy is not precisely known, the op-
tical setup is optimized for a wide wavelength
range above 130 nm. The focusing properties of
the setup were extensively simulated by a ray-
tracing code.
The optical setup is based on two annular parabolic
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efficiency [%]
ion extraction part
extraction of 229Th [32] 10
isomer branching ratio [39] 2
collection efficiency 40
optical setup
transmission effieciency 23
imaging efficiency 62
MCP efficiency at 160 nm 10
total efficiency: 1.14×10−3
Table 3. Efficiency values of the experimental setup.
The collection efficiency is an estimate based on
SIMION [41] simulations of the micro electrode and
the triodic extraction nozzle. A detailed study of the
efficiencies of the optical setup can be found in [38].
233U source
effective 229Th recoil activity [1/s] 55000
detected VUV photons [1/s] 0.63
count rate per area [1/(mm2s)] 71.25
dark count rate per area [1/(mm2s)] 0.01
signal-to-background ratio 7125:1
Table 4. Overview on the expected signal-to-
background ratio for the 233U source in use.
mirrors that focus the isomeric decay radiation
from 229Th ions collected on a Ø =50 µm micro
electrode onto a MCP detector. A test measure-
ment of the ion collection on the micro electrode
confirmed the design specifications reported in
[38]. A special alignment procedure has been de-
veloped. This allowed for imaging radiative pro-
cesses on the micro electrode onto a spot on
the MCP detector with a diameter of 106 µm
(FWHM). With the currently available 233U source
and assuming a purely photonic decay of the iso-
mer, an unsurpassed signal-to-background ratio
of ≈ 7000:1 is expected, such that a potentially
significant reduction of the photon flux (due to
quenching or internal conversion) could be com-
pensated.
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