Abstract. We consider the nonlinear problem arising in population dynamics:
Introduction
We consider the following nonlinear problem arising in population dynamics:
− u (t) + u(t) p = λu(t), t ∈ I := (0, 1), (1.1) u(t) > 0, t ∈ I, (1.2) u(0) = u(1) = 0, (1.3) where p > 1 is a constant and λ > 0 is a positive parameter. We know from [1] that for each given α > 0, there exists a unique solution (λ, u) = (λ q (α), u α ) ∈ R + × C 2 (Ī) of (1.1)-(1.3) with u α q = α, where · q denotes the L q -norm. The set {(λ q (α), u α ); α > 0} gives all solutions of (1.1)-(1.3) and is an unbounded curve of class C 1 in R + × C 2 (Ī) emanating from (π 2 , 0). The curve λ q (α) (α > 0) is called the bifurcation branch of positive solutions in L q -framework. The purpose of this paper is to establish the asymptotic expansion formula for λ q (α) as α → ∞ to understand the global behavior of the bifurcation branch well.
(1.1)-(1.3) has been investigated by many authors from the viewpoint of L ∞ -framework and L 2 -framework, since (1.1)-(1.3) is regarded as a bifurcation problem and a nonlinear eigenvalue problem. We refer to [1] , [2] , [3] , [4] , [5] , [6] , [7] and [8] for the works in these directions. A further important viewpoint is that (1.1)-(1.3) is a model equation of population density for some species when p = 2. Here, λ > 0 is considered as the reciprocal number of its diffusion rate.
From the standpoint of this biological background, one of the most crucial problems to consider is the asymptotic behavior of λ 1 (α), which describes the relationship between the total number of population and the reciprocal number of its diffusion rate.
It is well known (cf. [1] ) that for t ∈ I, as α → ∞,
This implies that as α → ∞,
Recently, the L q -bifurcation diagram of (1.1)-(1.3) with u p replaced by a more general nonlinear term f (u) was considered in [9] . As a corollary of the result obtained there, (1.5) was improved as follows.
where
Since general nonlinear term f (u), which included u p , was considered in [9] , it was difficult to obtain the third term in (1.6) in [9] .
Here we focus on the nonlinear term f (u) = u p and obtain the almost complete asymptotic formula for λ q (α) as α → ∞. Now we state our results.
inductively. Especially, for the case p = q + 1, which includes the original logistic case p = 2 and q = 1, we have the optimal remainder estimate.
Remark 1.4. When q = 2, (1.7) has been obtained in [8] . The main tool used there is the relationship between λ 2 (α) and the critical value associated with u α , which only holds for the case q = 2.
We prove Theorems 1.2 and 1.3 by quite an elementary and straightforward way, and do not use any complicated tools like those used in [8] . Here we compare u λ q with u λ ∞ by direct calculation.
Proof of the theorems
Let 1 ≤ q < ∞ be fixed. In this section, we use the following notation. Let (λ, u λ ) ∈ R + × C 2 (Ī) be the solution of (1.1)-(1.3) for given λ > π 2 . Therefore, α = u λ q . We write λ = λ q (α) for simplicity. It is well known that for λ 1,
For the reader's convenience, a simple proof of (2.1) will be given in the Appendix.
Proposition 2.1 below plays an important role in the proof of the theorems.
We accept Proposition 2.1 tentatively and prove the theorems. The proof of Proposition 2.1 will be given in Section 3.
Proof of Theorem 1.2. We have only to show how to obtain a 0 and a 1 in (1.7) by using (1.6) and Proposition 2.1. The coefficient a k (k = 2, · · · , N) can be obtained inductively by using the same argument as that to obtain a 0 and a 1 .
(i) We calculate a 0 . Let
2) and the Taylor expansion, for
By this, (2.2), (2.3) and the Taylor expansion,
By this, for α 1,
This implies a
By step (i), V (α) = o(1) for α 1. By (2.4) and the Taylor expansion, for
(2.5)
By this, (2.2), (2.4) and the Taylor expansion,
This implies
Thus the proof is complete.
Proof of Theorem 1.3. Since p = q + 1, by (2.2), for λ 1
This implies that
By this,
Proof of Proposition 2.1
We begin with notation and the fundamental properties of u λ . In what follows, C denotes various positive constants independent of λ 1 for simplicity. We know from [1] 
Proof. It follows from (1.1) that for 0
By this and (3.2), for 0 ≤ t ≤ 1, we obtain
We put
By (3.3), (3.8) and (3.9), for 0 ≤ t ≤ 1/2,
By (3.1), (3.2), (3.11) and putting θ = u λ (t) and s = θ/ u λ ∞ , we obtain
Proof. We put ξ λ := λ − u λ p−1 ∞ . We know from [1] that ξ λ > 0 for λ > π 2 . Let 0 < 1 be fixed. Then by the Taylor expansion, there exists a constant 0 < δ 1 such that for λ 1 and 1 − ≤ s ≤ 1
By (3.11) and the same argument used to obtain (3.12), By this and (4.4), we easily obtain log(ξ λ /λ) = − (p − 1)λ(1 + o(1))/2 for λ 1. This implies (2.1). Thus, the proof is complete.
