For an R&D institution to design a specific high investment cost product, the budget is usually 'large but limited'. To allocate such budget on the directions with key potential benefits (e.g., core technologies) requires, at first and at least, a priority over the involved design criteria, as to discover the relevant decision knowledge for a suitable budgeting plan. Such a problem becomes crucial when the designed product is relevant to the security and military sustainability of a nation, e.g., a next generation fighter. This study presents a science education framework that helps to obtain such knowledge and close the opinion gaps. It involves several main tutorial phases to construct and confirm the set of design criteria, to establish a decision hierarchy, to assess the preferential structures of the decision makers (DMs) (individually or on a group basis), and to perform some decision analyses that are designed to identify the homogeneity and heterogeneity of the opinions in the decision group. The entire framework has been applied in a training course hold in a large R&D institution, while after learning the staff successfully applied these knowledge discovery processes (for planning the budget for the fighter design works and for closing the opinion gaps present). With the staffs' practical exercises, several empirical findings except for the budgeting priority (e.g., the discrimination between 'more important criteria' against the less important ones) are also interesting. For some examples (but not limited to these), it is found that the results from using two measures (statistical correlation vs. geometrical cosine similarity) to identify the opinion gaps are almost identical. It is found that DMs' considerations under various constructs are sometimes consistent, but often hard to be consistent. It is also found that the two methods (degree of divergence (DoD) vs. number of observed subgroups (NSgs)) that are used to understand the opinions' diversity under the constructs are different. The proposed education framework meets the recent trend of data-driven decision-making, and the teaching materials are also some updates to science education.
Introduction
For institutions that are focused on the R&D of new, high-tech, and high investment cost products, the scale of the budget is usually large. However, a usual situation is that the budget is anyway insufficient to cope with every aspect of the requirements, even it has been huge, relative to the budget in the individual opinions from the DMs, which are the final phase of the framework. Section 6 presents the relevant discussions, conclusions, and the recommendations for future works.
Literature Study
In this section, the relevant literature is reviewed step by step. In Section 2.1, educational courses that were successfully hold for training the employees in many institutions are reviewed, while it is found that there are few articles discussing about the specific topic of management (decision) science education training in the R&D institutions, let alone to propose a systematic framework for the training work. As the decision case is important because it is used in the training course and as to illustrate the proposed educational framework, and it is not only the first successful application, but it also can be used to address the main research question, its problem context is discussed in Section 2.2. Section 2.3 establishes the criteria set for the studied decision case by reviewing relevant literature, while it is also a good example to demonstrate the review-based criteria set filtering/establishment process of the framework (see Phase I in Figure 2 ).
Educational Trainings for the R&D Institutions: State of the Art
There are several studies discussing education/training in the businesses and the relationship between education/training and performance of the business institution. Bartel found that some businesses implemented new employee training programs in 1983 and they received significantly larger increases in labour productivity growth from 1983 to 1986 [8] . Storey and Westhead found that the take-up of management training in small firms is lower than large firms [9] . Loan-Clarke et al. mentioned that the topic of management training and development (MTD) in small enterprises is relatively under-researched. In their study, the results showed that the investments that were made on MTD were significantly influenced by the organisational characteristics of ownership, size, number of managers, and family management, but 85% of the studied sample considered investment in MTD to be linked to business success [10] . Moreover, Harel and Tzafrir also found that training practices affected perceived organizational performance in a way that is statistically significant [11] . Antonacopoulou considered that learning is linked to competitiveness at the levels of both the national economy and organisations [12] . Bartel believed that the employer's return on investments (ROI) in training might be much higher than other actions [13] .
Ibrahim and Soufani mentioned that, for the developing and growing of small-medium enterprises (SMEs), management training could be treated as an effective way to provide enterprises with the management expertise. They also found that the SME sector in Canada suffers from a high failure rate and most of them lacked management skills and planning. This situation can potentially be improved with training and education in different business areas [14] . Simpson et al. investigated the possible factors of success in small service sector organizations, while the result of the study showed clear evidence that education/training had a positive effect on the success of the business [15] . Aw et al. described that Taiwanese firms made many investments in R&D and worker training to facilitate their ability and benefit from their exposure to the export market [16] . Salas, et al. emphasizes the importance of training for organizations; it is because training and development activities allow organizations to adapt, compete, excel, innovate, produce, improve service, reach goals, and be safe. Moreover, they also mentioned that every year, organizations in the United States (US) spend billions on training [17] .
From the above-related literature, it is understood that companies expect to improve their performance and strengthen their operational efficiency through employees' education and training. Nevertheless, through such literature study, it is also understood that none of these studies has highlighted (or is related to) the training issues for/in R&D institutions, let alone to have one discussing the topic of management science education as to establish the 'decision ability' of the employees. However, as this study aims to propose a suitable framework for the education mentioned just above and for a guide to teach the relevant training courses, perhaps evidence that supports the above claims can be glimpsed from the institution case used in this study.
The studied case is a large R&D institution, and the mission of it is to develop various types of aviation platform and a number of related devices. Every year, it invests a considerable amount of budget in employee education and training. In the institution, 4.25% of the total personnel budget is used in employees' education and training. The accumulated time that is spent on education and training is nearly 28,000 h/year (annual average of the sum of (#participants × course hours), as summed by the courses hold) and this determines the institution's total cost spent (see the above). In addition, at least 50 per-capita training hours/year are received by each employee.
However, given such a budget that is allocated for employees' training, as can be observed, in the case institution, the courses were all taught for the following knowledge domains: engineering research, system development, financing/accounting, and even the routine administrative tasks. But, such an empirical observation may draw two very important implications. First, this means that the training courses, which established the employees' various abilities in the R&D institution, have been hold for years, but the trainings in these institutions are not well studied (due to the lack of relevant studies in the literature, as discussed previously). Second, but more importantly, these training courses do not include or involve a management (decision) science tutorial; even that there have been tutorials for establishing other abilities in management domain in a broader sense (e.g., the courses for financing/accounting and the administrative tasks).
Therefore, given these observations, it is seen that for the education and training programs in an R&D institution, the perspective of management science or decision analysis need to be addressed and strengthened. In the studied case institution, most of the employees of R&D institutions are scientists and engineers. Only 8% of the employees are finance, human resource, and administration staffs (including the inter-departmental budgeting staffs who make the budget plan, which is to be approved by the higher level decision makers). Despite so, if staff can possess professional knowledge and ability of management (decision) science, they will become able to make a better plan for budget allocation, especially when the budget is 'large but limited' to develop a specific high cost product (see Section 1) . This addresses the novelty of the management science educational framework that is proposed by this study.
The Problem Context of the Specific High Cost Product Design Decision Case
The new style of contemporary wars is interesting, and the outcome is often determined by the advantages of weapons. This requires advances in technological developments of a country and the superior abilities to equip and seamlessly build the relevant technologies into the weapon systems.
For aero force, one of the most important weapon systems is the fighting aircrafts (i.e., fighters). The functional capability, performance, and combating power of fighters have been, and still are, key topics of military strategy, and these strongly affect the overall security of a nation. Nowadays, the demand for establishing a new fleet of next generation fighters as a substitution of the traditional fleets is emerging fast [18] , because destabilisation is rising in some areas over the world due to military expansions, e.g., [19] . Therefore, the R&D works of fighting aircrafts and the relevant purchases are the indispensable and inevitable works to enhance the overall military strength of the country.
To fulfil the demand, some countries, such as the US, Russia, and PRC, have developed several types of the fifth generation fighters [20] . See Figure 1 for these examples. In other words, the strategic plan in these countries mainly concerns about fighter design. Some other countries purchase and source the next generation fighters and establish an additional fighter fleet as the new power of their aero force [21] [22] [23] . In other words, the strategic plan in these countries concerns mainly about fighter selection. A hybrid of the above two cases is the development project of F-35, which is the most 'expensive' fighter in the military history than ever. In this project, the US funded principally, and additional minor funds came from partner countries. These partner countries are either NATO members or close US allies, namely, the UK, Italy, Australia, Canada, Norway, Denmark, Netherlands, Turkey, Japan, South Korea, and Singapore [24] . They decided to join the development program of F-35 fighter because they can purchase and own the product afterwards, as to enhance their air combat ability by equipping with a fleet of such fighters. Another extreme are countries, such as Taiwan (ROC). She would like to select and buy next generation fighters, but sourcing them from one country would displease the other. So, eventually she decided to design a new one by herself. Figure 1 shows some famous well-developed next generation fighters. as Taiwan (ROC). She would like to select and buy next generation fighters, but sourcing them from one country would displease the other. So, eventually she decided to design a new one by herself. Figure 1 shows some famous well-developed next generation fighters. As in the literature, the latter fighter selection decision problem has been addressed; this study is focused on the topic of the fighter design decision problem. The proposed framework can help to guide the design and R&D process of next generation fighters as well as the allocation of the 'huge but limited' budget. The fact that the former fighter selection problem has been addressed for decades can be reviewed from the earlier textbooks of multi-attribute decision-making (MADM) [25] that is about the selection of a 'traditional fighter' to the article that is recently published, which is about the selection of 'new fighters' [26] . Except for the fighting aircrafts, the selection problem of 'normal aircrafts' (that is to meet passengers' travel and airline companies' aero network route demands) is also popular, until recently [27] . As is seen, rarely did these studies tackle with the design problem of next generation fighters systematically, as to unveil the relevant knowledge about budgeting for the design and R&D works of next generation fighters. In other words, the problem context of the specific high cost product design case shows its niche and also meets the case selection criteria of the academy: the studied target is new (compared to the conventional fighters) and the solved problem is also novel (as compared to gaining the decision knowledge for aircraft selection).
Anyhow, to have a fleet of next generation fighters, there are two main types of decisions: about the selection and about the design. A shared feature when making these decisions is that the involved monetary amount is large, as compared to designing or selecting other types of products. For people facing the fighter design decisions, it is usually the R&D project that has received a big budget, but the budget is anyway insufficient to cover all of the required features. Therefore, with such 'huge but limited' budget, it is required to allocate it properly on the relevant designs that are really critical. Identifying the critical designs and technologies ensures that the relevant R&D works can be executed with the given limited budget, and doing so may receive a more satisfied consequence. But, how can the relevant budgeting staffs understand that for the strategic DMs, which set of technologies are really key and essential to the project? Helping these staffs obtain such knowledge is the main As in the literature, the latter fighter selection decision problem has been addressed; this study is focused on the topic of the fighter design decision problem. The proposed framework can help to guide the design and R&D process of next generation fighters as well as the allocation of the 'huge but limited' budget. The fact that the former fighter selection problem has been addressed for decades can be reviewed from the earlier textbooks of multi-attribute decision-making (MADM) [25] that is about the selection of a 'traditional fighter' to the article that is recently published, which is about the selection of 'new fighters' [26] . Except for the fighting aircrafts, the selection problem of 'normal aircrafts' (that is to meet passengers' travel and airline companies' aero network route demands) is also popular, until recently [27] . As is seen, rarely did these studies tackle with the design problem of next generation fighters systematically, as to unveil the relevant knowledge about budgeting for the design and R&D works of next generation fighters. In other words, the problem context of the specific high cost product design case shows its niche and also meets the case selection criteria of the academy: the studied target is new (compared to the conventional fighters) and the solved problem is also novel (as compared to gaining the decision knowledge for aircraft selection).
Anyhow, to have a fleet of next generation fighters, there are two main types of decisions: about the selection and about the design. A shared feature when making these decisions is that the involved monetary amount is large, as compared to designing or selecting other types of products. For people facing the fighter design decisions, it is usually the R&D project that has received a big budget, but the budget is anyway insufficient to cover all of the required features. Therefore, with such 'huge but limited' budget, it is required to allocate it properly on the relevant designs that are really critical. Identifying the critical designs and technologies ensures that the relevant R&D works can be executed with the given limited budget, and doing so may receive a more satisfied consequence. But, how can the relevant budgeting staffs understand that for the strategic DMs, which set of technologies are really key and essential to the project? Helping these staffs obtain such knowledge is the main purpose of the training course, which was designed while using the proposed educational framework. This is, exactly, the main research question of the study.
Criteria Set Establishment
The current crucial fact reveals that the next generation fighters must possess excellent combat capabilities, as to fulfil the demands as required by a variety of new forms of wars in the future. According to a review to the recent advancing developments of fighters over the world, a next generation fighter should show its excellent abilities (or, capabilities) in the following aspects: (1) hypersonic, (2) super-cruise capability, (3) vertical/short take-off and landing capability, (4) super manoeuvrability, (5) multi-mission execution capability, (6) beyond visual range awareness capability, (7) advanced cockpit and human-machine interface, (8) rapid electronic warfare countermeasures and interference capability, (9) super information advantage/artificial intelligence capability, (10) Stealth, (11) beyond visual range integrated attack capability, and (12) various weapon systems integrating capability. That is, the development of a next generation fighter not only requires considerable time and a huge amount of resources in the intrinsic, but it also involves a wide range of functional aspects. The above list of aspects in fact forms a set of criteria for the design decision problem. As is shown in Section 3, these criteria are organized under four constructs and a decision hierarchy including them is confirmed using the Delphi method (i.e., Phase II). But, the point here is to illustrate Phase I of the proposed educational framework with a review process that was performed by the staffs in the course, as to lend supports to the inclusion of the abovementioned criteria for the decision case.
Air superiority is one of the required capabilities for a next generation fighter. Generally, a fighter with air superiority is considered to have an effective performance in a dogfight with stealth and high maneuverability; and, it should be able to surprise the enemy along with survivability against the missile fire. Moreover, for a new generation fighter aircraft, it also requires a super cruise ability [28] . The F-22 fighter is a well-known 5th generation fighter aircraft: a combination of speed, stealth, manoeuvrability and integrated avionics gives the F-22 multi-role fighter the ability to gain access to, and survive in, high threat environments [29] . For the future combat aircraft, Munjulury et al. proposed it should have a stealth design with super-cruise capability [30] . Yang et al. also claim that a modern (modernized) fighter should have the ability of stealth, super-manoeuvrability, super-sonic cruising, and super avionics for battle awareness and effectiveness [31] . In addition, USAF keeps concerning and investing hypersonic military aircraft development in a long term, especially in the hypersonic bomber. Since hypersonic military aircrafts can quickly reach any zone on the earth in a few hours and accomplish their missions [32] , hypersonic is another key capability that a next generation fighter should have.
For air superiority, except for the stealth capability, it is also required to have other capabilities, such as the secure bases, superior situational awareness, and BVR missiles [33] . Lahtinen et al. also emphasize that the interception capability beyond visual range is one important feature of a modern fighter [34] . Hence, a next generation fighter would be equipped with BVR missiles that let pilots fire at the enemy from far away [35] , and it should also have strong capability of situational awareness to detect enemy's information [31] . So, a next generation fighter should have the BVR awareness and attack capabilities. In this electronic age, for a fighter, its electronic warfare system is an important part of the electronic self-defence system [36] . Usually, powerful electronic warfare countermeasures equipment is an important self-defence system used on the board fighter [37] . A modern fighter aircraft should equip with precise electronic warfare equipment [38, 39] to execute electronic warfare/reconnaissance missions. Anyhow, a powerful electronic warfare countermeasures and interference is one of the capabilities that a modern fighter should also possess.
Moreover, for suppressing enemy's air defence, a new fighter should have capabilities to play multiple roles in the combat and execute multiple missions [40] . Murman described multi-mission effectiveness is one of the requirements of a new generation fighter in his study [41] . Tirpak also mentioned that the operational expense could be reduced if multi-role military aircrafts have a good capability for integrating the weapon systems [42] . In the F-35 fighter program mentioned previously, the manufacturer of F-35C fighter, Lockheed Martin, sets a new standard in weapon systems' integration, including lethality, maintainability, combat radius, and payload that brings true multi-mission power projection capability from the sea [43] . Many multi-role fighter aircrafts have been employed to execute multiple missions in many countries, and PRC is one of these countries: its PLAAF is acquiring and fielding a new generation of multi-role fighters [44] . Therefore, for a next generation fighter, the capability to integrate various weapon systems is another important function.
For the modern fighter pilots, too much information could come from many automated sensors/devices or from their co-working teams, so information overloading is a serious issue. It is important for the pilots in the modern fighters to have some supporting systems that filter and provide the information that is really necessary and assist the pilots to seamlessly integrate with those new technologies and the new warfare strategies [45] . As the development of human-machine (human-computer) interaction (HCI) for fighters keeps going, it is necessary for a new generation fighter to equip with a good human-machine interface [46] . Large touch screen technology is one of these interfaces in an advanced cockpit [47] . For a modern fighter, an advanced cockpit can improve the pilot's situation awareness (SA), while alleviating workload [48] . Wang, et al. proposed the fighter cockpit interface should be based on the eye movement tracking instrument as to optimize the instruments' configuration and to improve the HCI in the fighter cockpit [49] . Furthermore, Groh emphasized that US military should leverage the power of information in a network-centric warfare: since fighters play the key roles in a network-centric warfare, they should have superior advantage in terms of the information aspect [50] . James also emphasized the importance of continual information advantage for war fighters with over adversaries [51] . In [52] , the roles of the most advanced expert systems in military applications are addressed, while F-22 Raptor is mentioned as a next generation fighter example. This has reflected the earlier claim made in [53] : it is necessary to build weapon systems with artificial intelligence (Al) tools and techniques.
Finally, if there exists a serious issue where a runway is damaged or the landing distance is limited, a next generation fighter should have the vertical/short take-off and landing capability, whilst an additional benefit to have the vertical/short take-off and landing capability is to improve future close air support (CAS) capabilities [54] .
Therefore, from the features that are summarized in the fifth generation fighter aircraft cases and from the above long but thorough literature study, it is found that for the design of a next generation fighter, the following functions are desired, i.e., stealth, super manoeuvrability, super cruise, hypersonic, BVR awareness, BVR attack, good electronic warfare countermeasures and interference, multi-mission execution, various weapon systems integration, superior information advantage with artificial intelligence, and vertical/short take-off and landing. Furthermore, it should also have a good human-machine interface in the advanced cockpit that is to assist the pilots to handle the critical information and to accomplish the missions smoothly. As such, the decision to design one such new fighter involves the abovementioned 11 functional capabilities and one advanced interface as the evaluation criteria. The operational definitions of these decision factors are summarized in Table 1 . 
Supercruise capability
Cruising Speed means the speed of a fighter flying while the engine consumes the minimum fuels for certain flying distance. Similarly, Super Cruising Speed is the speed of a fighter remaining at supersonic state with minimum consumption of fuels for certain flying distance, which usually refers to the condition of a fighter flying over 1.5 Mach at supersonic state for over 30 min. after the engine stops using afterburner for speeding.
Vertical/short take-off and landing capability
Vertical landing refers to a process that a Fixed-wing airplane carries out a lift vertically or without a runway. Nevertheless, the requirement for short take-off and landing (STOL) is the fighter being capable of lifting/landing within 300-500 m running distance in fully equipped condition (fully equipped with available weapons), which is further reduced to 250 m in New Generation Fighter.
Super maneuverability
Super manoeuvrability of fighters is a capability comprehensively evaluated by manoeuvrability and mobility, demonstrated by the capability of changing manoeuvre state and dimension, and in brief, the capability of changing position. Evaluation of Super manoeuvrability refers to assessing variation of the indicators such as acceleration capability, climbing velocity, steadiness, transient circling angular velocity, and rolling velocity in certain flying time.
Multi-mission execution capability
Multi-mission execution capability means the original model can be adapted to execution of multiple missions, instead of single task, without much modification on it. The capability could be performed in integrative execution of more than two of the missions like air combat, counter-surface attack, reconnaissance, bombardment, and electronic warfare
Beyond visual range awareness capability
Beyond Visual Range, abbreviated as BVR, refers to the distance beyond visual range of naked eyes and meanwhile the reliance on High-Tech Device to detect or deploy weapon against unknown target [55] . The distance is yet well-defined or unified, but approximately takes tens kilometres to be counted. Therefore, the BVR awareness capability could be referred to not only the capability to sense dimension of time and space in corresponding to environmental factors beyond visual range in a specific event, but also to process and understand the meaning of the factors, and ultimately to predict the outcome when variations, such as time or certain incidence, were added to the algorithm.
Advanced cockpit and human-machine interface
Advanced cockpit and human-machine interface refers to fighters equipped with integrative display showing various information provided by avionic fire control system and sensors, which include not only fire control, fuel, loaded weapon, radar warning, but also tactical path and condition sensing of engaging fighters. Advanced cockpit and human-machine interface is usually incorporated with large-sized display to show BVR and whole-field condition sensing information of the fighter, and in addition, applies helmet display for showing information in visual distance and other tactical sensing indicators. Furthermore, Advanced cockpit and human-machine interface will incorporate advanced devices such as Hands on Throttle-and-Stick (HOTAS), touching design, helmet chasing control... etc. 
Super information advantage/artificial intelligence capability
Along with the development and application of internet technology, fighters has become a critical part of the modern combat operation and commanding system. Equipped with ultra-high speed information processing capability and integrative information exchange capability, fighters can make strategy analysis through surrounding combat information or various commanding information, and in further simultaneously make the best combat strategy from multiple combat options ranging from independent or joint operation to commanding peer for execution by superiority on the information processing capability.
Stealth
By integrating specialized technics and designs including surface coating, material property, special compound material and appearance designs, fighters can lower the possibility being detected or shorten the detectable distance. The principle military Stealth technology development is focus on reducing radar, far-red light, visible light, sound wave detection.
Beyond visual range integrated attack capability
Beyond Visual Range (BVR) refers to the distance beyond visual range of naked eyes and meanwhile the reliance on High-Tech Device to detect or deploy weapon against unknown target [55] . The distance is yet well-defined or unified, but approximately takes tens kilometers to be counted. Therefore, beyond visual range integrated attack capability (BVR attack capability), indicates that fighters can apply multiple weapons, such as Active/semi-active radar homing system, in conduction of attack beyond visual range by equipped avionic devices or information provided by the commanding system. Finally, the 'fighting aircraft selection problem' has been a classic example of MADM methods in the textbook for a long time [25] . However, this example has been used over several decades, both the case data and the selection criteria set are relatively dated ('dated' relative to the new types of considered criteria as abovementioned for developing new fighters). Besides, as discussed previously, most recent MADM models are proposed for solving the 'selection' problem of (existing) fighting aircrafts or normal aircrafts [26, 27] , rather than concerning the 'design' and R&D issues of fighters. This feature distinguishes the case that is studied here from other aircraft (type) selection cases, in terms of the type of problem to be solved in the intrinsic.
Various weapon systems integrating capability

Methodology
The Proposed Knowledge Discovery Education Framework: An Overview
The proposed science education framework includes a systematic flow that organizes several fundamental steps that would be helpful for teaching the concepts and the relevant methods as to discover the relevant knowledge about the budget-use decision scientifically.
To illustrate, using the decision problem case of this study (as the example), in Phase I, it was taught that the design criteria for developing the next generation fighter should be studied thoroughly. Clues for the inclusion of the 12 relevant criteria were sought for in both the industrial literature and the academic literature (see Section 2.3). This was followed by a next Phase II to establish a decision hierarchy that organises these criteria under a total decision goal, and to confirm that with the expert DMs while using the qualitative Delphi method.
In Phase III, the staffs were guided to make face-to-face interviews with the DMs, and the DMs were asked by the staffs to fill the expert questionnaire designed, according to the decision hierarchy that had been confirmed in Phase II. This obtained the pairwise comparison matrices for each DM. The consistency analysis of analytic hierarchy process (AHP) was applied to validate the answers and the trained staffs re-interviewed a DM if the result is negative (inconsistent). Following this survey, the criteria prioritizing (i.e., criteria weight vector determination, or CWV-determination) phase of AHP was taught and performed, so as to assess the priority of the constructs w.r.t. the total decision goal as well as the priority of the criteria w.r.t. each construct, for each DM. The staffs were then taught how to have the aggregated opinions by taking these individual opinions, as to obtain the knowledge about the real priority of the design (for the effective budget use), which is scientific and numerical.
In the final phase IV of education training, the ways to make decision analysis were taught to the staffs extensively. The aims of this phase are to have an overall picture to the individual opinions in the interest group and to discriminate and discover similarities in the individual opinions. In order to do so, some methods and tools that are frequently used in the recent DDDM field were taught. For example, by treating the individual CWVs as (valued) statistic variables, the Pearson correlation coefficient between each pair of two 'variables' can be identified. This forms the basis to establish a 'correlation matrix', and the staffs were taught to visualise one such matrix (for the constructs w.r.t. the total decision goal) as a heat maps. In addition, they also learned how to have an undirected network graph for social network analysis (SNA) in terms of in-between closeness by utilising the data elements in the matrix.
Except for from the statistical aspect, it is also taught that these CWVs can be viewed, geometrically, as multiple dimensional vectors in the space. This allowed for the computation of the cosine similarity index between every two CWVs, and the computed cosine similarity values were also taught to be plotted as heat maps (one for the constructs and the other ones, each of which for the criteria under a construct) and utilised as the base information for plotting the network diagrams.
More importantly, by doing these works, the information about how close the opinions were among the DMs were observed and cross validated by using two separate methods, while the knowledge about the heterogeneity and homogeneity of the DM opinions in the interest group were obtained while using different measures. In the tutorial, another important visualisation method, the decision tree method for clustering analysis, was also taught. Based on the individual opinions data, the method saw how the DM opinions, in overall, were clustered as subgroups, and this had provided additional information to assert the analytical results from using heat map and network diagram, i.e., for prudence.
Note that unlike in Phase III where the knowledge that was obtained for the staffs was for budget allocation, the analytical results that were obtained from Phase IV helped the staffs to make the opinion gaps closer, as such knowledge was important to numerically support the internal coordination works. In addition, the DDDM-based methods taught in this phase were relatively new to science education, in contrast to the conventional teaching materials for conducting decision analysis, e.g., sensitivity analysis.
The components that constitute the proposed science educational framework are summarized in Figure 2 . Not limited to the example training course hold, it can be generalised to guiding other tutorial courses as to enhance the 'decision ability' of staffs who are facing a similar budget-use problem when it is to design a specific high cost product. Anyhow, the suitable application of the framework could answer the main research question of this study, which is about "how can the relevant budgeting staffs understand that for the strategic DMs, which set of technologies are really key and essential to the project?", as mentioned previously in Section 2.2.
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Methods Used for Phases I and II
The process to obtain the operational definitions for the decision factors and to establish a set of criteria in Table 1 is exactly the methodological body of Phase I of the educational framework (see Figure 2 ), which has been taught to the users in the training course: to design a specific high cost product, the initial decision factors should be carefully selected and determined from both the industrial data catalogues and the literature. A bunch of reviewed literature (as the literature reviewed above) is necessary to establish a 'confident' criteria set before making such decisions. Note that we intentionally made a review for the criteria set that was established for the decision problem in the example case in very detail (see the works shown in Section 2.3), as to demonstrate the suitable review process that should be taught and performed in Phase I of the educational framework and to form a solid basis for other results that were obtained later in the training course case.
Immediately following this, for presentation clarity and fluency, we also present the methodological body of Phase II here. In Phase II, the staffs of the R&D institution were trained to have another important decision ability, which is to organize the criteria set as determined in Phase I as a decision hierarchy, as to have a solid basis for making subsequent AHP-based surveys and the 
Immediately following this, for presentation clarity and fluency, we also present the methodological body of Phase II here. In Phase II, the staffs of the R&D institution were trained to have another important decision ability, which is to organize the criteria set as determined in Phase I as a decision hierarchy, as to have a solid basis for making subsequent AHP-based surveys and the group-based assessment for the priorities (in Phase III). For Phase II, the well-known qualitative Delphi method, as well as its role for the two main steps of this phase (i.e., the first step to establish a reasonable decision hierarchy and a second one to confirm the established hierarchy) are taught.
To illustrate, in the training course practice, specifically for this step, the staffs were asked to consult the potential DMs with face-to-face meetings, as to confirm the appropriateness of the 12 determined criteria and to add an additional 'layer of constructs' beyond the 12 criteria. Eventually, in the tutorial, a set of four constructs was determined by the DMs (i.e., engine capability, flying control capability, avionics and awareness capability, and the integration capability), whilst the 12 criteria were also placed (mounted) under these constructs. As such, a decision hierarchy, as shown in Figure 3 , is formed. So, in the second step, the staffs were asked again to confirm this 'supposed hierarchy' with all potential DMs via e-mail. Fortunately, for this step, all of the 10 potential DMs agreed with the hierarchy without exception in the responding e-mails. For more detail, please see Section 4.1.2.
Since Phase II's qualitative Delphi method was proposed more than 70 years ago and it has been a popular method with many successful applications [57] , for space reason, the quantitative AHP method, which is the method taught and used for Phase III, and its applications in the relevant fields, requires a further scrutiny.
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The AHP Method Suggested for Phase III's Main Knowledge Discovery Work
This subsection reviews the theoretical basis of the relevant processes of Phase III. These are also the tutorial materials used for conducting the surveys, performing the modelling works, and making the (in-) consistency analysis, in terms of AHP.
As can be seen in Section 2.3, the design decision problem of fighters becomes increasingly confounding because of the set of criteria is growing large. The set is too complicated to be considered for making a right decision and this should be true for other similar design decision problems. But, in the meanwhile and on the other side, the development of the various multi-attribute decision-making (MADM) methods is maturing day by day. They could meet the demand.
In the tutorial, as the most popular MADM method, AHP is taught as the quantitative evaluation model (see Figure 2) for the staffs to obtain the relevant knowledge about the 'priorities', i.e., the priorities for the constructs (as determined in Phase II) and the priorities for the criteria under the constructs (as determined in Phase I and confirmed in Phase II), because it is an evident and confident method in real practice. That is, AHP is taught to the course-participating staffs in order to determine the priority (the obtained decision knowledge) for strategically planning the relevant R&D investments, and this is the main decision-ability developing target of the staff training.
AHP is a well-known MADM approach that has been applied for decades, since it was proposed [58] . A standard AHP allows for a hierarchical organisation of the overall decision goal, the criteria (constructs) and the sub-criteria (criteria), where the alternatives are placed in the bottom layer. The process of AHP is roughly divided into two phases: a first phase to determine the weights for the criteria and a second to prioritize the alternatives. The literature is abundant with its applications, and this is still true in this decade. For space reason, the following recent articles which involve a variety of applications (but not limited to these) are cited [59] [60] [61] [62] [63] [64] [65] [66] [67] . As can be seen, the popularity of AHP is mainly based on its effectiveness in solving real decision problems; so many hybrid models also involve the use of AHP [68] [69] [70] [71] . Recent studies also extend AHP with the fuzzy set logic, e.g., in terms of the intuitionistic fuzzy sets [72] [73] [74] . Anyhow, AHP is not only an MADM approach that is well proven, but also a suitable model for this study because it is a ratio-scaled, compensatory group MADM model that offers a quantitative basis for the evaluations.
In this study, only the first phase of AHP is taken to conduct the relevant surveys, to perform the consistency analyses and to assess the preferential structure of the opinion group (i.e., the CWVdetermination process). As such, the priority and importance of each performance requirement item to design a next generation fighter can be determined scientifically (and quantitatively), as to establish a systematic model that allows a DM to make relevant assessments toward the design problem of next generation fighters. Then, following these, the 'look' of a new fighter can be depicted, and this will guide the R&D process, in that the input portfolio of the relevant resources can be determined, subject to the functional needs, in terms of the viable technologies.
Suppose there is a pairwise comparison matrix, M nxn , where n is the number of the criteria that are pair-wisely compared, the process to determine the CWV based on this square matrix is reviewed, as follows.
In the experiment, similarly to many other studies that utilise AHP, the even ratios are not used for recording the results of pairwise comparison. The column-sums vector of this matrix is thus:
Dividing each column in M using this vector element-wisely, another square matrix, M , is obtained, as:
. . . . . .
The CWV assessed using any pairwise comparison matrix M is thus obtained by calculating the row-sums vector of M , which is:
As both the main knowledge discovery process (Phase III) and the subsequent analyses (Phase IV) are focused on the assessed CWVs, only the general form for CWV-determination in AHP is reviewed here (and was taught in the class course before the staffs are going on to the real surveys). For the CR-based consistency analysis, which is another well-known method of AHP, please check the relevant articles, since this study relies on Expert Choice as a tool at the earlier survey stage to assist the consistency analysis processes.
Courses Discovering the Knowledge for Budgeting
Phase III of the proposed education framework discovers the knowledge that facilitates the make of a suitable decision for budget allocation on a numerical basis, which is based on the set of criteria identified in Phase I and the decision hierarchy established and confirmed in Phase II. In the training course, it let the staff learn how to investigate the opinions and calculate the priority for the constructs and those priorities for the involved criteria under them according to the decision hierarchy, for each DM, and how to aggregate and assess the priorities based on the group opinions.
The latter is exactly the knowledge to establish a guideline to support the make of a scientifically-right resource allocation decision about the use of the 'limited but large' budget, which is a common decision when designing a specific high R&D cost product. The ability to obtain such knowledge is a key decision ability for the staffs (e.g., employees of the budget planning department in this case) who are eager to know the real preferences of the DMs in the interest group, to justify the priority over the relevant technologies to be developed, to identify the technologies that are really critical for their next generation fighter R&D, and to make a reasonable budgeting plan, which is subject to the 'limited but huge' budget received.
By introducing the tutorial process and materials of the training course that was made to the relevant staffs in the institution directly, this section illustrates the survey works in both Phases II and III and the main knowledge discovery works in Phase III.
For the Survey Works
The Opinion Group
The trained staff members were asked to choose 10 potential DMs to constitute the opinion (interest) group. Works for Phase II were done by consulting with these DMs via phone or e-mail, while after Phase II, the decision hierarchy was confirmed, prior to Phase III (see Section 2.2). Then for Phase III the staffs were taught and asked to conduct the relevant AHP-style surveys using the expert questionnaires designed, according to the obtained hierarchy. In this training course, the same group of DMs were also the interviewees.
The 10 DMs are from one of the well-known aeronautical systems R&D institutions in Taiwan (ROC). These DMs are experienced fighter R&D experts. Most of them have worked for more than 20 years and some of them are R&D project chiefs or R&D unit supervisors. They are experts and have professional knowledge in fighter R&D jobs, and are also familiar with fighter R&D expense forecasting. Moreover, most of them are members of the budget allocation committee, so they play a key role in deciding the uses of the fighter R&D budget fund. All of the expert DMs are male, and eight of them are experienced seniors (over 50 and in the service track for over 21 years), while the other two are under 50 and in the service for 5-10 years and 11-20 years, respectively. Three of them are department managers or above, four are advisors, and three are the R&D engineers. As for the academic degrees, four of them hold a Ph.D. degree and six are Master of Science (M.Sc.). The stratifications of the population are presented in Table 2 . As discussed in Section 2.3, in Phase II of the training course, the Delphi method was taught and it was used (by the staffs) for two purposes: (i) to establish a reasonable decision hierarchy: this includes the introduction of the construct layer, the determination of the set of constructs, and tree structuring; (ii) to consult and confirm that the established decision hierarchy is reasonable. This phase, including the training courses and the exercise, started at December 2017 and it ended until the survey work of AHP began (see Section 4.1.1). The works involved three round trips of face to face interviews, e-mails, and phone conversations with the DMs, and as a consequence, the decision hierarchy was confirmed in Figure 3 . For further presentation simplicity, the constructs and the criteria in the hierarchy are organized and coded in Table 3 . Table 3 . The organized decision hierarchy that is confirmed using Delphi method. In the tutorial, the ways to conduct the AHP surveys and poll with the expert questionnaires that are designed by reference to the decision hierarchy, to fill the source analytical data sets in terms of the pairwise comparison matrices and to make the consistency (ratio) analysis based on which were taught.
The materials were taught and the exercise was made during the period from 12 February to 15 March 2018. DMs in the interest group (see Section 4.1.1) were interviewed by the staffs and each DM was asked to fill the five AHP-style expert questionnaires that are designed, according to the confirmed decision hierarchy (i.e., one for pair-wisely comparing the importance in the main constructs set, i.e., {PC-A, PC-B, PC-C, PC-D}, while four for comparing the importance in the criteria sets under each construct, e.g., {AC-1, AC-2, AC-3}). During the interview process, the staffs were asked to equip with a notebook PC with the Expert Choice software (ver. 11.1.3322) installed. In each round of interview, the answers to the pairwise comparison questions in the expert questionnaires were directly recorded, so that a total number of five pairwise comparison matrices were obtained for each DM. After each round of interview, a consistency analysis was performed, so as to test if there was inconsistency in the obtained results. This was again done by using the Expert Choice software as a tool, and if the consistency analysis failed (i.e., the software uses the threshold: inconsistency index (consistency ratio) C.R. = C.I./R.I. > 0.10 by default), the respondent was re-interviewed for one more round after a period of time for sufficient rest. This process repeated until every pairwise comparison matrix had passed the consistency check.
As a result, perhaps because of the expertise of the opinion group member and the limited number of items to be compared in each questionnaire, eight of the 10 DMs passed the consistency check right after the first round of interview. Only one of them was interviewed twice and one of them was interviewed for the third time to pass the check. This also reflects the fact that our teaching material had let the hierarchy not exceed the psychological limit of 'the number of items to be compared for human by using AHP' [75] [76] [77] . Methodologically speaking, this is exactly a good effect from organizing the considered criteria under an additional layer of constructs.
For the Analytical Steps Based on AHP
After the training course of AHP survey (see Section 4.1.1), the way to assess the preferential opinions in terms of priority vectors (for the constructs and for the subset of criteria under each construct) for every DM individual, the way to aggregate these individual opinions (again for the constructs and for the subset of criteria under each construct) and the way to prioritize the overall sequence for investment budget planning were taught.
For the Main Constructs
After the exercise in Section 4.1.1, the pairwise comparison matrices, all of which passed the consistency check, are ready for the determination of CWVs. Except for the theoretical courses that are given for the calculations to determine the individual opinions in terms of CWVs (as discussed and presented in Section 2.3), to obtain the aggregated opinion, the staffs are guided through the use of a convenient function that is offered by Expert Choice, which is to assess the 'aggregated CWV' based on the datasets sourced from the 10 DMs. So, at first, for this case, the operations to obtain the aggregated CWV for/among the four constructs under (w.r.t.) the total design decision goal were demonstrated, while the relative importance among them (i.e., PC-A, PC-B, PC-C, and PC-D)) were assessed in Table 4 . Using a software tool is more preferable for the staffs, even they have learned the theories. This is also more convenient for us when teaching for this step. The ways to read the numbers in Table 4 (interpretation) was another part of the tutorial course. As was seen from the result, the construct that is considered as the most important one is the fighter's engine capability (PC-A), followed by integration capability (PC-D) and avionics and awareness capability (PC-C), while its flying control capability (PC-B) is regarded as relatively less important. The engine capability outranks the other constructs because it cuts the amount by more than a third (36.6%). The integration capability and the avionics and awareness capability are almost equally important, as each of which contributes about one fourth for the design decision and their assessed importance are 26.9% and 24.5%, respectively.
These observations reveal that, when designing a next generation fighter, of most importance is engine capability (PC-A). So, if more budgets can be allocated for the relevant R&D works of it, the designed fighter would have more chance to meet the requirement. In the meanwhile, since the integration and the avionics and awareness capabilities of a fighter (see the weight numbers for PC-C and PC-D) are also relatively important, the budget allowed for designing the relevant functions should also be assigned to a certain extent. In compare with these, the role of flying control capability (PC-B) is relatively minor. This is an important observation because it was deemed important when designing a traditional fighter, but it becomes a minor concern when designing a next generation fighter.
For the Criteria Involved under (w.r.t.) Each Construct
In the training course, the criteria involved w.r.t. each of the four constructs were taught to be analysed accordingly. But this did not cost much time because similar matters had been done for the constructs w.r.t. (under) the total design decision goal. In each of the four exercises, 'aggregated opinion determination' was also performed on a group-opinion basis, i.e., by using Expert Choice, each exercise uses and aggregates the 10 CWVs that are assessed individually for the DMs. Note that how to read the results is, once again, an important training of this step.
At first, the trained staffs were asked to assess the CWV for the 3 involved criteria under PC-A, which are AC-1, AC-2, and AC-3, while the result is shown in Table 5 . As is observed, AC-1 (vertical /short take-off and landing) is the most important design criterion that is required w.r.t. the engine capability construct (PC-A), as its importance (under which) reaches 70.5%, which is over 2/3. When compared to AC-1, AC-2 (super-cruise) is relatively less important, while AC-3 (hypersonic) is far less important. For the staff, this is the important knowledge that will guide the decision when allocating the budget that has been allocated for PC-A. Next, the excise was made for the two involved criteria under PC-B, BC-1, and BC-2, while the 'correct answer' of this exercise is shown in Table 6 . As is seen, under such a construct, which is relatively minor for next generation fighter design, multi-mission execution capability (BC-1) is relatively important, as its importance is about 2/3 and super manoeuvrability is only about 1/3. Thirdly, the same exercise was made for the four involved criteria under PC-C, i.e., CC-1, CC-2, CC-3 and CC-4. The result is shown in Table 7 . As is seen, under this construct, which is with a medium (moderate) importance, among the four criteria, although super information advantage and AI capability (CC-1) is shown as more important than the rest three criteria and its importance cuts the amount by more than 1/3 (36.1%), a dominance is not shown, since CC-2 (beyond visual range awareness) is also a significant criteria (28.2%, whose importance is more than 1/4) and the least important criteria, CC-4 (advanced cockpit and human-machine interface), still renders an importance of 15.8% that is over 1/7. The 'correct answer' in this exercise draws two implications for technology management and education: (1) a topic that is actively discussed, such as AI, does not mean that it must have dominated importance to everything; and, (2) understanding the real preferences and needs, as not to be led by the popular technologies, is the power of using the proposed management science education framework. Finally, the experiment is made again for the 3 involved criteria under PC-D, DC-1, DC-2, and DC-3. The CWV evaluations under this construct are shown in Table 8 . By interpreting the result, it is easily observed that no relative importance of any one criterion outranks those of the other two. Every criterion contributes an importance to the integration capability construct (PC-D) that is almost equal to one-third. Moreover, despite DC-1 (stealth) is the most important criterion, the contributing gap between it and the least contributing criterion, DC-3, is as narrow as 7.2% (i.e., 36.6-29.4%). In addition to the training courses that were arranged and taught to analyse the priority for the constructs and the priority for the involved criteria w.r.t. a construct (Section 3.3), another course was also given to the staffs for understanding the other type of knowledge about budget planning, which is to know the 'overall (synthesized) priority' of all criteria. Figure 4 shows an overall assessment for the priority and the synthesised individual weights of the 12 considered criteria in the decision case (see their definitions in Table 1 ). These are done by multiplying an assessed CWV in Tables 5-8 under a construct with the scalar value that is the corresponding weight of that construct (in Table 4 ) and then ranking them. This is as the following:
where W XC , X ∈ {P, A, B, C, D}, is, respectively, the absolute weight vector of the constructs and the involved criteria under each construct; CWV XC , X ∈ {P, A, B, C, D} are the relative importance vectors that are used for the calculations, as are sourced from Tables 4-8.
Despite that the above theoretical part of this step had been learned in the class, the staff students were asked once again to have an exercise by directly using Expert Choice in the class. The software tool also provides such a function by default. Therefore, 'how to discover the decision-relevant knowledge' was the core for establishing the decision ability of the staffs.
At first, the credibility of the source data sets can be observed. As can be read in Figure 4 , on average, the inconsistency of the 50 source pairwise comparison matrices after all the consistency checks have passed is as little as 0.02. Despite that the above theoretical part of this step had been learned in the class, the staff students were asked once again to have an exercise by directly using Expert Choice in the class. The software tool also provides such a function by default. Therefore, 'how to discover the decision-relevant knowledge' was the core for establishing the decision ability of the staffs.
At first, the credibility of the source data sets can be observed. As can be read in Figure 4 , on average, the inconsistency of the 50 source pairwise comparison matrices after all the consistency checks have passed is as little as 0.02. In the next, the most and least important criteria, when justified in overall, can be observed and compared. The importance of AC-1 (vertical/short take-off and landing capability of the fighter) is salient, as it has an absolute weight of 17.2% (>1/6). In contrast, AC-3 is the least important one (2%). It is interesting that the difference is over eight times, but both of them are under the same primary construct (PC-A), which is engine capability.
Thirdly, the knowledge about the set of 'more important criteria' can be discovered. For this matter, a threshold can be set to discriminate these criteria against the 'not that important' or 'not important' ones. In this study, t = 0.9 was used as the threshold for classification, and as a consequence, six criteria (among the 12) are considered to constitute a set of 'more important criteria' (i.e., DC-1, DC-2, CC-1, DC-3, and CC-2, in addition to AC-1, as discussed above). That is, half of the criteria is classified as more important while the rest half is as less important. According to this classification, the six more important criteria have determined 72.4% of the total importance for the decision problem. This implies that this subset of criteria dominates the future design works and should be the priority during R&D budget planning, even if the budget allocation ratios will not be strictly followed.
Finally, further observations can be made about how these 'more important criteria' are with respect to the main constructs. Firstly, these criteria are w.r.t. the PC-A, PC-C, and the PC-D primary constructs, and none of them is under the PC-B construct (the construct 'flying control capability'). Secondly, the most important construct (PC-A, engine capability) has only one 'more important criteria' under which (i.e., AC-1), but it is the most important criterion in overall. In contrast to this, all of the three criteria under the next important construct (i.e., the integration capability, PC-B) are In the next, the most and least important criteria, when justified in overall, can be observed and compared. The importance of AC-1 (vertical/short take-off and landing capability of the fighter) is salient, as it has an absolute weight of 17.2% (>1/6). In contrast, AC-3 is the least important one (2%). It is interesting that the difference is over eight times, but both of them are under the same primary construct (PC-A), which is engine capability.
Finally, further observations can be made about how these 'more important criteria' are with respect to the main constructs. Firstly, these criteria are w.r.t. the PC-A, PC-C, and the PC-D primary constructs, and none of them is under the PC-B construct (the construct 'flying control capability'). Secondly, the most important construct (PC-A, engine capability) has only one 'more important criteria' under which (i.e., AC-1), but it is the most important criterion in overall. In contrast to this, all of the three criteria under the next important construct (i.e., the integration capability, PC-B) are included in this more important criteria set. Moreover, two of the four criteria under the third important construct (i.e., the avionics and awareness capability, PC-C) are included. This implies that in terms of the information of '6 more important criteria', for the constructs, 'engine capability', 'integration capability', and 'avionics and awareness capability' are the focuses. This is reflexive to the knowledge obtained in Section 2.2, which is the priority of the constructs that was assessed using the information of CWVs directly.
In a short summary, this section presents Phases II and III of the proposed education framework, for establishing the ability to discover the relevant decision knowledge for designing a specific high cost product. These are illustrated by the training course that was recently given to the employees in a large R&D institution, which received a 'big' budget for next generation fighter design (the specific high cost product), but was going to allocate the 'limited' budget effectively. With the teaching classes for the theories and the relevant exercises assigned, the staffs have successfully learned how to organize and confirm the decision hierarchy for the given decision using the Delphi method, how to design the expert questionnaires, how to conduct the AHP-style surveys, how to examine the inconsistency in the source data set, how to discover the key decision-supporting knowledge from the priority sequences for the constructs and criteria. Establishing these abilities for the relevant staffs in the R&D institution is the aim of the proposed education framework, because they can learn how to allocate the 'big but limited' budget cogently yet appropriately, and the ways to read extra information that is relevant to the decision from interpreting the results.
Tutorials for Decision Analysis Identifying Opinion Gaps and Implications
This section presents the teaching steps/materials designed for Phase IV (further decision analysis) of the framework. Again, these are illustrated by using and following the results from the CWV-determination exercises, which have been obtained in Section 3. It is specifically noted that, here, the courses that are taught for the analyses are not a common one for sensitivity analysis, which is conventional to operational research. Instead, in order to fulfil the users' major demand on analysing the similarities and diversities of the DM opinions, the various perspectives and methods, either statistical or geometrical based, are 'borrowed' from the field of big data analytics and they are used in the teaching works for Phase IV.
Required Pre-Processes for the Analyses
Since the purpose of the decision analysis is focused on the discriminations and similarities of the DM opinions in the interest group, the data of their individual opinions (both the priority for the constructs and the priorities for the criteria with respect to the four constructs) should be assessed again in terms of the 'individual CWVs'.
So, at first, how the source model datasets (recorded in Expert Choice) are converted to .CSV files is taught. This obtains 50 .CSV files, each of which contains a pairwise comparison matrix for a DM (i.e., 10 DMs and five for each).
Secondly, a tutorial to write an additional program in R for data pre-processing is also given. Because the consistency analyses were done by the software tool, only the logic for the algorithmic computations for determining the individual CWVs in terms of AHP are coded in the R program. With the 50 input files supplied, the program automatically loaded these files in order and determined a CWV based on each pairwise comparison matrix. Following this, the program compiles these CWVs by (or bounds column-by-column in terms of) the total goal and by each of the four constructs, rather than by DM. These yielded five new matrices, each of which is for 10 DMs, as shown in Table 9 . Table 9 . The compiled matrices of criteria weight vector (CWVs). 
Mathematically, the above process obtains aggregated criteria weights (ACW) matrices, which is mathematically expressed, as follows: These ACW matrices are the base information for the subsequent analyses because as will be shown later, the required decision analyses can only be conducted when the relevant information is measured, established, and reorganized in this way. Note that in these tables, the criteria under each construct are disordered to keep faith with the original questionnaire. For example, in Table 9d , under the CC construct, the row order of the criteria is CC-2 (beyond visual range awareness), CC-4 (advanced cockpit and human-machine interface), CC-3 (rapid electronic warfare countermeasures and interference), and then CC-1 (super information/AI capability). This preserves the order that is used in the investigation, but is not the order previously used to render the results for these criteria (i.e., for presentation simplicity, these criteria were intentionally reordered and renumbered in the previous sections). However, this will not affect the subsequent analyses, as along as the elements of each CWV, semantically, keep an identical order subject to the analytical context. This is the situation of the data in Table 9 .
Thirdly, prior to the subsequent analysis, two observations are made based on Table 9 . The aggregated CWVs as assessed by the R program (see the numbers in the 'aggregated' column of Table 9a -e), can be cross-validated with the CWVs that were aggregated in Tables 4-8 by the commercial Expert Choice utility. It is found that because R's core computations support more under-decimal digits (while the numbers that are presented here are rounded), the loss in precision is relatively less when determining the CWVs using Equations (1)-(4) in R. So, the results slightly differ from those obtained using Expert Choice. Next, it is shown that the rank order of the criteria under each construct is kept (i.e., the priority order of criteria is identical for any pair of two CWVs as assessed separately using the R program and Expert Choice). These are the ground and the evidential confidence to conduct the subsequent analyses. Anyhow, the ways to make these observations were also taught, as a supplement to the education material of Phase IV.
Analysis in Terms of Statistical Correlations
In Phase IV of the training course, an initial analysis is taught to discover the knowledge about how the individual CWVs over the four primary constructs are correlated with each other. In terms of statistics, this is done by treating every column (a CWV) in Table 9a as a 'statistical variable' and then examining the Pearson correlation coefficient for each pair of them.
As Table 9a contains CWVs for the 10 DMs, the correlation coefficients for a total number of C 10 2 = 45 pairs of CWVs are calculated using R. In R, the entire matrix is regarded as a multivariate sample (except for the greyed part), and a 'correlations matrix' for the multivariate sample is computed. The obtained correlations matrix is flipped upside down and visualized as a heat map. This is shown in Figure 5 as the following. Expert Choice utility. It is found that because R's core computations support more under-decimal digits (while the numbers that are presented here are rounded), the loss in precision is relatively less when determining the CWVs using Equations (1)- (4) in R. So, the results slightly differ from those obtained using Expert Choice. Next, it is shown that the rank order of the criteria under each construct is kept (i.e., the priority order of criteria is identical for any pair of two CWVs as assessed separately using the R program and Expert Choice). These are the ground and the evidential confidence to conduct the subsequent analyses. Anyhow, the ways to make these observations were also taught, as a supplement to the education material of Phase IV.
As Table 9a contains CWVs for the 10 DMs, the correlation coefficients for a total number of 10 2 C 45 = pairs of CWVs are calculated using R. In R, the entire matrix is regarded as a multivariate sample (except for the greyed part), and a 'correlations matrix' for the multivariate sample is computed. The obtained correlations matrix is flipped upside down and visualized as a heat map. This is shown in Figure 5 as the following. As can be seen in Figure 5 , for the four constructs under the total decision goal, the CWV pairs of (DM-6, DM-8), (DM-5, DM-10),, and (DM-4, DM-5) are very positively correlated. The correlation coefficients of these pairs are >0.9 (i.e., 0.979, 0.967, and 0.961, respectively), but the latter two observations are not transitive to the (DM-4, DM-10) pair (0.879). The opposite extreme of negative correlation is the CWV pair of (DM-8, DM-9) (−0.865). So, in overall, in the heat map, it seems that the opinions of the DMs are quite diversified for the four constructs under the total goal of fighting aircraft designing, in terms of the correlation coefficients that are calculated between their CWVs.
Following such an observation, further analysis is made by using the network diagram in social network analysis (SNA), while between-ness centrality is used to establish the edges of the graph. Based on data in the correlations matrix, an SNA graph for the CWVs is obtained in Figure 6 . As can be seen in Figure 5 , for the four constructs under the total decision goal, the CWV pairs of (DM-6, DM-8), (DM-5, DM-10), and (DM-4, DM-5) are very positively correlated. The correlation coefficients of these pairs are >0.9 (i.e., 0.979, 0.967, and 0.961, respectively), but the latter two observations are not transitive to the (DM-4, DM-10) pair (0.879). The opposite extreme of negative correlation is the CWV pair of (DM-8, DM-9) (−0.865). So, in overall, in the heat map, it seems that the opinions of the DMs are quite diversified for the four constructs under the total goal of fighting aircraft designing, in terms of the correlation coefficients that are calculated between their CWVs.
Following such an observation, further analysis is made by using the network diagram in social network analysis (SNA), while between-ness centrality is used to establish the edges of the graph. Based on data in the correlations matrix, an SNA graph for the CWVs is obtained in Figure 6 . In Figure 6 , the obtained diagram means that the opinion group is divided into two isolated subgroups, and the fact that there is no bridge between these two groups implies a divergence in the opinions. DM-4, DM-5, and DM-10, who were discussed previously to be coherent, are clustered in the upper-right subgroup. DM-9, who was also discussed previously to be very negatively correlated with DM-8, is also clustered in this group and is far from DM-8. In contrast, the remainders are clustered in another lower-left subgroup. This means that their opinions are correlated enough to be clustered together, according to the shown structure, but none of them has sufficient correlation with the upper-right subgroup that can make a bridge toward there.
This observation is confirmed when a decision tree is established to cluster the assessed CWVs of the individual DMs, which is shown in Figure 7 . In Figure 7 , it is found that every DM who is in the upper-right subgroup in the network diagram ( Figure 6 ) is in the left sub-tree and is classified as a category (yellow boxed). Every DM who is in the lower-right subgroup in Figure 6 is in the right sub-tree and classified as another category (blue boxed). In addition, the decision tree gives supplementary information for how dissimilar two opinions are by branching at the different levels using the dissimilarities that were revealed by the correlation coefficients. Moreover, by using this tree, the required knowledge about which two DMs' opinions are the most correlated with each other as well as the knowledge about which DM's opinion is closest to them are easily discovered. In Figure 6 , the obtained diagram means that the opinion group is divided into two isolated subgroups, and the fact that there is no bridge between these two groups implies a divergence in the opinions. DM-4, DM-5, and DM-10, who were discussed previously to be coherent, are clustered in the upper-right subgroup. DM-9, who was also discussed previously to be very negatively correlated with DM-8, is also clustered in this group and is far from DM-8. In contrast, the remainders are clustered in another lower-left subgroup. This means that their opinions are correlated enough to be clustered together, according to the shown structure, but none of them has sufficient correlation with the upper-right subgroup that can make a bridge toward there.
This observation is confirmed when a decision tree is established to cluster the assessed CWVs of the individual DMs, which is shown in Figure 7 . In Figure 7 , it is found that every DM who is in the upper-right subgroup in the network diagram ( Figure 6 ) is in the left sub-tree and is classified as a category (yellow boxed). Every DM who is in the lower-right subgroup in Figure 6 is in the right sub-tree and classified as another category (blue boxed). In addition, the decision tree gives supplementary information for how dissimilar two opinions are by branching at the different levels using the dissimilarities that were revealed by the correlation coefficients. Moreover, by using this tree, the required knowledge about which two DMs' opinions are the most correlated with each other as well as the knowledge about which DM's opinion is closest to them are easily discovered. 
Analysing the Similarities in Terms of Geometrical Cosine Similarity
In Table 9 , there are five matrices compiling the result CWVs, one for the construct weights under the total goal (Table 9a) , and the other four for the criteria weights under each construct (Table 9b -e). In Section 4.2, the matrix composed of the construct weights is used as the teaching example for the analysis and the outcome reveals that the opinion group of DMs are divided into two salient subgroups, in terms of the correlation relationships analysed (between pairs of individual CWVs). Anyhow, this was performed by treating the individual CWVs as statistical variables in view of statistics.
In this subsection, the perspective is altered. By treating the individual CWVs directly in view of geometry as multi-dimensional vectors in the space (rather than as multiple statistical variables, or multivariate), the similarity relationships (rather than the correlation relationships) are identified using the cosine similarity method, so the further knowledge are obtained by visualising the results based on which. As the similarity (or distance) measures are usually the studied topic in MADM, this subsection conducts a thorough analysis not only for the matrix that was compiled for the construct weights (Table 9a ), but also for each matrix containing the criteria weights (Table 9b-e) .
Again, the process to write an R program for the cosine similarity analysis was demonstrated and taught to the staffs, and the cosine similarity value of each pair of vectors (CWVs) are calculated and summarized, whose heat maps are rendered in Figure 8a -e, based on the data of the compiled matrices in Table 9a -e.
From these results, the initial observation is that unlike the correlation coefficients that are shown in Figures 5 and 8a , the cosine similarity values are all positive. This is for the reason that the elements of every CWV (as assessed from each DM) that reveals a priority for the primary constructs are all positive because of the weight postulation (i.e., every weight is positive and all weights should be summed to 1). Every CWV is in Quadrant I, regardless of the number of dimensions for the vector space, so no angle between any two CWVs exceeds 90 • (so that no cosine similarity value assessed for any two CWVs is negative).
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In Table 9 , there are five matrices compiling the result CWVs, one for the construct weights under the total goal (Table 9a) , and the other four for the criteria weights under each construct (Table  9b -e). In Section 4.2, the matrix composed of the construct weights is used as the teaching example for the analysis and the outcome reveals that the opinion group of DMs are divided into two salient subgroups, in terms of the correlation relationships analysed (between pairs of individual CWVs). Anyhow, this was performed by treating the individual CWVs as statistical variables in view of statistics.
From these results, the initial observation is that unlike the correlation coefficients that are shown in Figures 5 and 8a , the cosine similarity values are all positive. This is for the reason that the elements of every CWV (as assessed from each DM) that reveals a priority for the primary constructs are all positive because of the weight postulation (i.e., every weight is positive and all weights should be summed to 1). Every CWV is in Quadrant I, regardless of the number of dimensions for the vector space, so no angle between any two CWVs exceeds 90° (so that no cosine similarity value assessed for any two CWVs is negative). A second observation is that roughly, when two DMs have a greater cosine similarity in Figure  8 (a), they have a larger degree of correlation in Figure 5 , and vice versa. Moreover (and again roughly), when two DMs have a relatively smaller value of similarity in Figure 8a (i.e., <0.6, see the cells whose colour is ranged from pink to white and to blue), they tend to have negative correlation in Figure 5 (see the grey cells in Figure 5 ). The fact that the tendencies of the associated cosine similarity values and the correlation coefficients are identical cross-validates the experimental results, because mathematically, it has been proven that, when cosine similarity value is de-scaled and deshifted, it is proportional to the correlation coefficient.
The third observation is that in compare with the diversified opinions of the DMs for the criteria under constructs PC-B (the flying control capability), PC-C (avionics and awareness capability), and PC-D (integration capability), their opinions are rather convergent for those criteria under PC-A (engine capability). This is reflected in Figure 8b , in that the lowest cosine similarity value for the three constructs under PC-A (AC-1, AC-2, and AC-3) is still very high (0.758, as assessed between DM-7 and DM-9) and the heat map contains no other colours than red. This is not true in Figure 8c e, from a direct observation that these heat maps are colourful. Anyhow, such observation implies that, in the future, the DMs may easily reach a consensus about the relevant designs and the budget plan for the R&D works pertaining to 'engine capability'. For the works that pertain to the flying control, avionics and awareness, and integration capabilities, perhaps more negotiations are required to have a consensus. A second observation is that roughly, when two DMs have a greater cosine similarity in Figure 8a , they have a larger degree of correlation in Figure 5 , and vice versa. Moreover (and again roughly), when two DMs have a relatively smaller value of similarity in Figure 8a (i.e., <0.6, see the cells whose colour is ranged from pink to white and to blue), they tend to have negative correlation in Figure 5 (see the grey cells in Figure 5 ). The fact that the tendencies of the associated cosine similarity values and the correlation coefficients are identical cross-validates the experimental results, because mathematically, it has been proven that, when cosine similarity value is de-scaled and de-shifted, it is proportional to the correlation coefficient.
The third observation is that in compare with the diversified opinions of the DMs for the criteria under constructs PC-B (the flying control capability), PC-C (avionics and awareness capability), and PC-D (integration capability), their opinions are rather convergent for those criteria under PC-A (engine capability). This is reflected in Figure 8b , in that the lowest cosine similarity value for the three constructs under PC-A (AC-1, AC-2, and AC-3) is still very high (0.758, as assessed between DM-7 and DM-9) and the heat map contains no other colours than red. This is not true in Figure 8c -e, from a direct observation that these heat maps are colourful. Anyhow, such observation implies that, in the future, the DMs may easily reach a consensus about the relevant designs and the budget plan for the R&D works pertaining to 'engine capability'. For the works that pertain to the flying control, avionics and awareness, and integration capabilities, perhaps more negotiations are required to have a consensus.
The fourth observation is about the rest 'colourful' constructs wherein the DM's opinions are not that homogeneous. Although for the criteria under the PC-B construct (BC-1 and BC-2), there are 18 pairs of DMs whose CWVs are very similar (by counting the fully red cells in Figure 8c) , rightly under this construct, there are also six pairs of DMs whose CWVs are very dissimilar (i.e., cosine similarity <0.35 and the cell is 'relatively or very blue'). At the same time, under the PC-C construct, the heat map (Figure 8d) shows that there are only five fully red cells, and only two relatively or very blue cells are shown. Under the PC-D construct, the heat map (Figure 8e) shows that there are nine fully red cells, but no relatively or very blue cell is present. These comparisons connote the diversifications of DMs' opinions under these constructs. From this analysis, it is recognized that the degree of opinions' divergence (DoD) under PC-B is greater than the DoD under PC-C, and then they are greater than the DoD under PC-D, while the DoD under PC-A is the smallest.
Similar to Section 4.2, these cosine similarity values can also be further analysed by using the network diagrams in SNA, as to identify the subgroups of DMs, in terms of their opinions for the primary constructs and their opinions under each construct. Again, the 'igraph' library is loaded and the visualisation program is written in R, using a value of 0.7 as the edge limit to establish the graphs. The obtained network diagrams are shown in Figure 9 .
As can be seen in Figure 9a , again the opinion group is divided into two subgroups. The set of DMs in the upper-right subgroup is: {DM-4, DM-5, DM-9, DM-10}, which is identical to the upper-right subgroup when the DMs were justified using the correlation coefficients in Figure 6 . This implies that when either the statistical-based correlation coefficient or the geometrical-based cosine similarity is used to justify the opinions of the DMs, the grouping scenarios are the same for the constructs w.r.t. the total decision goal to design a next generation fighter. However, there are also differences.
As is shown between Figures 6 and 9a , the relations between the DMs in each subgroup in terms of the links (edges) are different. This is for the reason that statistical-based correlation and geometrical-based cosine similarity are different measures in the intrinsic. But, in addition to this and more importantly, in Figure 9a , the two subgroups are no longer isolated. Now, based on the obtained cosine similarity values, using the same between-ness closeness settings, several bridges have been established from the lower-left subgroup to the upper-right subgroup. It is clearly indicated that there are bridges from DM-1 in the lower-left subgroup to DM-4, DM-5, and DM-10 in the upper-right one, while there is also a bridge from DM-2 in the lower-left subgroup to DM-10 in the upper-right one. These observations imply that when the statistical-based correlations were used as the basis for SNA, specifically for the problem, relatively less knowledge about the relationships among the opinions of DMs would be revealed. This further implies that for analysing a problem that is similar to the studied one, the geometrical-based cosine similarity is a good tool, since it keeps the meanings of scale and shift. The fourth observation is about the rest 'colourful' constructs wherein the DM's opinions are not that homogeneous. Although for the criteria under the PC-B construct (BC-1 and BC-2), there are 18 pairs of DMs whose CWVs are very similar (by counting the fully red cells in Figure 8c) , rightly under this construct, there are also six pairs of DMs whose CWVs are very dissimilar (i.e., cosine similarity <0.35 and the cell is 'relatively or very blue'). At the same time, under the PC-C construct, the heat map (Figure 8d) shows that there are only five fully red cells, and only two relatively or very blue cells are shown. Under the PC-D construct, the heat map (Figure 8e) shows that there are nine fully red cells, but no relatively or very blue cell is present. These comparisons connote the diversifications of DMs' opinions under these constructs. From this analysis, it is recognized that the degree of opinions' divergence (DoD) under PC-B is greater than the DoD under PC-C, and then they are greater than the DoD under PC-D, while the DoD under PC-A is the smallest.
As can be seen in Figure 9a , again the opinion group is divided into two subgroups. The set of DMs in the upper-right subgroup is: {DM-4, DM-5, DM-9, DM-10}, which is identical to the upperright subgroup when the DMs were justified using the correlation coefficients in Figure 6 . This implies that when either the statistical-based correlation coefficient or the geometrical-based cosine similarity is used to justify the opinions of the DMs, the grouping scenarios are the same for the constructs w.r.t. the total decision goal to design a next generation fighter. However, there are also differences.
As is shown between Figures 6 and 9a , the relations between the DMs in each subgroup in terms of the links (edges) are different. This is for the reason that statistical-based correlation and geometrical-based cosine similarity are different measures in the intrinsic. But, in addition to this and more importantly, in Figure 9a , the two subgroups are no longer isolated. Now, based on the obtained cosine similarity values, using the same between-ness closeness settings, several bridges have been established from the lower-left subgroup to the upper-right subgroup. It is clearly indicated that there are bridges from DM-1 in the lower-left subgroup to DM-4, DM-5, and DM-10 in the upper-right one, while there is also a bridge from DM-2 in the lower-left subgroup to DM-10 in the upper-right one. These observations imply that when the statistical-based correlations were used as the basis for SNA, specifically for the problem, relatively less knowledge about the relationships among the opinions of DMs would be revealed. This further implies that for analysing a problem that is similar to the studied one, the geometrical-based cosine similarity is a good tool, since it keeps the meanings of scale and shift. From the results, the divergences in the DMs' opinions are also observed for the criteria under the constructs. In Figure 9b , there is only one group, wherein the links between pairs of nodes are quite saturated. This is reflexive to the previous observation that the opinions of all DMs are quite homogeneous (coherent) for the three involved criteria under the engine capability construct. However, there are more than a group in Figure 9c -e.
For the two criteria under the flying control capability construct, in Figure 9c , there are three subgroups and either the opinion of DM-3 or that of DM-4 forms a single-node subgroup that is isolated from another large subgroup of the other eight DMs. However, these two subgroups are not independent because there is a bridge between them and each of them establishes bridges to both DM-7 and DM-9 in the lower large subgroup.
For the four criteria under the avionics and awareness capability construct, in Figure 9d , there are only two bridged subgroups, one relatively large and the other relatively small. There are links between every pairs of nodes in the smaller subgroup (i.e., {DM-1, DM3, DM-6}), and each node in this subgroup bridges to the larger subgroup via a link to DM-5.
For the three criteria under the integration capability construct, in Figure 9e , there are a total number of five subgroups, including one large subgroup of six DMs and four single-node subgroups, but three main observations are made. First, in the upper-right large subgroup, the opinions are very consistent. This is shown by the fact that the similarities among these six DMs have formed a complete graph. Second, DM-6, DM-9, and DM-10, which are in three single-node subgroups, might form another subgroup, if the edge limit threshold can be decreased. This is because each pair of them, already, has a bridge. But this is not true for DM-2. Finally, each single-node subgroup bridges to the large one. DM-2 and DM-6 has two bridges, while DM-9 and DM-10 has three, to the edge nodes of the large subgroup (as defined by the subset {DM-4, DM-5, DM-8} of that group). From the results, the divergences in the DMs' opinions are also observed for the criteria under the constructs. In Figure 9b , there is only one group, wherein the links between pairs of nodes are quite saturated. This is reflexive to the previous observation that the opinions of all DMs are quite homogeneous (coherent) for the three involved criteria under the engine capability construct. However, there are more than a group in Figure 9c -e.
For the three criteria under the integration capability construct, in Figure 9e , there are a total number of five subgroups, including one large subgroup of six DMs and four single-node subgroups, but three main observations are made. First, in the upper-right large subgroup, the opinions are very consistent. This is shown by the fact that the similarities among these six DMs have formed a complete graph. Second, DM-6, DM-9, and DM-10, which are in three single-node subgroups, might form another subgroup, if the edge limit threshold can be decreased. This is because each pair of them, already, has a bridge. But this is not true for DM-2. Finally, each single-node subgroup bridges to the large one. DM-2 and DM-6 has two bridges, while DM-9 and DM-10 has three, to the edge nodes of the large subgroup (as defined by the subset {DM-4, DM-5, DM-8} of that group).
Another important finding from these rendered results is that DMs' considerations under various constructs are hard to be consistent. That is, any two DMs who gave very similar or even identical opinions for the criteria under a construct may diverge when they consider the criteria under another construct. For example, the opinions of DM-7 and DM-10 are very similar under the avionics and awareness construct (see Figures 8d and 9d) , but their opinions are far from each other under the integration capability construct (see Figures 8e and 9e) . While other examples can also be easily identified, these reflect the common variety and diversity of people's consideration of different decision-making issues.
Yet another important finding is that if the SNA graphs presented in Figure 9 are associated to the results in the heat maps, it is easily found that the DoD of the opinions under a construct (which is justified based on the distribution of cosine similarity values) is not completely analogous to the grouping scenario in the network diagram that is visualised for the same construct. The previous discussions revealed that, when the DoD of the opinions under the constructs are ordered, they follow this priority:
But, when the number of subgroups (NSgs) of DMs under each construct is analysed in the network diagram, the order is:
When under the integration capability construct the opinions of DMs in the {DM-6, DM-9, DM-10} subset can be further viewed as a subgroup (as discussed), at best the following order is yielded:
In other words, the order of the number of subgroups of DM opinions is, anyhow, different from the order of the DoD of these opinions. This implies that DoD, which measures the absolute diversity of the cosine similarity values that are assessed between every pair of DM opinions, is different to NSgs, which is the result of classifying the DM opinions by branching upon the magnitudes of the cosine similarity values. This means that DoD and NSgs are different concepts in nature, although both of them measure the 'diversity' in the opinions of DMs. Such methodological knowledge should be important for making other similar decision analyses in the future, in addition to the empirical knowledge that are further explored using the network diagrams in terms of SNA (i.e., how the DMs' opinions are grouped under each construct).
Finally, once again a decision tree is rendered based on the cosine similarity values between pairs of DM opinions that are assessed for the four constructs, which is shown in Figure 10 . In overall, when compared to the tree in Figure 7 that classified the DMs based on the correlations among their opinions, the tree here classifies the DMs based on the geometrical similarities among their opinions. As can be directly observed, in terms of the four primary constructs w.r.t. the total design decision goal, both trees classify the entire opinion group into two DM subgroups, i.e., a {DM-4, DM-5, DM-9, DM-10} subset and another {DM-1, DM-2, DM-3, DM-6, DM-7, DM-8} subset. From such an observation, the results from classifying based on geometrical-based similarity and from classifying based on statistical-based correlation are cross-validated.
However, under a close scrutiny, the two sub trees have different shapes in Figures 7 and 10 . For example, in the left subtree in Figure 7 , the opinions of DM-5 and DM-10 are the most correlated, but in the left subtree in Figure 10 , the opinions of DM-9 and DM-10 are the most similar ones. This is again due to the difference in 'branching upon what' in these two trees.
Despite so, as it has been cross validated that the DM opinions are divided into two subgroups in view of two data perspectives and the reason that leads to the difference has been told, the process to discover such knowledge for the decision case (about how the DMs are classified in their attitudes toward the constructs) shows the effectiveness of Phase IV of the proposed education framework. As in this phase, the materials about making the further decision analyses were taught to the staffs, they have obtained a guide in practice to couple with the two subgroups' opinions (in the interest group) that are quite divergent at the top level of decision-making, according to the results from the extensive analyses that are made in this section. 
Discussion, Conclusions, and Recommendations
Discussion
So far, with the application of the proposed science education framework, the involved phases in the framework are illustrated. An employee training course was given for the staffs in a large R&D institution and it had a chief aim to incubate the staffs' decision ability, for them to make a plan for using the 'large but limited' budget appropriately. After that, the staffs who are relevant to the budgeting works became able to handle the knowledge discovery processes in order to understand (and mine) the preference structures of the DMs, to have a priority over the key technologies to be developed (functions or design criteria), which is also a 'sequence of matter' for budget allocation and to make the extensive decision analysis as to close the opinion gaps in the interest group. In the abovementioned training process, the staffs were asked to do the exercises after learning the relevant courses for the involved phases and steps, and the results from these practices mean a lot to the empirical side.
In Phase I, by using the suggested literature study method (to review both the academic and the industrial literatures rigorously and to have clear operational definitions for the design criteria), the staffs successfully identified a suitable set of criteria for the encountered problem (i.e., the 12 criteria for next generation fighter design) (see Section 2.2). In Phase II, by using the tree construction logic and the Delphi method that were taught, the staffs constructed a suitable decision hierarchy (with a total decision goal and four constructs over the 12 criteria) and confirmed the established hierarchy with the experts (see Sections 2.2 and 3.2). The main decision-relevant knowledge obtained in these two phases, i.e., the 12 criteria and the confirmed decision hierarchy, should also be the empirical contribution of this study. The criteria in the set to be considered are (ranked by importance): (C1) vertical/short take-off and landing capability, (C2) stealth, (C3) beyond visual range integrated attack capability, (C4) super information advantage and AI capability, (C5) various weapon systems integrating capability, (C6) beyond visual range awareness capability, (C7) rapid electronic warfare countermeasures and interference capability, (C8) multi-mission execution capability, (C9) super cruise capability, (C10) advanced cockpit and human-machine interface, (C11) super manoeuvrability, and (C12) hypersonic.
In Phase III, with the relevant teaching materials taught (see Section 2.3), the 10 DMs that have the real decision power were visited by the staffs and they served as the interviewee experts to fill the questionnaires in the investigations in terms of AHP (see Section 4.1.1), while the consistency of 
Discussion, Conclusions, and Recommendations
Discussion
In Phase III, with the relevant teaching materials taught (see Section 2.3), the 10 DMs that have the real decision power were visited by the staffs and they served as the interviewee experts to fill the questionnaires in the investigations in terms of AHP (see Section 4.1.1), while the consistency of the results was verified 'on the fly', because the staffs were asked to record the answers in terms of pairwise comparison matrix and validate the consistency immediately while using the Expert Choice software (see Section 4.1.3). Then, based on this source data set, the aggregated priorities, in terms of CWVs, were assessed on a group basis. These revealed several preferential structures of the entire decision group, one for over the four constructs (w.r.t. the total goal) and the other four for over the criteria w.r.t. each construct (see Sections 4.2.1 and 4.2.2). Then these were the basis to evaluate the overall importance of each design criterion. A total rank over all criteria was obtained based on such information (see Section 4.2.3), and the knowledge for allocating the budget was obtained. Eventually, this study found that the sum of the weights of the top six 'more important criteria' is 72.4%, which cut almost 3/4 of the total importance. This means that most of the budget should be invested on these design criteria. A further observation revealed that the weight of the most important criteria, vertical/short take-off and landing capability (C1 above), is 17.2%, and this design criteria is the first priority to receive more budget. The weights of the stealth (C2), beyond visual range integrated attack capability (C3), and super information advantage and AI capability (C4), are 12.7%, 11.7%, and 11.6%, respectively. As the weights of these criteria are almost par, they should receive a second priority to receive the budget. Anyhow, after investing on the first 6 more important criteria, if a surplus is allowed in the budget, the six less important criteria should also receive some R&D budget. All of these are not only the significant information for budget allocation (for the institution), but also the empirical knowledge for further study (for the industry).
In Phase IV, the staffs were first taught to compile the individual CWVs as several matrices. In these matrices, the column is treated as either a valued statistical variable or a vector in the space (see Section 5.1). Further analyses were made in terms of correlation (see Section 5.2) and similarity (see Section 5.3), while the statistical-based Pearson correlation coefficient and the geometrical-based cosine similarity value between every pair of columns were computed. The analytical results were rendered using the heat maps, the graphs in SNA (i.e., the network diagrams), and the decision trees. Observations were made to these visualised results. The diversities in the opinions of DMs under the total goal and under every construct were thus identified. The whole set of knowledge, except for the teaching material, is also the empirical contribution of this study (e.g., the interesting fact that all of the DMs can reach a consensus for the criteria under the engine capability construct, but this is not the same for those under any other construct) (e.g., the priority order of the degrees of opinion divergence (DoD) under the constructs and the different grouping scenarios of the DMs under which).
In addition, by associating and comparing the results that were obtained based on correlation and based on similarity, there were also interesting empirical findings and implications, either empirically or methodologically. These are as follows:
(1) It was found that w.r.t. the total goal, the grouping scenarios for the DMs are identical (i.e., they are divided into two identical subgroups; so this important empirical finding is cross validated), but despite so, the two subgroups are completely isolated in terms of the correlation relationships, while they are bridged in terms of the similarity relationships, because the measures that are based on the statistical and geometrical concepts are, in the intrinsic, different. (2) There is the fact that DMs' considerations under various constructs are sometimes consistent (under PC-A), but often hard to be consistent (under PC-B, PC-C, and PC-D). This reflects the common variety and diversity of people's consideration of different decision-making issues. (3) It was also found that the two methods used to understand (and prioritize) the opinions' diversity under the different constructs are different, in that the measure of DoD (which is justified based on the distribution of cosine similarity values under a construct) is not analogous to the measure of NSgs (which is the result of classifying the DM opinions in the visualized network diagram under the same construct), because DoD and NSgs are different concepts in nature, although both of them measure the 'diversity in the opinions of DMs'. This methodological knowledge is important for making other similar decision analyses in the future. (4) Additional extensive knowledge is derived from comparing the decision trees that, respectively, cluster the DMs in terms of correlation and similarity. As a result, both trees classify the entire opinion group into two DM subgroups w.r.t. the total goal, i.e., {DM-4, DM-5, DM-9, DM-10} and {DM-1, DM-2, DM-3, DM-6, DM-7, DM-8}. As such, the results from classifying based on geometrical-based similarity and based on the statistical-based correlation, once again, adhere to each other. However, if they are further scrutinized, their tree shapes are, in fact, different, but the identified inconsistencies of opinions in the network graphs are, therefore, explained. Despite so, the knowledge about how the DMs are classified into two categories according to their main attitudes toward the four primary constructs is not only another significant empirical contribution, but also a guide in practice to couple with the divergent opinions from these groups at the top level of decision-making.
As such, the whole set of knowledge that was obtained during the staffs' exercises, either empirical or methodological, is also fruitful, in addition to the proposed framework itself and the teaching materials that were used in the training courses. Therefore, the main research question of this study, which is to scientifically understand the relevant decision knowledge about allocating such 'big but limited' budget for the design of a specific high cost product, is reflected.
Several methods, such as: Delphi, AHP, and DDDM, are adopted in the proposed science education framework to explore multi-criteria decision-making issues. For further discussing features of the proposed framework, we use a SWOT analysis to present the differences between our framework and the solutions with traditional Delphi and AHP methods. The SWOT analysis of the proposed framework is shown in Table 10 . Table 10 . A SWOT analysis of the proposed science education framework.
Strength Weakness
For exploring multi-criteria decision-making issues, many solutions use Delphi and AHP methods to set evaluation criteria and build hierarchical evaluation model. Then, these solutions can understand numerically assessed group-based priority for the constructs and the criteria under each constructs. Comparing with other solutions, the proposed framework uses Delphi and AHP methods to receive numerically assessed group-based priority of the constructs and the criteria under each constructs. Moreover, it also uses several DDDM methods to analyse opinions of individual DM to get the Similarities and Diversities between/among DMs' opinions. The analysis results of the DDDM methods would help users to understand completely and deeply ideas of an individual DM or groups of decision makers' for multi-criteria decision-making issues.
Comparing with traditional studies about multi-criteria decision-making issues, the proposed education framework in this study will teach users to use more methods to receive more information to identify opinion gaps and implications that might help them to solve their multi-criteria decision-making issue further. Therefore, in addition to understanding Delphi and AHP methods, users need to spend extra time to familiarize themselves with the relevant analysis methods of the DDDM method in the proposed framework; it will be the shortcoming of the proposed framework. Moreover, users will take more time to analyse DMs' opinions with the DDDM method.
Opportunity Threat
With the DDDM analysis, the proposed framework can help users to understand further 
Conclusions
This paper presents a scientific education framework for the decision knowledge discovery process. It has been applied and verified empirically by a training course that was hold for the employees in a large R&D institution, where the aim of the course is to incubate the 'decision ability' for the staff on making budgeting decisions. The institution just got a large budget and an order to design a next generation fighter, but is going to make a strategic plan targeting the effective budget use for doing the relevant design and R&D works. The education framework includes several systematic tutorial phases, as to help the staffs or students to discover the knowledge about a scientific yet cogent budget allocation decision using opinions from the DMs on a group basis and manage the gaps and similarities in the interest group numerically and graphically. Given the importance of the decision of allocating such 'large but still limited' budget (because these kinds of budget are usually allocated for developing the high cost products that will affect a nation's security and military sustainability as well as the area balance), the importance of the framework should be axiomatic.
The Phase I tutorial establishes the relevant staffs' ability to filter and choose a suitable set of criteria pertaining to the encountered decision problem that is about high-cost specific product design, while it addressed the only way to have a solid basis for criteria set determination is to make a thorough review to both the academic literature and the industrial literature. Phase II develops the abilities to construct an appropriate 'decision hierarchy' and to confirm it, in terms of the use of the qualitative Delphi method, while some important processes (e.g., multi-channel communications, the introduction of an additional construct layer and keeping the number of items in a subtree fit) are taught. Phase III establishes their ability to discover the knowledge about 'a priority', which facilitates a resource (budget) allocation decision that can be scientifically managed. The courses for both the theoretical aspect and the application aspect of AHP (e.g., expert questionnaire design, interview-based survey, consistency analysis, prioritizing the constructs and the criteria under a construct in terms of CWVs for each individual DM, the group-based priority assessments, and the overall synthesized analysis) are given, and in each step, the staffs are asked for doing an exercise. Phase IV increases the staffs' ability to make further decision analysis extensively. In the case, the teaching material is designed in such a way that meets the specific purpose raised from the taught staffs, which is to analyse the heterogeneity and the homogeneity of the DM opinions that are present in the interest group, rather than to conduct a common sensitivity analysis.
Since this paper also presents the body of the teaching materials used in the employee training courses and the practical outcome, the effectiveness of the proposed science education framework should be evident after such empirical verification. In the large R&D institution that would like to make a strategic budget allocation decision for a project to design a next generation fighter under the condition that the total budget is anyway insufficient to cope with all desired functions, the staffs have successfully learned how to identify the set of criteria for the design works (in Phase I tutorial), how to construct and confirm the decision hierarchy (in Phase II tutorial), how to discover the relevant knowledge about the 'priorities' to be set for budget allocation (in Phase III tutorial), and how to make the extensive decision analysis as to understand the opinion gaps in the interest group (in Phase IV tutorial). As is also seen, in the training course, the content prepared and taught for Phase IV is novel to science education, because the different perspectives toward the data in the big data analytics field are taken, while several DDDM analytical/visualisation methods are introduced and used.
As a final overview to the entire study and the possible merits of the exerted works, a critical analysis is given in Figure 11 
Recommendations
As confidence is gained from the successful application of the proposed framework, the applied case will serve as a reference and a guideline when it is to hold another employee training course for other similar large-scale projects (to develop single high investment cost products), since the R&D works are irreversible after the 'large but limited' budget has been planned. In these projects, the budget (as well as the relevant resources) should be allocated and spent very carefully (so the plan must be determined scientifically), so it is therefore required to understand the 'priority to invest' for the listed functions that are to be designed and the set of functions that are really key, important, and in accordance to the nation's technological development strategy.
From the perspective of methodological improvements, this study definitely paves several ways for future research on the issues of fighters' R&D in real practice. For example, a real budget allocation plan can be decided by selecting the best plan among several probable alternatives using other MADM methods (e.g., the TOPSIS and GTMA methods) based on the aggregated CWVs and the information of a 'decision matrix', which contains the attribute values for each alternative plan (e.g., how this plan generates returns on investment for every criterion). For another example, a new budget plan can also be determined by incorporating the use of MODM methods, e.g., goal programming (GP), whilst the CWVs can be used as model parameters for setting the weights for the goal criteria when constructing the model. Figure 11 . A critical analysis.
From the perspective of methodological improvements, this study definitely paves several ways for future research on the issues of fighters' R&D in real practice. For example, a real budget allocation plan can be decided by selecting the best plan among several probable alternatives using other MADM methods (e.g., the TOPSIS and GTMA methods) based on the aggregated CWVs and the information of a 'decision matrix', which contains the attribute values for each alternative plan (e.g., how this plan generates returns on investment for every criterion). For another example, a new budget plan can also be determined by incorporating the use of MODM methods, e.g., goal programming (GP), whilst the CWVs can be used as model parameters for setting the weights for the goal criteria when constructing the model.
Moreover, for the methodology to discriminate the diversity of opinions of DMs and to confirm the observed grouping scenario, perhaps other measurement and analytical basis can also be introduced except for the statistical-based correlation coefficients (which view the individual CWVs as statistical variables) and the geometrical-based cosine similarity values (which treat the CWVs as vectors in a vector space) (e.g., probability values from the non-parametric test as the basis, which regard them as independent equal-length samples and test if they are from non-identical populations or having different distributions).
Finally, from the view of pedagogy, future works are mainly two-fold, i.e., widening the application of the proposed science education framework to employee educations in other industries, as well as to student educations in the universities. For the former type of application, more similar training courses can be planned and implemented with audiences from other industries who are facing similar decision problems, e.g., to scientifically allocate the budget for designing a second generation submarine or battleship, or for making a proton radio-therapeutic equipment. For the latter type of application, both the DDDM-based teaching framework and the 'next generation' fighter 'design' case would be the suitable updates for the teaching materials for the non-DDDM-based decision methods and the 'conventional' fighter 'selection' case, both of which have been used for a number of decades in the relevant textbooks. 
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