In this paper we present the experiments and results by the SUKI team in the German Dialect Identification shared task of the VarDial 2018 Evaluation Campaign. Our submission using HeLI with adaptive language models obtained the best results in the shared task with a macro F1-score of 0.686, which is clearly higher than the other submitted results. Without some form of unsupervised adaptation on the test set, it might not be possible to reach as high an F1-score with the level of domain difference between the datasets of the shared task. We describe the methods used in detail, as well as some additional experiments carried out during the shared task.
Introduction
The fifth VarDial workshop included for the second time a shared task for German Dialect Identification (GDI). The varieties of German were from the areas of Basel, Bern, Lucerne, and Zurich. These varieties are considered dialects of Swiss German (gsw) by the ISO-639-3 standard (Lewis et al., 2013) . For the first time the GDI shared task included a separate track for unknown language detection.
We have used the HeLI method and its variations in the shared tasks of the three previous VarDial workshops (Jauhiainen et al., 2015a; Jauhiainen et al., 2016; Jauhiainen et al., 2017a) . The HeLI method is robust and competes with the other state-of-the-art language identification methods. For the current workshop we wanted to try out some variations and possible improvements to the original method. We submitted two different runs on the four-way classification track and in the end we did not submit any runs on the unknown language detection track.
Related Work
The differences between definitions of dialects and languages are not usually clearly defined, at least not in terms which would be able to help us automatically decide whether we are dealing with languages or dialects. Also the methods used for dialect identification are most of the time exactly the same as for general language identification. Language identification of close languages and dialects is one of the remaining challenges of language identification research. For a recent survey on language identification and the methods used in the field, the reader is referred to an article by Jauhiainen et al. (2018) .
German dialect identification
The German dialect identification has earlier been considered by Scherrer and Rambow (2010) , who used a lexicon of dialectal words. Hollenstein and Aepli (2015) experimented with a perplexity based language identifier using character trigrams. They reached an average F-score of 0.66 on sentence level between 5 German dialects.
The results of the first shared task on German dialect identification are described by . Ten teams submitted results on the task utilizing a variety of machine learning methods used for language identification. We report the results in Table 1 . The methods used are listed in the first column, used features in the second column, best reached weighted F1-score in the third column, and the describing article in the fourth column.
Method
Features used Weighted F1 Reference Ensemble of 9 individual SVMs char. n-grams 1-8 and words 0.662 Table 1 : The weighted F1-scores using different methods on the 2017 GDI test set.
Unknown language detection
Unknown languages are languages with which the language identifier has not been trained. Especially in a real-world situation it is always possible to encounter unknown languages. If the language identification method used produces a comparable score for different texts, it is possible to try thresholding. In thresholding, we find a score under (or over) which our prediction of the language is so poor, that we label it as unknown. Suzuki et al. (2002) describes a language identification method which was originally designed for identifying the language of web pages crawled from the internet. They had a predetermined threshold for each language known by the identifier and if the threshold was not reached the web page was categorized as junk. In the Finno-Ugric Languages and the Internet project (Jauhiainen et al., 2017b) , we have also experimented with unknown language (or just junk) detection in order to cope with pages written in languages not known to our identifier. The method we use in production is based on a language set identification method (Jauhiainen et al., 2015b) , which determines the languages used on a page. The method is simply a threshold for the number of languages: if too many languages are found in a piece of text, the text is categorized as junk. In the production environment our threshold is currently 10 languages on one web page. The production threshold has been empirically determined for the parameters used with the language set identification method and for the number of languages known by the identifier.
Language model adaptation
Language model adaptation was used by Chen and Liu (2005) for identifying the language of speech. In the system built by Chen and Liu (2005) , the speech is first run through Hidden Markov Model-based phone recognizers (one for each language), which tokenize the speech into sequences of phones. The probabilities of those sequences are calculated using corresponding language models and the most probable language is selected. An adaptation routine is then used so that each of the phonetic transcriptions of the individual speech utterances is used to calculate probabilities for words t, given a word n-gram history of h as in Equation 1.
where P o is the original probability calculated from the training material, P n the probability calculated from the data being identified, and P a the new adapted probability. λ is the weight given to original probabilities. This adaptation method resulted in decreasing the error rate in a three-way identification between Chinese, English, and Russian by 2.88% and 3.84% on an out-of-domain (different channels) data, and by 0.44% on in-domain (same channel) data. Zhong et al. (2007) also used language model adaptation with language adaptation of speech. They evaluated three different confidence measures and the best faring measure is defined as follows:
where M is the sequence to be identified, n the number of frames in the utterance, g i the best identified language, and g j the second best identified language. The two other evaluated confidence measures were clearly inferior. Although the C(g i , M ) measure performed the best of the individual measures, a Bayesian classifier based ensemble using all the three measures gave slightly higher results. Zhong et al. (2007) use the same language adaptation method as Chen and Liu (2005) , using the confidence measures to set the λ for each utterance.
Test setup
The dataset used in the shared task consists of manual transcriptions of speech utterances by speakers from different areas: Bern, Basel, Lucerne, and Zurich. The transcriptions are written entirely in lowercased letters. Samardžić et al. (2016) describe the ArchiMob corpus, which is the source for the shared task dataset. describe how the training and test sets were extracted from the ArchiMob corpus for the 2017 shared task. The sizes of the training and development sets can be seen in Table 2 . The first track of the shared task was a standard four-way language identification between the four German dialects present in the training set. This year the GDI task also included a second track for unknown dialect detection. The unknown dialect was not included in the training or the development sets, but it was present in the test set. The test set was identical for both tracks, but the lines containing unknown dialect were ignored when calculating the scores for the first track.
Basic HeLI method, run 1 on track 1
We first presented the HeLI method, originally published by Jauhiainen (2010) , at the VarDial 2016 (Jauhiainen et al., 2016) . To make this article more self-contained, we present the full description of the method as it is used in the best submitted run for the GDI shared task. The survey by Jauhiainen et al. (2018) uses the same unified notation to define the features and methods used for language identification. This description differs from the original mostly in that we are leaving out the cut-off value c for the size of the language models as using all the available material was always the best option. When we are not using the cut-off value, no derived corpus C consisting of the used features is generated. The final submissions were done with a system using only lowercased character 4-grams, so we present the method without the back-off function. For the complete description of the HeLI method see our VarDial 2016 article (Jauhiainen et al., 2016) .
Description of the HeLI method using only 4-grams of characters
The goal is to correctly guess the language g ∈ G for each of the lines in the test set. In the method, each language g is represented by a lowercased character 4-gram language model. The training data is tokenized into words using non-alphabetic and non-ideographic characters as delimiters and the words are lowercased. The relative frequencies of character 4-grams are calculated inside the words, so that the preceding and the following space-characters are included. The 4-grams are overlapping, so that for example a word with three characters include two character 4-grams. Then we transform the relative frequencies into scores using 10-based logarithms.
The corpus containing only the n-grams of the length 4 in the language models is called C 4 . The domain dom(O(C 4 )) is the set of all character n-grams of length 4 found in the models of any language g ∈ G. The values v C 4 g (u) are calculated similarly for all n-grams u ∈ dom(O(C 4 )) for each language g, as shown in Equation 3.
where c(C 4 g , u) is the number of n-grams u found in the corpus of the language g and l C 4 g is the total number of the n-grams of length 4 in the corpus of language g. These values are used when scoring the words while identifying the language of a text. The word t is split into overlapping 4-grams of characters u 4
i , where i = 1, ..., l t − 4. l t is the length of the word in characters, including the preceding and the following space-characters. Each of the n-grams u 4 i is then scored separately for each language g. If the n-gram u 4 i is found in dom(O(C 4 g )), the values in the models are used. If the n-gram u 4 i is not found in any of the models, it is simply discarded. We define the function d g (t, 4) for counting n-grams in t found in a model in Equation 4.
When all the n-grams of the size 4 in the word t have been processed, the word gets the value of the average of the scored n-grams u 4 i for each language, as in Equation 5.
where d g (t, 4) is the number of n-grams u 4 i found in the domain dom(O(C 4 g )). If all of the n-grams of the size 4 were discarded, d g (t, 4) = 0, a word gets the penalty value p for every language, as in Equation 6.
The mystery text is tokenized into words using the non-alphabetic and non-ideographic characters as delimiters. The words are lowercased. After this, a score v g (t, 4) is calculated for each word t in the mystery text for each language g. The whole line M gets the score R g (M ) equal to the average of the scores of the words v g (t, 4) for each language g, as in Equation 7.
where T (M ) is the sequence of words and l T (M ) is the number of words in the line M . Since we are using negative logarithms of probabilities, the language having the lowest score is returned as the language with the maximum probability for the mystery text.
Experiments on the development set and results on the test set
The training dataset was completely written in lowercase so we used only lowercased versions of the language models. First we tested the effect of not using all the data in the language models with varying the cut-off parameter c on the development set. The largest language model was the character 6-gram model for the Basel-area dialect with 16,947 different 6-grams. The results using optimized penalty values for each c are presented in Table 3 . The results would seem to indicate that the recall starts to decline in an increasing manner as soon as some of the material from the language models is left out. This is something we have noticed before in settings where the training data is of very good quality. If we are using the identifier in a production setting with, for example, Wikipedia-derived language models, some of the models include so much noice that not using the complete models improves the results (Jauhiainen et al., 2017b) . The optimal penalty value is also clearly tied to the maximum size of the used language models. Table 3 : Basic HeLI method results on the development set with varying c.
We decided to use all the available data and then optimized the used language models and the penalty value p. The results on the development set with different model combinations can be seen in Table 4 . The penalty value p presented in the third column was the optimal one for each configuration. The HeLI method using character n-grams from one to four attained the best recall 65.97%. Table 4 : Basic HeLI method results on the development set using different language model combinations.
We also experimented with leaving out the lower order n-grams. The results of these experiments on the development set can be seen in Table 5 . To our surprise, the best results were attained using only the 4-grams of characters, which means that the backoff function of the HeLI method is not used at all. The recall on the development set was 66.10%. We also re-tested using lower cut-offs c, but leaving off any material in the language models only made the results worse again. Table 5 : Basic HeLI method results on the development set with different n-gram ranges.
We decided to use the character 4-grams and the penalty value of 5.8 for the first run. We added the development data to the training data and generated new models. The system attained a recall of 63.97% on the test set, which was somewhat less than what we had seen with the development set.
5 HeLI with language model adaptation, run 2 on track 1
While experimenting with the basic HeLI method we created a test setting to detect the difference of using out-of-domain and in-domain training data. For each language, we divided the development set in two halves. We experimented with adding the first half of the development data (we call it dv-dv) to the training data (tr) of each language, creating new language models and testing them on the second half of the development data (dv-tst). The recalls on the second half of the development set (dv-tst) using the combined tr and dv-dv for training were much better than the recalls on the first half (dv-dv) using just tr for training. The recalls can be seen in the fourth column of Table 6. In the heading of the table, the training data used is indicated in parenthesis after the test data. We decided to try to test dv-tst also without including dv-dv in the training set in order to see if dv-tst was for some reason generally easier to identify than dv-dv. The second half of the development data, dv-tst, turned out to be a little bit easier to identify than the first half, dv-dv, using the original models generated from just the training data as can be seen in the fifth column of Table 6 . Another hypothesis is that the development data is from an another source than the training data and the first half introduces a great number of new words which are relevant to the second half. Also we wanted to know if just 15.9% increase in training text amount could generate this much better recall. In order to test this hypothesis we removed the same amount of lines as was in dv-dv from the training data, marked as tr-sz(dv-dv) in the table, and inserted the dv-dv lines instead. The recall percentages from those tests are in the final column of Table 6 and they suggest that the development data is indeed from a somewhat different domain than the training data and the identifier actually performs better when some of the original training data is removed.
It can also be seen from the results of the experiments that the best models for in-domain experiments were word and character n-grams from one to five and for the out-of-domain they were character n-grams from one to four or just 4-grams. This would then indicate that if the domain of the language to be tested is the same or similar to the one that the models have been created from, the models could use longer character n-grams and words, if not, then using just character n-grams is a better strategy.
n-gram range Words dv-dv (tr) dv-tst (tr+dv-dv) dv-tst (tr) dv-tst (tr-sz(dv-dv)+dv-dv) Table 6 : Baseline HeLI recalls using different combinations of training and development sets.
What we learned from these experiments with the basic HeLI method is that, if we would be able to somehow incorporate well identified sentences into the original models it might introduce crucial new word or character n-gram vocabulary. We decided to try always adding the character 4-grams from the most confidently identified sentence to the language model of the respective language and re-identifying the rest, always marking the best identified sentence as not needing to be identified again. This process is recursive and it runs until all the sentences except the last one are used for language modelling. In order to decide which sentence is most confidently identified, we need a confidence score. As a confidence measure CM , we used the difference between the scores of the best R g (M ) and the second best R h (M ) identified language for each line. Later we found that basically the same confidence measure was earlier proposed by Zhong et al. (2007) . In our case it is calculated using the Equation 8:
where M is the line containing the mystery text. It could be beneficial to end the recursive adaptation before all the sentences are exhausted, if the confidence score is reliable enough. However, we did not have time to experiment with a cut-off value for the confidence score before the submissions were due.
The identifier with language model adaptation reached 77.99% recall on the development set with the same language models (character 4-gram) and penalty value (5.8) which we used with the basic HeLI method in run 1. It was an increase of 12.71% on top of the recall of the basic HeLI method.
We suspected that using higher order n-grams or words could produce even better results, but we did not have time to test this theory. We added the development data to the training data, generated new language models and submitted our run 2. The second run reached a recall of 69.19% on the test set, an increase of 5.22%. The macro F1-score attained on the run 2 was 0.6857. The results are very good considering that there was an unknown dialect within the actual test set and all the lines in the unknown dialect were incorrectly incorporated into some of the language models. The final results compared with the best results submitted by other teams are shown in Table 7 Table 7 : Results compared with the other submitted runs. Our submitted results are bolded.
6 Experiments with unknown language detection, track 2
The basic HeLI method always maps the mystery text M into one of the languages it has been trained with. The 2015 Discriminating Between Similar Languages shared task included an unknown category which contained several a priori unknown languages. One of the methods we used in 2015 was using a threshold for the score R g (M ) to detect the unknown language. In order to assess the suitability of using the threshold score with the German dialects, we compared the range of the scores when g was correctly or incorrectly identified using the character 4-gram language models on the development set. The score ranges can be seen in Table 8 , where the line with correct identifications is bolded. The lower the score, the better the mystery text fits the language. The scores ranged from 1.28 to 4.56 when the dialect was correctly identified, with most of the scores higher than the lower ranges of the incorrect identifications. The fact that the worst absolute score (4.56) was attained with a correct identification drove us to the conclusion that simply using the score as a cut-off would not be a quick solution to the unseen language problem. Due to time restrictions, we did not pursue this investigation further. We were also unable to test the language set based thresholding method we are using in the production environment. In the end, we did not submit any results to the unknown language detection track. Table 8 : Score ranges when trying to identify the dialect from Zurich area.
Conclusions
The macro F1-score attained by the basic HeLI method is within 0.0078 score difference to the best five results submitted by the other teams. Unsupervised language model adaptation improved on the recall of the basic HeLI-method by 5.22%. The score difference between our run using the adaptive language models and the second best submitted run is 0.0393. Language model adaptation would seem to be especially usable in situations where the training material can be expected to be from a different domain than the material to be identified. The adaptation method proved to be very robust as it performed well even with the unknown language present in the test set.
