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Many settings involve sequential decision-making where a set of actions can be chosen at each time step, each
action provides a stochastic reward, and the distribution for the reward provided by each action is initially
unknown. However, frequent selection of a specific action may reduce the expected reward for that action,
while abstaining from choosing an action may cause its expected reward to increase. Such non-stationary
phenomena are observed in many real world settings such as personalized healthcare-adherence improving
interventions and targeted online advertising. Though finding an optimal policy for general models with non-
stationarity is PSPACE-complete, we propose and analyze a new class of models called ROGUE (Reducing
or Gaining Unknown Efficacy) bandits, which we show in this paper can capture these phenomena and are
amenable to the design of policies with provable properties. We first present a consistent maximum likelihood
approach to estimate the parameters of these models, and conduct a statistical analysis to construct finite
sample concentration bounds. These statistical bounds are used to derive an upper confidence bound policy
that we call the ROGUE Upper Confidence Bound (ROGUE-UCB) algorithm. Our theoretical analysis
shows that under proper conditions the ROGUE-UCB algorithm can achieve logarithmic in time regret,
unlike existing algorithms which result in linear regret. We conclude with a numerical experiment using real
world data from a personalized healthcare-adherence improving intervention to increase physical activity. In
this intervention, the goal is to optimize the selection of messages (e.g., confidence increasing vs. knowledge
increasing) to send to each individual each day to increase adherence and physical activity. Our results
show that ROGUE-UCB performs better in terms of aggregated regret and average reward when compared
to state of the art algorithms, and in the context of this intervention the use of ROGUE-UCB increases
daily step counts by roughly 1,000 steps a day (about a half-mile more of walking) as compared to other
algorithms.
Key words : multi-armed bandits, personalized healthcare, adherence
1. Introduction
Multi-armed bandits are commonly used to model sequential decision-making in settings where
there is a set of actions that can be chosen at each time step, each action provides a stochastic
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2 Mintz et al.: ROGUE Bandits
reward, and the distribution for the reward provided by each action is initially unknown. The
problem of constructing a policy for sequentially choosing actions in multi-armed bandits requires
balancing exploration versus exploitation, the tradeoff between selecting what is believed to be the
action that provides the best reward and choosing other actions to better learn about their under-
lying distributions. Bandit models have been applied in a variety of healthcare settings (Thompson
1933, Wang and Gupta 2011, Bastani and Bayati 2015, Schell et al. 2016). For instance, Bastani
and Bayati (2015) considered the problem of selecting drugs to give to a patient from a set (where
each drug is an action) in order to treat a specific disease (the reward is the improvement in patient
health in response to the drug); the bandit policy asymptotically identifies the optimal drug for
that particular patient. Other common applications involve online advertising (Agrawal and Goyal
2013, Johari et al. 2015), where selecting an ad to show is an action and the reward is the total
number (from a large population) of viewers who click on the ad, as well as in various supply chain
settings (Afe`che and Ata 2013, Ban and Rudin 2014, Caro and Gallien 2007).
However, most bandit models assume that the distribution for the reward provided by each
action is constant over time. This is a reasonable assumption in a large number of applications,
such as the ones described above. However, many applications involve actions that are applied to
a single individual, where the rewards depend upon behavioral responses of the individual to the
applied actions. In these behavioral settings, the response to a particular action is not generally
stationary. Frequent selection of a particular action will lead to habituation to that action by
the individual, and the reward for that action will decrease each time it is selected. For example,
repeatedly showing the same ad to a single individual may cause the ad to become less effective in
soliciting a response from that individual. Furthermore, another complimentary phenomenon can
also occur; refraining for a period of time from showing a particular ad to a single individual may
cause the ad to become more effective when reintroduced.
Most techniques for designing policies for decision-making for multi-armed bandits apply to
the setting where the rewards for each action are stationary. However, designing a policy without
considering the non-stationarity of a system (when the system is in fact non-stationary) often leads
to poor results in terms of maximizing rewards (Besbes et al. 2014, Hartland et al. 2006) because
policies eventually converge to a stationary policy. The problem of designing policies for bandit
models with non-stationarity has been studied in specific settings, but approaches in the literature
are either computationally intractable, or the settings analyzed are not flexible enough to capture
the habituation and recovery phenomenon described above. The aim of this paper is to propose a
flexible bandit model that is able to effectively model habituation and recovery, and to present an
approach for designing an effective policy for this bandit model.
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1.1. Literature Review
Data-driven decision-making can be categorized into batch formulations and online formulations.
Batch formulations (Aswani et al. 2016, Mintz et al. 2017, Ban and Rudin 2014, Ban 2015, Bert-
simas and Kallus 2014) use a large amount of data to estimate a predictive model and then use
this model for optimization. Adaptation to new data occurs by reestimating the predictive model,
which is done periodically after a specified amount of additional data is collected.
On the other hand, online formulations involve constructing a policy that is updated every time
a new data point is collected. Bandit models are a particularly important example of online formu-
lations, and there has been much work on constructing policies for stationary bandits. Approaches
for designing policies for stationary bandits include those using upper confidence bounds (Auer
et al. 2002a, Chang et al. 2005, Bastani and Bayati 2015), Thompson sampling (Thompson 1933,
Russo and Roy 2014, 2016, Agrawal and Goyal 2013), Bayesian optimization (Frazier and Wang
2016, Xie and Frazier 2013, Xie et al. 2016), knowledge gradients (Ryzhov and Powell 2011, Ryzhov
et al. 2012), robust optimization (Kim and Lim 2015), and adversarial optimization (Auer et al.
2002b, Agrawal et al. 2014, Koolen et al. 2014, 2015).
Restless bandits are a notable class of bandit models that capture non-stationarity, because
choosing any single action causes the rewards of potentially all the actions to change. Though
dynamic programming (Liu and Zhao 2010b, Whittle 1988), approximation algorithms (Guha et al.
2010), and mathematical programming (Bertsimas and Nino-Mora 1994, Bertsimas and Nin˜o-Mora
2000, Caro and Gallien 2007) have been proposed as tools for constructing policies in this setting,
the problem of computing an optimal policy for restless bandits is PSPACE-complete (Papadim-
itriou and Tsitsiklis 1999), meaning that designing policies that are approximately optimal is
difficult.
Another related research stream designs policies for non-stationary multi-armed bandits with
specific structures. For instance, model-free approaches have been proposed (Besbes et al. 2014,
2015, Garivier and Moulines 2008, Anantharam et al. 1987) for settings with bounded variations,
so that rewards of each action are assumed to change abruptly but infrequently. These policies have
been shown to achieve O(√T logT ) suboptimality. Recently, there has been interest in studying
more structured non-stationary bandits. Two relevant examples are Adjusted Upper Confidence
Bounds (A-UCB) and rotting bandits (Bouneffouf and Fe´raud 2016, Levine et al. 2017), where
each action has a set of unknown but stationary parameters and a set of known non-stationary
parameters that characterize its reward distribution. Policies designed for these settings achieve
O(logT ) suboptimality, but these settings are unable to capture the habituation and recovery
phenomenon that is of interest to us.
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1.2. ROGUE Bandits
In this paper, we define the ROGUE (reducing or gaining unknown efficacy) bandit model, which
can capture habituation and recovery phenomenon, and then we design a nearly-optimal policy for
this model. ROGUE bandits are appropriate for application domains where habituation and recov-
ery are important factors for system design; we present two such examples, in online advertising
and personalized healthcare, below.
1.2.1. Personalized Healthcare-Adherence Improving Interventions One hundred
fifty minutes of moderate-intensity aerobic physical activity each week has been shown to reduce
the risk of cardiovascular disease, other metabolic disorders, and certain types of cancers (Com-
mittee et al. 2008, Friedenreich et al. 2010, Sattelmair et al. 2011, Lewis et al. 2017). However,
maintaining this level of moderate intensity activity is challenging for most adults. As such, proper
motivation through providing daily exercise goals and encouragement has been found to be effective
in helping patients succeed in being active (Fukuoka et al. 2011, 2014, 2015).
In recent years, there has been an increased rate of adoption of fitness applications and wearable
activity trackers, making it easier and less costly to implement physical activity programs (PwC
2014). These trackers and mobile applications record daily activity, communicate activity goals,
and send motivational messages. Despite these digital devices having collected a large amount of
personal physical activity data, many of the most popular activity trackers provide static and non-
personalized activity goals and messages to their users (Rosenbaum 2016). Furthermore, the choice
of motivational messages sent to users may have significant impact on physical activity, because if
users receive similar messages too frequently they may become habituated and not respond with
increased activity, while seldom sent messages may better increase activity due to their novelty
and diversity. Because the ROGUE bandits can model habituation and recovery of rewards for
different actions, we believe they present a useful framework for the design of policies that choose
which messages to send to users based on data consisting of what messages they received each day
and the corresponding amounts of physical activity on those days.
Personalized healthcare has been extensively studied in the operations literature. Aswani et al.
(2016), Mintz et al. (2017) explore the use of behavioral analytics to personalize diet and exercise
goals for clinically supervised weight loss interventions in an offline setting. Markov decision pro-
cesses have also been used for decision-making in personalized healthcare (Ayer et al. 2015, Mason
et al. 2013, Deo et al. 2013, Kucukyazici et al. 2011, Leff et al. 1986, Wang and Gupta 2011, Gupta
and Wang 2008, Savelsbergh and Smilowitz 2016, Schell et al. 2016). In contrast to bandit models
where only the reward for the prescribed action can be observed, these methods broadly assume
that the full state of the system can be observed, and thus do not require statistical estimation.
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Additionally, various multi-armed bandit approaches (Bastani and Bayati 2015, Wang and Gupta
2011) have also been proposed for healthcare problems where habituation and recovery are not
significant factors.
1.2.2. Online Content Creation and Advertising Online advertising is one of the fastest-
growing industries in the US. In fact, as of 2016, US Internet advertising spending has increased to
over $72.5 billion, surpassing the amount spent on TV ads (Richter 2017). However, as this form
of advertising becomes more prevalent, advertisers have been struggling to ensure that ads retain
there effectiveness.This has been attributed to Internet users being habituated by impersonal and
standardized ads (Goldfarb and Tucker 2014, Portnoy and Marchionini 2010) which are rarely
varied. For these reasons, there has been significant interest in the operations literature in creating
automated systems that can utilize user-level data to better target and customize ads (Ghose
and Yang 2009, Goldfarb and Tucker 2011). In particular, since the effect of a no-longer-effective
advertisement may recover after a user has not seen it for some period of time, incorporating
recovery and habituation dynamics into advertising models could yield more effective advertising
campaigns.
In general, multi-armed bandit models have been proposed to model online advertising, where
each action corresponds to a different type of advertisement, and the reward is equivalent to
either a conversion or a click from a prospective consumer. Several approaches have been used to
design such an ad targeting system, including adversarial and stochastic multi-armed bandit models
(Bertsimas and Mersereau 2007, Chen et al. 2013, Kleinberg et al. 2008, Liu and Zhao 2010a,
Yi-jun et al. 2010), and online statistical testing (Johari et al. 2015). However, while some of these
approaches use contextual data to better serve ads to individuals, they are still designed under
assumptions of stationarity. As a result, these approaches will lead to policies that show duplicated
ads to individuals, which can potentially causing habituation, whereas other ads that might have
recovered efficacy may not be served at all. In contrast, ROGUE Bandit models can explicitly
consider the time-varying efficacy each type of ad, and thus directly capture user habituation to a
specific ad, and track the recovery of efficacy of a particular ad for a specific individual.
1.3. Outline
In Section 2, we formally introduce the ROGUE bandit model. To the best of our knowledge, this is
the first work where a non-stationary bandit model has been defined that is able to capture habitu-
ation and recovery phenomenon, and is at the same time amenable to the design of nearly-optimal
policies. Because the ROGUE bandit is a general model, we describe two specific instantiations:
the ROGUE generalized linear model and the ROGUE agent.
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Next, in Section 3 we analyze the problem of estimating the parameters of a single action. We
present a statistical analysis of maximum likelihood estimation (MLE) for a single action, and use
empirical process theory to derive finite sample bounds for the convergence of parameters estimates.
Specifically, we show that the MLE estimates converge to the true parameters at a 1/
√
T rate.
Section 4 describes an upper-confidence bound policy for ROGUE bandits, and we call this policy
the ROGUE-UCB algorithm. The main result of this section is a rigorous O(logT ) bound on the
suboptimality of the policy in terms of regret, the difference between the reward achieved by the
policy and the reward achieved by an optimal policy. Our O(logT ) bound is significant because
this is the optimal rate achievable for approximate policies in the stationary case (Lai and Robbins
1985). We prove our bound using methods from the theory of concentration of measure.
We conclude with Section 5, where we introduce a “tuned” version of ROGUE-UCB and then
conduct numerical experiments to compare the efficacy of our ROGUE-UCB algorithm to other
policies that have been developed for bandit models. Our experiments involve two instantiations
of ROGUE bandit models. First, we compare different bandit policies using a ROGUE generalized
linear bandit to generate data. Second, we compare different bandit policies using a ROGUE
agent to generate data, where the parameters of this bandit model are generated using data from
a physical activity and weight loss clinical trial (Fukuoka et al. 2014). This second experiment
specifically addresses the question of how to choose an optimal sequence of messages to send to
a particular user in order to optimally encourage the user to increase physical activity, and it
can be interpreted as a healthcare-adherence improving intervention. Our experiments show that
ROGUE-UCB outperforms all other considered bandit policies, and that it achieves logarithmic
regret, in contrast to other bandit algorithms that achieve linear regret.
2. Defining Reducing or Gaining Unknown Efficacy (ROGUE) Bandits
This section first describes the stationary multi-armed bandit (MAB) model, in order to emphasize
modeling differences in comparison to our ROGUE bandit model that is introduced in this section.
Our goal in defining ROGUE bandits is to have a model that can capture specific non-stationary
phenomena found in behavioral applications, and so we next formally introduce the model elements
of ROGUE bandits. To provide better intuition about ROGUE bandits, we also present two specific
instantiations of a ROGUE bandit that incorporate different behavioral effects.
2.1. Stationary MAB Model
The stationary MAB is a setting where there is a finite set of actions A that can be chosen at
each time step t, each action a∈A provides a stochastic reward ra with distribution Pθa , and the
parameters θa ∈Θ for a ∈A are constants that are initially unknown but lie in a known compact
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set Θ. The problem is to construct a policy for sequentially choosing actions in order to maximize
the expected reward. More specifically, let pit ∈A be the action chosen at time t= 1, . . . , T . Then
the policy consists of functions pit(rpi1 , . . . , rpit−1 , pi1, . . . , pit−1)∈A that depend on past rewards and
actions. For notational convenience, we will use Π = {pit(·)}Tt=1 to refer to the policy. In this notation,
the problem of constructing an optimal policy to maximize expected reward can be written as
maxΠ∈AT
∑T
t=1Erpit . Note that certain regularity is needed from the distributions to ensure this
maximization problem is well-posed. One common set of assumptions is that the distributions Pθa
for a∈A are sub-Gaussian, and that the reward distributions are all independent.
For the stationary MAB, we can define an optimal action a∗ ∈A, which is any action such that
Era∗ ≥ Era for all a ∈A. The benefit of this definition is it allows us to reframe the policy design
problem in terms of minimizing the cumulative expected regret ERΠ(T ) = E[Tra∗ −
∑T
i=1 rpit ],
where the quantity ra∗ − rpit is known as the regret at time t. Observe that minimizing ERΠ(T )
is equivalent to maximizing
∑T
t=1Erpit . It has been shown by Gittins (1979) that an index policy
is optimal for the stationary MAB. Since these indexing policies are difficult to compute, other
approximate policies have been proposed (Lai and Robbins 1985, Auer et al. 2002a). Some of the
most common policies use upper confidence bounds (Auer et al. 2002a, Garivier and Cappe´ 2011),
which take actions optimistically based on estimates of the parameters θa. Unfortunately, it has
been shown that these index policies and upper confidence bound policies can have arbitrarily bad
performance in a non-stationary setting (Hartland et al. 2006, Besbes et al. 2014).
2.2. Reducing or Gaining Unknown Efficacy (ROGUE) Bandits
A disadvantage of the stationary MAB is that it does not allow rewards to change over time in
response to previous actions, and this prevents the stationary MAB model from being able to
capture habituation or recovery phenomena. Here, we define ROGUE bandits that can describe
such behavior. The ROGUE bandit is a setting where there is a finite set of actions A that can be
chosen at each time step t, each action a∈A at time t provides a stochastic reward ra,t that has a
sub-Gaussian distribution Pθa,xa,t with expectation Era,t = g(θa, xa,t) for a bounded function g, the
parameters θa ∈Θ for a∈A are constants that are initially unknown but lie in a known compact,
convex set Θ, and each action a∈A has a state xa,t with nonlinear dynamics
xa,t+1 = projX (Aaxa,t +Bapia,t +Ka) = h(xa,t, pia,t), (1)
where pia,t = 1[pit = a], X is a known compact, convex set, Aa,Ba,Ka are known matrices and
vectors, and xa,0 is initially unknown for a ∈ A. Note that the effect of the projection in the
dynamics (1) is to act as a saturator of the state, so that the state does not become unbounded.
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The problem is to construct a policy for sequentially choosing actions in order to maximize the
expected reward. Observe that the ROGUE bandit model is non-stationary since the reward distri-
butions depend upon previous actions. This makes the problem of designing policies more difficult
than that of designing policies for the stationary MAB. More specifically, let pit ∈A be the action
chosen at time t= 1, . . . , T . Then the policy consists of functions pit(rpi1 , . . . , rpit−1 , pi1, . . . , pit−1)∈A
that depend on past rewards and actions. For notational convenience, we will use Π = {pit(·)}Tt=1
to refer to the policy. In this notation, the problem of constructing an optimal policy to maximize
expected reward can be written as
maxΠ∈AT {
∑T
t=1 g(θpit , xpit,t) : xa,t+1 = ha(xa,t, pia,t) for a∈A, t∈ {0, ..., T − 1}}. (2)
This can be reframed as minimizing expected cumulative regret (Besbes et al. 2014, Garivier and
Moulines 2008, Bouneffouf and Fe´raud 2016): Unlike the stationary MAB, we cannot define an
optimal action, but rather must define an optimal policy Π∗ = {pi∗t (·)}Tt=0, which can be thought of
as an oracle that chooses the optimal action at each time step. Then the problem of designing an
optimal policy is equivalent to minimizing RΠ(T ) =
∑T
t=1 rpi∗t ,t− rpit,t subject to the state dynamics
defined above.
2.3. Technical Assumptions on ROGUE Bandits
In this paper, we will design a policy for ROGUE bandits that follow the assumptions described
below:
Assumption 1. The rewards ra,t are conditionally independent given xa,0, θa (or equivalently the
complete sequence of xa,t, pit and θa).
This assumption states that for any two time points t, t′ such that t 6= t′ we have that ra,t|{xa,t, θ}
is independent of ra,t′ |{xa,t′ , θ}, and it is a mild assumption because it is the closest analogue to
the assumption of independence of rewards in the stationary MAB.
Assumption 2. The reward distribution Pθ,x has a log-concave probability density function (p.d.f.)
p(r|θ,x) for all x∈X and θ ∈Θ.
This assumption provides regularity for the reward distributions, and is met by many common
distributions (e.g., Gaussian and Bernoulli).
Now define f(·) to be L-Lipschitz continuous if |f(x1)−f(x2)| ≤L‖x1−x2‖2 for all x1, x2 in the
domain of f . Our next assumption is on the stability of the above distributions with respect to
various parameters.
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Assumption 3. The log-likelihood ratio `(r;θ′, x′, θ, x) = log p(r|θ
′,x′)
p(r|θ,x) associated with the distribu-
tion family Pθ,x is Lf -Lipschitz continuous with respect to x, θ, and g is Lg-Lipschitz continuous
with respect to x, θ.
This assumption ensures that if two sets of parameters are close to each other in value then the
resulting distributions will also be similar. We make the following additional assumption about the
functional structure of the reward distribution family:
Assumption 4. The reward distribution Pθ,x for all θ ∈Θ and x∈X is sub-Gaussian with param-
eter σ, and either p(r|θ,x) has a finite support or `(r;θ′, x′, θ, x) is Lp-Lipschitz with respect to
r.
This assumption (or a similar type of regularity) is needed to ensure that sample averages are
close to their means, and it is satisfied by many distributions (e.g., a Gaussian location family with
known variance).
Last, we impose conditions on the dynamics for the state of each action:
Assumption 5. We assume ‖Aa‖2 ≤ 1 for all a∈A, where ‖ · ‖2 is the usual matrix 2-norm.
This assumption is needed to ensure the states of each action do not change too quickly, and it is
equivalent to assuming that the linear portion of the dynamics is stable.
2.4. Instantiations of ROGUE Bandits
The above assumptions are general and apply to many instantiations of ROGUE bandit models. To
demonstrate the generality of these assumptions, we present two particular instances of ROGUE
bandit models.
2.4.1. ROGUE Agent Our first instantiation of a ROGUE bandit model consists of a
dynamic version of a principal-agent model (Stackelberg 1952, Radner 1985, Laffont and Marti-
mort 2002, Mintz et al. 2017), which is a model where a principal designs incentives to offer to an
agent who is maximizing an (initally unknown to the principal) utility function that depends on
the incentives. In particular, consider a setting with a single (myopic) agent to whom we would
like to assign a sequence of behavioral incentives pit ∈A, and the states xa,t and parameters θa are
scalars. Given a particular incentive pit at time t, the agent responds by maximizing the (random)
utility function
rt = arg maxr∈[0,1]− 12r2− (ca,t +
∑
a∈A xa,tpit,a)r, (3)
where for fixed a∈A we have that ca,t are i.i.d. random variables with a distribution Pθa such that
Var(ca,t) = σ
2(θa)<∞ and σ2 :R→R+ is invertible. Moreover, the state dynamics are
xa,t+1 = projX (αaxa,t + ba(1−pia,t)− ka), (4)
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which is of form (1) with Ba =−ka, Ka = ba− ka, and Aa = αa. Note the distribution of rt is fully
determined by xa,t, θa,{pik}tk=0, which means the rewards satisfy Assumption 1.
We can further analyze the above ROGUE agent model. Solving the agent’s optimization problem
(3) gives
rt|{xa,t, θa}=

0 if ca,t ≤−xa,t,
1 if ca,t ≥ 1−xa,t,
ca,t +xa,t otherwise
(5)
We can express the distribution of rt|{xa,t, θa} in terms of the cumulative distribution function
(c.d.f.) F (·) and p.d.f. f(·) of ca,t:
p(rt|{xa,t, θa}) = F (−xa,t)δ(rt) + (1−F (1−xa,t))δ(1− rt) + f(rt−xa,t)1[rt ∈ (0,1)]. (6)
Though p(rt|{xa,t, θa}) is not an absolutely continuous function, it satisfies Assumptions 2 and
3, whenever ct has a log-concave p.d.f. that is Lipschitz continuous, if we interpret the above
probability measure p(rt|{xa,t, θa}) as a p.d.f.
2.4.2. ROGUE Generalized Linear Model (GLM) Dynamic logistic models and other
dynamic generalized linear models (McCullagh 1984, Filippi et al. 2010) can be interpreted as non-
stationary generalizations of the classical (Bernoulli reward) stationary MAB (Gittins 1979, Lai
and Robbins 1985, Garivier and Cappe´ 2011). Here, we further generalize these models: Consider
a setting where ra,t|{θa, xa,t} is an exponential family with mean parameter
µa,t =Ert = g(αTa θa +βTa xa,t), (7)
for known vectors αa, βa, where the action states xa,t have the dynamics (1). In this situation, we
can interpret g(·) as a link function of a generalized linear model (GLM). For example, if g is a
logit function, then this model implies the rewards have a Bernoulli distribution with parameter
µa,t =
1
1 + exp(−(αTa θa +βTa xa,t))
. (8)
For the logistic case, the ra,t is bounded and satisfies Assumptions 1-2. These assumptions are
also satisfied if ra,t can be linked to a truncated exponential family distribution restricted to [0,1],
meaning if the p.d.f. of ra,t|{xa,t, θa} is
h(r)
F (1)−F (0) exp
(
T (r)g(αTa θa +β
T
a xa,t)−A(αTa θa +βTa xa,t)
)
, (9)
where T (r) is a sufficient statistic. If instead we consider sub-Gaussian exponential families with
infinite support, Assumption 4 is satisfied if the sufficient statistic of the GLM is Lipschitz or
bounded with respect to r. While we will mainly consider one-dimensional rewards (i.e., ra,t ∈R),
we note that this framework can also be extended to vector and array dynamic GLM’s.
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3. Parameter Estimation for ROGUE Bandits
Our approach to designing a policy for ROGUE bandits will involve generalizing the upper con-
fidence bound policies (Auer et al. 2002a, Chang et al. 2005, Bastani and Bayati 2015) that have
been developed for variants of stationary MAB’s. As per the name of these policies, the key step
involves constructing a confidence bound for the parameters θa, xa,0 characterizing the distribution
of each action a∈A. This construction is simpler in the stationary case because the i.i.d. structure
of the rewards allows use of standard Chernoff-Hoeffding bounds (Wainwright 2015), but we can no
longer rely upon such i.i.d. structure for ROGUE bandits which are fundamentally non-stationary.
This is because in ROGUE bandits the reward distributions depend upon states xa,t, and so the
structure of ROGUE bandits necessitates new theoretical results on concentration of measure in
order to construct upper confidence bounds for the relevant parameters.
For this analysis, let the variables {ra,t}Tt=1 be the observed rewards for action a ∈ A. It is
important to note that the ra,t here are no longer random variables, but are rather the actual
observed values. Since the reward distributions for each action are mutually independent by the
dynamics (1), we can study the estimation problem for only a single action. Specifically, consider
the likelihood p({ra,t}t∈Ta |θa, xa,0), where Ta ⊂ {1, ..., T} is the set of times when action a was
chosen (i.e., pit = a for t∈ Ta). Let n(Ta) denote the cardinality of the set Ta. Using Assumption 1,
the likelihood can be expressed as
p({ra,t}t∈Ta |θa, xa,0) =
∏
t∈Ta
p(ra,t|θa, xa,t)
∏
t∈Ta
p(xt|θa, xa,t−). (10)
where t− = max{s ∈ Ta : s < t} is the latest observation before time t. Note the MLE of θa, xa,0 is
(θˆa, xˆa,0)∈ arg max
∏
t∈Ta p(ra,t|θa, xa,t)
∏
t∈Ta p(xt|θa, xa,t−). Observe that by (1), the one step like-
lihood p(xt|θa, xa,t−1) is a degenerate distribution with all probability mass at xa,t, by perpetuation
of the dynamics (1) with initial conditions xa,t−1. Thus we can express the MLE as the solution to
the constrained optimization problem
(θˆa, xˆa,0) = arg min{−
∑
t∈Ta log p(ra,t|θa, xa,t) : xa,t+1 = h(xa,t, pia,t) for t∈ {0, . . . , T}}, (11)
where we have also taken the negative logarithm of the likelihood (10). In this section, we will
consider concentration properties of the solution to the above optimization problem. If θ∗a, x
∗
0,a for
a∈A are the true parameter values of a ROGUE Bandit model, then we show that
Theorem 1. For any constant ξ > 0 we have
P
(
1
n(Ta)Da,piT1 (θ
∗
a, x
∗
a,0||θˆa, xˆa,0)≤ ξ+
cf (dx, dθ)√
n(Ta)
)
≥ 1− exp
(
−ξ2n(Ta)
2L2pσ
2
)
(12)
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where
cf (dx, dθ) = 8Lf diam(X )
√
pi+ 48
√
2(2)
1
dx+dθ Lf diam(X ×Θ)
√
pi(dx + dθ) (13)
is a constant that depends upon dx (the dimensionality of X ) and dθ (the dimensionality of Θ),
and Da,piT1
(θa, xa,0||θ′a, x′a,0) =
∑
t∈TaDKL(Pθa,xa,t ||Pθ′a,x′a,t) is the trajectory KullbackLeibler (KL)
divergence between two different initial conditions.
3.1. Conceptual Reformulation of MLE
Our analysis begins with a reformulation of the MLE that removes the constraints corresponding
to the dynamics (1) through repeated composition of the function ha defining the dynamics (1).
Proposition 1. Let θ∗a ∈Θ and x∗a,0 ∈X for a∈A be the true underlying parameters of the system,
then the MLE is given by
(θˆa, xˆa,0) = arg min
θa,xa,0∈Θ×X
1
n(Ta)
∑
t∈Ta
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θa, hta(xa,0, θa, pit1)) (14)
where the notation hka represents the repeated functional composition of ha with itself k times, and
pit1 is the sequence of input decisions from time 1 to time t.
The complete proof for this proposition is found in Appendix A, and here we provide a sketch
of the proof. Observe that this formulation is obtained by first adding constant terms equal to
the likelihood of the true parameter values to the objective function and dividing by the total
number of observations (which does not change the optimal solution), and then composing our
system dynamics and writing them as explicit functions of the initial conditions. In practice, this
reformulation is not practical to solve since clearly θ∗a, x
∗
a,0 are not known a priori and the composite
function hta may have a complex form. However, for theoretical analysis this reformulation is quite
useful, since for fixed θa, xa,0 taking the expected value of the objective under Pθ∗a,x∗a,0 yields
Eθ∗a,x∗a,0
1
n(Ta)
∑
t∈Ta
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θa, hta(xa,0, θa, pit1))
=
1
n(Ta)
∑
t∈Ta
DKL(Pθ∗a,x∗a,t ||Pθa,xa,t)
=
1
n(Ta)Da,piT1 (θ
∗
a, x
∗
a,0||θa, xa,0). (15)
Essentially, we have reformulated the MLE problem in terms of minimizing the KL divergence
between the trajectory distribution of potential sets of parameters to the trajectory distribution
of the true parameter set. Since we have clear interpretation for the expectation of our objective
function we can now proceed to compute concentration inequalities.
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3.2. Uniform Law of Large Numbers for ROGUE Bandits
Since our estimates are computed by solving an optimization problem, a pointwise law of large
numbers is insufficient for our purposes since such a result would not be strong enough to imply
convergence of the optimal solutions. To obtain proper concentration inequalities we must consider
a uniform law of large numbers for the MLE problem.
Theorem 2. For any constant ξ > 0 we have
P
(
sup
θa,xa,0∈Θ×X
∣∣∣∣∣ 1n(Ta) ∑
t∈Ta
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θa, hta(xa,0, θa, pit1))
− 1
n(Ta)Da,piT1 (θ
∗
a, x
∗
a,0||θa, xa,0)
∣∣∣∣∣> ξ+ cf (dx, dθ)√n(Ta)
)
≤ exp
(
−ξ2n(Ta)
2L2pσ
2
)
(16)
where
cf (dx, dθ) = 8Lf diam(X )
√
pi+ 48
√
2(2)
1
dx+dθ Lf diam(X ×Θ)
√
pi(dx + dθ) (17)
is a constant.
We will prove this result in several steps, the first of which uses the following lemma:
Lemma 1. Consider the mapping
ϕ
(
{rt}n(Ta)t=1
)
= sup
θa,xa,0∈Θ×X
∣∣∣∣∣ 1n(Ta) ∑
t∈Ta
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θa, hta(xa,0, θa, pit1))
− 1
n(Ta)Da,piT1 (θ
∗
a, x
∗
a,0||θa, xa,0)
∣∣∣∣∣.
(18)
The mapping ϕ is Lp-Lipschitz with respect to {rt}n(Ta)t=1 .
A detailed proof is provided in Appendix A, and the main argument of the proof relies on the
preservation of Lipschitz continuity through functional composition and pointwise maximization.
This result is necessary since showing that objective value variations are bounded is a prerequisite
for the formalization of concentration bounds. Next we consider the Lipschitz constant of the
log-likelihood with respect to the parameters.
Lemma 2. For any r ∈ R, θ¯ ∈Θ, x¯ ∈ X , define the function ` : Θ×X × {1, ..., T} → R such that
`(θ,x, t) = log
p(r|θ¯,hta(x¯,θ¯,pit1))
p(r|θ,hta(x,θ,pit1))
. Then for fixed t, the function ` is Lipshitz with constant Lf . Moreover,
for all (x, θ) ∈ X ×Θ and for all t, t′ ∈ {1, ..., T} we have that |`(θ,x, t)− `(θ,x, t′)| ≤ Lf diam(X ),
where diam(X ) = maxx∈X ‖x‖2.
The result of this lemma can be derived using a similar argument to that of Lemma 1, by noting
that the dynamics are bounded and Lipschitz, and then applying Assumption 3. The full proof of
this lemma is in Appendix A. Next we show the expected behavior of pi is bounded.
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Lemma 3. Let ϕ be defined as in Lemma 1. Then Eϕ({rt}n(Ta)t=1 )≤ cf (dx,dθ)√
n(Ta)
, where
cf (dx, dθ) = 8Lf diam(X )
√
pi+ 48
√
2(2)
1
dx+dθ Lf diam(X ×Θ)
√
pi(dx + dθ). (19)
The result of this lemma is derived by first using a symmetrization argument to bound the expec-
tation by a Rademacher average and then using metric entropy bounds to derive the final result,
and a complete proof is found in Appendix A. Additional insight into these results is provided by
the following remarks:
Remark 1. The result of Lemma 3 implies that Eϕ({ra,t}n(Ta)t=1 ) =O(
√
dx+dθ
n(Ta) )
Remark 2. An improved constant can be achieved by using weaker metric entropy bounds
(namely the union bound) however this would yield a bound of order O(
√
(dx+dθ) logn(Ta)
n(Ta) )
Using the results of Lemmas 1–3, we can complete the sketch of the proof for Theorem 2. Lemma
1 says the mapping ϕ is Lp-Lipschitz, and combining this with Assumption 4 implies that by
Theorem 1 in (Kontorovich 2014) we have with probability at most exp(−ξ
2n(Ta)
22L2
P
σ2
) that the maximum
difference between the empirical KL divergence and the true trajectory divergence is sufficiently
far from its mean. Then using Lemma 3 we obtain an upper bound on this expected value with
the appropriate constants. For a complete proof of the theorem please refer to Appendix A. This
theorem is useful because it indicates the empirical KL divergence derived from the MLE objective
converges uniformly in probability to the true trajectory KL divergence.
3.3. Concentration of Trajectory Divergence
We can complete the proof of Theorem 1 using the results of Theorem 2 and the definition of the
MLE. First, Theorem 2 implies that with high probability the trajectory divergence between the
MLE parameters θˆa, xˆa,0 and true parameters θ
∗
a, x
∗
a,0 is within O(
√
dx+dθ
n(Ta) ) of the empirical diver-
gence between these two sets of parameters. Then, since θˆa, xˆa,0 minimize the empirical divergence
and the empirical divergence of θ∗a, x
∗
a,0 is zero, this means that the empirical divergence term is
non-positive. Combining these two facts yields the concentration bound of Theorem 1, and the
complete proof is given in Appendix A.
We conclude this section with an alternative statement of Theorem 1.
Corollary 1. For α∈ (0,1), with probability at least 1−α we have
1
n(Ta)Da,piT1 (θ
∗
a, x
∗
a,0||θˆa, xˆa,0)≤B(α)
√
log(1/α)
n(Ta) . (20)
Where B(α) =
cf (dx,dθ)√
log(1/α)
+Lpσ
√
2.
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This result can be obtained by making the substitution ξ = Lpσ
√
log(1/α)
n(Ta)
into the expression in
Theorem 1. This corollary is significant because it allows us to derive confidence bounds for our
parameter estimates with regards to their trajectory divergence. Note that the term B(α) differs
from the term that would be derived by Chernoff-Hoeffding bounds applied to i.i.d. random vari-
ables by the addition of
cf (dx,dθ)√
log(1/α)
to the standard variance term. The reason for this addition is that
since we are using MLE for our parameter estimation our estimates will be biased, and this bias
must be accounted for in the confidence bounds. Though there may exist specific models where
MLE can provide unbiased estimates, we will only present analysis for the more general case.
4. ROGUE Upper Confidence Bounds (ROGUE-UCB) Policy
This section develops our ROGUE-UCB policy for the ROGUE bandit model. Though several
upper confidence bounds (UCB) policies have been proposed in the non-stationary setting (Garivier
and Moulines 2008, Besbes et al. 2014), these existing policies provide regret of order O(√T logT ).
In contrast, the ROGUE-UCB policy we construct achieves regret of order O(logT ), which is
optimal in that it matches the lowest achievable rate for approximate policies in the stationary
case.
Pseudocode for ROGUE-UCB is given in Algorithm 1, and the algorithm is written for the
situation where the policy chooses actions over the course of T time periods labeled {1, ..., T}. The
upper confidence bounds used in this algorithm are computed using the concentration inequality
from Theorem 1. Much like other UCB policies, for the first |A| time steps of the algorithm each
action a will be tried once. Then after this initialization, at each time step, we will first compute
the MLE estimates of the parameters for each action (i.e., (θa, xˆ0,a)∀a∈A) and then use Theorem
1 to form the upper confidence bound on the value of g(θa, xt,a), which we call g
UCB
a,t . Our approach
for forming these bounds is similar to the method first proposed by Garivier and Cappe´ (2011) for
the KL-UCB algorithm used for stationary bandits. Here, since we know that with high probability
the true parameters belong to X and Θ, we find the largest possible value of g(θa, xt,a) within these
sets. Finally, we choose the action that has the largest upper confidence bound, observe the result,
and repeat the algorithm in the next time step.
The key theoretical result about the ROGUE-UCB algorithm concerns the regret RΠ(T ) of the
policy computed by the ROGUE-UCB algorithm.
Theorem 3. The expected regret ERΠ(T ) for a policy Π computed by the ROGUE-UCB algorithm
is
ERΠ(T )≤Lg diam(X ×Θ)
∑
a∈A
(
A(|A|)2 4 logT
δ2a
+
pi2
3
)
. (21)
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Algorithm 1 Reducing or Gaining Unknown Efficacy Upper Confidence Bounds (ROGUE-UCB)
1: for t≤ |A| do
2: pit = a such that a hasn’t been chosen before
3: end for
4: for |A| ≤ t≤ T do
5: for a∈A do
6: Compute: θˆa, xa,0 = arg min{−
∑
t∈Ta log p(ra,t|θa, xa,t) : xa,t+1 = ha(xa,t, pia,t)∀t ∈
0, ..., T}
7: Compute: gUCBa,t = maxθa,xa,0∈Θ×X{g(θa, hta(xa,0)) : 1n(Ta)Da,piT1 (θ
∗
a, x
∗
a,0||θˆa, xˆa,0) ≤
A(t)
√
4 log(t)
n(Ta) }
8: end for
9: Choose pit = arg maxa∈A g
UCB
a,t
10: end for
where A(x) =B(x−4), and
δa = min{ 1
n(Ta)Da,piT1 (θa, xa,0||θa
′ , xa′,0) : |g(hta(xa,0), θa)− g(hta(xa′,0), θa′)| ≥
a
2
}
a = min
a′∈A\a,t
{|g(θa, hta(xa,0))− g(θa′ , hta(xa′,0))| : g(θa, hta(xa,0)) 6= g(θa′ , hta(xa′,0))}
(22)
are finite and strictly positive constants.
Remark 3. This corresponds to a rate of order O(logT ) when lim infT δa > 0. In fact, lim infT δa >
0 for many settings such as (with appropriate choice of model parameter values) the ROGUE GLM
and ROGUE agent defined in Section 5.
To prove Theorem 3, we first present two propositions. The first proposition bounds the expected
regret RΠ(T ) by the number of times an action is taken while it is suboptimal.
Proposition 2. For a policy Π calculated using the ROGUE-UCB algorithm, if T˜a =
∑T
t=1 1{pit =
a,a 6= pi∗t }, then ERΠ(T )≤Lg diam(X ×Θ)
∑
a∈AET˜a.
For this proposition, we first use Assumption 3 to upper bound the value of the regret with respect
to the Lg and the diameter of the parameter set. Then since we are left with a finite sum of positive
numbers, we can rearrange the summation term to obtain the expected number of suboptimal
actions. For the detailed proof, please see Appendix A. Next we proceed to prove a bound on the
expected number of times a suboptimal action will be chosen.
Proposition 3. For a policy Π calculated using the ROGUE-UCB algorithm, we have that ET˜a ≤
A(|A|)2 4 logT
δ2a
+ pi
2
3
, where A(t) = B(t−4), δa = min{ 1n(Ta)Da,piT1 (θa, xa,0||θa′ , xa′,0) : |g(h
t
a(xa,0), θa)−
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g(hta(xa′,0), θa′)| ≥ a2 }, and a = mina′∈A\a,t{|g(θa, hta(xa,0)) − g(θa, hta(xa,0))| : g(θa, hta(xa,0)) 6=
g(θa, h
t
a(xa,0))}.
To prove this proposition, we proceed in a manner similar to the structure first proposed by Auer
et al. (2002a). We must show that if an action is chosen at a time when it is suboptimal, then this
implies that either we have not properly estimated its parameters (i.e., have not explored enough)
or the true values of the parameters xa,0, θa or xpi∗t ,0, θpi∗t are not contained inside their confidence
bounds. Using these facts, we use Theorem 1 to show that the probability that all of these events
occurring simultaneously is bounded, and then upper bound the expected number of times these
events can occur. Combining the results of Propositions 2 and 3, we thus prove the desired result
of Theorem 3. The full proofs of Proposition 3 and Theorem 3 are provided in Appendix A.
5. Numerical Experiments
In this section, we perform two numerical experiments where the policy computed by the ROGUE-
UCB algorithm is compared against the policy computed by other non-stationary bandit algo-
rithms. The first experiment considers the ROGUE GLM described in Section 2.4.2, and specifically
looks at the logistic regression instantiation of ROGUE GLM. We use synthetically generated data
for this first experiment. Next, we perform an experiment in the context of healthcare-adherence
improving interventions to increase physical activity, which can be modeled using the ROGUE
agent from Section 2.4.1. Using real world data from the mDPP trial (Fukuoka et al. 2015), we
show how ROGUE-UCB can be implemented to personalize messages for participants in this inter-
vention. All experiments in this section were run using Python 3.5.2 and Anaconda on a laptop
computer with a 2.4GHz processor and 16GB RAM.
5.1. Tuned ROGUE-UCB
As has been noted for other UCB policies (Auer et al. 2002a, Garivier and Moulines 2008, Boun-
effouf and Fe´raud 2016), the high probability bounds derived theoretically for these methods
are often too conservative. While the O(
√
log t
n(Ta)) is a tight rate, the term A(t) is too conser-
vative. Drawing inspiration from Auer et al. (2002a) who used asymptotic bounds for Tuned
UCB, we similarly construct a variant of our algorithm: This variant is described in Algorithm
2 and called Tuned ROGUE-UCB. Using the results of Shapiro (1993), we note that if the MLE
θˆa, xˆa,0 are in the interior of the feasible region and are consistent, then they are asymptotically
normally distributed with a variance equal to their Fisher information. Using these results and
the delta method (Qu and Keener 2011), we can derive the quantity Sa,piT1 (θa, xa,0||θˆa, xˆa,0) =
1
n(Ta)2∇θ′,x′Da,piT1 (θa, xa,0||θ
′, x′)TI{rt}t∈Ta (θ′, x′)−1∇θ′,x′Da,piT1 (θa, xa,0||θ
′, x′)
∣∣
θ′,x′=θˆa,xˆa,0
, which is
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the asymptotic variance of the average trajectory KL-Divergence. Here, η is a constant that cor-
responds to the maximum value of the KL-divergence; I{rt}t∈Ta (θ′, x′) represents the observed
trajectory Fisher information, which can be calculated as I{rt}t∈Ta (θ′, x′) =
∑
t∈Ta Irt(θ′, x′), due to
Assumption 1. As an implementation note, if the empirical information matrix is singular, then
the Moore-Penrose pseudoinverse should be used to achieve similar asymptotic results (Hero et al.
1997). Note that although these asymptotic bounds work well in practice, they are not high proba-
bility bounds and do not provide the same theoretical guarantees as the ROGUE-UCB algorithm.
A full analysis of regret for Tuned ROGUE-UCB is beyond the scope of this work. Instead, we
only consider empirical analysis of this algorithm to show its strong performance.
Algorithm 2 Tuned ROGUE-UCB
1: for t≤ |A| do
2: pit = a such that a hasn’t been chosen before
3: end for
4: for |A| ≤ t≤ T do
5: for a∈A do
6: Compute: θˆa, xa,0 = arg min{−
∑
t∈Ta log p(ra,t|θa, xa,t) : xa,t+1 = ha(xa,t, pia,t)∀t ∈
0, ..., T}
7: Compute: gUCBa,t = maxθa,xa,0∈Θ×X
{
g(θa, h
t
a(xa,0)) :
1
n(Ta)Da,piT1 (θa, xa,0||θˆa, xˆa,0) ≤√
min{η
4
,Sa,piT1 (θa, xa,0||θˆa, xˆa,0)}
log(t)
n(Ta)
}
8: end for
9: Choose pit = arg maxa∈A g
UCB
a,t
10: end for
5.2. Experimental Design
We examined two settings for our experiments, which correspond to the instantiations of ROGUE
bandits presented in Sections 2.4.1 and 2.4.2. For each of the scenarios, we compared the Tuned
ROGUE-UCB algorithm to policies determined by five alternative methods. For each scenario, we
present two result metrics: cumulative regret of each algorithm in that scenario and the average
reward to date of the algorithm. While these two measures are related, a key difference is that in
the non-stationary setting sub-optimal actions may not have a significantly lower expected reward
than the optimal action at all time periods. Hence, while an algorithm may incur a significant
amount of regret it could still achieve a high amount of reward. The five alternative algorithms we
used for comparison are as follows:
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1. Pure Exploration: First, we considered a completely random, or “pure exploration” algo-
rithm, which chooses an action uniformly at random from the set of available actions.
2. Stationary Upper Confidence Bound (UCB1): Next, we considered the UCB1 algorithm
(Auer et al. 2002a), which is designed for stationary bandits. This approach uses the sample average
as an estimate of the expected reward of each action and utilizes a padding upper confidence bound
term derived from Hoeffding’s bound. In our experiments, we implemented Tuned UCB1 (Auer
et al. 2002a), which replaces the theoretical constants by the asymptotic variance of the sample
average and a small constant that corresponds to the maximum variance of a Bernoulli random
variable (since the rewards are bounded between 0 and 1).
3. Discounted Upper Confidence Bounds (D-UCB): D-UCB is an upper confidence bound
approach designed for non-stationary systems. It utilizes an exponentially weighted average of the
reward observations to estimate the expected reward at the current time period and a square
root padding function to provide upper confidence bounds (Garivier and Moulines 2008). The
weighted average is constructed with a positive discount factor that decreases the influence of older
observations on the reward estimate to zero as time goes on. We implemented this algorithm with
its optimal theoretical parameters, as described in Garivier and Moulines (2008).
4. Sliding Window Upper Confidence Bounds (SW-UCB): The next approach we con-
sidered is the SW-UCB approach. This algorithm considers a fixed window size of how many action
choices to “keep in memory”, and computes the estimate of the expected action rewards as the
average of these choices (Garivier and Moulines 2008). We implemented this algorithm with its
optimal theoretical parameters as proposed by Garivier and Moulines (2008).
5. Exploration and Exploitation with Exponential Weights (EXP3): The last bandit
algorithm we considered in our experiments is the EXP3 algorithm. Essentially, EXP3 is a modifi-
cation of the exponential weights algorithm used in online optimization to the bandit setting where
not all action rewards are observed (Auer et al. 2002b). Though EXP3 is designed for station-
ary bandits, unlike UCB approaches that assume a stochastic setting, it is meant for adversarial
bandits, which makes it potentially robust to non-stationarity. The particular variant of EXP3
we utilized is EXP3.S proposed by Auer et al. (2002b), which is designed for arbitrary reward
sequences, using the theoretically optimal parameters as proposed by the authors.
5.3. ROGUE Logistic Regression
For this experiment, we consider the logistic regression instantiation of the ROGUE GLM presented
in Section 2.4.2. Our setup includes two actions whose rewards rt,a are Bernoulli with a logistic
link function of the form g(x, θ) = 1
1+exp(−aθ−bx) . The initial parameters and dynamics matrices for
each of the actions are presented in Table 1. Here, the sets X and Θ were set to [0,1]. Action 0
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has a significant portion of its reward dependent on the time varying state xt, and recovers its
reward slowly but also decreases slowly. On the other hand, Action 1 has more of its expectation
dependent on the stationary component θ, but it expectation decreases faster than that of Action
0.
Action x0 θ A B K α β
0 0.1 0.5 0.6 -1.0 0.5 0.4 0.6
1 0.3 0.7 0.7 -1.2 0.5 0.7 0.3
Table 1 Experimental parameters for each action for the logistic ROGUE GLM simulation
The experiments were run for 20,000 action choices and replicated 30 times for each of the
candidate algorithms. Figure 1 shows the cumulative regret accrued by each of the algorithms
averaged across the replicates, and Figure 2 shows the average reward per action for each algorithm
averaged across the replicates. As expected in these experiments, the UCB1 algorithm achieves
linear regret since it assumes a stationary model and thus converges to a single action, which
causes a large gap between the expectations of the two actions. Interestingly, SW-UCB and D-
UCB also perform worse than random choices. A key note here is that D-UCB and SW-UCB
assume that action rewards do not change frequently and are independent of the choices. However,
D-UCB outperforms SW-UCB since the weighted average contains more information about the
trajectory of the expected reward of each action while data from earlier choices are removed from
the estimates in the sliding window. EXP3 and random action selection perform approximately
the same in terms of both regret and expected reward. This is unsurprising because the weighting
scheme in EXP3 emphasizes the rewards of the past action states as opposed to current action
states. In terms of both regret and reward, Tuned ROGUE-UCB substantially outperforms the
other approaches. While the other approaches seem to obtain linear regret, ROGUE-UCB does in
fact have regret on the order of O(logT ) in this experiment.
5.4. Healthcare-Adherence Improving Intervention for Increasing Physical Activity
Next, we consider an experiment using real world data from the mobile diabetes prevention program
(mDPP) (Fukuoka et al. 2015). This was a randomized control trial (RCT) that was conducted to
evaluate the efficacy of a 5 month mobile phone based weight loss program among overweight and
obese adults at risk for developing type 2 diabetes and was adapted from the Diabetes Preven-
tion Program (DPP) (Diabetes Prevention Program Research Group 2002, 2009). Sixty one over-
weight/obese adults were randomized into an active control group that only received an accelerom-
eter (n=31) or a treatment group that received the mDPP mobile app plus the accelerometer and
clinical office visits (n=30). Changes in primary and secondary outcomes for the trial were clinically
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Figure 1 Comparison of cumulative regret between the different bandit algorithms for the logistic ROGUE GLM.
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Figure 2 Comparison of average reward to date between the different bandit algorithms for the logistic ROGUE
GLM.
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and statistically significant. The treatment group lost an average of 6.2 ± 5.9 kg (-6.8% ± 5.7%)
between baseline and the 5 month follow up while the control group gained 0.3 ± 3.0 kg (0.3%
± 5.7 %) (p < 0.001). The treatment group’s steps per day increased by 2551 ± 4712 compared
to the control group’s decrease of 734 ± 3308 steps per day (p < 0.001). Additional details on
demographics and other treatment parameters are available in (Fukuoka et al. 2015).
One key feature of the mDPP application was the ability for the clinicians to send daily mes-
sages to the participants to encourage that they adhere to the intervention and maintain a suf-
ficiently increased activity level. Broadly speaking, there were 5 different message categories that
the clinicians could choose to send to the patients. These categories are self-efficacy/confidence,
motivation/belief/attitude, knowledge, behavior reinforcement, and social support. Each day the
experimental group would receive a preprogrammed message from one of these categories, and all
participants received the same messages each day. For our simulations, we used the data of what
messages were sent to what participants, as well as their daily step counts.
5.4.1. Patient Model For our experiment, we used a behavioral analytics model of patient
behavior first proposed by Aswani et al. (2016). Here, each patient is assumed to be a utility
maximizing agent who chooses how many steps to take each day based on previous behavior and
the intervention implemented. We defined each of the different message categories be one of the
actions of the bandit, which forms a ROGUE agent model as described in Section 2.4.1. Using the
notation of Section 2.4.1, let ct be a sequence of i.i.d. Laplace random variables with mean zero
and shape parameter θ. This means σ2(θ) = 2θ2. After normalizing the step counts to be in [0,1]
(where 1 is equal 14,000 steps), we can then write the reward distribution of a particular message
type a as p(rt|{xa,t, θa}) = 12 exp(
−xa,t
θa
)δ(rt) +
1
2
exp(
xa,t−1
θa
)δ(1− rt) + 12θa exp(
−|rt−xt|
θa
)1[rt ∈ (0,1)],
where the state xa,t ∈ [0,1] and θa ∈ [,1] for a small  > 0. This results in a reward function
g(x, θ) = x+ θ
2
(exp(−x
θ
)−exp(x−1
θ
)). Using Laplace noise has the advantage of allowing commercial
mixed integer programming solvers to be used for offline parameter estimation by solving inverse
optimization problems (Aswani et al. 2015, Aswani 2017, Mintz et al. 2017). Using this MILP
reformulation and behavioral models, we estimated the respective trajectory parameters for each
message group and each patient of the treatment group for which we had data. These initial
parameters were found using the Gurobi Solver in Python (Gurobi Optimization 2016).
5.4.2. Simulation Results This simulation was conducted using the mDPP data described
above. Each experiment consisted of 1,000 action choices, which would correspond to about two
years of a message based physical activity intervention, and 10 replicates of the simulation were
conducted per patient and algorithm. The results in Figures 3 and 4 represent averages across all
patients and replicates. Since we are using real data, the interpretation of the y-axis of each of the
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Figure 3 Comparison of cumulative regret between the different bandit algorithms for the healthcare-adherence
improving intervention.
plots corresponds to number of steps in units of 1,000 steps, and the x-axis corresponds to the day
of the intervention.
ROGUE-UCB outperforms all other algorithms both in terms of regret and average reward. In
terms of regret, ROGUE-UCB is the only algorithm that obtains logarithmic regret. While D-UCB
is the only other algorithm that can outperform pure exploration, it only obtains linear regret. In
terms of average reward, ROGUE-UCB and D-UCB are the only two algorithms that outperform
pure exploration. Interpreting these results in the healthcare context of this intervention, we find
that the improved predictive model and use of MLE estimates within our ROGUE-UCB algorithm
results in an increase of 1,000 steps a day (approximately a half-mile more of walking per day)
relative to the next best algorithm, which is a significant increase in activity.
6. Conclusion
In this paper, we defined a new class of non-stationary bandit models where the specific actions
chosen influence the reward distributions of each action in subsequent time periods through a spe-
cific model. We conducted a finite sample analysis of the MLE estimates in this setting, and showed
how these concentration bounds can be used to create a ROGUE-UCB algorithm that provides
a policy for these bandit models. Our theoretical results show that in expectation ROGUE-UCB
achieves logarithmic regret. This is a substantial improvement over model-free algorithms, which
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Figure 4 Comparison of average reward to date between the different bandit algorithms for the healthcare-
adherence improving intervention.
can only achieve a square-root regret. We then showed through simulations using real and artificial
data, that with minor modification, the ROGUE-UCB algorithm significantly outperforms state
of the art bandit algorithms both in terms of cumulative regret and average reward. These results
suggest that ROGUE bandits have strong potential for personalizing health care interventions, and
in particular for healthcare-adherence improving interventions.
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Appendix A: Proofs of Propositions in Text
Proof of Proposition 1: To obtain this formulation first we can augment the objective function
of the log-likelihood problem by adding the constant term log
∑
t∈Ta p(ra,t|θ∗a, x∗a,t) and multiplying
by the positive constant 1
n(Ta) which does not change the value of the optimal solution. Next we
use functional compositions to contract the dynamics and obtain an objective function which is
explicitly a function of θa, x0,a. 
Proof of Lemma 1: We can see that this is the case by noting that by Assumption 4 we have
that each of the log-likelihood ratios are Lipschitz with constant Lp. Since Lipschitz continuity is
preserved by addition and averaging we note that the average of all of these log-likelihood ratios
is also Lp-Lipschitz. Next we use the property that functional compositions of Lipschitz functions
are Lipschitz with a constant equal to the product of their respective constants and the Lipschitz
30 Mintz et al.: ROGUE Bandits
continuity is preserved through point wise maxima (Rockafellar and Wets 2009). Since the absolute
value function is 1-Lipschitz and we are performing maximization we have that φ is indeed Lp-
Lipschitz with respect to the input sequence. 
Proof of Lemma 2: To show the first result we use a similar argument to that of the proof of
Lemma 1 by showing that the likelihood is Lipschitz and then using the preservation of Lipschitz
continuity across functional compositions. First consider hta(x). Using the definition of ha from (1)
we observe that ha is the composition of a linear function with a projection operator onto the set X .
Since projections are 1-Lipschitz (Rockafellar and Wets 2009) and by Assumption 5 ‖Aa‖op < 1 we
have that with respect to x,x′ ∈X ‖hta(x)−hta(x′)‖2 < ‖x−x′‖2. Hence hta(x) is locally 1-Lipschitz
continuous with respect to x, t. Next, applying Assumption 3 shows that since the likelihood ratio
is Lf -Lipschitz with respect to its two inputs we simply have a composition of Lipschitz functions
and the result follows.
To show the second result note that ` depends on t only through the composite dynamics
mapping hta. By definition h
t(x) ∈X which is a bounded set, we have that for any t, t′ ∈ {1, ..., T}
‖hta(x)−ht
′
a (x)‖2 ≤ diam(X ), thus using Assumption 3 we obtain the desired result. 
Proof of Lemma 3 To prove this result we first bound the expectation by a Rademacher average
(Bartlett and Mendelson 2002) and then apply Dudley’s Integral bound (Wainwright 2015). First
let us consider the explicit form of Eϕ({ra,t}n(Ta)t=1 ). Using an identically distributed sequence of
rewards {r′a,t}n(Ta)t=1 which is independent of the observed sequence we see that
E sup
θa,xa,0∈Θ×X
∣∣ 1
n(Ta)
∑
t∈Ta
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θa, hta(xa,0, θa, pit1))
− 1
n(Ta)Da,piT1 (θ
∗
a, x
∗
a,0||θa, xa,0)
∣∣
=E sup
θa,xa,0∈Θ×X
∣∣∣ 1
n(Ta)E
[∑
t∈Ta
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θa, hta(xa,0, θa, pit1))
−
∑
t∈Ta
log
p(r′a,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(r′a,t|θa, hta(xa,0, θa, pit1))
∣∣{ra,t}n(Ta)t=1 ]∣∣∣
≤E sup
θa,xa,0∈Θ×X
∣∣∣ 1
n(Ta)
(∑
t∈Ta
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θa, hta(xa,0, θa, pit1))
−
∑
t∈Ta
log
p(r′a,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(r′a,t|θa, hta(xa,0, θa, pit1))
)∣∣∣.
(23)
Here the inequality follows from Jensen’s Inequality (Qu and Keener 2011). Let {t}n(Ta)t=1 be a
sequence of i.i.d. Rademacher random variables, which are independent of the observations ra,t, r
′
a,t,
then through a symmetrization argument its clear that
Eϕ({ra,t}n(Ta)t=1 )≤ 2E sup
θa,xa,0∈Θ×X
∣∣∣ 1
n(Ta)
∑
t∈Ta
t log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θa, hta(xa,0, θa, pit1))
∣∣∣. (24)
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Since x∗a,0, θ
∗
a are constants we can use simplify the above expression using the notation introduced
in Lemma 2 to 2E supθa,xa∈Θ×X
∣∣∣ 1n(Ta)∑t∈Ta t`(θa, x0,a, t)∣∣∣. We can bound this expression as follows
2E sup
θa,xa∈Θ×X
∣∣∣ 1
n(Ta)
∑
t∈Ta
t`(θa, x0,a, t)
∣∣∣,
= 2E sup
θa,xa∈Θ×X
∣∣∣ 1
n(Ta)
∑
t∈Ta
t(`(θa, x0,a, t)− `(θa, x0,a,0) + `(θa, x0,a,0))
∣∣∣,
≤ 2E sup
θa,xa∈Θ×X
∣∣∣ 1
n(Ta)
∑
t∈Ta
t(`(θa, x0,a, t)− `(θa, x0,a,0))
∣∣∣+ 2E sup
θa,xa∈Θ×X
∣∣∣ 1
n(Ta)
∑
t∈Ta
t`(θa, x0,a,0)
∣∣∣.
(25)
For our analysis we can consider each of these terms separately and bound them using Dudley’s
Integral Bound (Wainwright 2015) and Lemmas 2,4. Consider the first term, note that by Lemma 2
we have that |`(θa, x0,a, t)− `(θa, x0,a,0)| ≤Lf diam(X ) and is contained in an `2 ball of this radius,
hence by Lemma 4
2E sup
θa,xa∈Θ×X
∣∣∣ 1
n(Ta)
∑
t∈Ta
t(`(θa, x0,a, t)− `(θa, x0,a,0))
∣∣∣,
≤ 8
∫ Lf diam(X )
0
√
logN (Lf diam(X )B2, α,‖‖2)
n(Ta) dα≤ 8Lf diam(X )
√
pi
n(Ta) . (26)
The last inequality follows from using a volume bound on the covering number and using integration
by parts. Next consider the second term in (25), we can bound this term using a direct application
of Dudley’s entropy integral as follows
2E sup
θa,xa∈Θ×X
∣∣∣ 1
n(Ta)
∑
t∈Ta
t`(θa, x0,a,0)
∣∣∣≤ 16√2∫ ∞
0
√
log 2N (α, `(Θ×X ),‖‖2)
n(Ta) dα,
≤ 16
√
2
∫ ∞
0
√
log 2N ( α
Lf
,Θ×X ,‖‖2)
n(Ta) dα. (27)
Let v`B2 be the `2 ball on Rdx+dθ with radius v` = diam(X ×Θ), then
(27)≤ 16
√
2
∫ ∞
0
√
log 2N ( α
Lf
,B`,‖‖2)
n(Ta) dα≤ 16
√
2
∫ ∞
0
√
log 2(
3v`Lf
α
)dx+dθ
n(Ta) dα (28)
Solving the integral shows that (28) ≤ 48√2(2) 1dx+dθ Lfv`
√
pi(dx+dθ)
n(Ta) . Hence the result follows. 
Proof of Theorem 2: Lemma 1 guarantees that the mapping ϕ is Lispschitz continuous with
respect to the observed rewards with parameter Lp, furthermore we have by Assumption 4 that
the reward distributions are sub-Gaussian with parameter σ2. By applying Theorem 1 from Kon-
torovich (2014) we obtain for ξ > 0:
P
(
ϕ({rt}n(Ta)t=1 )−Eϕ({rt}n(Ta)t=1 )> ξ
)
≤ exp(−ξ
2n(Ta)
2L2pσ
2
). (29)
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Hence, using the upper bound obtained from Lemma 3, we can substitute the result into the
above equation giving the desired result. 
Proof of Theorem 1: Using Theorem 2 we know that with probability at least 1−exp(−ξ2n(Ta)
2L2pσ
2 )
we have:
1
n(Ta)Da,piT1 (θ
∗
a, x
∗
a,0||θˆa, xˆa,0)−
1
n(Ta)
∑
t∈n(Ta)
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θˆa, hta(xˆa,0, θˆa, pit1))
≤ cf (dx, dθ)√
n(Ta)
+ ξ. (30)
Also since θˆa, xˆa are minimizers of the empirical trajectory divergence implies that
1
n(Ta)
∑
t∈n(Ta)
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θˆa, hta(xˆa,0, θˆa, pit1))
≤ 1
n(Ta)
∑
t∈n(Ta)
log
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
p(ra,t|θ∗a, hta(x∗a,0, θ∗a, pit1))
= 0. (31)
Hence the desired result follows. 
Proof of Proposition 2: Recall that by definition ERΠ(T ) =
∑T
t=1 g(θpi∗t , xpi∗t ) − g(θpit , xpit).
Since by Assumption 3 we have that g is Lg-Lipschitz then we have ∀t that g(θpi∗t , xpi∗t ) −
g(θpit , xpit)≤Lg‖(θpi∗t , xpi∗t )− (θpit , xpit)‖ ≤Lg diam(X ×Θ)P(pit 6= pi∗t). Hence
ERΠ(T )≤Lg diam(X ×Θ)
T∑
t=0
P(pit 6= pi∗t ) =Lg diam(X ×Θ)
T∑
t=0
∑
a∈A
P(pit = a,a 6= pi∗t )
=Lg diam(X ×Θ)
∑
a∈A
T∑
t=0
P(pit = a,a 6= pi∗t ) =Lg diam(X ×Θ)
∑
a∈A
ET˜a 
(32)
Proof of Proposition 3: We proceed to prove this proposition in a similar method to that pre-
sented in Auer et al. (2002b). Suppose that at time t, the ROGUE-UCB policy chooses a 6= pi∗t .
If the upper confidence bounds hold then we observe that gUCBa,t ≥ gUCBpi∗t ,t ≥ gpi∗t ,t. Also define the
mapping ψa(γ) = max{|g(θ,hta(x0))− g(θˆa, hta(xˆa,0))| : 1n(Ta)Da,piT1 (θ,x0||θˆa, xˆa,0)≤ γ}. Then clearly
gUa,tCB − g(θˆa, hta(xˆa,0))≤ ψa(A(t)
√
4 log(t)
n(Ta) ) and g(θˆa, h
t
a(xˆa,0))− ga,t ≤ ψa(A(t)
√
4 log(t)
n(Ta) ). Hence we
have that gUCBa,t ≤ 2ψ(A(t)
√
4 log(t)
n(Ta) ) + ga,t. Therefore ψ(A(t)
√
4 log(t)
n(Ta) ) ≥ 12(gpi∗t ,t − ga,t). By defini-
tion of a we thus have that ψ(A(t)
√
4 log(t)
n(Ta) )≥ a2 . Therefore, by definition of δa we observe that
A(t)
√
4 log t
n(Ta) ≥ δa and hence n(Ta)≤
4A(t)2 log t
δ2a
.
Now, consider T˜a:
T˜a =
T∑
t=1
1{pit = a,a 6= pi∗t } (33)
=
T∑
t=1
1{pit = a,a 6= pi∗t , n(Ta)≤
4A(t)2 log t
δ2a
}+
T∑
t=1
1{pit = a,a 6= pi∗t , n(Ta)>
4A(t)2 log t
δ2a
} (34)
≤
T∑
t=1
1{pit = a,a 6= pi∗t , n(Ta)≤
4A(|A|)2 logT
δ2a
}+
T∑
t=1
1{pit = a,a 6= pi∗t , n(Ta)>
4A(t)2 log t
δ2a
} (35)
≤ 4 log(T )
δ2a
A(|A|)2 +
T∑
t=1
1{pit = a,a 6= pi∗t , n(Ta)>
4A(t)2 log t
δ2a
} (36)
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Observe that if we play sub optimal action a at time t this means we either severely over estimate
the value of ga,t, severely under estimate the value of gpi∗t ,t, or the two values are very close to each
other. Hence
{pit = a,a 6= pi∗t , n(Ta)>
4A(t)2 log t
δ2a
} ⊆ {gUCBa,t − ga,t > 2ψa(A(t)
√
4 log(t)
n(Ta) ), n(Ta)>
4A(t)2 log t
δ2a
}︸ ︷︷ ︸
(a)
∪{gpi∗t ,t > g
pi∗t ,t
UCB, n(Ta)>
4A(t)2 log t
δ2a
}︸ ︷︷ ︸
(b)
∪{gpi∗t ,t− ga,t ≤ 2ψa(A(t)
√
4 log(t)
n(Ta) ), n(Ta)>
4A(t)2 log t
δ2a
}︸ ︷︷ ︸
(c)
.
(37)
However, as we established in the beginning of the proof the event (c) = ∅. Also note that for
events (a), (b) to occur this would imply that θa, xa,0 and θpi∗t , xpi∗t ,0 are not feasible points of their
respective UCB deriving problems, hence
{pit = a,a 6= pi∗t , n(Ta)>
4A(t)2 log t
δ2a
} ⊆ {∃s < t : 1
s
Dpi∗t ,pis1(θˆpi∗t , xˆpi∗t ,0||θpi∗t , xpi∗t ,0)>A(t)
√
4 log(t)
s
}
∪ {∃s′ < t : 1
s′
D
a,pis
′
1
(θˆa, xˆa,0||θa, xa,0)>A(t)
√
4 log(t)
s′
}
⊆
⋃
1≤s<t
{1
s
Dpi∗t ,pis1(θˆpi∗t , xˆpi∗t ,0||θpi∗t , xpi∗t ,0)>A(t)
√
4 log(t)
s
}
⋃
1≤s′<t
{ 1
s′
D
a,pis
′
1
(θˆa, xˆa,0||θa, xa,0)>A(t)
√
4 log(t)
s′
}.
(38)
Taking the expected value of T˜a we obtain
ET˜a ≤ 4 log(T )
δ2a
A(|A|)2 +E
T∑
t=1
1{pit = a,a 6= pi∗t , n(Ta)>
4A(t)2 log t
δ2a
}
≤ 4 log(T )
δ2a
A(|A|)2 +
T∑
t=1
t∑
s=1
t∑
s′=1
P(
1
s
Dpi∗t ,pis1(θˆpi∗t , xˆpi∗t ,0||θpi∗t , xpi∗t ,0)>A(t)
√
4 log(t)
s
)
+
T∑
t=1
t∑
s=1
t∑
s′=1
P(
1
s′
D
a,pis
′
1
(θˆa, xˆa,0||θa, xa,0)>A(t)
√
4 log(t)
s′
)
≤ 4 log(T )
δ2a
A(|A|)2 + 2
T∑
t=1
t∑
s=1
t∑
s′=1
t−4 ≤ 4 log(T )
δ2a
A(|A|)2 + pi
2
3
.
(39)
Here the third inequality is derived by Theorem 1 and the final inequality by utilizing the solution
to the Basel Problem (Rockafellar and Wets 2009). Hence we obtain the desired result. 
Proof of Theorem 3: Using Proposition 2 we bound the expected regret as ERΠ(T ) ≤
Lg diam(X ×Θ)
∑
a∈AET˜a. Then applying the result of Proposition 3 we obtain the desired result.

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Appendix B: Technical Metric Entropy Lemma
Lemma 4. Let a ∈ A ⊆ Rn such that A is bounded and K = maxa∈A d(a,0)n with respect to some
metric d and ∀a∈A,‖a‖2 ≤ d(a,0) . Then for i.i.d Rademacher process {i}ni=1 :
E sup
a∈A
| 1
n
n∑
i=1
iai| ≤ 4
∫ K
0
√
log 2N (α,A,d)
n
dα (40)
Proof: We proceed to prove this result in a similar technique to that used by (Wainwright
2015). Let A¯=A∪A− and {Aˆi}Ni=0 be a sequence of successively finer covers of set A¯, such that
Aˆi is an αi cover of set A¯ with respect to metric d and αi = 2
−iK. Next, define a sequence of
approximating vectors of a and denote these by aˆi such that for any two successive approximations
aˆi ∈ Aˆi and aˆi−1 ∈ Aˆi−1 we have that d(aˆi, aˆi−1)≤ αi. Then observe we can rewrite a as follows:
a= a+ aˆN − aˆN = aˆ0 +
N∑
i=1
(aˆi− aˆi−1) + a− aˆn (41)
Observe that we can set aˆ0 to the 0 vector since clearly a metric ball of radius K will form a K
cover of set A. Hence we obtain:
E sup
a∈A
| 1
n
n∑
i=1
iai|=E sup
a∈A
| 1
n
〈, a〉|=E sup
a∈A¯
1
n
〈, a〉=E sup
a∈A¯
1
n
〈,
N∑
j=1
(aˆi− aˆi−1) + a− aˆN〉 (42)
≤E
N∑
j=1
sup
aˆj∈Aˆj ,aˆj−1∈Aˆj−1
〈, aˆj − aˆj−1〉+E sup
a∈A¯
〈, a− aˆN〉 (43)
≤
N∑
j=1
αi
√
2 log |Aˆj||Aˆj−1|
n
+αN (44)
Here the final inequality is obtained by applying the finite class lemma (Wainwright 2015). Observe
that |Aˆj−1| ≤ |Aˆj−1|=N (αi, A¯, d) and that by construction αj = 2(αj −αj+1). Hence:
E sup
a∈A
| 1
n
n∑
i=1
iai| ≤
N∑
j=1
4(αj −αj+1)
√
logN (αi, A¯, d)
n
+αN (45)
≤ 4
∫ α0
αN+1
√
logN (α, A¯, d)
n
dα+αN → 4
∫ K
0
√
logN (α, A¯, d)
n
dα (46)
Note that N (α, A¯, d)≤ 2N (α,A,d) thus completing the proof. 
