Abstract-Projection data incompleteness arises in many situations relevant to X-ray computed tomography (CT) imaging. We propose a penalized maximum likelihood statistical sinogram restoration approach that incorporates the Helgason-Ludwig (HL) consistency conditions to accommodate projection data incompleteness. Image reconstruction is performed by the filtered-backprojection (FBP) in a second step. In our problem formulation, the objective function consists of the log-likelihood of the X-ray CT data and a penalty term; the HL condition poses a linear constraint on the restored sinogram and can be implemented efficiently via fast Fourier transform (FFT) and inverse FFT. We derive an iterative algorithm that increases the objective function monotonically. The proposed algorithm is applied to both computer simulated data and real patient data. We study different factors in the problem formulation that affect the properties of the final FBP reconstructed images, including the data truncation level, the amount of prior knowledge on the object support, as well as different approximations of the statistical distribution of the available projection data. We also compare its performance with an analytical truncation artifacts reduction method. The proposed method greatly improves both the accuracy and the precision of the reconstructed images within the scan field-of-view, and to a certain extent recovers the truncated peripheral region of the object. The proposed method may also be applied in areas such as limited angle tomography, metal artifacts reduction, and sparse sampling imaging.
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I. INTRODUCTION

D
IFFERENT kinds of projection data incompleteness arise in various situations in X-ray computed tomography (CT). When the patient body extends outside of the scanner field-of-view (SFOV), the projection data will be truncated in the transverse direction. Radiation dose concerns may also lead to reduced scan schemes so that a small region-of-interest is fully enclosed in the SFOV while other organs are truncated. If not properly treated, data truncation produces edge and cupping artifacts near the edge of SFOV that obscure the underlying anatomy and make diagnosis difficult [1] .
In iterative image reconstruction algorithms that use repeated forward and backward projections, projection incompleteness can be included as part of the system matrix modeling. Two different approaches for treating the missing projection rays, ignore or estimate, were proposed in [2] and [3] that resulted in the same fixed point in their respective maximum-likelihood estimation algorithms. The observation was that, if the reconstruction volume is big enough to cover the scanned object [3] , [4] , then projection incompleteness is taken care of by the system geometry modeling, thus artifacts caused by data incompleteness can be reduced.
Despite their capability of dealing with truncation and many other artifacts, the high computational cost of iterative reconstruction methods nowadays prevents their routine application in clinical X-ray CT practice. The algorithm-of-choice on commercial CT scanners is still the filtered-backprojection (FBP) type analytical reconstruction algorithms. If the truncated projection data are directly fed to these algorithms, the abrupt change of projection values at the edge of SFOV causes significant artifacts in the reconstructed images [1] . A projection data completion method is a preprocessing step for obtaining a complete projection data, so that subsequent FBP reconstruction can have reduced artifacts within the SFOV, and extend the reconstruction field-of-view (RFOV) beyond the SFOV [5] , [6] .
It is well known that the sinogram of a physical function cannot be arbitrary and satisfies the so-called consistency conditions [7] , [8] , which essentially characterize the range of the Radon transform. In the interest of this work, we divide the different projection data completion methods into two categories. The first category takes an extrapolation approach without explicit use of consistency conditions, such as the minimal value extension method in [9] and [10] and the symmetric mirroring method in [6] . The second category [5] , [11] - [14] makes use of consistency conditions. Among these, [5] , [11] use the first order consistency condition (constant body mass) to constrain the data extrapolation procedure. In [12] a new fan beam data consistency condition was derived and the missing projection values were filled in point-by-point in an iterative manner. There are pros and cons in the two categories. Since the consistency conditions are most conveniently employed in the parallel beam geometry, fan-to-parallel rebinning is usually needed for the second category of methods, while in the first category the projection extrapolation or data extension can be performed in the native geometry. However without incorporating the consistency conditions, extrapolation tends 0278-0062/$26.00 © 2010 IEEE to be ad-hoc and usually relies on local continuity conditions at the edge of the SFOV. They may also require various thresholds settings that may not be straightforward when the imaging condition changes, e.g., high dose versus low dose applications.
Two approaches [13] , [14] in the second category explicitly use the Helgason-Ludwig [7] , [8] consistency condition 1 and expand the Radon transform in terms of its basis functions [15, Ch. IV and equation (3.13) ]. Their methods therefore incorporate not just one or two consistency conditions as in [5] , [6] , but theoretically an infinite number of such constraints [14] . Our proposed method builds on these previous works and extends the methodology to data completion problems in X-ray CT imaging.
We develop a statistical sinogram restoration method for X-ray CT that incorporates 1) the noise statistics of the X-ray CT data, and 2) the HL consistency condition to deal with projection data incompleteness. The recovered sinogram is subsequently reconstructed by the analytical FBP type algorithms. We compare our results with direct FBP reconstruction with no correction and after projection completion using the symmetric mirroring method [6] , an ad-hoc data extrapolation approach that tries to recover the truncated projection values from those available data in a certain mirroring manner. Our comparison demonstrates both improved accuracy and precision of the object attenuation coefficients within the SFOV.
Though all make explicit use of the HL condition and are formulated as a sinogram restoration approach, there are significant differences among [13] , [14] , and our method, in terms of 1) the problem formulation, 2) algorithm derivation, and 3) procedures to enforce the HL condition. In [13] , the complete sinogram was determined by satisfying some prescribed desirable properties, e.g., consistency, known sinogram support, and a priori knowledge of a reference sinogram, that are formulated as convex sets. A POCS algorithm was used to find the solution iteratively. In [14] a different set of basis functions were used and the HL condition was cast as hard constraints by forcing some basis expansion coefficients of the sinogram to be zero. In their iterative scheme, these hard constraints were incorporated into a penalized least squares objective function by introducing Lagrange multipliers. A primal-dual type algorithm was implemented to find the optimizer [14] .
We consider the noise statistics of the X-ray CT projection and formulate the sinogram restoration problem in the penalized maximum-likelihood framework. By borrowing the linear representation from [13] , the HL condition is again posed as a linear condition on the solution sinogram. This formulation makes the algorithm derivation easier without using Lagrange multipliers. In different X-ray CT applications, the projection data can either be in the pre-log operation format, or in the after-log operation format. We look at two separate statistical assumptions of the X-ray projection data for the two situations, a Poisson model and a Gaussian model. We derive an iterative algorithm that monotonically increases the objective function by using the optimization transfer principle [16] , [17] . Moreover, enforcing The organization of this paper is as follows. For completeness, in Section II we first introduce the HL condition following the exposition of [13] and [14] and explain how the sinogram series expansion can be calculated via FFT. In Section III we present our sinogram restoration problem with explicit incorporation of the HL condition and derive an iterative algorithm that monotonically increases a penalized likelihood function. Reconstruction results using computer simulated data and real patient acquisitions are presented and analyzed in Sections IV and VI. We also compare results from our proposed approach with that from the symmetric mirroring method [6] . We conclude this paper and discuss possible extensions of this work in Section VII. In Table I below we assemble some notations from [15] related to the 2-D Radon transform.
II. BACKGROUND
The HL condition is part of our sinogram restoration problem formulation. In this section, we first introduce the HL condition of the 2-D Radon transform, which states that some of the series expansion coefficients of the 2-D Radon transform must be zero for it to be physically possible. For the purpose of efficient algorithm implementation, we then explain how the series expansion coefficients and the 2-D Radon transform are related by Fourier transform pair.
A. Helgason-Ludwig Consistency Conditions
With occasional exceptions, our notations here are almost identical to those in [13] . The interested readers are referred to [13] , [14] for more information. We denote by the 2-D Radon transform that maps the Hilbert space to , . Any physically consistent sinogram can then be written as a series expansion using the basis functions of (1) where and . The complex constants are the expansion coefficients. The function is the th order Chebyshev polynomial of the second kind. Let , the inner product of and is defined as follows: (2) The functions form an orthogonal basis of . The HL consistency condition dictates that not all expansion coefficients can be arbitrary. In fact, the HL condition is embodied in the following requirement on [13] :
Let , then some of its expansion coefficients violate the HL condition (3). We use the notation to denote the operation of zeroing out these "inconsistent" coefficients; the resulting sinogram obtained by plugging the "rectified" expansion coefficients into (1) satisfies (4) such that .
B. Sinogram Series Expansion Using FFT
If we define (5) then (1) can be rewritten as (6) In other words, are the coefficients of the Fourier series expansion of with respect to . The conversion of therefore can be implemented via 1D FFT along the view direction. The transformation between and in (5) can be calculated by a discrete sine transform [18] , [19] . The key is to utilize the following definition of the Chebyshev polynomial :
and realize that by resampling , at , we then have
To complete as a periodic function in , we may define
The coefficients can then be obtained from a discrete sine transform of , a resampled version of . For the convenience of our algorithm description, we use the phrase "sinogram expansion" to indicate the calculation of ; and "sinogram synthesis" the reverse direction. Combining (6), (7), and (8) 
III. METHODS
In this section, we formulate the sinogram restoration problem in the discrete sinogram space incorporating the HL consistency conditions. To connect with the continuous space description of the HL condition and the sinogram series expansion in Section II, we first discretize the series expansion of Section II and obtain in Section III-A a discrete, linear operator form describing the HL consistency condition, based on which we present our problem definition in Section III-B.
In Section III-C we provide a flowchart of the iterative sinogram restoration algorithm, the derivation of which is given in Appendix A. Our problem formulation and algorithm implementation distinguish two index sets, and , the combination of which forms the index set of a complete sinogram, the output of our sinogram completion algorithm. In Section III-E, we use an example to describe the relationship between a truncated sinogram and the index sets , , and explain how they can be determined or estimated prior to sinogram restoration.
A. An Operator Form of the HL Condition
Using in (7) as the Fourier series coefficients, we define a "resampled" version of the sinogram along the channel direction as the following: (9) Our projection completion procedure is applied to a discretized version of rather than . The convenience of working with is mainly computational as and are related by the Fourier transform pair. Note that is a periodic function in both and ; only half of it, defined on corresponds to a resampled version of the sinogram . To formulate our sinogram restoration problem, in the rest of the paper we use a discrete linear operator form for (9) as (10) The right-hand side vector is a concatenation of the basis coefficients which includes both the "consistent" and the "inconsistent" parts; the th column of the matrix is the vector , , and
, listed in a lexicographical order. The non-subscripted variable represents the discretized version of . For each , for a pair of specific and . With proper normalization, it is easy to see from (9) that , the identity operator.
Let , then a consistent sinogram that minimizes (4) can be equivalently obtained from and , respectively the cosine-resampled versions of and at , by minimizing the following function: (11) instead. Both involve zeroing-out the "inconsistent" coefficients that violates the HL condition (3). The solution to (11) can be described concisely by , where represents sinogram expansion using FFT, and sinogram synthesis by inverse FFT.
Unfortunately, minimizing (4) or (11) does not provide a satisfying solution to the projection completion problem. The incomplete projection data are usually padded with zeros to fill in the missing region. The solution to (4) and (11) is a closest match, in their respective (weighted) least squares sense, to regardless of whether the match takes place in the measured region of , or over regions that we artificially pad with zeros. A more satisfying solution should be one such that the good match only takes place in those "trusted" region, over the missing region the solution should assume some consistent values but not seek agreement with those padded zeros. Next we formulate a statistical sinogram restoration problem and define the "good" match, the "trust" region, and consistency in a precise manner.
B. Statistical Projection Completion Using Consistency Conditions
Following [3] , we denote the index set of an ideal (complete) set of measurements by , the available 2 but incomplete set of measurements , and their difference, the missing portion by . We model the transmission CT data as Possion distributed random variables with mean , , where is the air scan intensity at the detector cell , and is the unknown line integral of attenuation coefficients from the X-ray source to the th detector cell. The measured (incomplete) data available for . Our sinogram restoration algorithm is then formulated as the following:
The objective function in (12) consists of two terms. The first term in (12a) represents the Poisson log-likelihood of the 2 Here, "available" means either measured, or not measured but assumed to be zero, i.e., outside of the projection support region. See Section III-E. available incomplete data. The second term (12b) represents a smoothness penalty defined for all . The constant is a penalization weighting that controls the overall strength of smoothing. In this work, we use the quadratic penalty function [20] that penalizes abrupt changes in (13) where consists of the neighborhood pixels of the pixel . For a nonboundary pixel , we penalize the horizontal (channel direction) and vertical (view direction) differences in the sinogram similar to [20] , i.e., a neighborhood of four pixels of equal weights. The constraints in (12c) requires that the restored sinogram , must obey the HL condition. Subject to this constraint, the objective function seeks to maximize the penalized data log-likelihood when the data are available; when they are not, the sinogram restoration relies on the local smoothness penalty. The unknowns in our problem formulation (12) are , , the known input data are , , . As written in (12c), the "effective" unknowns are those free basis coefficients s that are allowed to be nonzero under the HL consistency condition. We may partition the vector as , the free parts and the a priorily zero parts (for consistent sinograms) , then . If we similarly partition , then the expression in (12c) is equivalent to . The unknowns of our sinogram restoration problem are the 's. The expression in (12c) emphasizes that the computation of can be achieved via FFT, which necessarily involves but does not affect the result of .
If we treat the constraint in (12c) as a generic linear operator rather than the HL condition, the problem formulation of (12) is similar to a fully iterative reconstruction problem in transmission CT imaging [21] . Some considerations are called for if we attempt to follow the derivation of a "reconstruction" algorithm for as that in [21] and [22] . First, in the problem statement of (12) , both the unknowns and the "system" matrix are made of complex numbers, whereas in a reconstruction problem these are all nonnegative real numbers. Second, a sequential updating scheme such as the one in [21] may not fully exploit the particular structure of embodying the HL condition. An efficient implementation of the "projection" and "backprojection" operator (in the language of fully iterative reconstruction techniques) is critical for our sinogram restoration algorithm. In the Appendix we derive an iterative algorithm for updating and hence of the problem in (12) that uses FFT and IFFT we described in Section II-B to perform the forward and backward projection operations and , respectively. Starting from a certain consistent sinogram , the update equations for can be symbolically expressed as follows:
where is a column vector and is a negative-definite diagonal matrix. Their exact expressions are derived in Appendix A. The constant is a fixed relaxation parameter, .
C. Reconstruction From Incomplete Projections
Combining the contents of the previous sections, a flowchart of our proposed statistical projection completion algorithm can be described as follows.
1) Zero-pad channels so that the . 2) Fan-to-parallel beam rebinning. 3) Cosine transform along the channel direction. 4) Initialization.
5) Do {
• Calculate , and .
• Update according to (14) . } Until convergence criterion is met. 6) Arc-cosine transform along the channel direction. 7) Parallel beam FBP reconstruction. To extend the RFOV beyond the SFOV, we first zero-pad a number of channels to the projection data matrix; this step may require a priori knowledge of the size and shape of the scanned object. Secondly, we perform fan beam to parallel beam rebinning for application of the HL condition. The third step is to implement the cosine re-sampling operation in (7) so that enforcing the HL condition can be implemented by FFT and IFFT as explained in Section III-A. A natural initialization scheme of is to fill it with the direct estimate of the line integrals where they are available, i.e., and zero elsewhere, i.e., . However such an initial estimate is not a consistent sinogram, therefore some rectification is needed as indicated in
Step 4. From this point the iteration starts (Step 5). We apply the positivity constraint after sinogram synthesis to ensure . This helps to reduce the numerical error accumulation in the repeated FFTs.
The stopping criterion we used in this work is either a maximum of 2000 iterations or , the sum of the absolute difference between consecutive updates is less than 1, whichever is met first. From the at the last iteration, we perform arc-cosine transform along the channel direction to come back to the sinogram domain, and apply FBP for parallel beam geometry to obtain the final reconstructed image.
D. Weighted Least Squares Formulation
In a clinical environment, the raw data we can obtain from an X-ray CT scanner are preprocessed line integrals. An alternative problem formulation is the following weighted least squares objective function subject to the HL consistency condition: (15) where 's are the acquired line integral data, the least squares weighting term can be taken as the variance of . If , and is Poisson with mean , then can be approximated by [23] . An update equation for and can be obtained similar to Section III-B. Please see Appendix B. (15) for a statistical formulation of low dose X-ray CT imaging have been proposed in the literature [24] , [25] . They are both approximate since the detection and the preprocessing of raw data in a clinical scanner is complicated and therefore approximation is necessary. One of our simulation studies will be to compare the properties of the final FBP reconstructed images using the two models in (12) and (15) , in order to empirically evaluate the effects of different approximations in our particular problem setting.
E. Obtaining and
As a first step of the sinogram completion procedure, the truncated projection is padded with zeros to enlarge the RFOV (Section III-C, flowchart). The index sets and are defined on the padded sinogram and their estimates can be obtained from the forward projection of the object boundary (support) information (Fig. 1) . If truncation is mild, the direct FBP image using the truncated projection data can provide an estimate of the object support; otherwise some a priori knowledge of the object size may be necessary. This object support is then forward projected, the parts that project to the extend projection region are marked as , and the other regions, i.e., everything measured plus parts of the extended region where the object supports does not project to,
. In other words, is the complete sinogram that can be applied directly to FBP. If , the corresponding is not acquired (missing). If , the corresponding is either measured but noisy, or not measured but is assured to be zero from an estimated object support.
A question then naturally arises as how much the object boundary estimate affects the reconstructed images within the SFOV and within the RFOV. To answer the question, we study the performance of the proposed sinogram completion algorithm using three object support estimates, i.e., an exact object boundary, a tight estimate, and a loose estimate in our simulation studies. 
IV. COMPUTER SIMULATIONS AND EVALUATION METHODS
We investigated three factors that may affect the performance of our proposed algorithm: 1) the severeness of truncation, 2) the accuracy of the object support estimation, and 3) the regularization weight and different statistical approximations of the projection data.
We used a digital phantom that mimics the human torso anatomy (Fig. 2) and simulated parallel beam projection data first without truncation. To avoid sampling symmetry, this phantom was placed tilted and offset (by 2.5 cm in both and direction) from the iso-center of a simulated SFOV of 50 cm. The maximum line integral is around 9 along the long-axis of the phantom. A high density pin was inserted in the lung region to measure the resolution properties in the FBP reconstructed images using different projection completion methods. A selected number of boundary channels in the projection image were then set to zero [ Fig. 3(a) ] simulating transverse truncation. The line integrals of attenuation coefficients were exponentiated and scaled by the uniform air scan intensity of , , for different noise levels. Poisson perturbation was then introduced to projection data based on the mean transmitted counts in each detector cell. Noise-free projection data with the high density pin present, and Poisson distributed noisy data without the high density pin were separately simulated. Twenty independent noise realizations were generated in order to calculate the mean profiles and standard deviations. In the next three subsections, we describe the simulation studies and the evaluation methods for each of the above three factors.
A. Dependence on the Degree of Data Truncation
At each air scan intensity level , , and , we varied the number of cutoff channels and compared the performance of our proposed sinogram completion method with the symmetric mirroring method [6] . The complete projection data consisted of 729 channels and 512 views over 180 acquisition. Fig. 3 shows one example of the truncated projection data (line integrals) at cm and the corresponding trust region map with (dark) and (white) derived from the exact object boundary.
Since our simulation was performed in the parallel geometry and data truncation was artificial, we skipped steps 1 and 2 in the flowchart of Section III-C. Both the truncated projection data [the scaled, exponentiated version of Fig. 3(a) ] and the trust region map [ Fig. 3(b) ] went through cosine-transform along the channel direction, and followed the steps in the flowchart until the final reconstructed images were obtained. The implementation of symmetric mirroring method and the related parameter settings followed the description in [6] . For each truncation case cm of cm , and cm , we plotted the mean profile, from 20 noise realizations at the air scan , across the long axis of the reconstructed images obtained from different methods.
B. Dependence on the Accuracy of the Object Support Estimate
We also studied the performance of our proposed method when different object support estimates were used. In addition to the exact object support (see also Fig. 3) , we also used a tight convex object support, and a loose rectangle support estimate shown in Fig. 4 . The object support estimate was forward projected to generate the trust region and . Similar to Section IV-A, we plotted the mean profile across the long axis over the reconstructed images using our proposed method but with different estimation of the trust region maps. We evaluated the reconstructed images within the SFOV and the extended RFOV separately.
C. Dependence on the Regularization Weight and Different Statistical Assumptions
If we compare the problem formulation in (12) or (15) with the flowchart in Section III-C, we notice that the sinogram restoration algorithm is applied to the cosine-transformed projection data, not the projection data themselves. This can be considered a side effect of resorting to FFT for converting between and the basis expansion coefficients . The implementation in the flowchart however makes the sinogram restoration performance statistically suboptimal, for either the Poisson or the Gaussian model. To evaluate the noise properties of the proposed method, we use simulation studies to compare the noise-resolution tradeoffs of the two sinogram restoration methods with that of the symmetric mirroring method. A better solution is discussed at the end of the paper.
As the weighting factor in (12) and (15) varies, the noise and resolution properties in the final FBP reconstructed image trace out a noise-resolution tradeoff curve. To calculate a resolution measure, we used zoomed FBP reconstruction from noisefree projection data (with the same truncation level as the noisy projection data, and going through the same projection completion procedure). The resolution was then measured as the full-width-at-half-maximum of a 2-D Gaussian fitted to the image of the pin. The noise was calculated as the coefficient of variation (COV) in a nearby region-of-interest (ROI) of the pin location. For this study, we fixed the air scan intensity to be , and used the tight convex mask as the sinogram support. We varied the regularization weight from to and compared the noise-resolution tradeoff curves in the FBP reconstructed images using projection data obtained from (12) and (15), respectively. In the weighted least squares formulation, the pixel-dependent was taken to be , the inverse of the transmission data. As a reference, we also plotted the tradeoff curve for the symmetric mirroring + FBP method. The reconstructed images were postsmoothed by Gaussian-shaped filters. The FWHM of the postsmoothing Gaussian filter serves the same purpose as in the statistical formulations. Figs. 5-10 are the results from the computer simulations. Fig. 5 is a plot of the objective function in (12) as a function of iteration numbers. We notice the monotonic increase of the objective function as the iteration continues. At the later iterations ( 50), the increase in the objective function per iteration is small compared with the earlier iterations. The complete sinogram takes more iterations to converge than the apparent plateau of the objective function. Fig. 6 shows some sample reconstruction images at different truncation levels using five different processing methods. The air scan intensity to produce the sample images is the lowest in our simulations at . 
V. COMPUTER SIMULATION RESULTS
Shown in
A. Sample Reconstruction Images
From Fig. 6 we observe that when the truncated projection data are directly applied to the FBP algorithm, the reconstructed images show significant positive bias, the bright band artifacts, near the edge of the SFOV. This bias is greatly reduced by applying either the symmetric mirroring method or our proposed sinogram restoration method. Using our proposed method, some remaining truncation artifacts can still be seen in the most severe truncation case (Fig. 6 , red arrows). The differences between the different support estimates mainly show up outside the SFOV. The exact support estimate helps to delineate the object boundary (Fig. 6, green arrows) .
B. Dependence on the Degree of Data Truncation
From the mean profile plots (Figs. 7-9 ), we notice that within the SFOV our proposed method using any of the three object support estimates has smaller bias than the symmetric mirroring method. The same observation is made at the three different truncation levels. Unlike the symmetric mirroring method which uses ad-hoc data extrapolation, the proposed method uses the HL condition and tries to estimate the sinogram based on the available data and prior object support information. It is expected that the proposed method should provide more accurate reconstruction within the SFOV.
For the most severe truncation case , some remaining edge artifacts (profile discontinuity) can be seen using the proposed method ( Fig. 9(a) and (b) , black arrows), while there is smaller discontinuity around the edges using the symmetric mirroring method. This observation agrees with the visual impression from Fig. 6 (third column, red arrows) . For the other two truncation cases ( , 200), the proposed method with the exact object support estimate has smaller errors than the symmetric mirroring at the edge of truncation in Fig. 7 and Fig. 8(a) , and comparable errors with symmetric mirroring in Fig. 8(b) . It appears that the remaining edge artifact using our proposed method is related to the truncation level in the available data. We have used the same parameter settings (stopping criterion and the smoothing parameter ) to produce all the reconstruction results. Finer parameter tuning in our proposed method should be examined.
C. Dependence on the Accuracy of the Object Support Estimate
The results from the different object support estimates do not differ much within the SFOV, except when the truncation is severe the results from the loose rectangle support show larger bias [ Fig. 9(b) ] than the exact object support and the tight convex support.
The advantage of using the exact object support is mainly in the extended RFOV (Fig. 6, green arrows) . There is a gradual improvement in object boundary delineation when the sinogram restoration is applied with the loose rectangle support estimate, the convex support estimate, and the exact support; and all three have smaller mean profile error than the symmetric mirroring method. The reconstructed object boundary in the symmetric mirroring method is determined indirectly from the number of extended channels [6] , an input parameter based on subjective judgment. On the other hand, the object support estimate enters our proposed method as part of the problem formulation. The reconstruction results are then more intuitive; the better the object support estimate is, the better delineation of the object boundary can be obtained. Fig. 10 shows the noise-resolution tradeoff curves in the FBP reconstructed images after projection completion using the symmetric mirroring method, the Poisson assumption (12) , and the weighted least squares formulation (15) . Compared with the analytic formulation, i.e., the symmetric mirroring method, there is a significant improvement in terms of noise resolution tradeoff using either of the statistical formulations. The Poisson assumption performs marginally better than the weighted least squares model at the simulated noise level.
D. Dependence on the Regularization Weight and Different Statistical Assumptions
We do notice that for the two sinogram restoration methods, the variation in the final (rather large) FWHM is relatively small despite change in from to . Two possible causes may play a role here. The effect of is related to its relative magnitude with respect to the air scan and the object attenuation properties (attenuation line integrals from 0-9). For paths through the object that are not severely attenuated, the relative magnitude of is small. The rather large FWHM could be attributed to the channel-wise cosine and arc-cosine interpolation in the sinogram restoration procedure (cf. flowchart in Section III). Note that these interpolations are performed only once at the beginning and the end of the sinogram restoration procedure, not repeatedly at each iteration.
VI. PATIENT DATA
We studied the performance of the proposed method using a data set from an obese patient whose body size extended outside of the SFOV. The original fan-beam projection has 672 (channels) 1052 (views) per 360 acquisition covering a SFOV of 50 cm diameter. We compared three processing methods: 1) direct FBP of the truncated projection data, 2) FBP after projection completion using the symmetric mirroring method, and 3) after applying our proposed method.
The symmetric mirroring method was performed in the native fan beam geometry and fan beam FBP reconstruction was applied afterwards. To apply our proposed sinogram completion algorithm, we performed fan to parallel rebinning with interpolation; the rebinned parallel data has 673 channels and 1024 views per 180 acquisition. We padded 200 zero channels on either end of the rebinned parallel data to extend the FOV to 79.7 cm [ Fig. 11(a) ]. From the truncated projection data in Fig.  11(a) , we obtained the trust region map of Fig. 11(b) by visually identifying those truncated channels and marked them off as banded . The left band has a width of 90 channels, and the right band 60 channels. The two numbers are chosen purely based on visual judgment. Using the trust region map of Fig. 11(b) , the sinogram completion algorithm then further confines the patient size to be channels or 61 cm. Since the raw data were (scaled) line-integrals (after log-operation), we exponentiated the line-integrals and then scaled them by an arbitrary air scan intensity 3 of . Similar to the processing of the simulation data, the (exponentiated) truncated projection and the trust region map were processed following the steps in the flow chart of Section III-C until the final reconstructed images were obtained. Fig. 12 shows the reconstructed images from the three processing methods. To obtain a quantitative measure, we calculate the mean attenuation value within the three ROI's ( Fig. 12(a) , green regions) located inside the SFOV. The middle ROI is far from the truncation artifacts, therefore is used a reference for calculating the percent bias within ROI-1 and ROI-2 that are near the truncation artifacts. The bias values are charted in Fig. 12(d) . Using either the symmetric mirroring method or the proposed sinogram completion method, the bright boundary artifacts and the positive bias in the peripheral region within the SFOV are significantly reduced. The proposed method produces smaller bias than the symmetric mirroring method.
VII. DISCUSSION AND CONCLUSION
There are two main ideas we would like to convey in this paper. The first is that the consistency conditions can be incorporated in a sinogram restoration algorithm for transmission X-ray CT to accommodate projection data incompleteness. The second is that such an algorithm can be implemented in a simple, efficient, and numerically stable manner.
In our simulation studies, we used the parallel beam geometry and generated Poisson distributed transmission CT data and applied the algorithms in Section III. By varying the number of truncated channels, we studied the performance of the algorithm at different levels of data truncation. We also compared the noise-resolution tradeoff in the final FBP reconstructed images using the proposed method with the symmetric mirroring method. The proposed sinogram restoration approach greatly improved both the accuracy and the precision of the reconstructed images within the SFOV. The trust region map or the object support estimate does not affect the reconstructed images within the SFOV significantly, however a more accurate object support estimate can better delineate the object boundary in the extended RFOV. The three object support estimates that we have in Fig. 4 are all reasonably accurate. In a real imaging environment, some a priori knowledge of the object size may be necessary to obtain the sinogram support estimate. We point out that this is not an extra requirement for applying our method. Some knowledge of object size is needed for other truncation artifacts reduction algorithms as well, e.g., the zero-padding part for the symmetric mirroring method. Even in a fully iterative image reconstruction method, a prerequisite for the iteration to handle truncation "naturally" is to have a reconstruction matrix large enough to fully contain the object. If the object size is under estimated, then artifacts will occur at the edge of the SFOV and the prescribed RFOV.
At the three simulated data truncation levels ( , 200, and 250), not all projection views are truncated. Analytical reconstruction algorithms have been developed [26] and [27] to produce exact reconstruction in the region where the SFOV intersects with the object. A crucial element in these theoretical developments is the use of object space information such as object support. The proposed sinogram restoration approach works exclusively in the sinogram domain. Though a priori sinogram domain knowledge can be incorporated, we do recognize that the sinogram domain constraints (e.g., sinogram support) can be much weaker than the object space constraints (e.g., object support). Therefore we must caution that theoretical exactness (zero bias) using the proposed sinogram restoration method may not be guaranteed; this is in addition to the bias introduced through the regularization factor . However, a marked difference from the approaches in [26] , [27] is that we also seek to recover beyond the SFOV. Our computer simulations obtained not only excellent results within the SFOV, but made regions beyond the SFOV visible. Moreover, the statistical formulation makes our approach less prone to data noise, a common weakness of many analytical reconstruction algorithms.
We also applied our projection completion algorithm to real patient data. The positive bias in the peripheral regions of the patient was greatly reduced, but within the extended RFOV the object boundary was not as well recovered as in the simulation studies. Since the acquired raw patient data were scaled line-integrals, we needed to exponentiate the patient data first to obtain the transmission CT data. An arbitrary, constant air scan intensity was used since the relevant information was unavailable to us. This approach has been used in other works though its validity might be arguable. In a clinical CT scanner, the application of bow-tie filters results in a nonconstant air scan intensity profile. The mismatch between this and our assumed constant air scan intensity may quantitatively affect the noise properties of the final reconstructed image. A better way may be to estimate the air scan intensity from the variance of the blank scan (no object) projection values [25] , [28] , and use the estimated air scan instead of an arbitrary constant to scale the exponentiated line integrals.
For the iterative algorithm that we proposed, the computational efficiency depends on 1) the number of iterations and 2) the computations per iteration. In terms of iteration numbers, the sinogram restoration algorithm now on the average runs to 1000 iterations. It is often found that fully iterative algorithms run to thousands of iterations (counting subset updates) [29] , [30] . The computational advantage of the proposed method mainly comes from the application of the FFT instead of the regular forward/backward projection operators. The paper [31] demonstrated the computational savings of using FFT method for forward/backward projector calculations. For typical image size, [31] showed more than 50% computational savings; and this advantage increases with image size.
There are some unaddressed questions in this paper. Our evaluation studies are still preliminary. We have not performed quantitative comparisons with other projection completion algorithms such as [5] and [9] , nor have we studied the role and effect of the smoothing parameter . In principle, both the HL consistency condition (by its finite number of terms) and the quadratic penalty regulate the solution. For the results reported in this paper, the number of the expansion terms was simply determined from the channel numbers and the view numbers. It is interesting to investigate the interplay between the parameter and the Fourier transform length (# of s) and their effects on the final reconstructed images. Further research may also look into how the completed sinograms, hence the reconstructed images from them, evolve as a function of iteration numbers.
If the phantom simulations were performed in the native fan beam geometry, the interpolation from fan beam to parallel beam geometry will change the probability distribution of the rebinned data, and invalidate the assumption that the rebinned data are Poisson distributed random variables. We may alternatively construct the following function: (16) The unknowns are defined on a parallel beam grid, and the measurements are defined on the native fan beam grid. Here may be regarded as a rebinning matrix that takes care of the parallel to fan rebinning. The optimization problem is then to maximize the objective function in (16) subject to the constraint that satisfies the HL condition. It will be interesting to compare this alternative model with our approach presented here in terms of image noise and resolution.
There are other possible extensions of this work. Since our problem formulation is completely general, the projection incompleteness is not confined to channel-wise data truncation, though these are the cases we studied in the simulation and experiments. Other types of data incompleteness, such as limited angle data acquisition and sparse sampling are also interesting application areas of our proposed method. APPENDIX A DERIVATION OF (14) We denote by the objective function in (12) . Since for , we have
It is straightforward to verify that if , and . According to [21] , is a legitimate surrogate function of the objective function of (12) if we restrict the step size of such that . By completion of squares, we can rewrite the surrogate function in the following form:
where is the total number of neighborhood pixels ( in this work), and (17) Now plugging in the constraint equation with the understanding that only in are the effective unknowns, we seek such that (18) is maximized. In (18) we define , a diagonal matrix with the th element , , and a column vector with elements , . The following optimality condition of (18): (19) Suppose is the identity operator, then the solution to (19) is simply by the orthogonality condition of the operator . In general, the solution of (19) (20a) (20b) but the matrix inversion in (20b) may be costly to compute at each iteration. Instead we derive a second surrogate function of in (18) to replace the diagonal matrix by a scaled identity matrix. The derivation is based on the observation that, for a diagonal positive definite matrix, , and an arbitrary real number (21) where is the minimal diagonal element of . From (21), it is easy to verify that is a (trivial) surrogate (at the point ) for minimizing . We use the same trick to rewrite as follows:
where , , . The inequality in (23) defines a second surrogate function of whose solution is (24) The above derivation requires that the change in is bounded from below by 1.5. Since , we have . With proper normalization of , the maximum change in can be verified and ensured by the maximum change in , which in turn, if necessary, can be adjusted by replacing the relaxation parameter in (24) by some , .
APPENDIX B WEIGHTED LEAST SQUARES PROJECTION COMPLETION ALGORITHM
The algorithm derivation is analogous to the Poisson distribution case. Since the objective function in (15) is quadratic, we may skip the first quadratic surrogate function. By comparing terms, it is straightforward to verify that The rest of the derivation is exactly the same as in Appendix A with the above and that define and .
