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Abstract: Urban spaces are increasingly embedded with various types of public digital 
displays. Many of these displays can be subject to multi-user interactions and support a broad 
range of applications. A fundamental implication emerging from the interactive nature of those 
applications is that users should have access to appropriate selection and control techniques that 
would allow them to drive the way applications are shown and used in the respective 
environment. Such techniques should enable each user to reason and express intentions about 
the system behavior, while also dealing with concurrent requests from multiple users in a way 
that is fair and clear. In this study, we aim to inform the definition of novel techniques for 
application selection and control in pervasive display environments that can address the above 
challenges. Drawing inspiration from traditional GUI interaction concepts we developed and 
deployed a public display system that supports multiple applications and is able to receive 
explicit content presentation requests from multiple viewers. Based on the experiment 
observations and interviews with the participants, we reached a set of design considerations for 
future pervasive displays environments that are open to third party applications providers and 
allow the audience to influence content presentation. 
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1  Introduction 
Urban spaces are increasingly embedded with ubiquitous computing technologies and 
in particular with various types of public digital displays. This is leading to the 
emergence of pervasive display systems that can be described as perch/chain sized 
ecosystems for many-to-many interaction, composed of displays of various sizes 
(from handheld devices, to medium/large wall mounted displays), and where “many 
people can interact with the same public screens simultaneously” [Terrenghi et al., 
09]. Displays in pervasive display systems are inherently multi-purpose [Kostakos et 
al., 13] and increasingly becoming the subject of multi-user interactions. Our vision is 
to allow the emergence of open displays networks in which any entity in the network 
can add to the value proposition of the entire system and where large-scale networks 
of pervasive public displays and associated sensors are open to applications and 
content from many sources [Davies et al.,12]. In these scenarios, content should no 
longer be distributed in the form of tightly pre-defined schedules, as it is current 
practice with existing digital signage systems. Instead, specialized web applications 
could provide that content, while being able to tailor their behavior with the 
information space associated with each public display and any local interactions from 
nearby people. 
  A fundamental implication emerging from the interactive nature of those 
applications is that users should have access to appropriate selection and control 
techniques that would allow them to drive the way applications are shown and used in 
the respective environment. Such techniques should enable each user to reason and 
express intentions about the system behavior, while also dealing with concurrent 
requests from multiple users in a way that is fair and clear. In this study, we aim to 
inform the definition of novel techniques for application selection and control in 
pervasive display environments that can address the above challenges. These should 
enable multiple users to concurrently drive the selection of the applications being 
shown and control their behavior. 
  To pursue this goal, we have devised a research methodology involving two 
phases. In the first phase, we extended our previous informative study on application 
selection and control techniques from existing GUI systems [Taivan et al., 12]. This 
provided us with a set of well-established GUI techniques for dealing with similar 
issues when considered for public displays. In the second phase, we analyzed how 
these techniques could be adapted to the specific context of public displays interaction 
and we created an implementation to support their evaluation in real setting. 
  Based on our field experiment observations and interviews with the participants, 
we reached a set of design considerations for future pervasive displays environments 
that are open to third party applications providers and allow the audience to influence 
content presentation. While all the participants reported the easiness and fairness of 
the application selection approach, they also noticed the need for more responsiveness 
and rich notifications for the various human-computer interaction stages, both for 
public and private/mobile devices. 
  The paper is organized as follows. After discussing related work [Section 2], we 
examine application selection and control mechanisms in traditional GUI systems and 
analyze to what extent these mechanisms could be appropriated in public display 
systems [Section 3]. Afterwards, we briefly describe the design and implementation 
of a multi-application display system; introduce the study on assessing the multi-user 
experience of influencing the presentation order of applications and present the results 
of the study [Section 4]. Finally, we conclude the paper in [Section 5]. 
2 Related Work 
Public displays have largely been investigated from the perspective of single user 
interaction paradigm. In this model, one user at the time can appropriate a large 
display by accessing rich interactive applications and services [Ojala et al., 12][Hosio 
et al., 10][Davies et al., 09]. Displays as multi-user and shared resources have also 
been explored mainly from three perspectives: time based queuing, explicit space 
partitioning, and implicit space partitioning. The e-Campus system [Davies et al., 09] 
employed a mechanism in which users’ content requests were handled using 
preemptive priority queues. Based on a FIFO policy the display system presented the 
content for a pre-determined amount of time per each item. A similar approach is 
considered by [Pablo et al., 06], which focused at solving the conflicts in ambient 
intelligent environments. 
  Dynamo [Izadi et al., 03] consisted of a public display system for multi-user 
interaction where users could share content and control the graphical interface using 
wireless mice and keyboards. They could also explicitly “carve” rectangular regions 
of the screen and appropriate that region for personal or mediated use. Morales-
Aranda et al. [Morales-Aranda and Mayora-Ibarra, 07] describe a display prototype as 
an implicit space partitioning system that can dynamically adapt content layouts 
allowing two users to visualize their personal information. Vogel et al. [Vogel and 
Balakrishnan, 04] also use an implicit space partitioning approach where the space 
allocated to each user grows and shrinks according to the number of interacting users. 
The Tacita system [Kubitza et al., 12] also uses a similar approach in their Weather 
application where the preferences of several users are combined and the application 
presents an integrated weather forecast. This functionality reflects the same 
assumptions that we are considering in our research, i.e., the display is a shared 
resource and is not solely appropriated by one user at a time. 
  A common way to interact with public displays in a single user as well as multi-
user environment is through personal mobile devices. In the e-Campus system 
[Davies et al., 09] researchers used SMS and Bluetooth device names to interact and 
personalize the screens. The Ubi-Hotspot system [Ojala et al., 12] allows the users to 
interact with the displays using RFID enabled mobile devices. Similarly, Boring et al. 
[Boring et al., 13] use mobile devices to enhance limited input capabilities of public 
displays at different viewing distances. The camera of the mobile device is used as an 
universally deployed sensor to estimate the position of the user (and their mobile 
device) with respect to one or more public displays in the environment. Using this 
technique, the users can project on the large display: a) the entire device’s screen and 
b) a touch input point from their mobile device screen. 
  [Dix and Sas, 10] examined several synergies and opportunities between personal 
mobile devices and public displays, addressing issues such as the physical size of the 
situated display, the use and purpose of the mobile devices, the level of integration of 
the public and personal devices, the movement and physical contact within the 
interaction, the spatial context of the situated display, and the social context. They 
analyze two main types of conflict that occur between the interacting users of the 
public display audience: conflicts of content, and conflicts of pace. Conflicts of 
content, i.e., what is seen, can occur for various reasons: “(1) conflict between the use 
of the screen for displaying content and for displaying interactive feedback (menus, 
etc.); (2) conflict between different users wanting different specific content (3) conflict 
between the particular requirements of an individual and maintaining a content 
stream that is intelligible, useful and engaging for bystanders“. Conflicts of pace, i.e., 
when it is seen, includes two types: “(1) users cannot always have things when they 
want due to other users requests (c.f. content conflict), the playing of media, etc. (2) 
users cannot speed-up, slow-down, stop or replay the flow of information because of 
the audience.” Resolving these conflicts is a challenge for public displays, 
particularly for multi-user, multi-application systems. 
  In the “dual display” approach, Kaviani et al. [Kaviani et al., 09] explore 
interaction concepts that take advantage of both input and output capabilities of 
interactive public displays and personal mobile devices. Similarly to Dix et al. [Dix 
and Sas, 10], they consider two types of conflicts when multiple users attempt to 
interact  and manipulate the same content simultaneously: conflicts in space and 
conflicts of pace/flow. Conflicts in space mainly originate from the limited screen 
space to provide visual feedback when executing a sequence of actions or providing 
information about a new system state. Conflicts of pace/flow usually occur when 
users do not have any feedback on the system behavior. In order to reduce these 
conflicts the authors defined four design strategies: localized interactions, distributed 
system state, providing display focus, and cause summary. 
  A study by Peltonen et al. describing CityWall [Peltonen et al., 08], a large multi-
touch display installed in a central location in Helsinki, Finland, addresses some of 
these conflicts. The system can visualize images retrieved from Flickr and the users 
can interact with the content using one- or two-handed gestures, e.g., resize, rotate, 
etc. This research discusses how people succeed to appropriate a large display, 
resolve the potential conflicts, and find the right moment to take the turn. Their results 
show that the decision about when a person should interact does not depend only on 
the available space at the display, but rather on a set of complex social interactions of 
reasoning and negotiation between participants. Sacks et al. [Sacks et al., 74] 
investigate a turn taking system for casual conversation seeking an answer on how do 
participants in the conversation “select” the next speaker. They build a set of rules 
that could help organizing the speaker selection. This work is an analogy to ours and 
we acknowledge its relevance to convey place specific interactions. While social 
protocols may play an important role in shared use of public displays, in our scenario 
based on mobile interaction users may not be mutually aware and, therefore, their 
perception of the control process may have to be entirely grounded on the information 
provided by the system. 
  Transversal to public display research, we grounded our approach in a set of 
recent and emergent trends in Ambient Intelligence such as situated intelligence and 
global service ecosystem [José et al., 10]. While the first trend enables AmI systems 
to achieve a close coupling with their social and cultural environment and 
subsequently provide people a more effective way to act in their environment, the 
second trend – global services could embed functionality that can be relevant 
anywhere in an open display environment, thus eliminating the burden to build 
dedicated services on a case-by-case basis. 
3 Selection and Control in GUI Systems 
The first phase in our methodology has been to investigate application selection and 
control mechanisms in traditional GUI systems, more specifically desktop and mobile 
devices, and analyze to what extent they could be repurposed for public display 
interaction. As the first step, we selected technical descriptions of application 
selection and control mechanisms from desktop and mobile interaction GUIs. These 
were retrieved from various sources, including Wikipedia, books, and various web 
sites. We used a total of 31 descriptions referring to 20 different concepts from 
various interaction models and operating systems (OS), e.g. Windows, UNIX, Mac 
OS, iOS and Android. A complete listing of the input sources can be found in [Taivan 
et al., 13]. We then analyzed each description to identify the multiple ways in which 
applications could be selected and controlled. Each reference to a selection or control 
technique was coded using open coding and a dedicated coding software. For every 
code created, a small memo describing its generic meaning was associated. This 
resulted in 61 codes. At the end, we conducted several consolidation sessions to 
establish the main concept clusters in relation to application selection and control, 
resulting in 5 main categories: Controlling Application Life Cycle, Application 
Identification, Implicit Application Selection, Explicit Application Selection and 
Visual Layers. Finally, using these categories and an adapted version of the sensing 
systems framework by Bellotti et al. [Bellotti et al., 02], we analyze the specificities 
of application selection and control in public displays. For each category, we review 
the traditional GUI solutions and analyze the new challenges raised by public 
displays. When considering those specificities, we assume in particular that there can 
be many concurrently interacting users in the environment and also that the execution 
environment of the applications is not a single display, but instead an ecosystem of 
displays with multiple distributed user interfaces that span across multiple devices, 
e.g., public displays, mobile phone, touch enabled surfaces. 
3.1 Controlling Application Life Cycle. 
The application life cycle embodies the sequence of execution states that occur 
between the launch and termination of an application, e.g., background execution, 
suspended, inactive, foreground execution. An application can change its state based 
on users’ explicit actions, operating system or application internal events. 
  For instance, in iOS the application life cycle is composed of five distinct states: 
not running – the state of a rebooted device, active – the application is displayed on 
the screen and receives inputs, background – the application may execute code 
without receiving inputs or update the screen, suspended – an application is frozen 
and its state is stored in RAM and inactive – a temporary rest between two other 
states, e.g., yielded by incoming calls or if the user has locked the screen. While in the 
active state, an application may require visual and input resources, in the background 
execution the application is running in a constrained behavior without requiring any 
display or user input resources.  
  For public displays, the execution environment should be seen as the physical 
environment of the displays, where potentially multiple displays may exist. Therefore 
we should separate application availability in the environment from its presentation 
on the displays or from its execution on any particular device of that environment. 
While applications may be expected to be always available and ready to produce 
content on any display, their normal execution mode may be a waiting mode in which 
they are ready to receive input signals and in appropriate moments generate content 
for presentation on the displays. The main challenge is modeling this combination 
between execution states and presentation state in a way that people can easily 
perceive and learn to control. 
3.2 Application Identification. 
Application identification is concerned with ways in which users can recognize and 
distinguish the various apps. Normally, the applications from traditional computing 
platforms may be identified through icons, a thumbnail photo briefly describing its 
functionality or, during execution, by using specific system level indicators of 
common app description fields, e.g., window title, favicon. For instance, in Windows 
and Mac desktop environments there is a system-based software application that lets 
users identify and inspect all applications in execution and their respective processes 
or tasks. In particular, in Mac OS, the name of the foreground app is always on the 
menu bar. However, in mobile devices, many running applications do not have a clear 
application title. 
  Application icons allow users to easily recognize and launch applications. It is 
represented as a small picture, which intuitively describes the function of the 
respective program. An application icon is designed to be language independent (does 
not contain any text) and it offers rapid entries in the system functionalities. 
Application icons may also be extended to present key application state. For example, 
Windows 8 features a user interface paradigm based on the concept of live tiles that 
are dynamic icons with a larger size that identify the respective app and shows app 
specific data at the same time, e.g., the number of unread email messages in a mail 
application. 
  For public displays, identifying applications is also important so that people may 
associate the content they see on the displays with the application generating that 
content. An adapted version of GUI concepts, such as application titles may be used 
in some cases, but may also be inappropriate in other cases because it may interfere 
with the rich visualization requirements of public displays. Alternative approaches 
may include a list of the applications that are currently available to be shown on the 
displays. This list may include the application id and a summary of its content, e.g. 
live tile, and may be available through mobile devices or occasionally shown on the 
display to prompt interaction. 
3.3 Implicit Application Selection. 
Implicit Application Selection is initiated automatically by the system or by the 
application themselves. The system-based activation is an additional way to launch 
applications as a result of various event triggers. This may include time-based events 
or certain system events, e.g. a device join or a change in network availability. When 
an event occurs it may trigger background or foreground application activation. In 
Windows OS, as a consequence of system-based scheduling, most processes are 
launched in background mode without any user interface, e.g. Server, Network 
Connections. The application based selection may also entail application specific 
logic that triggers its appearance, e.g., from background to foreground. This approach 
is very common in mobile devices where various applications can be triggered by 
external events, e.g. a phone call. 
  For public displays, implicit application selection may be part of a regular 
scheduling process in which the systems iterates over the multiple applications 
available, but it may also triggered by external events. In a mixed-initiative model, the 
system would need to implicitly call for specific apps, even if there is no activity from 
users. Additionally, some applications may only be relevant when particular 
contextual conditions occur. In such case the system may at any moment make 
selections based on the interpretation of the respective context, e.g. people presence 
and their preferences. Therefore, a challenge for pervasive displays is the ability to 
integrate this dynamic application selection into the application execution mode. 
3.4 Explicit Application Selection. 
Application selection is an action in which a user requests the activation of a 
particular application. This may correspond to the initiation of the application or to a 
change in its execution state, e.g., from background to foreground. Selecting 
applications from the whole list of available applications can be complex because of 
the potentially large number of applications. Most operating system offer some type 
of short-list of commonly used applications, either as more specific sub-lists or 
through particular GUI elements, e.g. application icons on a desktop environment. 
Selecting from a list of active applications is contextually very relevant and can be 
accomplished through specific tools, such as the taskbar, app switch shortcuts, or app 
docks. For example, in Windows OS, Mac, KDE, and UNIX a specific key 
combination, i.e., Alt+Tab, switches foreground execution between the most recent 
top-level application windows. 
  For public displays, viewers need firstly to be able to identify available 
applications and request them. The first challenge is which activation techniques can 
be more adequate for public displays. Subsequently, given the multi-user context of 
public displays, another challenge is the mediation between possible conflicting 
requests from multiple users or even between users and system goals. 
3.5 Visual Layers. 
Visual layers enable multiple applications to be simultaneously active while sharing a 
single visual display. The existence of a single foreground layer coordinates where the 
current focus is and therefore to which application system input should be directed. 
Applications may trigger visual attention by using a special, always-on-top layer.  
This is often used for splash screens or in other cases to force users to attend an 
interaction request. A similar goal can also be achieved through other particular types 
of visual layer: notifications. In a traditional OS, a notification message warns users 
about application data updates or about system level issues. Mainly, the computer 
notifications contain two classes: a) one that calls for user attention, e.g., pop-ups and 
b) the other that does not call for explicit user attention, e.g., pop-under. A pop-under 
notification contains a non-intrusive content that resides behind scene. In Windows 
environments, non-intrusive notifications are shown in the notification area situated in 
the right side of the Taskbar. 
  For public displays, multiple visual layers can also be an important feature. 
However, considering that multiple people may be sharing the display, it becomes 
much more challenging to achieve a balanced combination between multiple layers 
and a good interaction experience. Still, well-designed notification layers that choose 
the best time to present themselves may provide an important alternative channel for 
presenting contextually relevant content outside the normal presentation cycles of the 
applications. In particular, these alternative visual layers may be important in 
generating feedback for users trying to interact with the system and support 
progressive interaction modes in which users and displays are increasingly aligned 
while minimizing interactions by accident, such as in gesture-based interfaces. 
3.6 Analysis 
These techniques from traditional GUI systems provide a worthy starting point for 
considering specific solutions for public displays and particularly for grounding a 
systematic analysis of the challenges of application selection and control in public 
displays. Inspired by the approach described by Bellotti et al. [Bellotti et al., 02] for 
analyzing the challenges of sensing systems, we also analyze the specificities of 
application selection and control in public displays by explicitly stating the traditional 
approaches alongside the new challenges associated with this specific problem 
domain, as described in [Tab. 1]. These may also be formulated as five questions that 
a public display designer should be able to answer to support appropriate application 
selection and control mechanisms. 
 
Basic Questions Traditional GUI Concepts Challenges for public displays 
How can the system 
or the people using it 
control the 
application life cycle? 
Users click on buttons; 
System priorities;  
Triggers; 
Execution as service; 
Execution states. 
How to model the combination 
between execution states and 
presentation state, in a way that 
people can easily perceive and learn 
to control? 
How do viewers 
identify applications? 
Static and dynamic icons, 
e.g., live tiles, windows title 
bar, favicon, etc. 
How to raise awareness about 
installed or running applications? 
How to associate content being 
presented with the application? 
How to address an application? 
How does the system 
implicitly select 
applications? 
System events, e.g., device 
join or network availability 
How to integrate the dynamic 
application selection into the default 
application execution mode? 
How to select relevant apps based on 
current context? 
How do viewers 
explicitly select 
applications?  
Keyboard, mouse. 
Start button, Start menu, 
App Switch (Alt+Tab), app 
dock, folders or taskbar. 
Which interaction techniques make 
sense in public displays? 
How to mediate between possible 
conflicting requests from users? 
How to use multiple 
layers to enhance 
application selection 
and control? 
Applications windows and 
notifications; system level 
notifications, e.g., pop-up, 
pop-under. 
How to effectively use multiple visual 
layers without disturbing the current 
content presentation and overall user 
experience? 
 
Table 1: GUI solutions and public display challenges for  
application selection and control 
4 Field Study Description 
In order to explore the issues involved in application selection by concurrent users, 
we deployed a multi-application display system in a public setting for assessing the 
multi-user experience of influencing the sequence of applications. Our experiment 
involved two main dimensions: 1) observing users’ behavior and comments, e.g. 
engagement, embarrassment, frustration, concentration, enthusiasm and 2) assess the 
responsiveness of the system logic. 
4.1 Experimental setup 
The experiment involved the deployment of a single public display in a bar at our 
University Campus. The display was able to show a particular application when 
requested by users. In our display deployment we used Instant Places platform [José 
et al., 12] as the underlying technology for creating and managing applications and 
also for supporting user interactions. We also used four applications from Instant 
Places, more specifically: 1) Posters app that presents posters created by the 
community and which were approved by display owner; 2) Football app that reflects 
the users’ football preferences when they check-in to the respective venue; 3) 
Presences app that lists the nicknames and the peoples’ profile images who recently 
checked-in in the place and 4) Place Stream app that presents the history of events 
generated by the users within the place in which the display is situated [Fig. 1]. 
 
   
Figure 1: Instant Places applications that were used for the selection process 
  These four applications shown in full screen were conceived outside the scope of 
this paper [José et al., 12] and we just use them for application selection and control 
purposes. Within our experiment we concentrated on how multiple users succeeded to 
select an application rather than interact with it, e.g., people were not allowed to 
publish new posters. They just tested the application selection mechanism by 
requesting an application to be displayed earlier than waiting for it to be shown as part 
of the implicit or default presentation list. 
  To present the applications for this experiment, we developed a specific player 
with the distinctive ability to combine implicit application selection with the explicit 
requests. While the display system was presenting the four applications in a time 
based schedule with 1 minute time slot as a part of the implicit behavior, the 
requested applications were shown as part of the explicit presentation behavior –   
starting with the highest requested to the least requested app. To provide users with 
feedback on the number of requests, we implemented a display web app called 
ShowRequests that had 1 minute time slot to inform users about the ranking of the 
preferred apps. Based on this feedback participants could understand how the 
decisions of applications presentation were taken. The ShowRequests app was 
presented right after the default behavior sequence and before the explicit application 
sequence. For instance, one who selected an app in the first part – default sequence, 
can have the app displayed right after the ShowRequests app. In this way, participants 
could have their preferred apps presented earlier [Fig. 2].   
 
 
Figure 2: Applications presentation logic 
 
  To issue application requests, participants used a mobile web app – 
MakeRequests. They were allowed to request at least one app. The mobile app simply 
showed four icons of the applications that were running on the large displays. An 
application request was issued by touching or clicking one of those icons. A 
confirmation pop-up with the server request acknowledgment was raised after each 
selected app. 
  Table [Tab. 2] summarizes the set of techniques that we have implemented in our 
experimental system to address the various application selection and control 
challenges that were identified in [Section 3]. 
 
Basic Questions Public Displays Techniques 
How can the system or the 
people using it control the 
application life cycle? 
Time based invocation of the newly selected apps. 
Applications have just one execution state, i.e., full screen 
content presentation. 
How do viewers identify 
applications? 
Splash screens; 
App icons in ShowRequests and MakeRequests apps. 
How does the system 
implicitly select 
applications? 
Fixed timeline with 1 minute time slot; 
The implicit applications sequence is repeated after 
dynamically allocated time slots of users’ preferred apps. 
How do viewers explicitly 
select applications?  
Selection in mobile application;  
Voting logic to deal with conflicts. 
How to use multiple layers 
to enhance application 
selection and control? 
Notification messages in users’ mobile devices; 
Full screen display app with the ranking of the requested 
apps, i.e., ShowRequests app. 
 
Table 2: Application selection and control techniques in public displays 
4.2 Evaluation 
For the evaluation of the proposed techniques, we invited a group of 6 participants to 
engage in a situation of concurrent application selection in a real setting. Participants 
were master students and researchers that had no previous knowledge about the 
display system or the logic behind applications selection. In our experiment we 
concentrated only on applications selection. Therefore, the value of the applications or 
the users’ interactions with them was not addressed in this study. 
  We briefly introduced participants into the applications’ functionalities and invited 
them to make various application selections by using the MakeRequests mobile app. 
We chose not to provide any details on the system selection process or how the 
system combines implicit selection with explicit selection from potentially multiple 
users. This way, the experiment could be closer to a real world situation, where 
people would not normally have the time or willingness for lessons about public 
displays behavior. People had approximately half an hour to test how the system 
worked. In the end, we conducted a semi-structured interview (5-7 minutes) in which 
we asked participants about the experience with the system. The interviews were 
audio recorded and transcribed in text. Overall, the experiment had two main data 
sources: 1) live observation of users’ behavior while selecting applications and 2) 
users’ opinions about the application selection and control logic. 
4.3 Results 
Understanding the application presentation logic and making a clear distinction 
between the implicit and explicit applications presentation sequences was not so easy. 
In the beginning every participant requested at least one application and many 
requests were concurrently issued. This has considerably increased the complexity of 
the overall selection process and made it much more difficult for each individual 
participant to understand how the system was taking into account his or her requests. 
After roughly 15 minutes, participants started to focus more on making sense of 
system behavior rather than just issuing requests. They started to pay more attention 
to the notification messages provided by ShowRequests public display app. At a 
certain point, they agreed to make a combined vote that would enable them to more 
easily uncover the application selection logic. They all voted for the Presences app. In 
this way, they understood how the system resolved the requests and succeeded to 
familiarize with our approach for influencing the applications turn in a large display. 
 
„In the beginning all of us selected all the apps and that’s why it was 
difficult to clearly uncover its functionality.“ 
 
 Participants remarked that the logic was simple, although it required close 
observation to figure out the content presentation order. The logic was categorized as 
fair by all the people involved and there was no lock on a certain application due to 
the implicit presentation behavior. 
 
„What I know is, it took me a while to see what the system is and it 
takes really close observations“. 
„The application selection logic is reasonably fair for everyone“. 
 
  Participants noted that the system had low responsiveness and they would like to 
have more immediacy in showing the apps. For instance, given the timeline of 
implicit application behavior of 4 minutes, one could get his preferred app on screen 
after those 4 minutes for the best case, and 7 minutes for the worst case. This fact 
highlighted that implicit application presentation behavior could not be interrupted 
thus imposing a minimum delay of 4 minutes. Users clearly found this delay a 
limitation and a sign of low responsiveness. They expected more immediacy for 
presenting the requested apps, e.g., allow them to interrupt the default presentation 
order or schedule and get the apps displayed within 1 minute time span – for the worst 
case. Furthermore, for the case of many applications the solution was categorized as 
not being scalable – a lowest requested app would be shown most of the time in the 
end. 
 
“… I believe people want the requested apps to be presented more 
immediately.” 
 
  Although our display system employed two types of notifications, participants 
gave us a lot of comments about the need for rich notifications, both for public 
display and mobile devices. They liked to be informed about when their particular 
requests were served, when was the appropriate time to vote or when the requested 
apps were being selected by the system. This importance of the feedback in the 
interaction process is in line with previous findings by Kaviani et al. [Kaviani et al., 
09]. 
 
“You can use more instructions in the MakeRequests mobile web app. 
You do not use the screen. The screen can be used for more 
information, e.g., nr. of requests. Would be better to inform people 
when a particular requested app will be shown and when is the default 
or implicit behavior.” 
 
  Participants further suggested that a well-designed set of notifications could keep 
users engaged without losing their interest for the desired application. For example, a 
good system improvement could be a status bar for both devices (public and personal 
displays) presenting what the next app is, which is the current applications sequence 
and when people can request apps. Moreover, the MakeRequests mobile app could 
have the ranking of the requested apps and even a history of the previously most 
selected apps. 
 
“While we are using the MakeRequests mobile app, we may have 
more information, e.g., history of the previously requested apps. Also, 
would be nice to inform people when the time to vote is.” 
 
  Other notifications recommended for mobile clients were those that informed 
users about the presentation time of a requested application (e.g., “Watch the screen, 
this is your preferred application”) or when exactly that will happen (e.g., “In less 
than 1 minute your requested app will be shown”).  
4.4 Discussion 
Our display system deployment focused on the evaluation of a set of techniques 
involved in the process of application selection and control. An appropriate design for 
application selection and control techniques is one that delivers acceptable 
responsiveness and rich and clear notifications in such a way that people may reason 
about system behavior and how they can affect it. In the following we are discussing 
three design considerations we reached as a result of our system deployment. 
4.4.1 Making sense of the system behavior 
Our multi-application display system presented applications based on a mixed 
initiative model in which the system and users influenced the applications 
presentation sequence. Our applications had a simple lifecycle with just one execution 
state, i.e., full screen content presentation. A distinct use case was mentioned by a 
user who would like to “freeze” an application presentation in order to get its entire 
content digested. We believe that there are various similar scenarios in which the 
existence of a rich application lifecycle would be a strong requirement for future 
display systems. For instance, the Presences app might go from full screen 
presentation state to a background execution state from which it can pop up 
unobtrusive data notifications and release the full screen side for other applications 
that really needs more screen space, e.g., Poster app. 
4.4.2 Alignment 
In our experiment, participants had difficulties in monitoring the system response to 
their actions. We only provided the minimal notifications mechanisms both for large 
display and mobile devices. For instance, our four applications could be identified 
based on their titles and associated splash screens. While the Presence and Place 
Stream apps could be easily identified by their titles in the top side of the screen, 
Poster and Football apps had rich visualization requirements and only employed 
splash screens as a technique to avoid information overloading and still deliver high 
resolution content.  
  The mobile app somehow created an analogy of what is presented in the large 
display, though it had a simple interface of showing the application icons and titles. 
The clue here was that our web apps (display and mobile) used the same data source 
or API to get the application metadata and implicitly the graphical representation in 
the mobile devices was similar with the implicit presentation sequence in the large 
display. 
  Given the rich application lifecycle requirements of public display environments – 
as depicted in [Section 3], we learnt that people require various ways for app 
identification. The issue can become very complex if we consider that applications 
may be run in background mode. Still, even for our case, the simple and single visual 
layers we deployed were not sufficient and there is a need for a set of GUI elements 
and concepts that could complement each other and better characterize this particular 
interaction scenario, e.g., status bar with application names or rich information user 
interfaces for the mobile clients. One user clearly stated that our display system 
required “close observation” and this was because of the lack of visual layers we 
implemented. 
  The need for more notifications for both public display and mobile clients was 
also motivated by the real life scenario where one can be distracted and lose the 
notification delivered by the public display. To overcome this issue, participants 
suggested the implementation of similar notifications for the mobile clients, e.g., 
checking the applications requests on mobile devices. Whilst achieving a balanced 
combination between multiple layers and a good interaction experience constitute 
apparently a non-complex issue, our observations uncovered the opposite. Despite the 
fact we had only one full screen application presentation at the time, which meant 
simple display layout, people wanted to get personal notifications about the effect 
their commands would have on the current application presentation. 
4.4.3 Fairness and responsiveness 
Participants found difficult to grasp the overall content presentation experience given 
the existence of the explicit application presentation sequence. People often 
mentioned that “The system does not seem to respond”. Therefore, the interviews 
reflected the need for a system that presents the users’ selected applications in a more 
responsive way, i.e., interrupt the default behavior and have the requested applications 
presented in less than 4 minutes. Others believed that 1 minute could be a long time 
presentation for certain applications, e.g., Presences app. 
  Even so, the application selection logic appeared to be fair for all the users 
involved and enabled a systematic approach in resolving multi-user requests as long 
as people understood the system and set their expectations accordingly. Firstly, this 
means that participants’ expectations had an important role to set their perceptions 
about the fairness and responsiveness of our system logic – a fact that we clearly 
observed and stated throughout the interviews. For example, one user said that could 
not find any other fair solution in that moment to improve the way applications are 
presented and still avoid the application locks. 
  The system responsiveness was clearly seen as a limitation, but user’ expectations 
were very important in regard to this issue. We never conceived the system to respond 
immediately and in most realistic scenarios, people would not get an immediate 
response from a display. However, proper feedback has shown to be crucial in leading 
people to understand this and accept that their request was being given attention and 
would be answered soon. If that was the case, perhaps responsiveness has been 
understood less negatively. 
5 Conclusions 
Future open display system will tend to increase their value proposition by allowing 
content from multiple sources and concurrent applications that are able to 
continuously react to multiple viewers. Such open display environments are facing 
radically new challenges for application selection and control. 
  In this paper we investigated the challenges of designing appropriate techniques 
for application selection and control in multi-application and multi-user display 
systems. Getting inspiration from traditional GUI systems, we came up with a 
systematic approach for identification and aggregation of challenges involved in the 
design of novel applications control mechanisms. In order to address the identified 
challenges, we designed, implemented and evaluated a set of techniques for 
application selection and control. This was handled as part of an experiment in which 
we deployed a public display system that supported multiple applications and which 
was able to receive explicit application presentation requests from multiple viewers. 
Our results indicated some success in enabling viewers with the necessary techniques 
to influence the application sequence in a public display and to mediate the potential 
conflicting requests. While all of the participants reported the easiness and fairness of 
the application selection approach, they also noticed the need for more responsiveness 
and rich notifications for the various human-computer interaction stages, both for 
public and private devices. Further research may consider an improved version of the 
respective application control mechanisms and a long-term deployment based on real 
world scenarios. 
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