Abstract. The aim of the paper is twofold. Firstly, we would like to derive quantitative uniqueness estimates for solutions of the general complex conductivity equation. It is still unknown whether the strong unique continuation property holds for such equations. Nonetheless, in this paper, we show that the unique continuation property in the form of three-ball inequalities is satisfied for the complex conductivity equation under only Lipschitz assumption on the leading coefficients. The derivation of such estimates relies on a delicate Carleman estimate. Secondly, we study the problem of estimating the size of an inclusion embedded inside of a conductive body with anisotropic complex admittivity by one boundary measurement. The study of such inverse problem is motivated by practical problems.
Introduction
The study in this paper is inspired by a problem arising in Electric impedance tomography (EIT). EIT is a non-invasive method for inferring the interior structure of a specimen by injecting currents and measuring the resulting potential differences on the surface of the specimen. Implementing EIT as a medical imaging technique was first introduced by Henderson and Webster [12] . The mathematical study of EIT was initiated by Calderon [6] . There have been a lot of clinical and non-clinical applications of EIT, see [7] and references therein for more detailed descriptions.
Ideally, one would like to determine the full information of the interior structure by making boundary measurements. However, according to the uniqueness result of Sylvester and Uhlmann [17] , we need infinitely many measurements, which is practically impossible. In some cases of medical diagnosis, one is more interested in determining the characteristic properties of an abnormality surrounded by normal or healthy tissues, for example, breast cancer detection [7] and detectability of the degraded region [11] . It turns out EIT with one measurement can provide a preliminary assessment of the size of the abnormality [1] .
In [1] , the authors considered a real conductivity equation. However, to study inverse problems related to the biological tissues, it is more appropriate to use a complex conductivity equation. Unlike metallic materials, the electrical conductance within biological tissues is due to ions which exist in intracellular and extracellular fluids. The intracellular ions are separated by cell membranes which act like capacitors. When a constant voltage (DC) is applied, the currents flow only through extracellular fluids. We characterize such currents as conductance currents I c . At the same time, a constant amount of charge will be stored in the cell membrane capacitors. If now an alternating voltage (AC) is applied, the charges stored in the cell membranes are changing in terms of the frequency, and this results in a flow of current through intracellular fluids. We characterize these currents as displacement currents I d . The total current I is the sum of the conductance and the displacement currents. Note that the displacement current is 90 degrees apart in phase. From Ohms' law, the conductance current I c depends on the material's conductivity σ and the displacement current I d depends on its permittivity ε. Due to the phase difference, we can see that the total current I is proportional to the product of the complex-valued admittivity σ + iωε and the applied voltage, where ω = 2πf and f is the frequency of the applied signal [14] .
Besides considering these electrical properties of biological tissues, we would like to point out that biological tissues are very inhomogeneous. The cells of biological tissues have different sizes and consist of different compositions. Furthermore, some biological tissues are extremely anisotropic such as bones and muscles. In this paper, the material's inhomogeneity and anisotropy are also taken into account. Finally, for most biological tissues, σ and ε also depend on the frequency ω. Since we only consider one pair of current-voltage measurement, we will simply choose ω = 1. Now we are ready to formulate our inverse problem. Let Ω be a conducting body with an anisotropic background with current-voltage relation is given by
where the real symmetric matrices σ 0 and ǫ 0 represent the electrical conductivity and the electrical permittivity, respectively. Assume that D ⊂ Ω represents an inclusion strictly embedded in Ω in which the medium in D is different from the background one γ 0 . Here we will consider a material in D where the current-voltage in Ω is described by the following constitutive law:
where σ 1 , ε 1 , ζ 1 are real symmetric matrix-valued functions. For convenience, we will denote ζ 0 ≡ 0 and assume that the supports of
Before proceeding to the description of the inverse problem, we would like to provide a real physical model that gives rise to the relation (1.1). In addition to the biological tissues, complex conductivity equations also arise in modeling the propagation of electromagnetic waves. We consider the electromagnetic waves propagating in a chiral medium. We recall the Drude-Born-Fedorov constitutive relations (see for instance [16, (2. 21)]):
where E, H are the electric and magnetic fields, and D, B are the electric and magnetic flux densities, respectively. Also, in the relations, ε is the electric permittivity, µ is the magnetic permeability, and β is the chirality. The source-free time-harmonic equations are described by
which can be combined to obtain
E,
Here we consider the case where β is real and ε, µ are complex-valued satisfying that εµ is real and |µ| is small. Possible choices of ε and µ are ε = ρe −iθ and µ =ρe iθ , where θ ∈ (0, 2π), ρ > 0,ρ > 0 with |ρ| ≪ 1. For our approximation purpose later, we also assume that θ is small so that we can ignore the imaginary part of ξ = µ/ε. To justify our assumptions, we consider the parameters at different scales. Let δ > 0 be sufficiently small, ρ = O(1),ρ = O(δ), and θ = O(δ). Then we can easily see that εµ = O(δ) and ξ = O(δ 1/2 ) + iO(δ 3/2 ). So it is not unreasonable to ignore the imaginary part of ξ. Since we assume |µ| ≪ 1, we may consider k 2 β 2 < 1. In view of the Bohren decomposition [16, p.87], we write E and H in terms of the Betrami fields Q L , Q R , as
where ξ = µ/ε is the intrinsic impedance of the chiral medium and Q L , Q R are Beltrami fields satisfying
Here γ L and γ R are the wave numbers of the Beltrami fields Q L and Q R , respectively. Since γ L and γ R are assumed to be real, it suffices to choose real Q L , Q R . Reasoning as above, the imaginary part of ξ is negligible, ξ could be considered as real-valued. Consequently, we can approximately set
Substituting this into the second equation of (1.5) implies
which gives
Taking into account of the fact that |µ| is small, from the first equation of (1.4), we set ∇ × E = 0. In other words, we can find a potential function u such that E = ∇u. Replacing E by ∇u in (1.7) gives the current-voltage relation (1.1). Given a Neumann boundary data h ∈ L 2 (∂Ω) satisfying´∂ Ω h = 0, let u 0 be the unique solution of the unperturbed equation
and u be the solution of the perturbed equation with the same boundary data, i.e.
(1.9)
The inverse problem studied here is to estimate the size of the inclusion D by one pair of boundary measurement {u| ∂Ω , h}. More precisely, one tries to estimate |D| using the power gap δW = W 0 − W , where
Previously, the size estimate problem for the conductivity equation with complex coefficients was studied by Beretta, Francini, and Vessella [5] where they assumed either γ 0 , γ 1 = σ 1 + iǫ 1 (with ζ 1 = 0) are complex constants or γ 0 is real valued.
Similar to the arguments used in [1] , our method relies on some quantitative uniqueness estimates of the solution u 0 . Therefore, in the first part of the paper we study local behaviors of solutions to the following inequality
where P u = jk p jk (x)∂ jk u is a second order elliptic equation with complex, symmetric Lipschitz coefficients p jk (x) = a jk (x) + ib jk (x). We assume the following ellipticity condition
When P has real coefficients, i.e. b jk ≡ 0, qualitative and quantitative forms of strong unique continuation for (1.10) are well-known. These results cease to hold in the general case of complex coefficients, as Alinhac [2] has constructed such operators of any order in R 2 without the strong unique continuation property. The principal symbols of these operators have two simple, non-conjugate complex characteristics. However, it was proved in [9] that the strong unique continuation property holds when P has Gevrey coefficients.
One of the aims of the paper is to prove the following three-ball inequality for functions satisfying (1.10).
Then there exists positive constant s = s(λ, K) such that if u ∈ H 1 loc (Ω) solves (1.10) and r 0 < r 1 < λr 2 /2 < √ λR/2 with B r 2 (x 0 ) ⊂ Ω, we have
where C depends on λ, K, r 1 /r 0 , r 2 /r 0 , s and
In the second part of the paper, we will investigate the size estimate problem. In this work, we consider the size estimate problem with anisotropic complex-valued γ 0 and suitable medium γ 1 in the inclusion D. We will study the physically relevant model where the real part of γ 0 and σ 1 , ζ 1 are positive-definite. One of the main tasks is to bound the power gap by the "energy" of the unperturbed solution inside the inclusion D. The derivation relies on a key idea. That is, we can express the conductivity equation with complex coefficients in a convex variational form with real coefficients introduced by Cherkaev and Gibiansky [8] . However, this technique alone is not sufficient, as the difference of the perturbed and the unperturbed matrices (i.e., the matrices which appear in the constitutive relations) is always indefinite no matter what jump relations one imposes on material parameters. Physically, this indefiniteness is attributed to the dissipation of electric energy. Such indefiniteness makes it impossible to bound the power gap below by the energy of the unperturbed solution in D, which is always positive. Considering special material satisfying the current-voltage (1.1) allows us to overcome the indefiniteness and derive needed energy inequalities under suitable jump condition across the boundary ∂D. We would like to point out that the derivation of energy inequalities in [5] only works under their assumption that either σ 0 + iǫ 0 , σ 1 + iǫ 1 (with ζ 1 = 0) are complex constants or γ 0 is real-valued.
We note that when the admittivities of the inclusion and the surrounding body are known, some bounds for |D| were derived by Thaler, Milton [18] using the splitting method, and by Kang, Kim, Lee, Li, Milton [13] using the translation method. This paper is organized as follows. In Section 2, we will derive the Carleman estimate and three-ball inequalities. Section 3 is devoted to the study of the size estimate problem.
Carleman estimate and consequences
In this section we will derive the needed three ball inequality. First, we recall the following Carleman estimate of [9] (or [10] ). Let r = |x| and denote ϕ(x) = r −s .
Proposition 2. Let P = jk p jk (x)∂ jk be a second order elliptic operator with symmetric Lipschitz coefficients p jk = a jk + ib jk in which (1.11) holds. Assume also that
Then there exist positive constants s 0 ,β 0 and C depending only on n and λ, and R depending on n, λ, L, so that if β ≥ β 0 , s ≥ s 0 , for any u ∈ H Remark 3. Paper [9] mainly concerns the strong unique continuation property for the operator P with Gevrey coefficients p jk (x). There, the upper bound of the exponent s in (2.1) is controlled by the Gevrey degree and its lower is determined by the eigenvalues of a jk (0) and b jk (0). Here we are interested in the quantitative estimate of the unique continuation property. Thus, s can be chosen arbitrarily large. We only need to make sure that the lower bound s 0 is a general constant, which can be easily verified from the proof of (2.1) in [9] . Carleman estimates for general elliptic equations with complex coefficients were also derived in [3] and [4] using Hörmander's approach. However, it does not seem possible to derive three-ball inequalities like (1.12) from their estimates.
Having the Carleman estimate (2.1), we now prove the three-ball inequality in Theorem 1.
Proof of Theorem 1. Without loss of generality, we assume x 0 = 0. To apply the Carleman estimate, we first need to make a change of variables. Let S be a matrix satisfies SA(0)S t = I and let v(y) = u(S −1 y),P (y) = SP (S −1 y)S t . Then v satisfies p ij ∂ y j y k v = 0. Note that we have ℜP (0) = I.
Let ρ 0 = √ λr 0 , ρ 1 = r 1 / √ λ, and ρ 2 = √ λr 2 . Let 0 ≤ χ ≤ 1 be a cut-off function satisfying
Note that we have 0 < ρ 0 < ρ 1 < ρ 2 /2 ≤ R/2, where R is the constant appears in Proposition 2. Denoteṽ = χv. Applying (2.1) toṽ and using (1.10), we have that
where C λ,K is a constant depending on λ and K. Taking s > K , then the first term of the right hand side of (2.2) 
Adding e
|v| 2 dy to both sides of (2.4) and using the Cacciopoli estimate, we obtain that
for all β ≥ s. By standard arguments, we can choose a suitable choice for β to deduce thatˆ|
and the constant C depends on λ, K, s, ρ 1 /ρ 0 , ρ 2 /ρ 0 . We note that the eigenvalues of S are bounded by λ −1/2 and λ 1/2 , hence we have
where B r 1 , B r 2 , B r 3 are balls in the x variables. Now reversing the change of variables leads tô
Size estimate
In this section, we study the size estimate problem described in the Introduction. As above, let us denote the background admittivity γ 0 = σ 0 + iǫ 0 , where σ 0 , ǫ 0 are symmetric matrix valued functions satisfying for some α 0 > 0
We further assume that γ 0 is Lipschitz, i.e.,
On the other hand, for the perturbed coefficients, we suppose that there exists α 1 > 0 such that
We further assume the following jump conditions: there exist β > 0 such that
and a constant δ = δ(α 0 , α 1 , β) that will be determined later such that
From the fact that σ 0 is positive-definite and (3.4), it follows immediately that (σ 1 + ζ 1 ) −1 and (σ 1 − ζ 1 ) are positive-definite. We now can state the theorem of size estimate. Given a set A and s > 0, we defines Also, let coefficients σ j , ǫ j , ζ j , j = 0, 1, satisfy (3.1)-(3.4). Then there exist two positive constants K 1 , and K 2 such that
where
We will first derive an energy inequality which is crucial in the proof.
Proposition 5. Assume that (3.1), (3.3), (3.4) hold. Then there exist two positive constants C 1 and C 2 such that
where C 1 depends on α 0 , α 1 , β and C 2 depends on α 0 , α 1 .
Proof. First we note that for j = 0, 1,
We want to remind that we set ζ 0 = 0. Following Cherkaev and Gibiansky [8] , we rewrite (3.8) as
We denote the square matrix on the right hand side B j and v j = (ℜγ j (∇u j ), ℑ∇u j ) t . We can easily check that B j are positive-definite. Then for j, k ∈ {0, 1}, we have
Using (3.10) and B 0 = B T 0 , we obtain (3.11)ˆΩ
Switching the indices 0 and 1, we obtain a similar identity. Thus,
where we used the fact that supp(B 1 − B 0 ) ⊂D. Recall that B 1 is positive-definite. The second equality of (3.12) gives the second inequality of (3.7).
To prove the first inequality of (3.7), using the first equality of (3.12), it suffices to show B 1 − B 0 is positive-definite. Then the inequality follows by the estimate of B 0 and the triangle inequality. To show that B 1 − B 0 is positive-definite, we can write
We have
The required positivity then follows from condition (3.4) and (3.5) with a small δ depending on α 0 , α 1 , β.
Another tool we need is the following propagation of smallness which is a consequence of the Carleman estimate.
Proposition 6. Let u 0 be the solution of (1.8). Assume that (3.1) and (3.2) hold. Then for any ρ > 0 and every x ∈ Ω 4ρ , we have
Proof. We follow the arguments presented in [1, Lemma 2.2]. We first observe that it suffices to consider the case ρ is small, so we can assume that Ω ρ is connected. Using Caccioppoli and Poincaré inequalities, we can deduce from Theorem 1 that
, where C depends on α 0 , β 0 . Given x, y ∈ Ω 4λ −1 ρ , let γ be a curve in Ω 4λ −1 ρ joining x and y. We define a sequence x k 's as follows: Let x 1 = x. For k > 1, let x k = γ(t k ) where t k = max{t : |γ(t) − x k−1 | = 2ρ} if |x k − y| > 2ρ; otherwise let x k = y, N = k and stop the process. Note that since the balls B ρ (x k ) are disjoint, N ≤ N 0 = |Ω| ωnρ n . Using (3.14) with x = x k and r = ρ, noting that B ρ (x k+1 ) ⊂ B 3ρ (x k ) because |x k+1 − x k | ≤ 2ρ, we can deduce that
Here C depends on α 0 , β 0 , ρ. By induction, we obtain
Since we can cover Ω (4λ −1 +1)ρ by no more than |Ω|n n/2 2 n ρ n balls of radius ρ, we obtain
where C depends on α 0 , β 0 , |Ω|, and ρ. 
