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ABSTRACT 
A fully elliptic computational method for the analysis of steady viscous flow 
in high speed subsonic centrifugal compressor impellers with tip leakage, is 
presented. A generalised curvilinear, non-orthogonal grid is utilised and the time- 
averaged Navier-Stokes equations are transformed and expressed in a fully 
conservative form. The discretisation of the governing equations is performed 
through finite volume integration. The solution procedure employs a non-staggered 
variable arrangement and a SIMPLE based method for coupling the velocity and 
pressure fields. The turbulence effects are simulated with the use of the k-e model, 
modified to account for rotation and streamline curvature, and the near-wall viscous 
phenomena are modelled through the wall function method. 
The numerical model is implemented for the flow prediction in a series of 
two and three dimensional test cases. Incompressible flow predictions in two- 
dimensional cascades and three-dimensional ducting systems with different 
geometrical features and inlet conditions are initially performed and the numerical 
results are compared against available experimental data. The final objective of the 
present study is achieved through the comparative study of the predictions obtained 
against the results of Eckardt's experimental investigation of the viscous 
compressible flow in a high speed radial impeller operating at design condition and 
in a backswept impeller at design and off-design conditions. In addition, the flow is 
simulated in the passages of the Rolls Royce GEM impeller which was tested at 
Cranfield at design and off-design flow rates. 
A jet/wake pattern was discerned in all the simulated centrifugal compressor 
cases and a good overall agreement was achieved with the measured wake formation 
and development; and, encouraging results were obtained on the evolution of the 
secondary flows. The tip leakage effects influenced the loss distribution, the size and 
the location of the wake flow pattern at the rotor exit. The effects of the flow mass 
rate on the detailed flow pattern and on the compressor performance have been well 
represented. In certain cases, the quality of the present predictions is an 
improvement over that obtained by other "state-of-the-art" Navier-Stokes solvers. 
In conclusion, the developed finite volume flow model has captured a large number 
of complex flow phenomena encountered in the tested impellers and is expected to 
provide a useful aerodynamic analysis tool for stationary or rotating, axial or radial 
turbomachinery components. 
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CHAPTER 1 
Introduction 
1.1 Introduction 
Centrifugal compressors currently find a wide range of applications due to 
their ability to achieve high pressure ratios per stage resulting in lightweight and 
compact compression systems. Despite their popularity in small gas-turbine engines 
and turbochargers, however, they tend to be less efficient than their axial 
counterparts largely due to the limited effort which has been devoted for their 
development and for establishing a better understanding of the complicated flow 
phenomena occurring in the rotating curved passages of the impellers. The 
aerodynamics of the impeller are very complex and involve boundary layer 
transition, growth and separation on the various surfaces, shock waves, unsteady and 
turbulence effects, secondary flows due to rotation, passage curvature and tip 
leakage and eventually the deterioration of the streamwise velocity profile and the 
formation of wake patterns in the impeller passages. The process of wake formation 
is associated with entropy production and high losses and affects the efficiency and 
the operating range of both the rotating impeller and the downstream diffuser. The 
wake pattern has been found to exist in most of the published flow data of 
experimentally investigated radial impellers and is linked with loss processes 
resulting in engine fuel consumption requirements that are higher than is desirable. 
There is therefore an urgent demand for the improvement of the aerodynamic 
performance of centrifugal impellers which is strongly associated with seeking ways 
to control the flow phenomena involved and especially to eliminate the wake 
formation and at the same time maintaining the levels of diffusion in the rotating 
passages of the impeller. In addition to improving impeller flow, a uniform impeller 
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exit velocity profile would result in both an increase in the pressure rise which can 
be obtained from the downstream diffuser and an improvement in the operating 
range. 
To achieve these objectives it is essential to fully understand all the flow 
phenomena and their interaction, occurring in the rotating passages. The most 
appropriate ways forward appear to be firstly the acquisition of measurement data 
of the internal flow field using non-intrusive techniques and secondly the theoretical 
analysis of the flow using three-dimensional, compressible and viscous flow solution 
methods which during the past decade have shown promising developments. 
The resort to experimental processes for obtaining internal flow data is a 
reliable way to systematically study and collect quantitative design information 
about the effect of different geometrical and operating conditions on the 
compressor's performance. During the initial stages of the centrifugal compressor's 
development, this experimental data reduction contributed substantially towards a 
significant improvement in efficiency and pressure loading. However, nowadays any 
fractional efficiency gain can only be achieved through substantial effort in obtaining 
high quality detailed flow data from within the passages which is required to provide 
details of the various flow phenomena occurring, and subsequently much more work 
is required in accommodating these data in the design process. This iterative "built 
and test" route is usually accompanied by high costs of preparing the test models, 
building the necessary experimental equipment and for repeated testing and also 
requires long times for achieving the final design. 
During the last decade, advanced computational techniques have been 
developed and have become a significant part of the modern design procedures. In 
many cases, the utilization of flow analysis computer programs has facilitated the 
identification of deficiencies in the preliminary designs of turbomachinery 
components and has shortened drastically the development times for the delivery of 
a new product by limiting the necessity for testing only in the final phase. The use' 
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of Computational Fluid Dynamics (CFD) methods can provide much more detailed 
information than the current experimental techniques, in much reduced time scales. 
The effects of different upstream or downstream conditions, the impact of alternative 
geometrical configurations, the study of ideal boundary conditions which cannot be 
modelled in an experiment, are examples of areas where the application of CFD can 
provide enhanced aerodynamic understanding and effectively large scale reductions 
in the development time and costs for a new design. Nevertheless, despite these 
successes, the computational cost is still large and can be prohibitive. However, the 
computer technology, which has advanced dramatically during the last few years, 
and the availability of new more economical numerical approaches, which 
continuously emerge, provide a very favourable environment for the wider 
application of the computational techniques for the flow analysis in complex systems. 
The dominant role of CFD as a modem design technology of air breathing 
engines will not mean the abandonment of the experimental approach as their 
development cannot proceed without validation against high quality and thorough 
experimental information from modern high performance impellers. A thorough 
investigation of the already existing data, at least in the open literature, reveals that 
the length and the depth of our data base is very limited and much more systematic 
effort is necessary to render available "benchmark" data for the evaluation and the 
definition of the limitations of the computer viscous flow solution methods, the 
calibration of the physical models which are employed and the development of more 
sophisticated approaches insofar as the various aspects of physical modelling is 
concerned. 
Taking into account all the above incentives, the aim of the current doctoral 
research programme has been the development of a reliable three-dimensional, 
viscous, compressible flow computational analysis method capable of the following: 
(i) to predict the most significant phenomena and their interaction which occurs 
inside the passages of centrifugal compressor configurations, 
(ii) to perform parametric studies of the effect of different inlet conditions and 
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different geometrical shapes on the local and global features of the flow field, 
(iii) to be applicable to other turbomachinery components, and to form the basis for 
simulating stage interaction within multistage machines, 
(iv) to be sufficiently flexible and robust such that the. computer code can be used 
by a wide range of turbomachinery design offices, 
(v) to form a computational core for any theoretical investigation of alternative 
numerical discretisation schemes, physical models and solution procedures which 
may influence the accuracy, stability and the economy of the method. 
The route which has to be followed in order that the above objectives can be 
accomplished, involves a step by step development of the method, with increasing 
complexity of the analysis at each step. A thorough comparison of the current 
predictions against those available in the literature or in-house experimental and 
predicted results will also be required. 
1.2 Historic development of the flow prediction 
methods in Turbomachinery flows 
The field of. Computational Fluid Dynamics constitutes a new, emerging 
technology which currently finds application and contributes to a wide range of 
fields which incorporate transport phenomena in fluids. Researchers also receive 
support and, feedback, from - different fields*., The application of CFD 
in the 
turbomachinery and gas turbine technological field has some special characteristics 
which are derived firstly from the highly competitive and demanding nature of this 
technology and secondly from the complexity of the flow phenomena which are 
involved inside the various components. Both of the above issues have contributed 
significantly by posing challenging benchmarks which have led towards substantial 
developments in CFD during the last two decades. Consequently the review which 
follows is concentrated mainly on the presentation of methodologies which are 
commonly 
. 
encountered in the gas turbine aerodynamic design, research and 
development. The, methods are presented, in a sequence of increasing degree of 
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complexity and level of approximation of the flows which can be handled. 
1.2.1 Streamfunction methods 
A historical contribution which greatly influenced the aerodynamic analysis 
and design of turbomachines, was the theory for steady, inviscid, three-dimensional 
flow in subsonic and supersonic axial, radial or mixed-flow turbomachine passages, 
which was presented by Wu (1952). The solution of the direct and the inverse 
problem is obtained by the appropriate combination of flows on two families of 
relative stream surfaces, namely SI and S2. Thus, the solution of the three- 
dimensional flow is greatly simplified mathematically into a number of solutions of 
two-dimensional flows on a number of SI (blade to blade) surfaces, which are 
placed from hub to tip, and a number of S2 (hub to tip) surfaces, which are located 
from one blade to another. The successive solution of the flow equations on different 
stream surfaces of both families and combination of the obtained results yields either 
a quasi three-dimensional solution which assumes that the SI surfaces are 
axisymmetric and thus only one S2 stream surface is required in the computations, 
or a fully three-dimensional solution. During the iterative procedure the stream 
surfaces must be allowed to move and adjust their "shape" according to the solutions 
obtained in the other family of surfaces. 
The implementation of this method was delayed until the development of 
computer capabilities permitted Katsanis (1966) to apply Wu's ideas to obtain a 
quasi three-dimensional solution by using a single meridional hub to tip surface and 
three Si blade to blade surfaces: one at the hub, one at the mean streamline of the 
meridional plane and one at the casing. Marsh (1966) introduced the calculation 
approach called "matrix through flow" method, by solving the streamsurface 
equations on the meridional surface, assuming pitchwise averaged flow quantities 
and using a fixed grid, via a matrix inversion approach. Marsh presented a general 
computer program for the estimation of the subsonic through-flow pattern through 
axial, radial and mixed flow turbomachines. Hirsch and Warzee (1980) published 
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a quasi 3-D flow calculation inside a centrifugal impeller employing a finite element 
discretisation scheme and based on a density-averaged, pitch-averaged meridional 
flow calculation which replaced the S2 streamsurface flow analysis. Using the 
"matrix through flow" method, Goulas (1980) obtained a quasi three-dimensional 
solution in a centrifugal impeller by calculating a dissipative force based on the 
stress tensor. Adler and Krimerman (1980) obtained full three-dimensional solutions 
in subsonic centrifugal compressors using a finite element discretisation approach, 
drawing the conclusion that inviscid models cannot accurately represent separated 
flow regions and especially the wake region in the radial discharge of the impeller. 
Wu's general theory was extended recently by Wu et al (1990) to predict the quasi- 
and full three-dimensional rotational flow in transonic turbomachines. 
Most of the computational methods which have evolved from Wu's theory 
depend strongly on empiricism to account for the viscous effects of flow deviation 
and blockage and their predictive capability is restricted in separated flow regions. 
Despite the popularity these methods experienced a decade ago, the trend nowadays 
is towards their replacement by Euler and Reynolds-averaged Navier-Stokes solution 
methods. 
1.2.2 Potential methods 
The inviscid potential theory is the simplest one to describe the fluid flow and 
assumes that the flow is irrotational. The velocity components are related to a 
potential and the set of Euler equations reduces to a single equation for the velocity 
potential. Compressibility effects are fully taken into account. Pioneering work on 
such methods has been performed by Murman and Cole (1971) and Jameson (1975). 
The potential equation is elliptic in subsonic regions and hyperbolic in supersonic 
flow regions. Moreover if shocks are present, special treatment is entailed. 
However, it is possible to maintain the discretisation techniques which are applicable 
to subsonic regions in ,, all flow regions, by either 
introducing some kind of 
upwinding in the evaluation of the mass flux or of the density, or by adding some 
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artificial viscosity terms. For the solution of the potential flow equation, there are 
various methods available which are based on the line relaxation (SLOR) methods 
or approximate factorisation algorithms (AF) which are derivatives of the 
Alternating-Direction-Implicit algorithm (ADI) and are very widely used for 
transonic calculations. For the acceleration of the convergence rates, Jameson (1979) 
applied successfully a multi-grid process for the solution of the conservative form 
of the potential equation. Potential methods have reached a mature level of 
development and they are very useful for the flow analysis in the subsonic, fully 
supersonic and low transonic (i. e. free of strong shocks) flow regimes during the 
preliminary design stages. 
1.2.3 Euler equations - Time Marching methods 
Time marching methods are very well-established for solving the' system of 
Euler equations which constitutes the highest level of approximation for the 
description of non-viscous flows. The main advantage of these methods is their 
ability to calculate mixed subsonic and supersonic flows since the nature of the 
equations solved is hyperbolic, providing automatic shock capturing. Another useful 
feature of this class of methods is the simplicity of the solution procedure and the 
physical insight thereby gained. The prescription of a pressure ratio instead of a 
mass flow which most other' methods require, enables the relatively easy 
computation of the choking mass flow. An arbitrary guess of the flow field is used 
as a starting point and the solution is allowed to'evolve with'time until the'steady 
state is reached where the "steady" conservation equations are valid for each control 
element. The continuity equation is used for the calculation of the density unlike the 
pressure based relaxation techniques which utilize the continuity to update the 
pressure field. 
The numerous schemes which have been developed for the time marching 
solution of the Euler equations can be classified into two' major categories: explicit 
and implicit. A scheme is explicit when the dependent variables at a"given grid point 
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are calculated only from values at the previous time step. In an implicit scheme the 
variables at each grid point are linked to those of the neighbouring grid points at the 
current time step and a matrix inversion is usually necessary. For stability reasons, 
the explicit schemes are limited by the magnitude of the allowed time step. For 
turbomachinery applications, the explicit schemes proved to have better success than 
the implicit schemes. 
The methods which have been used to achieve stability for explicit schemes 
are as follows: 
Addition of large numerical damping terms to the equations e. g. Lax (1954), 
McDonald (1971). These schemes are very simple and robust but are only first order 
accurate in time and space and consequently require very large number of grid 
points to achieve sufficiently accurate solutions. 
Schemes with only one time level at each time step and a second order of 
temporal and spatial accuracy, e. g. Ni (1981), Delaney (1982). Although both Ni's 
and Delaney's methods appear to be successful they do not seem to have been 
adopted by other researchers. 
Two or more step predictor - corrector schemes e. g. McCormack (1969), 
Thompkins and Tong (1978). This scheme tends to be second order accurate both 
in space and time. A disadvantage of this type of scheme is that each time step is 
split into a predictor and a corrector level and there is the need for all flow 
properties to be stored at two time levels. 
Deferred correction schemes in which there is progressive cancellation of the 
numerical damping of. "Lax" type during the calculation process, e. g. Denton 
(1982). Eventually the obtained solution is second order accurate in space. This 
scheme has the advantages of simplicity, speed and is possibly the most widely used 
in turbomachinery applications. 
1.2.4 Viscous-Inviscid interaction methods 
The absence of the viscous terms from the Euler equations limits their 
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accurate applicability to flow regimes and conditions where viscous effects are 
unimportant. The major impact of the viscous effects is the reduction of the effective 
passage area which is important for compressors where the boundary layers are 
relatively thicker and in transonic flows where small area changes are essential and 
can dramatically alter the flow field. Euler solvers have a restricted capability to 
simulate off-design flows where the boundary layers can be excessively separated 
in parts of the flow field. In the viscous-inviscid interaction methods there is an 
iterative coupling between the boundary layer displacement effects and the inviscid 
bulk of the flow. This can be achieved either by adding the boundary layer 
displacement thickness to the blade geometry, Calvert (1982), thus requiring the 
regeneration of the mesh which is to be used for the Euler analysis, . or 
by 
introducing a transpiration model which simulates the effects of the displacement by 
adding, appropriate . mass . 
flux 
- through ý the 
blade surfaces, Singh (1982), as a 
boundary condition during the implementation of the Euler solver. For the 
calculation of the boundary layers usually an integral method is preferred. The 
viscous-inviscid interaction methodologies are much more economical than the 
solution of the Navier-Stokes equations but they can be applied to flow situations 
where viscous and inviscid flow regimes can be distinguished. 
1.2.5 Navier-Stokes methods 
The state of the art in turbomachinery computations is the three-dimensional 
viscous flow analysis using the Reynolds-averaged Navier-Stokes equations with a 
turbulence model since the direct simulation of turbulence cannot be supported by 
the computer resources available today. A unique set of flow equations is valid to 
all flow regions and can automatically capture the viscous effects without requiring 
in addition boundary layer computations as in the interaction techniques or empirical 
correlations which are commonly utilized in the Throughflow methods, Denton 
(1978). However, for the bulk of the design process the lower-level calculation 
methods offer simplicity, speed and reasonable accuracy in the preliminary design 
stage, while the Navier-Stokes solvers are used as a "numerical wind tunnel" to 
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verify thoroughly the final design. 
The time marching method has been successfully applied for the numerical 
solution of the Navier-Stokes equations. The numerical schemes which have been 
developed for the solution of the Euler equations can be adapted for the simulation 
of high speed, compressible and viscous flows which are described by the Navier- 
Stokes equations, where for the discretisation of the viscous and thermal diffusion 
terms a central discretisation strategy is always followed. 
Among others, the full Navier-Stokes equations were solved by Beam and 
Warming (1978) and Briley and McDonald (1977). Dawes (1986) developed a solver 
based on the thin-layer approximation to the full Navier-Stokes equations where the 
diffusion term was neglected in the flow direction parallel to the wall. This approach 
was later extended, Dawes (1988), to form a computational tool for the full Navier- 
Stokes analysis inside various types of turbomachinery with considerable success. 
The application of the time marching method for incompressible flows 
requires special adaptation since the assumption of a constant density would remove 
the continuity equation from the calculation procedure and there would not be any 
guarantee that the velocity field obtained from the solution of the momentum 
equations, would satisfy the mass conservation condition. In order to resolve this 
problem alternative strategies were considered, one of the most important being the 
"pressure correction" method. 
1.3 The Pressure Correction method 
An alternative approach to the time marching procedure for the solution of 
the steady state time-averaged Navier-Stokes equations is the, so called, "pressure 
correction" approach which was implemented with a great deal of success initially 
for incompressible recirculating flow calculations and later for compressible flow 
prediction. Instead of marching the unsteady flow equations forward in time till the 
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flow field converges to the steady state solution, an iterative relaxation methodology 
is utilized, whereby the solution of the steady equations is promoted through 
successive corrections to the flow field till the error in the satisfaction of the flow 
equation is minimised. Usually the solution algorithm is based on a semi-implicit 
scheme which utilizes the continuity equation for the derivation of a Poisson type 
equation for the calculation of the pressure in order to satisfy a divergence free 
velocity field. In the first step a guessed pressure field is{the pre-condition for the 
solution of the momentum equations which are decoupled and expressed in a 
linearised form and in the second step an equation for the pressure or pressure 
correction is solved to update the pressure field and promote the satisfaction of the 
continuity condition. The density is then calculated using the perfect gas law. The 
SIMPLE algorithm of Patankar -and Spalding (1972) provided a remarkably 
successful implicit scheme and has dominated the field of numerical simulation of 
incompressible flows. Although the relaxation process which is used has not a direct 
physical interpretation,, with some extra analysis it may be seen that this iterative 
process is similar to a time-marching approach which retains in the equation the 
transient term and proceeds in time updating'the flow quantities, Van Doormaal and 
Raithby (1984). 
For cases in which the main flow direction does not change, the full flow 
equations can be parabolised by neglecting the diffusive terms in the through-flow 
direction. In this "purely parabolic" formulation, Patankar and Spalding (1972), the' 
flow conditions are transferred - downstream only and consequently, as in two- 
dimensional boundary layer calculations, the solution can be obtained with only one 
iteration of the forward marching process. However, in many flow situations there 
is a dominant flow direction _ in which there is negligible reverse flow and the 
downstream conditions influence the upstream' flow only through the transmission 
of pressure "signals" such as in flows with streamline curvature in the streamwie 
direction. A solution approach to this class of flows which are called "partially 
parabolic" was originated by Pratap and Spalding (1976), who presented a multi-pass 
algorithm for establishing a three-dimensional flow field in Cartesian coordinates. 
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This procedure was expanded by Moore and Moore (1979a and 1979b) who 
expressed the equations in orthogonal curvilinear coordinates allowing the treatment 
of the compressible flow field in arbitrarily shaped configurations. This method used 
a two dimensional pressure correction on each cross-stream plane which was not 
coupled to the streamwise pressure gradient -unlike the procedure of Pratap and 
Spalding. After a complete pass of the marching procedure, a three-dimensional 
correction was employed. The storage of the dependent flow variables in all of the 
above methods is performed in staggered locations on the grid in order to render the 
coupling between the pressure and the velocity field possible and remove the 
unphysical pressure oscillations. This approach is inconvenient and sometimes its 
success, as far as the coupling is concerned, is limited when it is applied for the 
solution of the flow equations expressed in generalised form to describe the flow in 
arbitrarily shaped geometries. Hence, Rhie and Chow (1983) presented a numerical 
scheme which allowed coupling of the velocity and the pressure fields when a non- 
staggered grid arrangement was employed for the flow prediction in two-dimensional 
cascades with trailing edge separation. In this case all the flow variables are stored 
and calculated at the same grid location. The Rhie and Chow scheme has been 
proven to be very efficient and nowadays is widely used in many applications of 
pressure correction computations which tend to utilize collocated grids. Beyond the 
aforementioned references, the pressure correction has been further developed and 
established as a very reliable tool for the analysis of low-speed recirculating flows. 
However, the evidence for its implementation in centrifugal compressors and 
especially in transonic and supersonic flows, as it will be discussed in the next 
section, is rather very scant. 
The first attempt to simulate the flow in a centrifugal compressor configur- 
ation using the solution of the time-averaged Navier-Stokes equations, was 
performed by Moore and Moore (1980a) who implemented their partially parabolic 
procedure for the incompressible flow prediction in a low speed shrouded impeller. 
Although the turbulence, compressibility and tip leakage effects were neglected, this 
simulation represented a major step towards the application of Navier-Stokes analysis 
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in centrifugal compressors. The pioneering work of Moore and Moore continued 
further, Moore and Moore (1980b), with the extension of their method to compute 
the turbulent, compressible flow in a high speed impeller with tip leakage and a 
stationary shroud. The computed and experimentally defined three-dimensional 
viscous flow data and the overall thermodynamic performance of the compressor 
were compared favourably. Rhie et al (1984) extended a partially parabolic 
procedure for the analysis of the three-dimensional flow in ducting systems, Rhie 
(1985), and implemented this technique for the flow prediction in a high speed 
impeller with tip leakage. This was the first attempt in which the two-equation k-e 
turbulence model was used in realistic impeller geometries and flow conditions. The 
above methods provide sufficient solutions at design conditions where reversed flows 
are minimised but, increasingly, the parabolic or partially parabolic assumption 
becomes a limitation at off-design conditions. This implies that all the terms, 
including the streamwise diffusive term, should be retained in the time averaged 
Navier-Stokes equations which consequently obtain an elliptic form and can capture 
reversed flows with the penalty of substantial increase in the required computational 
effort. Hah et al (1988) developed a fully elliptic three-dimensional viscous flow 
analysis method with a finite volume relaxation procedure and a modified k-e model 
and presented comparisons between numerical and experimental data for the detailed 
flowfields and overall performance of a backswept impeller at design, choke and 
near-surge operating conditions. This methodology was used later by Hah and Krain 
(1990) for the flow analysis in a high efficiency and high pressure ratio modem 
backswept impeller. Moore and Moore (1987) now with an elliptic computational 
algorithm, predicted flow at design and off-design operating conditions, accurately 
calculating the relative total pressure losses and the wake size in an impeller without 
an inducer but with a radial inlet. 
All the above methods are based on the pressure correction relaxation 
approach for solving the Reynolds-averaged Navier-Stokes equations. Dawes (1988) 
presented the results obtained for the flow inside a backswept impeller at its choking 
operating condition using his time marching process for the solution of the fully 
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three-dimensional equations of motion expressed in a finite volume form. For the 
prediction of the turbulence effects on the main flow a mixing-length closure was 
employed and for the acceleration of the convergence rates, a multigrid algorithm 
was implemented. Casey et al (1990) presented the results and the experience gained 
from the use of this computer code in the design and analysis process of industrial 
centrifugal compressors. 
1.4 Pressure Correction in high speed flows 
The time marching approach has been widely researched and successfully 
implemented to handle high speed transonic and supersonic flows. The system of the 
partial differential equations which describe the steady compressible flows changes 
its type from elliptic for subsonic flows to hyperbolic for supersonic flows. If a 
pressure correction analysis is to be applied, this type of change should be taken into 
account through appropriate numerical adjustments in order to avoid instability and 
ensure convergence. A common numerical treatment is the linearisation of the mass 
flux in terms of independent linearisation of the density and velocity, and also the 
upwinding of the density which, however, tends to smear the shock waves. Another 
numerical practice is the solution of the momentum equations to yield Cartesian 
momentum components instead of velocity components and this provides better 
coupling between the dependent variables during the relaxation process and also 
avoids the strong under-relaxation of the density field, McGuirk and Page (1989). 
Among other researchers who extended the pressure correction method to 
treat transonic and supersonic flows, Rhie (1986) developed an upwind scheme 
incorporating an implicit treatment of the density in the pressure correction pro- 
cedure. Rhie used a multigrid algorithm to accelerate the convergence rates. Hah 
(1987) extended his implicit, finite volume relaxation methodology to handle 
transonic and supersonic flows by using a multistage operator splitting to ensure 
coupling of the velocity, density and pressure fields, and a higher order upwinding 
for the discretisation of the convective term. Shyy (1988) presented a pressure 
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correction algorithm with a staggered grid and a second order accurate discretisation 
of the momentum equations, adopting an adaptive meshing strategy hence avoiding 
the use of explicit damping in order to capture shocks. Shyy, claims that his 
algorithm is fully . applicable to viscous transonic and supersonic problems and is 
very competitive with the time marching approach. 
1.5 Contributions of the present study 
In general the methods which were discussed in the previous sections are 
based on different model assumptions and numerical solution procedures. Despite 
their successes, they have their own-limitations especially insofar as the accurate 
prediction of the losses, the secondary flows, the separated flow regions and the 
transitional boundary layers are concerned. --f 1- 
Many predictive problems are encountered in the qualitative and many more 
in the quantitative representation of the entropy production mechanisms occurring 
in the rotating impeller passages and only few authors provide satisfactorily accurate 
loss predictions. A clear definition of the level of- "reality" to which the physical 
models, and especially the turbulence models employed, are able to represent the 
true physics of the process, and of the borders of their practical applicability, is still 
not possible. Beyond the uncertainties of the physical. models, ý there are drawbacks 
associated with the accuracy and the stability of the numerical discretisation schemes 
and the robustness of the solution methods which are currently in development or 
in use. Much more work is also required to produce more economical algorithms 
taking into account the developments in the architecture of the modern computer 
systems. 
Following the above incentives, work continues on the further development 
and verification'of already existing computational methods and on the derivation of 
alternative schemes since the most suitable way forward is still not clear and well- 
defined. From this point of view, theoretical methods for the prediction of flows in 
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centrifugal compressors based on the solution of the system of the Navier-Stokes 
equations, have been initiated at Cranfield Institute of Technology with the work of 
Lapworth (1987) who presented a computational method to handle incompressible 
flows in shrouded centrifugal impellers. Taking into account this background and the, 
general environment and policies for continuity and consistency of Cranfield's 
turbomachinery research activities, the present work has, been aimed towards the. 
development of this method to high speed subsonic flows in centrifugal compressors 
with or without tip leakage and with stationary -shroud walls. This goal has been 
pursued in this study,, through successive developments which are described in the 
following chapters. Initially, the computer code has been implemented for the 
prediction of two-dimensional cascade flows and three-dimensional ducting flows 
which present some of the features which might be encountered in centrifugal 
compressor flows. Ultimately, the final objective has been achieved through the 
validation study and comparison of the predictions, obtained with the proposed 
method against the results of Eckardt's experimental investigation, Eckardt (1976 
and 1980), of the flow in high speed radial and backswept impellers, at design and 
off-design conditions, - and against the experimental results obtained at Cranfield, 
Forster (1988a and 1988b), for the flow within the passages _ of the Rolls Royce ; 
GEM impeller. 
The main features of the proposed computational method are as follows:, 
a) Solution of the fully elliptic time-averaged Navier-Stokes equations, 
b) finite volume discretisation, 
c) use of a pressure correction approach to solve the system of the equations, 
d) use of a generalised coordinate system and a structured general or boundary-fitted 
grid system, 
e) fully conservative form of the equations and use. of the Cartesian velocity 
components as unknowns in the momentum equations, 
f) collocated variable arrangement on the computational grid and adoption of an 
appropriate interpolation practice to prevent decoupling between velocity and 
pressure fields, 
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g) use of a simplified form of the energy equation or the assumption of a constant 
rothalpy and the perfect gas law in order to update the density, 
h) use of the two-equation k-e turbulence model with wall functions, 
i) first order Upwind, Hybrid and Quadratic Upwind numerical schemes for the 
discretisation of the convective term, 
j) spatial marching from the inlet to the outlet plane with the implementation of an 
Alternating Direction Implicit (ADI) scheme at each cross-plane and the Tri- 
Diagonal-Matrix-Algorithm (TDMA) for the solution of the system of algebraic 
equations at each grid line, 
k) simulation of the tip leakage flow as part of the general procedure, 
1) option of a stationary or rotating shroud wall. 
Specific contributions of the present study are: 
- The proposal of a relaxation scheme to predict compressible subsonic flows. 
- The presentation of the flow model and the finite volume discretisation procedure 
in generalised coordinates. 
- The adjustment and implementation of a grid generation technique based on the 
solution of elliptic partial differential equations, for the boundary fitted meshing of 
arbitrary two-dimensional geometries. 
- The assessment of the effects of the under-relaxation factors on the speed of 
convergence and the application of an alternative acceleration technique in two- 
dimensional problems. 
- The comparison of the performance of three different numerical schemes with 
different degree of upwinding of the convective term. 
- The assessment of the effect of tip-leakage flow and the boundary condition for the 
shroud on the centrifugal impeller's performance and flow phenomena. 
- The assessment of the effect of the flow mass rate on the flow evolution and 
entropy production in the rotating passage. 
- The effect of the backsweep on the flow features inside the passages of a 
centrifugal impeller. 
- The extension and modification of the model for its application in axial flow 
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compressors and ducting systems. 
- The extension of the current model to predict unsteady flows. 
Eventually, the outcome of the present study is a robust and accurate general 
computational tool for the time-averaged Navier-Stokes analysis and flow prediction 
in high speed centrifugal impellers which can be incorporated in the design process 
facilitating the qualitative description of expected flow features, the comparative 
assessment of alternative aerodynamic design strategies for a specific Turbomachine- 
ry product and the thorough quantitative investigation and verification of the final 
design. 
1.6 Structure of the thesis 
To summarise this thesis, Chapter 2 presents the system of the governing 
equations. An introduction to turbulence modelling and a presentation of the flow 
equations for the description of the turbulent flow, follows. The grid system which 
is used in the current work and the form of the transformed equations, are then dis- 
cussed. A brief derivation of the transformed equations in a general coordinate 
system is finally presented. 
Chapter 3 describes the spatial discretisation process of the governing 
equations. Then follows a discussion which elucidates the selection of the numerical 
schemes which are used for compromising between accuracy and stability during the 
discretisation of the non-linear convective term. The derivation of the current 
pressure correction algorithm and the general relaxation process which are utilized 
for the numerical solution of the flow equations adopted in the present work, are 
presented. 
In Chapter 4, a general elliptic grid generation procedure is presented and is 
utilized to provide two-dimensional boundary fitted grids whose lines intersect the 
blade walls in a perpendicular direction. 
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The final objective of the present ' work is pursued through a step by step 
procedure, with increased degree of complexity, which validates and illustrates the 
applicability of the general method in simpler flow situations which incorporate flow 
patterns encountered also in radial stages. 
In Chapter 5 the application of the incompressible derivative of the model is 
implemented for the flow prediction in two-dimensional cascades. A series of 
cascades with different blade geometry and inlet flow conditions are considered. The 
results which are obtained from the flow analysis as compared against available 
experimental data, are discussed. The effect of the under-relaxation parameters on 
the computational economy of the method is investigated and the applicability of a 
novel method for the acceleration of the'relaxation process is assessed. 
In Chapter 6, the method is implemented for the laminar and turbulent flow 
analysis in a series of complex three-dimensional stationary ducting systems. 
In ` Chapter 7, the - implementation of the computational model for the flow 
prediction in a radial and two backswept high speed centrifugal impellers at design 
and off-design conditions, is described. The results which are obtained are compared 
critically against experimental data and predictions by other researchers and 
discussions follow. 
In Chapter 8, conclusions from the present work are drawn and proposals 
for possible future extensions of the present method and research work are 
suggested. 
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CHAPTER 2 
Computational model 
2.1 Introduction 
The system of governing Navier-Stokes equations is presented in a Cartesian 
form. For the analysis of high Reynolds number turbulent flows, the available 
computer resources do not allow the full simulation of all eddies which cover a wide 
range of time and length scales. Hence, an averaging procedure of the governing 
equations is required which results in a form which relates averaged flow quantities 
and in addition incorporates some extra unknown terms: the Reynolds stresses and 
the turbulent heat flux which are correlations of fluctuating components. 
The simulation of these terms is carried out through the adoption of an 
appropriate turbulence model. A brief review of the current trends on turbulence 
modelling follows and the models which are selected to be implemented in the 
present study, are presented. 
The ability of a computational model to treat arbitrary geometrical 
configurations is of great importance and is closely linked to the combination of the 
grid system and the form of the governing equations which are selected. In the 
present study, the equations are transformed in a generalised coordinate system 
obtaining a semi-Cartesian form which ensures the satisfaction of the conservative 
property. This transformation is described and the form of the system of the 
transformed flow equations is given. 
21 
2.2 Governing equations. Navier-Stokes equations 
The equations which govern three-dimensional, steady and compressible flows 
are the Navier-Stokes equations expressing the conservation of mass, momentum and 
energy. 
It has been found that in turbomachinery applications where the flow has to 
be predicted in rotating passages, a relative frame of reference rotating with the 
passage is more convenient for adoption. Consequently the velocity components 
appearing in the following equations are the relative ones and the energy equation 
is formulated in terms of the conservation of a scalar quantity called rothalpy and 
is the equivalent of the total enthalpy in a rotating frame of reference. Additionally 
the Coriolis and the centrifugal forces must be included in the momentum equations. 
Expressed in a Cartesian coordinate system these equations are as follows: 
Conservation of mass: 
+ä=o at j 
Conservation of momentum: 
a(pui) 
+ 
acpuiuj) 
__ ap +a 
-rii +F at aXj aXi aXj i 
Conservation of energy: 
a(PI) + atPujrý =apa, +s at aX, - aX j Pr ax iz 
(2.2.1) 
i=1,2,3 (2.2.2) 
(2.2.3) 
where u, a= 1,2,3) stands for the cartesian velocity components u, v and w, which 
are respectively parallel to the axes of the Cartesian system xx (j =1,2,3) which 
stands for x, y and z and correspond to the fixed unit vectors ej a= 1,2,3). 
Additionally p is the fluid density, p is the thermodynamic (static) pressure and Pr 
is the Prandtl number of the fluid. The term r is the viscous stress tensor given by 
Newton's law of viscosity: 
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Tjj=µ aui +ý+ auk aij aXj aXi axk 
(2.2.4) 
where öj is the Kronecker delta (S; j =1 if i =j and S; j =0 if i ; e-j), µ is the dynamic 
viscosity and X is the second coefficient of viscosity given by: 
Jl = -3µ (2.2.5) 
The term F; is the component of the centrifugal plus the coriolis forces' vector to the 
i direction and is defined in tensor form as: 
Fi = '2P Ei jkL2 juk -P (pnxn) 01+ P(i2mam)xi (2.2.6) 
where e;; k is the alternating tensor which obtains the value 1 if ijk cyclic (123,231, 
312), -1 if ijk anti-cyclic (321,132,213) and 0 otherwise. 
w The term i2j is the component of the rotational speed vector 11 to the j direction. 
The rothalpy is defined as follows: 
I= CpT +2( ukuk) - 
where :f= xje j 
2 (Clxf) "(Cxf) (2.2.7) 
where T is the static temperature and Cp is the specific heat at constant pressure of 
the fluid. In the current study the rotation is assumed to be around the z axis. If the 
rotational speed becomes equal to zero then the rothalpy becomes equal to the total 
enthalpy. 
The term SI which appears in the energy equation has the following form: 
a j, a UkUk)j +aý, a n2rZ a SZ _ (r ji i) äxj Pr axj 2 axj Pr axj 2 axj 
(2.2.8) 
This is a small term and can be neglected without any serious loss of accuracy. The 
derivation of the energy equation is performed in Appendix A. 
The perfect gas law which relates the static pressure, the static temperature 
and the density of the gas is given by the relation: 
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p= pRT (2.2.9) 
where R is the gas constant. 
The whole set of the equations in Cartesian coordinates can be written in the 
form of a single general equation for the transport of an arbitrary scalar dependent 
variable 4ý: 
ý ýý a äX (Puý) + äy (Pýý + äZ cPý) = äX 
(2.2.10) 
+ yýr' aý ý+ äZýr@ äý )+ s@ cX, Y, Z) 
or: 
ai,... Ri% 
+ s@(x, y, z) (2.2.11) 
axj axj 
where r. is the diffusion coefficient and S. is the source term. The unsteady term 
a/ät is dropped from the above equation since only steady state flows are considered 
in the present study. The LHS term is the convection term and the first term on the 
RHS is the diffusion term. 
2.3 Navier-Stokes equations for turbulent flow 
The time-dependent three-dimensional Navier-Stokes equations describe both 
laminar and turbulent flows completely. However, the time and space scales 
associated with the turbulent motion are so small even for simple flows, that the 
required large number of grid points and the small size of time-steps render the 
direct simulation of turbulent flows beyond the possibilities of the present computers. 
The most advanced approach today is the so called "large eddy simulation" which 
involves the solution of the unsteady Navier-Stokes equations for the prediction of 
the motion of the large eddies and the modelling of the smallest eddies, Schumann 
and Friedrich (1986). 
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For engineering calculations of industrial applications encountered in 
turbomachinery, which involve turbulent flows, the main trend is the description of 
the flow motion in terms of time-averaged quantities rather than instantaneous. The 
time-averaging of the Navier-Stokes equations gives rise to the Reynolds equations 
of motion which include Reynolds stress gradients and heat flux quantities linked 
with the turbulent motion. Hence, the number of unknowns increases above the 
number of the available equations and the problem is then to formulate a turbulence 
model to describe the Reynolds stresses and the turbulent heat flux quantities through 
certain assumptions, "closing" by this mean the system of equations. 
The derivation of the Reynolds equations is performed by decomposing the 
dependent variables in the conservation equations into time-mean and fluctuating 
components and then time averaging the entire equation. 
For compressible flows, two different averaging types are used, the Reynolds 
averaging and the density-weighted procedure suggested by Favre (1965). The two 
formulations become identical when the density fluctuations can be neglected. The 
Reynolds mean f and the Favre mean 1 are defined as: 
tp+O t 
f= At 
f f"dt 
to 
and 
tp+0 C 
f=1 
ON 
f fp"dt 
t r- - Co 
(2.3.1) 
(2.3.2) 
where At is required to be large compared to the period of the randfom turbulence 
fluctuations, and p is the Reynolds mean density. 
The instantaneous randomly varying variable f can be considered as the 
summation of a time-averaged mean value plus a fluctuating component about the 
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average: 
Reynolds decomposition: 
f=f+fl 
Favre decomposition: 
f=f+fl, 
(2.3.3) 
(2.3.4) 
where f' and f" are the Reynolds and Favre fluctuating components of the flow 
variable f, respectively. 
By definition the following relations are valid for the fluctuating values f' and 
f": 
to. e t 
f= Ötf fldt 
to 
and 
to+0 t 
77 
pf Atf pflldt =0 
to 
It can be shown that: 
f=f+Tr 
P 
(2.3.5) 
(2.3.6) 
(2.3.7) 
When the fluid is incompressible, p'=0 and hence f=f and the two time averaging 
procedures provide the same result. 
In the case of a Reynolds averaging applied for compresible flows, the 
density fluctuations p' cause new correlations to appear in the mean equations which 
become quite complex. The use of a mass-weighted averaging (Favre procedure) 
provides a more compact form of the mean equations which remain similar to the 
Reynolds form with uniform density. 
In most of the turbomachinery applications of advanced Computational Fluid 
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Dynamics methods, presented till now, a Reynolds time-averaging is employed and 
the terms involving the density fluctuations are neglected from the mean equations. 
The same practice is followed in the present study where a Reynolds averaging is 
utilized and the neglect of the density fluctuations gives rise to a tidy form of the 
mean flow equations which is similar to the equations describing incompressible 
flow. Another reason for the above mentioned assumption is the development of a 
compressible flow model from an incompressible one used in the previous work by 
Lapworth (1987). 
The replacement of the dependent variables with their time averages plus 
their fluctuations according to relation (2.3.3) in the Navier-Stokes equations and the 
time averaging of each of these equations using the above mentioned assumptions, 
produces the Reynolds form of the governing equations which are as follows: 
Mass conservation: 
ä+ý =o j 
Momentum conservation: 
(2.3.8) 
a(pui) 
+ 
a(puiuj) 
__ap+a/tjj-pU iUj 
)+ pi (2.3.9) 
at axj axi ax jt 
where: 
Ti _µ 
aI1 
j+ 
171 
_2a j' 
aLlk 
j aX j aXi 3 aXx 
Scalar conservation: 
a(pD) + 
acP`ýjýý 
=ar ai 
-Püs 
at aX j- aX jm axi j+ý 
(2.3.10) 
(2.3.11) 
In the subsequent expressions,. the overbar will be neglected from the time- 
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averaged flow parameters. 
The above Reynolds equations governing now the conservation of time- 
averaged quantities, are very similar to those governing the conservation of the 
instantaneous variables with the only difference the appearance in the momentum 
equations of the apparent stress -pu; 'uu' gradients due to the transport of momentum 
by turbulent fluctuations, called Reynolds stresses, and the apparent turbulent heat- 
flux components -pu; '4' arising in the Reynolds scalar equation. 
These statistical terms are new unknowns and thus the Reynolds equations 
cannot be solved in the above form. Consequently additional relations and 
assumptions are required to relate the new turbulent quantities with the mean flow 
local features. A remedy to this "closure" problem is most usually achieved through 
the use of appropriate turbulence modelling. 
2.4 Turbulence modelling 
The most commonly used way of turbulence models classification is the one 
based on the number of differential equations solved in addition to the mean flow 
equations, Nallasamy (1987): 
(i) 
(ll) 
(ý) 
(iV) 
(V) 
Zero equation models. 
One equation models. 
Two equation models. 
Stress equation models. 
Algebraic stress models. 
Most of the models, (i)-(iii), use the Boussinesq eddy viscosity concept based 
on the assumption that the Reynolds stresses and the turbulent scalar fluxes follow 
the same type of stress-strain relation as the laminar flow: 
(2.4.1) _PU . 
77J = µT 
aXjj 
+ 
äj 3 sij 
aXx 
+ pUkUk 
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-puTPI =Pm2 where 
j 
µT 
QT'. O 
where µT is the turbulent or eddy viscosity which is defined through the turbulence 
model and or 4T is the turbulent Prandtl number for the transport of scalar -1P. The 
term -2/3pbiju'ku'k can be assumed as an extra normal pressure due to turbulence. 
One of the great advantages, of this assumption is that the turbulent equations obtain 
the same form as the laminar equations having the molecular viscosity IA replaced 
by an effective viscosity µcff=µ+uT and the diffusion coefficient rt by an effective 
diffusion coefficiect rt, =r. +r+T and allows the use of the same solution 
procedure. 
The zero-equation or algebraic models are the simplest ones and calculate the 
turbulent viscosity using an algebraic expression.; The * first turbulence model 
proposed, the Prandtl's mixing length hypothesis, , Prandtl (1925), for two- 
dimensional thin shear layer flows, relates the eddy viscosity distribution to the mean 
strain öulay: 4 
PT =P Imt'TT (2.4.2) 
where lm is an empirically user-prescribed "mixing length" which can be viewed as 
a transverse distance over which particles maintain their original momentum; and 
UT is a velocity scale of turbulence given by: 
UT =1ml 
au l ay 
(2.4.3) 
The main disadvantage of the model is that the evaluation of the mixing length 
becomes difficult especially in three-dimensional flows since in most of the cases a 
boundary layer thickness needs to be defined. The mixing length models assume that 
the flow is in local equilibrium with the mean flow field. The history and the 
transport effects of turbulence are not taken into account. 
Another algebraic model which is widely used, is the Baldwin and Lomax 
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(1978) turbulence model. This model defines a two-layer eddy viscosity distribution. 
The length scale's distribution is calculated using the vorticity values and thus the 
boundary layer thickness is not required. Despite their drawbacks, the algebraic 
turbulence models are used by many researchers mainly because of their simplicity 
and computational economy. 
The one equation model usually requires the solution of a transport equation 
for the turbulent kinetic energy k which is derived from the Navier-Stokes equations. 
In this way the transport properties of the turbulence are taken into account. The 
velocity scale uT of the turbulent motion is then given by: 
1 
t Lp - Cµa fk 
(2.4.4) 
where C. is a constant value; and, the length scale is determined through a mixing 
length distribution assumption which is empirical and flow dependent. The one 
equation models are not very popular since they do not perform much better than the 
zero equation models despite the extra required computational effort. 
The two equation models are the models which are widely used in 
engineering calculations. Additionally to the transport equation for the velocity scale 
as the turbulent kinetic energy is, an additional differential equation is solved for the 
calculation of a length scale. A very popular two-equation model is the k-E 
turbulence model in which the second partial differential equation is derived for the 
transport of the rate of dissipation of turbulence energy e, Launder and Spalding 
(1974). The k-E model is a more realistic model than the algebraic models since the 
non-equilibrium and the transport properties of turbulence are simulated and there 
is no more need for a mixing length distribution definition. The standard k-e model 
has been modified by researchers to include effects of streamline-curvature, rotation, 
buoyancy, low-Reynolds-number and near-wall effects on the turbulence structure 
and has been used widely for the flow prediction in turbomachinery configurations. 
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The major practical drawback of the two-equation models is the assumption 
of the validity of Boussinesq's approximation on which these models rely. In the 
two-equation models the individual Reynold's stresses -pu'; u'j are related to only one 
velocity scale k'n where in actual flows the scales may develop differently in each 
direction. The different development of the individual stresses can be considered by 
introducing transport equations for each -pu ü, Launder et al (1975). The exact 
form of these equations may be derived but the closure problem is now referring to 
the simulation of the higher order fluctuating components correlations. An additional 
equation for the dissipation rate of turbulence energy is solved to provide 
information about the length scale distribution. These models are called "Reynolds 
stress" models and seem to be the most advanced turbulence models with better 
chances of giving more satisfactory answers than the other models for the unsolved 
problem of turbulence if the time averaging of the Navier-Stokes equations 
philosophy is to be retained as the core of the solution methodology. The main 
disadvantage of the Reynolds-stress models is that they are very "expensive" in 
terms of computational effort because of the requirement to solve differential 
transport equations for each of the Reynolds stresses. 
If the diffusion and convection terms in the equation for -pu'iu j are 
substituted by certain model approximations, then the equations become algebraic 
and contain the production terms appearing in the Reynolds stress equations. These 
turbulence models are called Algebraic Stress Models and they are mainly eddy 
viscosity formulations where beyond the solution of the transport equations for k and 
e, an algebraic system of equations needs to be solved additionally to yield values 
for the Reynolds stresses. These models are appropriate whenever the transport of 
-pu'; u'j is not important but on the other hand the effects of non-isotropic fields, 
body force and wall damping on the flow pattern can be incorporated in the source 
terms of the algebraic system. Representative Algebraic Stress Models have been 
proposed by Launder and Ying (1973) and by Demuren and Rodi (1984). 
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In the area of the turbulent flow prediction in turbomachinery applications, 
the way forward insofar as the selection of the appropriate turbulence model is 
concerned, is still not clear since there are different trends and different research 
groups use different models in their methods. In general, the two main competitors 
are the algebraic or zero equation models and the two-equation k-e based models 
modified appropriately to incorporate the effect of rotation and curvature on the 
turbulence structure. Moore and Moore (1980b), use a mixing length model. The 
most popular zero equation model is the Baldwin-Lomax (1978) two-layer model, 
which has been widely used by several researchers, Dawes (1986), Davis et al 
(1988), and is currently assumed to be the industrial model because of its simplicity 
and computational economy. The two-equation k-e model has been extensively used 
in other fluid engineering applications, during the last two decades, but only recently 
has its use been established in the area of three-dimensional turbomachinery flow 
predictions. Rhie et al (1984) used the k-e model with an explicit modification of the 
turbulence generation term to include the effects of the streamline curvature and 
rotation on the turbulence structure. The two-equation k-e model with a low- 
Reynolds-number modification was used by Hah et al (1990) for the flow prediction 
in a transonic compressor. Hah (1984) used an algebraic stress model modified for 
the effects of streamline curvature and rotation. 
In the present study the two-equation k-e turbulence model, Launder and 
Spalding (1974), suitably adjusted to include the effects of rotation and streamline 
curvature in the case of three-dimensional rotating centrifugal impeller passages, is 
selected in order to pursue the realistic simulation of the turbulence effects on the 
mean flow characteristics. 
2.5 The two-equation k-e model 
The form of the standard k-e turbulence model which is adopted in the 
present work is that of Launder and Spalding (1974) but modified to account 
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empirically for the effects of the streamline curvature and the rotation, on the local 
turbulence. 
In the k-e model the turbulent viscosity is given by the formula: 
k2 
µT=PCµ C 
where k is the kinetic energy of turbulence defined as: 
k= 2vk k 
and e is the dissipation rate of the turbulence energy defined as: 
_. 
ý auTi E" 
P aXj aXj 
(2.5.1) 
(2.5.2) 
(2.5.3) 
At high Reynolds numbers the transport of the turbulent kinetic energy k and of the 
dissipation rate of the turbulence energy e, are governed by the following equations: 
a(p ujk) a µT ak 
+ Gk - pe + Gc aXj aXj ak aXj 
a(puje) a µT ae + Ecc- ce +c aXj = aXj oeaXj xýýx ZP ý) 
where Gk is the generation rate of turbulence obtained by: 
_ 
aUi aUk aUi 
Gk IT aXk + ax, aXx 
(2.5.4) 
(2.5.5) 
(2.5.6) 
The constants appearing in the equations obtain the values given in the 
following table: 
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Cµ C1 C2 Qk Qa 
0.09 1.44 1.92 1.0 1.3 
The term G. is given by a semi-empirical relation which is calculated 
explicitly during the numerical procedure and is used to take into account the effects 
of streamline curvature and rotation on the turbulence structure and will be discussed 
in Section 7.4. 
2.6 Turbulent flow near the walls 
In the near-wall regions the local Reynolds number of turbulence is small 
enough and the viscous phenomena become dominant. In a numerical solution 
procedure the proper resolution of the wall layer requires a substantially fine grid 
near the wall which increases the computational time significantly. Thus, most of the 
computational schemes tend to avoid the problem by utilizing the "wall-function" 
approach to bridge the whole of the wall layer to the fully turbulent region taking 
advantage of the Couette-flow behaviour which the fluid exhibits close to the wall. 
According to Bradshaw (1978), within the linear sublayer (y+ S3) of a 
turbulent boundary layer, there is purely viscous flow described by: 
u«= y" 
where: 
(2.6.1) 
u'=E. Y`= 
P21pan 
= 
F-L; 
(2.6.2) 
Ur µý- 
ön is the normal distance from the wall and Up is the velocity parallel to the wall. 
In the fully turbulent region, y' z 50, the velocity is assumed to follow a 
logarithmic law: 
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u' =1 1n(Ey`) (2.6.3) 
where K is von Karman's constant equal to 0.41 and E is a function of the wall 
roughness, found equal to 9.0 for a smooth wall. 
The buffer layer which exists between the linear sublayer and the log-law 
region, where there is a smooth change of the velocity profiles, is ignored in 
engineering computations. If continuity is to be retained in the values of u+, the 
transition point is found to be at y+ = 11.5 . 
The above relations based on a velocity profile assumption in the near-wall 
layer, are used to provide a shear stress r., which is used in the descritized Navier- 
Stokes equations to define a wall diffusion flux. The definition of the friction 
velocityuT yields: 
zW = puT (2.6.4) 
In the k-e model the shear stress r,, can be calculated explicitly assuming that 
in the wall-layer the total shear stress is uniform and that the generation and 
dissipation of the turbulence kinetic energy are in balance (equilibrium). The friction 
velocity is then linked to the turbulence kinetic energy through the following 
expression: 
uT=ký (2.6.5) 
The substitution of the equations (2.6.5) and (2.6.2) into the definition of u+ and y+ 
yields: 
1 
U' = 
P(UpCµ Vk 
TV 
(2.6.6) 
Replacing the u+ and y+ into the law of the wall expressions, the following relations 
for calculating the shear stress are obtained: 
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y" = 
TM 
1 
P Cµ4fk ö11 
µ UP 
on 
(2.6.7) 
if y'<11.5 (2.6.8) 
TM = 
1 
KCµ4pUD 
1n`ECµ 4 Vkp 3n/µ 
if y'Z11.5 (2.6.9) 
Hence, the shear stress on the wall can be calculated through the values of 
the flow variables at the grid node next to the wall. 
The application of the wall functions in the current Computational Fluid 
Dynamics methods reduces the computational effort required to incorporate the wall 
effects on the turbulent flow but its validity in three-dimensional flows with 
curvature and rotation is doubtful or at least insufficient for the accurate 
representation of the tip leakage flows. Another shortcoming of the wall function 
approach, as it is used with the standard k-e model, is that it is valid only in the 
fully turbulent flow region and cannot be valid through the laminar and transitional 
regions. Many researchers have extended the k-c model including additional terms 
in the transport equations for k and a to maintain the low Reynolds number and the 
near-wall damping effects on the near-wall turbulence in place of the wall functions. 
An extended review of Low-Reynolds-Number turbulence models may be found in 
the paper by Schreurer et al (1984). 
In the, present study, the wall function approach in a general form for 
complex geometries has been fully adopted since the Computer resources were 
limited especially at the outset of the research programme. 
2.7 Grid system - Form of the governing equations 
The flow in the vicinity of a solid wall is very critical and determines the 
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flow features through the entire flow domain. There are severe gradients of most of 
the flow parameters especially when the flow is turbulent and in many engineering 
applications, global parameters such as the heat transfer coefficient of a turbine 
blade surface, the drag coefficient of a cascade airfoil section etc., are highly 
dependent on the flow features in the near wall region. Thus, an accurate 
representation of the boundary conditions in these areas are of high importance for 
any numerical method which attempts to predict the flow. An irregularly shaped 
flow domain which is commonly encountered in most practical applications renders 
the above representation even more difficult. When standard finite difference 
techniques are implemented to solve the flow conservation equations in a Cartesian 
system the irregular boundary is approximated through a stepwise representation in 
which the boundary conditions cannot be represented accurately. 
This problem is overcome, by using the so called "Boundary Fitted 
Coordinates" (BFC) approach in which the boundaries coincide with lines of a 
structured mesh which covers the irregular domain. This method retains all the 
simplicity of the finite difference methods and additionally takes into account the 
constraints caused by the irregular shape of the boundary insofar as the accurate 
description of the boundary conditions is concerned. 
There are two types of Boundary Fitted Coordinates: orthogonal and 
generalised. A BFC system is orthogonal, when the angle between the tangents to 
the coordinate lines is equal to 90°. The term "generalised" or "general" is used 
when the angle between the tangents to the coordinate lines is arbitrary. There is a 
special category of general BFC where the grid lines are perpendicular only on the 
boundaries of the flow domain. 
In the present study, a general system of Boundary Fitted Coordinates is 
employed since the generation of orthogonal grids is difficult in highly irregular 
shapes and especially in the three-dimensional space. 
Since the Boundary Fitted Coordinate approach has been adopted, a 
transformation of the equations from the "physical space" to an "imaginary" or 
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"computational space" is necessary. Demirdzic (1982) has conducted an extensive 
study of the possible forms of the governing differential equations when a general, 
non-orthogonal coordinate system is used. One of the most important factors 
influencing the choice of the form of the governing equations is the degree of their 
"conservative" property. Depending on the way the divergence operator is expressed 
in a generalised coordinate system, the governing equations can have either a "weak 
conservation" form if some of the terms are not under the differential operator, or 
a "strong conservation" form if all the terms arising from the divergence operator 
are under differential operators. The "strong conservation" form guarantees overall 
conservation of the transported quantity since when the differential equations are 
integrated over a finite number of control volumes, the resulting fluxes will cancel 
in pairs at all interior control volume faces and only the boundary fluxes remain. In 
a "weak conservation" form the integration of the governing equations causes 
remained undifferentiated terms so that overall conservation is not guaranteed. In the 
case of the momentum equation, which describes the conservation of a vector 
quantity, the velocity components are conserved only if the direction of resolution 
is spatially constant. When the directions of resolution vary in space then in the 
transformed equations for the velocity components, undifferentiated terms will 
appear and these equations are said to be of a "semi-strong" conservation form. 
The "strong conservation" form of the transformed equations is therefore 
adopted in the present study. The simplest form of the governing generalised 
equations results when vector and tensor components are referred to a fixed base. 
A very straightforward choice is to use orthogonal, Cartesian base vectors, in which 
case there is no difference between covariant and contravariant velocity components. 
In this case the unknown quantities in the momentum equations are the Cartesian 
velocity components and the form of the generalised equation is called "semi- 
Cartesian". The implementation of the boundary conditions is also easier in the case 
of Cartesian velocity components. A problem arising immediately is that the velocity 
components do not follow the local coordinate directions, and decoupling between 
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the pressure and the velocity fields and pressure oscillations may occur when 
standard numerical solution techniques are used, Rhie and Chow (1983). The 
arrangement of the variables' location on the general grid and manner in which the 
pressure equation is derived are crucial for the numerical solution of such an 
equations' set form and will be discussed in the next chapter. In the next section the 
derivation of the equations in the general system will be presented and the final form 
of the governing equations will be given. 
2.8 Transformation of the basic equations 
For the expression of the general transport law 2.2.11 from the Cartesian 
physical space (x, y, z) to the computational space (E, ' ), where t, 77 and r are new 
independent local variables in the generalised boundary fitted coordinate system, a 
transformation t=t(x, y, z), rt=t (x, y, z) and r=r(x, y, z) has to be implemented in 
both a one-to-one and onto fashion. 
If x is a grid point in the Cartesian system, then Ax is the corresponding 
point in the computational coordinate system ( ,, j, r), where Q is the transformation 
matrix given by: 
B= 
xE yE zt 
xn 3'n zn 
xr yt zc 
(2.8.1) 
One important parameter for the transformation is the Jacobian J which is the 
determinant of the matrix A and is given by: 
J= xE (Ynzr-znYC) -YE (xnzr-znxC) +zE (xnyC-ynxt) (2.8.2) 
The Jacobian at each point expresses the ratio of the control cell's volume in the 
physical to the corresponding volume in the computational space and must obtain no- 
zero positive values for a transformation without any singularities. 
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The inverse transformation from the curvilinear to the Cartesian coordinate 
system is determined via an analogous matrix Q: 
Q= 
Ex lix cx 
y TI 
Cy 
Ez Is Cz 
(2.8.3) 
The points A(Ax) and x must coincide for all grid points x in the Cartesian 
system. Thus the following expression is valid: 
where I is the unit matrix and: 
(2.8.4) 
(2.8.5) 
This relation is used to yield a series of relationships between the 
coordinate transformation components: 
tX=J-1(YqZZ-ZqYC) 'qX J-1 (ZE3'c-YZr) , rX=J-1(YEzn-z(ylq) 
(2.8.6) 
ty=J-1 (XtZ, -ZCX, i) tly-J-1(XEZC-zgXi) . 
Cy=J-1(7., zE-z,, Xt) (2.8.7) 
tz=J-1(XqYt-YqX=) 1lz=J-1 (XCYI-YrXE) , rE=J-1(XEY,, -Y(Xn) 
(2.8.8) 
The metrics xt, yt ... etc can be approximated using an appropriate finite 
difference scheme utilizing the coordinates of the corresponding points in the 
physical and in the computational space. The metrics 
evaluated using the above relations. 
t,,, ... etc are then 
For the transformation of the partial derivatives a/ax;, the chain rule is 
employed in a fully conservative form, Lapworth (1987): 
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ao =1 a(`'txto) + a(Jqxto) + 
a(JZx: 0) 
(2.8.9) 
axi i at an ac 
This form of the chain rule is necessary for the generalised flow equations to obtain 
the same "strong conservation" law form as the Cartesian flow equations. 
The velocity components U, V and W which are used in the generalised 
system when transforming the flow conservation equations, are related to the 
Cartesian ones, u, v and w, by: 
U=JRXu+tyv+t. w) (2.8.10) 
V= J(, qxu + qyv + -Q. w) (2.8.11) 
W=J(ZXu+Cyv+(. w) (2.8.12) 
or in a compact form: 
Us =J aXtj uj 
(2.8.13) 
where there is a summation over the repeated index j. 
The components U, V and W have an important physical meaning. In fact 
U/ t. +E,, +Zz is the velocity component normal to the constant t planes in the 
physical space, V/ nx +rýr2+qz is the velocity component normal to the constant 
'j planes and W/ Wx + r-r +. 2 is the velocity component normal to the constant 
r surfaces. In other words U, V and W are the contravariant velocity components 
scaled by the Jacobian of the transformation. 
The Cartesian velocity components may be expressed by the inverse relations: 
u= J-1(xEU + xqV + xrW) (2.8.14) 
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v=J'1(YjU+Y, jV+YCW) 
(2.8.15) 
w= J'1(zEU + zlV + zCW) , 
(2.8.16) 
The application of the above transformation relations onto the general 
transport equation for the scalar quantity 4 provides the transport equation in the 
generalised coordinate system. 
Convection term 
The convection term of the general transport equation for the scalar 4 in a 
Cartesian system has the form: 
a(PuA) 
= a(Pud)) + a( PVC + a(Pw,, O) ax i ax ay a2 
(2.8.17) 
The expression of the derivatives in this relation according to the conservative chain 
rule, equation (2.8.9), results ' after rearranging in the final convection term form in 
the general system: 
a(P_ 1 acpUjýý __ 
1 acPrrfl 
+1 acpM +i a(PWO) ax ji atj J at . 'T all J ac 
(2.8.18) 
Diffusion Term 
If the chain rule expressions are used twice for the transformation of the 
diffusion term, the resulting diffusion term in the generalised coordinate system 
obtains the following form: 
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lý C140 - 12 aý 13 aý aX j äX -J 
äý [ `'i'mý9 aý +9 ýn +9 ar 
ýý 
+J all 
j si aý +gsa 
ý 
+gss r 
a4D 
IJ 
+ 3[Jr. (g31 aO +g32 aý + 33 aý s ac 
)] 
where the metric components g are given by the relation: 
sjý = 
aEf Ej 
aXk aXk 
where there is a summation over the repeated index k, e. g.: 
(2.8.19) . 
(2.8.20) 
921 = 
(K2 4K1 *+ N2 Lcl + 
N2 Lýl 
+ 4yý + 912 aXl aXl aX2 aX2 aX3 aX3 
(2.8.21) 
Finally, in a compact form, the transformed diffusion term may be expressed as: 
äx 
r, äx 
Jär, Jyjk äO jjjx 
t 
where there is a summation over both the j-and k indices. 
General eauadon 
(2.8.22) 
Eventually the transformation of the general transport equation to the 
curvilinear coordinate system may be expressed as follows: 
aipUjý) _a (Jr. + J"S (2.8.23) 
(3j tk ý 
where the term S, (E,,,, r) is the transformed source term obtained by applying the 
chain rules for the transformation of the Cartesian derivatives appearing in the 
source term S+(x, y, z). 
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Equation (2.8.23) retains the same fully conservative form as the general 
Cartesian transport equation and consequently the numerical solution procedure used 
for the Cartesian form of the equations can be directly implemented to the 
generalised equations. In addition, the common general form of all the transport 
equations, facilitates the application of the same solution method for all these flow 
equations. The Cartesian velocity components u, v and w are retained as unknowns 
in the transformed momentum equations (semi-Cartesian form). However, the fluxes 
are calculated by using the contravariant velocity components U, V and W. 
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CHAPTER 3 
Numerical Solution 
3.1 Introduction 
In this chapter, the details and the sequence of the numerical procedure steps 
which are followed for the solution of the system of the governing partial 
differential equations, are presented. 
The full form of the governing equations is provided in order to facilitate the 
description of the discretisation practices which are utilized. 
Firstly the flow domain is covered with a structured grid and the general 
equations are integrated over each control volume, which is constructed on the 
computational grid, and become algebraic by using certain assumptions concerning 
the local spatial variation of the various parameters involved. 
The numerical differencing schemes used for the discretisation of the 
convective, the diffusive and the source terms and their properties are then 
discussed. 
The main characteristic of the solution procedure of the current method is the 
use of the continuity equation to derive an equation for the approximation of the 
pressure field. The mathematical details of the implementation of a calculation 
procedure for a pressure field which ensures the satisfaction of both the continuity 
and the momentum equations, the associated difficulties and the remedies which are 
proposed are explained. 
Eventually, the general relaxation methodology is described and discussed. 
3.2 Expanded form of the governing equations 
The compact form of the governing equations can be rewritten as follows: 
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1 a(pu 
J atj 
) 
=o 
1a PUjui - J(µ+µz, )gjkaui J azj azx 
i cl 
J at j 
PUjID - JPogjk äOk = S. 
= 
933 är )] - 
Each of these equations will now be expressed in its expanded form, which 
will constitute the starting point in the discretisation procedure which follows. 
Continuity equation 
a(pu) + a(pV) + a(pW) =o at all ac 
(3.2.1) 
(3.2.3) 
(3.2.4) 
where U, V and W are related to the contravariant velocity components and are 
defined through the relations (2.8.13): 
Ui =J aXi Uk 
k 
Momentum equations 
- momentum 
at 
f 
pUu - J(µ+µT) 
(gii ý+ gia 
ý+ 
gis ac)] + 
+ý 
fp vu - J( µ+µT) 
(9 21 U+ 
+ 
äZ f 
PWu - ýT(µ+µT)(931 
äý 
+ 
22 öu + 
all 
a32 
öU 
+ 
, all -zF ac 
g23 
aCl 
U 
c 
)J 
+ 
S1 i=1,2,3 (3.2.2) 
(3.2.5) 
(3.2.6) 
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µTý aXp 
auä 
a 
aýx 
- = JFl -ý at tX + 
ý, ýx + 
äý rx) 
+ aý8 
J+ at 
28 auý, Kn ý -3 lp c z. ax. 
v-momentum 
at LpUv - 
J(µ+µT) (gll ý+ g12 an + g13 ac 
)J + 
+ýfp vv - J( µ+µT) 
(gai ý+ g22 
ý+ 
g23 Z 
/J 
+ 
+ ärLpWv - J(µ+µT)(g31 
ý+ 32 öv + 
ý1 g33 ac 
)J 
- (3.2.7) 
+ =JF2 -ýäýty+ 
ýIly+ ýýýy) azs aup at1 + aýsJ(µ µT) axp a ay - 
-2a( 
aum aýn) 
3 2p aýn jX. 
w-momentum 
at 
f 
pUw - J(µ+µT) 
Igil ý+ g12 
ýý 
+ g13 ac 
)1 + 
+ Cl 
LpVw 
- 47(11+117) 
(gai ý+ gaa 
ý+ 
ga3 ac)] + 
+ äý 
f 
pWw - J(µ+µ2. ) 
(g31 8W + g32 
ý+ 
g33 
äý )J 
= (3.2.8) 
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1 = JF3 ý. Lý tz + äý'1Z + äý ZI + aýg J(µ+µT) 
aýaxp auä 
az 
-2a( 
aum Nn ) 3 3p CRn aXm 
Scalar eauadon 
11 
at 
rPý- I"., ýf , ii 
ý+ 
g12 all + 9,13 ac I1+ 
+ 
J. 
Ip V+ý - I'mJýg2i 
aý 
+ g22 
ý+9.23 
ý/J+ 
(3.2.9) 
+Öýr 31 + 32 aO + 33 C30) ýT'S' ac [P . ý9 at aý g an g ac ý@ 
where the metric components gk are defined through the relation (2.8.20), or in an 
expanded form: 
911 =z+ ýy +z 
9 12 = g21 =t xnx+ t ytl y+ 
ý 
zý s 
g13 = 931 = ýx`x + Vy + t. -C, 
922 '11x+1ly2 +ýZ 
933 = Cz + C2 +yz 
923 = g32 =txZx +Il yCy 
+ r1 zrz 
(3.2.10) 
The momentum equations have as unknowns the Cartesian velocity 
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components and are much more complex than the transport equation for a scalar 
containing all the three derivatives of all the three velocity components. The 
transformation also gives rise to three pressure gradients to be present in each of the 
three momentum equations. However, despite the large number of terms appearing, 
the momentum equations have a relatively simple form, and by using certain 
assumptions, exhibit similarity to the equations expressed in the Cartesian system 
and hence, a similar discretisation route can be followed. 
3.3 Discretisation procedure 
3.3.1 Finite Volume integration 
The system of governing equations which has been presented in the previous 
section describes the variation of flow parameters in the continuous space. For the 
numerical solution of this system the continuous information becomes discretised, 
with the density of the discretisation depending on the available computer resources 
in terms of memory, storage and run time requirements. Various methods of 
discretisation for fluid flow problems exist, the most important being the Finite 
Difference (FDM), the Finite Volume (FVM) and the Finite Element Methods 
(FEM). In the current study, a finite volume approach is chosen for the 
discretisation of the flow equations, in which the system of the algebraic equations 
is obtained by integrating the governing differential equations over finite volumes - 
cells, fulfilling, by this means, the requirement for local conservation of the flow 
parameters. Nowadays, finite volume methods are very popular and well established 
for the discretisation of fluid flow problems. With the introduction of appropriate 
transformations in generalised coordinate systems, they are very competitive to finite 
element methods as far as accuracy in the description of external irregular 
geometries is concerned. 
The first step for the implementation of most-current numerical methods is 
the covering of the flow domain with a -grid which implies that the discretised 
information is obtained on characteristic points of this grid whereby the continuous 
49 
information is subsequently calculated through an appropriate interpolation method. 
The most common type of grid which is encountered in three-dimensional flow 
computations using the finite volume method is a structured mesh consisting of a 
network of three families of lines whose intersection nodes are the so-called grid 
nodes, each of which is enclosed by its own hexahedral control volume. In the 
present study, the control volume boundaries are assumed to be located in the middle 
of the distance between adjacent grid nodes. An example of such a grid is illustrated 
in Figure 3. la. The generalised transformation, which was described in the previous 
chapter, expresses the equations hin terms of general coordinates and maps the 
irregular grid in the physical space, as shown in Figure 3. la, into the computational 
space where the grid is regular and in the general case consists of rectangular 
control volumes, as illustrated in Figure 3.1b. 
Figure 3.2 focuses on the control volume surrounding the grid point P. With 
E, W, N, S, F, B are denoted the neighbouring grid points per two in the ,t and 
directions respectively, and with e, w, n, s, f, b the location of the corresponding cell 
faces. With the use of Gauss's theorem: 1 11 
fdivfdV=fffldA (3.3.1) 
vA 
where A is the area of the surface which encloses the volume V and n is the outward 
unit normal vector to that surface, the volume integrals on the left-hand-side of the 
transport equations can be expressed as surface integrals over the six faces of each 
control volume or computational cell: 
f di vf dV = 
ffedffvcLzýffndAffsdA+ffrdAffj, dA 
v A, A A, A, Af Ab 
-4- 
(3.3.2) 
where, eg. f,.,, is the component of f normal to the "w" face of the control volume 
and A,, is the area of that cell fäce. 
The integration of the transport equations (3.2.4) to (3.2.9) over the control volume 
which encloses the grid node P, using the above equation, can be expressed in the 
following form: 
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Xe - Iw + In - Is + It - -rb = 
fS,. dV (333) 
p AV 
where I; are the surface integrals of the terms under the divergence operator on the 
LHS of the transport equations. Each of these terms consists of two parts: the 
convective term P which has the general form pU; uj and the diffusive term V. The 
diffusive term can be split up into two parts: the "orthogonal" or "normal" diffusive 
term I' which includes the terms multiplied by g", in and g33, and the cross 
diffusive I°c term which includes the rest of the diffusion terms due to the non- 
orthogonal intersection of the grid lines. Thus: 
I= Ic + Id = IC + Ido + Idc (3.3.4) 
3.3.2 Discretisation of the metric coefficients 
For the description of the discretisation of each of the I terms appearing in 
equation (3.3.3), it is necessary to evaluate numerically the geometrical quantities 
or metric coefficients which appear in the transport equations and this constitutes 
the topic of the current section. 
The construction of each control volume is performed by using segments of 
straight lines which join the cell vertices. In Figure 3.3a, a two dimensional 
projection of a f=const surface is shown together with graphical illustration of the 
basic geometrical parameters that will be utilized. In the Figure 3.3b the three faces 
e, n and f of a general three-dimensional control volume are depicted along with the 
appropriate notation. The only geometrical information about the grid which enters 
the computations, are the differences of Cartesian coordinates at specific locations 
of the control cell necessary for the definition of involved distances and face areas 
and the magnitude of the cell's volume. These differences in the Cartesian 
coordinates can be expressed as follows: 
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(aXi) e=Xiý Xir (aXi)e-(Xin-Xi. ) 
e laXI/ e(Xit 
-Xib) 
(ÖXi)ý=(Xj. -XjM)n (ÖXj) ý=XjX Xir -(Xi t-Xib) 
(3.3.5) 
i ý6111 rý t 
(aXj) 
f 
(Xi-X j j, r 
(6x1)=x11-x, 
where (öx), t' represents the difference in the Cartesian coordinate x;, where x; 
denotes x, y or z, along the computational coordinate tj at the "e" face of the control 
volume. Similar definitions arise for the rest of the control faces (w, s and b). 
The metric coefficients multiplied by the Jacobian are denoted with c; and 
are discretised in the following manner: 
c1=JýX YnZ{-ZqYr= anac t(aY)^(aZ)t-(Sz)"(aY)rJ= ar1bi 
c? =Jty=XrZlq-ZtXq= a1 t (ax) 
t (az)'I- (az) t (ax)'IJ = 
C3=Jtz=X, lYc-y, 1xt= 1 ar t (ax) ý (by) C- (by) " Ox) Cl = aýa b3 
c1=Jtl x= ZCyt-yj Zr= 1bý t(az)I (ay)i-(ay)E(az)C] = aýac bi 
b22 (3.3.6) c2 =J'Iy=XEzt-z4Xz= aý3C ( (ax) t (az) t- (bz) t OX) t] = WC 
c, =Jýz=xryE-ytxf= aýbZ [cax)t(ay){-(ay) C (8x) Cl ýa 
c1=J( x=yEZý-ZEVý= aý8ý H by) e (äZ) q- (az) e (by) T11 = aEöý 
bi 
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c2 =-Try=xqz(-zqx(= akb, n 
[ (Öx)" (Sz) ý- (6z)11 (öx) E] = ötöý bi 
c, =Jrz=X(y,, -y(x,, = aýöý [ Ox) e (by) (by) e Ox) "I =6k3, q b3 
where 8t, öi, and ör represent the grid spacing in the computational space along the 
coordinates t, q and r respectively. The actual values of St, 8rß and 8r do not affect 
the computation of the flow field and can obtain arbitrary values. It should be noted 
that the nine c; need to be defined at all six control volume faces. The terms b; have 
a significant physical meaning and represent the projection of a constant ti 
characteristic surface of the control volume (eg. a cell face) onto the constant xj 
Cartesian plane. 
The volume of the computational cell in the physical space is given by the 
expression: 
AVP = JPý8ý8118z) p (3.3.7) 
3.3.3 Discretisation of the convective term 
The numerical representation of the convective term of the transport equations 
require the computation of the computational velocities U, V and W on all six cell 
faces. 
Firstly, the continuity equation which contains only convective terms will be 
considered. If eg. the convective term at the "e" face of the cell represents the mass 
flux through this face and is defined as: 
Ie =f pUdA = F1 = (pU8 q6 Z)e=[pJ(ý, u+Eyv+E=y`ii80Z)e 
A, 
-pýblu+b21v+b31"/ 0 
On the "w" cell surface the term F,,, is calculated by using the same formula but 
with the values of u; and b; defined onto this surface. In the other two directions ' 
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and r, the mass fluxes are defined by the following similar expressions: 
F2=pV8t 8ý=p(ubi +vb2 +wb3) (3.3.9) 
F3 =pWatatl =p(ubi +vb2 +wb, ý 
Effectively the continuity equation obtains the following form: 
F19 -F11. Fyn - Faß + F3 f- F3b =0 (3.3.10) 
For the discretisation of the convective terms of the general transport 
equation, a similar procedure is followed. In this case the mean value theorem is 
utilized; eg . 
LPUdA f pUdA 
o 
A, 
e f(pUdA, Fie 
A, 
(3.3.11) 
Subsequently the convective term 1' is estimated by employing the expression: 
Ie =f(p UO) dA = Fieýe 
A, 
Similar expressions are used for the rest of the cell faces: 
IN =f (pU)dA = Fw4> w 
I = 
f(pvcZP)dA 
= F2An 
An 
Is = 
f(pv4)dA 
= F2sOs 
A, 
If = f(pwdA = F'3 At 
(3.3.12) 
(3.3.13) 
At 
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Ib =f (p WO) dA = F3bOb 
AD 
For the calculation of the mass and the convective fluxes through the cell faces, the 
values of the velocity components and the general scalar quantity are required to 
be estimated on these faces by using corresponding values stored at the surrounding 
grid nodes. This estimation is performed by using certain interpolation practices as 
it will be analysed in the following sections. 
3.3.4 Discretisation of the diffusion term 
The diffusion term of the transport equations consists of two parts: the 
"normal" diffusion terms which incorporate the first derivative of 4 in the direction 
normal to the cell faces, and the "cross" diffusion term which contains first 
derivatives of (P in directions "crossing" the cell faces, eg. the normal diffusion term 
of the "e" face is given by the expression: 
Ie° =1 jrý(gll aý 
)CZA 
A* 
and the cross diffusion term is defined as follows: 
Iec = fJr, (g124- +g 13 a1j C 
)dA 
(3.3.14) 
(3.3.15) 
The diffusion term at the "w" face is obtained by using similar expressions. For the 
rest of the faces the diffusion term is divided into the above mentioned two parts by 
using the formulas: 
"n" and "s" faces: 
I do = 
fjrýg22 ao 
/ CIA 
I dc = 
fJI(g21. 
- + (3 .3 . 16 ) 
a 
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"f" and "b" faces: 
Ido = fjro(g33. ý0 ý 
)dA 
7-dc = ftJ1(g31. aý + g32 ý 
The calculation of the first derivatives of 4 "normal" to the cell faces are performed 
by using simple central differencing scheme, eg.: 
4ýp 
(3.3.18) 
For the calculation of the two cross derivatives at each cell face, values of 4) at the 
middle of the cell edges have to be employed, eg: 
ý ýe 
(aýýe 
( 
aý 
ýe 
(aýýe co 
(3.3.19) 
The values (P. 4), and (tr4 b)c which are used in the above approximations, are 
obtained from the nodal values of the neighbouring points, through appropriate 
interpolations as it will be discussed in Section 3.5.4. 
By using the definitions of g'J, c; and b of Sections 3.2 and 3.3.2, the 
discretised and integrated form of the diffusion term is obtained, eg. at the "e" 
control volume face, by: 
do Ie = Ie +IBc = 
fr, Jg11c1A+fr, J(g12- 
CIO 
+g137D dA= 
A" A an äZ 
ý 
" 
(3.3.20) 
r* hil (bz-Op)eh13 
)eh12»fl1 
AV 
)s 
The diffusion terms are approximated in a similar manner at the rest of the cell 
faces. 
The metric coefficients h'j appearing in the above equations are calculated 
through the relations: 
h 11 = bl bl +bä b21 +b3 b3 h 22 = bl bl +b2 b2 +b3 b3 
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h 12 =h 21 = bl bl +bs b2 +b31b3 h 33 = bl bl +b3 b? +b3 b3 (3.3.21) 
h 13 =h 31 = bi bi +bä b2 +b31b33 h 23 =h 32 = bl bl +bi bi +b3 b3 
The metric coefficients b; which are employed for the estimation of the h'j 
coefficients are approximated at each control volume face following the practice 
which was introduced in Section 3.3.2. 
3.3.5 Discretisation of the source term 
The rest of the terms in the transport equations which are not included in the 
convective and diffusive terms, are assumed to constitute the source terms. In a 
finite volume discretisation process, the volume integral of the source term is 
approximated by: 
f s, "av = fs, "&mor6c . S, P'oVP aVp OVp 
(3.3.22) 
where S. p is the value of the source at the node P which represents the whole 
control volume and, AVp is the volume of the control cell which surrounds the node 
P. If the source term S. is a function of the dependent variable 4, then the source 
term is linearised into two distinct parts, Patankar (1980): 
S. = Sö + Sö4 (3.3.23) 
The sign of St" should be always negative to ensure realistic solutions. In the case 
of such a linearisation, the discretisation of the source term is performed according 
to: 
f SDdV =f (sjý + sj', "0)"Jdtdrjdr a (Si'ýp + $oP"Dp)'OVp 
oVp OVp 
(3.3.24) 
The pressure terms in the momentum equations are separated from the source 
term because of their significance in the derivation of the numerical scheme for the 
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calculation of the pressure as it will be discussed in Section 3.6.2. However, these 
terms are integrated in the same manner as the source terms in the discretisation 
process of the momentum equations, eg. of the u-momentum equation: 
ý22-&x +ý nx + äý rx'aýanar -- (pe-pw) (bi) p- (pn-pe) 
(bi) 
P 
- (Pf - pb)(biýP (3.3.25) 
where the coefficients b; are given from the expressions (3.3.6) and approximated 
at the central node P as it was explained in the Section 3.3.2. 
3.4 Solution of the algebraic equations system 
3.4.1 General form of the equations 
The control volume discretisation of all the different terms of the transport 
equation has been presented in the previous sections. If all these discretised terms 
are combined together, then the full discretised form of the transport equation will 
be obtained. The result of this combination is a discrete equation which has the 
typical following form: 
apop =r akok + Sp (3.4.1) 
uk 
where the coefficients ar which are multiplied by the values of the dependent 
variable at the neighbouring "k" mesh points around the grid node P and Sp is the 
explicit part of the discretised source term at P. The term ap is the coefficient of -tP 
and if the linearisation process of the source term is taken into account, a. is 
obtained from the expression: 
ap - Fax - Si (3.4.2) 
In the present study, the coefficients at consist of contributions from the 
convective and "normal" diffusive terms which are approximated numerically as it 
was described in Section 3.3.4. 
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The total number of grid points which are involved in the above discrete 
equation depends on the interpolation scheme which is adopted for the estimation of 
the values of 4) at locations on the cell faces, from the nodal values at points 
surrounding the central point P. The minimum number of grid nodes involved, is 5 
in two-dimensional flows and 7 in three dimensional ones, and that happens when 
the grid is orthogonal and the values at the control volume faces are obtained by 
using linear interpolation. When the grid becomes non-orthogonal, these minimum 
values become 9 and 19 for 2-d and 3-d cases respectively. 
If the grid which is employed in the computations consists of N nodes, then 
a system of N equations of the discrete form of equation (3.4.1) with N unknowns 
is formed with the general form: 
A'& _ 's (3.4.3) 
where A is the matrix of the coefficients which has a special diagonal form, 4 is the 
column matrix containing the unknown values of the dependent variable 4) and S is 
a column matrix which includes the explicitly calculated Sp term of the discrete 
equations. In the present study, the matrix A obtains either a five-diagonal or a 
seven-diagonal form for two- and three-dimensional computations respectively. This 
is due to the fact that only convective and "normal" diffusive terms from the grid 
points linked directly with the central node P, are considered in the LHS of the 
equation (3.4.1) while the cross diffusion terms and the terms arising when higher 
order interpolation practices are followed and involve more grid points, are 
calculated explicitly and are added to the Sp term in the RHS of the discrete 
equation. 
The solution of the system of the algebraic equations (3.4.3) can be 
performed by using various methods. One class of such techniques involve the direct 
inversion of the matrix using any of the several available methods. This type of 
technique is not very popular because it is very expensive in terms of computational 
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effort especially for three-dimensional grids. In addition, the coefficients a, are 
functions of the dependent variable 4) and this non-linear behaviour, especially due 
to the appearance of the convective term, renders the direct methods inefficient and 
the utilization of an appropriate iterative approach is usually required. 
In the flow problems encountered in the present study, there is a dominant 
flow direction and the system of the algebraic equations is solved two-dimensionally 
at each of the cross-stream planes. If the primary flow direction follows the r 
computational coordinate, the equations are solved at each successive t-r plane 
assuming the values of 4ýB and 4ýF known from the solution on the previous plane at 
the current iteration level and from the solution on the next plane obtained at the 
previous iteration respectively. 
At each cross-plane a "Line-By-Line" marching procedure is followed 
whereby a line of constant Z or' is chosen assuming that the Vs along neighbouring 
lines are known from their latest updates. In this case, the general system of 
equations for all grid points is divided into a number of systems, one for each line 
at each cross-flow plane, which obtains a special tri-diagonal form since only two 
neighbouring points with unknown values are considered at each internal grid point 
and the rest of the neighbouring nodes are treated explicitly. An appropriate direct 
method called Tri-Diagonal-Matrix-Algorithm - described in Appendix B- is 
employed to solve the system of algebraic equations at each line. The above 
procedure is followed at each constant r plane for the lines of constant t and 
afterwards is repeated for the lines in the other cross direction 71. A large number 
of traverses is required to obtain exact solutions for the dependent variables but 
since the problem is non-linear and the values of the coefficients are temporary it 
is obviously not important to achieve a convergent solution each time the line-by-line 
process is implemented at each cross-plane. In the present study, the marching is 
implemented just once for all the dependent flow variables. 
Alternative methods can be incorporated in the general computational 
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procedure for the solution of the system of discretised equations, like the method of 
conjugate gradients, Hestens and Stiefel (1952), the method of Stone (1968), etc. 
3.4.2 The use of under-relaxation 
The change in the magnitude of the dependent variables between successive 
iterations should remain relatively small in order to avoid divergence of the solution 
procedure which may occur. In strongly non-linear problems the use of the under- 
relaxation is an appropriate computational tool for the slowing down of these 
changes. In the current approach, the implementation of the under-relaxation 
procedure is performed by using the general discrete equation (3.4.1) which yields: 
E akok + Sp ýp ok 
ap 
which is equivalent to the relation: 
Eak4ýk 
gbp= ýp+ 
ka+, $'P- ýp 
P 
(3.4.4) 
(3.4.5) 
where 4 is the value of the dependent variable 4 atthe point P obtained at the 
previous iteration and the terms in the parentheses represent the change in the 
magnitude of 4p due to the current iteration-This change can be reduced if it is 
multiplied by a factor a which is called under-relaxation factor and obtains values 
between 0 and 1. When a=1 the value of 4ýp is given by the relation (3.4.4) and 
when a=0 the value of -(Dp does not change from iteration to iteration (ýp=4 ). 
With the introduction of the under-relaxation factor a the relation (3.4.5) becomes: 
E axlDx 
op =p+aka+ . S'p - 
4ý p 
p 
(3.4.6) 
and eventually: 
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ap ýp akok + SP + 
laa )apýp 
k 
(3.4.7) 
The under-relaxation factor has an important physical meaning as it is explained by 
Raithby and Doormal (1984) and can be compared to a time marching procedure for 
the computation of a steady state flow field. With the introduction of the E factor 
which is defined as: 
E= 1-a 
a 
the equation (3.4.7) obtains the following form: 
a1 + E)Op =ý 
axox + SP +E 
_1 x 
(3.4.8) 
(3.4.9) 
which is exactly the equation which is obtained if the transient term is retained in 
the general transport equation. Each iteration proceeds through a time step At which 
is proportional to a reference time interval At, i. e.: 
At = E"At' where Ot" = 
Pa VP (3.4.10) 
pa 
which is associated to the required time to convect and diffuse a change of 4 across 
the control volume which surrounds the node P. 
Large values of the under-relaxation factor a and consequently of the E 
factor, is equivalent to large time steps and if a is kept uniform through the whole 
flow field then the time step will differ from one point to another and in general the 
changes in the values of will advance with different speed. Similar interpretations 
and conditions can be derived as far as the stability criteria concern in the case of 
the implementation of an explicit numerical technique for the calculation of 4ý. 
There is no general rule for the selection of the optimum underrelaxation 
factor for each dependent variable 4. The optimum value is estimated through 
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empirical means and trials and depends on the nature and the complexity of the 
problem, the numerical solution methodology which is utilized and the grid spacing. 
3.5 Numerical differencing schemes 
3.5.1 Introduction 
The finite volume discretisation procedure of the transport equations, gives 
rise to convective and diffusive fluxes which need to be calculated at the faces of the 
control volume and involve the estimation of the values of the dependent variables 
at these locations. These values at the cell faces have to be expressed in terms of the 
values at the neighbouring grid points in order that discrete equations of the form 
of equation (3.4.1) to be derived at each grid point for each dependent variable. 
There are a variety of interpolation techniques which are also known as "numerical 
differencing schemes", which can be utilised to calculate the values of the dependent 
variables at the cell faces. Each of these techniques is characterised by different 
features, degree of complexity, degree of accuracy, level of physical interpretation 
and their role is vital both to the accuracy of the obtained solution and to the 
stability of the employed computational solution method. At this point it has to be 
underlined that the field of the interpolation practices especially when the non-linear 
convection term is present, has attracted the interest of many researchers and there 
is a considerable accumulation of research work and contribution on this subject. 
Hence, this section is not aiming to review the current "state of the art" in numerical 
differencing schemes, but tends to provide only the basic principles and the 
formulation of the schemes which are implemented in the current work. Firstly the 
required properties of the numerical schemes are identified, Peric (1985), and 
discussed and afterwards appropriate schemes which are selected for the convective 
term, are described. 
3.5.2 Required properties of the numerical schemes 
Conservative Property: According to Roach (1982), a numerical scheme possesses 
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the conservative property "if it preserves certain integral conservation relations of 
the continuum equation". It is essential for a solution methodology to conserve the 
flow quantities which follow conservation laws such as the mass, the momentum, 
the energy etc. When a finite volume approach is used, all the inner fluxes through 
common faces of neighbouring control volumes should cancel thus providing the 
discrete integral equation for the global conservation for the whole flow domain. 
This can only be accomplished if the flux through any control volume face is 
discretised in a unique fashion for the two adjacent cells. 
Boundedness: When a value of a dependent variable at a grid node is affected by 
the conditions at the surrounding grid points only through convection and diffusion, 
then an increase in the value at this point should cause an increase at the 
neighbouring points, assuming that the other conditions remain unchanged. That 
means that the values of a transported quantity 4 in the interior of a flow domain 
will be between the minimum and the maximum of 4 encountered at the domain's 
boundaries, in the absence of any sources. In order that the above physical 
requirements to be satisfied, all the coefficients a; which appear in the discrete 
transport equation (3.4.1) should maintain the same sign, Patankar (1980). In general 
the boundedness criterion is not satisfied in a straightforward manner by most of the 
available differencing schemes and a failure to do so produces "wiggles" or 
"overshoots" under certain circumstances. 
Transportive property: A numerical scheme possesses the transportive property if 
the effect of a perturbation in a transport property is advected only in the direction 
of the velocity, Roach (1982). The numerical scheme should account for the 
important physical phenomenon where for high speed flows the changes at a node 
will have very weak or no influence on upstream regions while will have a 
significant impact on the downstream regions. If the fluid is stagnant the influence 
should be equal to all directions. When the transport equations do not satisfy this 
property which is called transportiveness criterion accounting for the above 
mentioned features, then unrealistic results are produced from the numerical method. 
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3.5.3 Differencing schemes for the convective term 
The discretisation of the convective fluxes have been described in Section 
3.3.3. Hereafter, methods which are used in order to express the required value of 
the dependent variable 4 at locations on the cell faces (i. e., the term -% of the 
relation (3.3.12)), are briefly described below. 
Central Differencine Scheme 
The simplest interpolation practice for the calculation of the value I at the 
"e" control volume boundary, is to extract this value from a linear interpolation 
between the values of the bracketing nodes P and E, Figure 3.4a: 
0e = 0SfP + 0ý1-fp) (3.5.1) 
where fft is an interpolation factor associated with the node P and the t direction 
and is defined as: 
(3.5.2) 
where the overbar denotes distance. The interpolation coefficients fp' and fpt are 
defined in an analogous manner. As mentioned previously, the a; coefficients consist 
of convective and normal diffusive contributions a; and ado: 
aj = ai + ado (3.5.3) 
The convective contributions a; ° in the case of a central differencing scheme, 
are defined as follows: 
a$ = -F1efP aw = +Flýl - fwý 
CP 
ax = 'Finf P 
C d s- +F2ý1 - fs) (3.5.4) 
cc aF =- -Fjrfpt aB = +F341 - fBý 
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aP =E ak k=E, W, N, S, F, B 
k 
From the above relations it can be observed that some of the a; ° coefficients 
are always negative and if the flow is convection dominated then the whole 
corresponding a, coefficients become negative. In this case unbounded solutions are 
possible and this is because at high Peclet numbers (Peclet number Pe is an 
expression of the local Reynolds number based on the local grid size) the 
transportive property is not satisfied by employing unphysically downstream 
influence in the original formulation of the differencing scheme. For small Pe 
numbers the central differencing scheme is stable and accurate, Patankar (1980). In 
terms of Taylor series truncation error analysis, the central differencing provides a 
second order accurate scheme. 
Uvwind Dffferencine Scheme: 
In the upwind differencing scheme the value of the transported property 4 at 
the cell face "e" is regarded to be equal to the value of 4 at the upstream grid point 
of the same local coordinate direction, Figure 3.4b: 
4D a=I 
IDp if Flo >0 
ID$ if Flo <0 
(3.5.5) 
The convective contributions af to the total a; coefficients are given by the following 
relations: 
a$ = max (0, -Fie) 
am = max (0, -F2n) 
ap = max (0, -F3t) 
aw = max (0, Fiw) 
as = max (O, F28) 
aB = max (0, Fab) 
(3.5.6) 
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CC 
ap =ý ak 
k 
k= E, W, N, S, F, B 
All the above coefficients are positive and, unless there is a strong negative 
contribution, this guarantees the boundedness of the numerical solution. In the 
upwind scheme, there is full consideration of the transportive property. The 
truncation error analysis neglects the term incorporating the second derivative of 't 
and hence the scheme is first order accurate and it suffers from excessive numerical 
diffusion. Especially when the flow direction is oblique to the grid lines and there 
is a strong gradient of 4 in the cross-flow direction, then the upwind scheme 
introduces significant numerical smearing or numerical diffusion in high Pe number 
regions, Leschziner (1980), whose results are equivalent to those from the presence 
of an unphysical diffusion process. This "false" diffusion is maximum when the 
angle between the flow direction and the grid lines is 45°. However, this numerical 
diffusion offers to the flow prediction computer codes the favourable advantage of 
stability. Remedies to this problems can be found by resorting to either grid 
refinement which reduces the Peclet number or grid lines' alignment with the flow 
direction. 
Quadratic Unwind Numerical Scheme, 
The Quadratic Upwind differencing scheme was suggested by Leonard (1979) 
and is well-known as the QUICK scheme. The value of the dependent variable 4' at 
the control volume boundary "e" is determined assuming a variation according to 
a quadratic parabolic function which passes through the points E and P from both 
sides of "e" and from the upstream point W or EE according to the direction which 
the flow follows (Figure 3.4c). The formulas which describe the values -% are more 
cumbersome than those for the previous schemes and are as follows: 
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ýB = 01110B + Qlä0w + (1-Qli-Qli) Iýp 
ýe = Q210 p+ 
Q202 4D BE + (1-Q21-Q22) 'DB 
if Flo >0 
if Fle<0 
where the interpolation coefficients Q; j are defined from the relations: 
_ 
Re-tp)'(tg-ty) 
e_ Q11 
(tg-r 
p) -aE-tw 
_ 
ýýe-tp) -RI-ER) 
Qe_ 
12 ap-tW) 'aL'tw) 
Re-U Re-tEE) 
QZ1 
(tS tp) 'aEE tp) 
(ýe-y6ý Re-tp) 
022 e_ = (tEE_tp) 'agE tp` 
(3.5.7) 
(3.5.8) 
These interpolation coefficients are defined at all cell faces. The same 
treatment applies to the "w" control volume boundary yielding similar expressions 
to those obtained for the "e" face by replacing the indices e, E, P, W, EE with the new 
indices w, P, W, WW, E respectively. Similar expressions arise for the rest of the 
control volume faces. For the case of a uniform grid the Q; j coefficients obtain 
constant values equal for all the faces, which are given by: 
Qll -3 014 --1 Q21 
3 
022 -- 
1 
8888 
(3.5.9) 
The convective contributions a; ° to the coefficients a; of the general discrete 
equation (3.4.1) are given by the following expressions: 
a8 =-max (O, Fie) Qli+min (O, F,, ) Q22-min (0, F1e) (1-Q2i-Q22) 
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aw=-max(O, Fla) Q12-min (O, Fiw) Q2i+max(O, Fiw) (1-Qii-Qi2) 
am max (0, F2a)Qll+min(0, F23)Q2? -min(0, F2n) (1-Q2i-Q22) 
as =-max (O, FZn) Qli-min (0, F2s) Q2i+max (O, F2a) (1-Qü-Qi2) 
ap =-max ( 0, F'3r) Qi+min (0, F3b) Qi-min (0, F'3r) (1-Q2i-Q2i ) 
as=-max(0, F'3f)Qli-min(O, F3b)Qi+max(O. F'3b) (1-Qi-Qi) 
The terms aEE , awvv, a aBBc, a, and as° are treated explicitly and their 
contribution is taken into account in the source term of the discrete equation. The 
transportive property is not fully satisfied since weighted downstream influence is 
considered irrespectively of the Peclet number magnitude. The QUICK scheme 
contains negative coefficients a; ` for the downstream nodes, i. e., the term aNa 
becomes negative when the coefficient. F2n is positive and in the case of a uniform 
grid this coefficient would be equal to -(3/8)F2n. In this case if the Peclet number is 
greater than 8/3, the coefficient aE becomes negative. The QUICK scheme is third 
order accurate on uniform grids and provides faster response to grid refinement on 
improving the accuracy of the numerical solution. However, boundedness problems 
may be encountered, Leschziner (1980). 
3.5.4 Differencing scheme for the diffusive term 
The discretisation of the "normal" diffusive term was described in Section 
3.3.4. The "normal" derivatives at the cell faces are approximated by using a second 
order accurate central differencing scheme and considering the equation (3.3.19), 
then the contributions of the normal diffusion terms to the a, coefficients of the 
discrete equation (3.4.1) are defined as follows: 
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do 8c g 
rm 
eh 
il 
AY e a 
do 
w _ 
hl" 
ww 
V 
f 
do 
8N 
do ac s (3.5.11) 
do 
aF 
r, h 22 
AV 
)n 
n 
= 
rm 
t 
hf3 
ov 
ro h22 
v8 
8 
do'_ r* .. 33 aB 
. 
AY b'hb. 
These coefficients are always positive and the satisfaction of the boundedness 
property is left to the convective contributions described in the previous section. 
As it was mentioned in Section 3.4.1, the cross-diffusion terms are treated 
explicitly and are added to the source ° term of the discrete, equation' (3.4.1). 
However, their estimation requires additional interpolations in order to approximate 
quantities such as (%4). which appear in the discrete form of the' cross-diffusion 
terms. In the current work, the most straightforward'approach is employed where 
a double linear interpolation is performed. For example, the terms (4ýo 4), and 
(4 4b)a at the "e" boundary, are evaluated by the expressions: 
(fin-ýs) 
e= 
(fin- 15) 
p(1-fP) + 
(fin-ý8) fP (3.5.12) 
(O 
f-ob) pfp 
where the values f, 4b at the "e" cell face are calculated using a central 
differencing scheme which was described in the previous section, i. e.: 
4D 
n=ONfp+Dp(1-fp) Of =4DFfp+O#-f) 
(3.5.13) 
The differences are defined in a unique manner at each face and hence the scheme 
is conservative. 
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3.5.5 The Hybrid scheme 
As it was described in the previous section, the upwind scheme is 
unconditionally bounded but introduces large amounts of false diffusion. The use of 
higher order schemes, although providing more accurate solutions, is often 
associated with boundedness problems. One of the methods employed as a remedy 
to the above problems, is the expression of the flux at the cell face by blending a 
flux 4 obtained by a less accurate but bounded scheme, with a flux I obtained by 
a more accurate but not always bounded scheme: 
I= IIu + (1-1) lb (3.5.14) 
The hybrid differencing scheme which was introduced by Spalding (1972) 
implements the above principle by blending the convective flux obtained by the 
upwind scheme as the bounded term 'b and the convective flux which is derived 
through a central differencing as the unbounded term L. In diffusion dominated 
flows, when Pe < 2, the coefficient X becomes equal to unity and the central 
differencing scheme is utilised exclusively, while in convection dominated flows, 
when Pe > 2, the coefficient X is given zero value and the convective fluxes are 
estimated by the upwind scheme. 
The coefficients a, of the discrete equation (3.4: 1) are calculated according 
to the following relations: 
a$ = a$°A (ý Pe ýý)+ max (-F1., 0) 
aW =a w°A (( Pe "') )+ max (F,,,,, 0) 
aN = aN°A Pe n+ max ( -F2ß, 0) 
as = adOA( ýPe sý) + max (F2s, 0) 
aF = adOA(1Pef1) + max(-F3f, 0) 
(3.5.15) 
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aB = a8°A ( lPe 'I) + max ( F3b, 0) 
where the coefficients ad° are estimated by using the expressions (3.5.11) and the 
mass fluxes F; from (3.3.8) and (3.3.9). The Peclet number Pe is calculated at each 
face as the ratio of F; and ad i. e.: 
Pe 8= 
Fzs 
rm 
h22 
AV 88 
(3. S. '16) 
The term A( I Pe is a function which for the hybrid scheme is defined as: 
A( lPe l) = maý 0, 
lpel 
2 
) (3.5.17) 
For the upwind scheme, the coefficients a, are directly composed from the normal 
diffusive contribution ado and the convective one a;. By comparing the relations 
which are obtained with the expressions (3.5.6), the function A( I Pe I) is equal to 
unity. 
3.6 The calculation of the pressure field 
3.6.1 The Pressure Correction method 
One of the main features of the current computational method is the 
utilisation of the continuity equation as the basis for establishing the correct pressure 
field through the iterative numerical procedure. The derivation of models which 
employ the continuity equation for the pressure field calculation has attracted the 
interest of many researchers, mainly aiming to predict low speed incompressible 
flows where the pressure affects the density very weakly but its effect on the 
velocity is very strong, and gave rise to the so-called pressure correction methods, 
Caretto et al (1972), Patankar et al (1972), Connell et al (1986), Van Doormaal et 
al (1984). 
The numerical implementation of the available pressure correction methods 
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is closely associated with the relative storage locations of the velocity components 
and pressure values on the computational grid and special attention is required for 
the accomplishment of the correct coupling between the velocity and pressure fields. 
When the coupling is not appropriate, pressure oscillations are produced which are 
unrealistic and this happens especially when all the variables are stored at the same 
grid location. One of the first methods for the calculation of the pressure, is due to 
Harlow and Welch (1965) who first introduced the idea of the staggered grid where 
the location of the velocity components and their control volumes are displaced from 
the grid node to a location between the pressures which act as the driving force for 
the local flow, Figure 3.5 (MAC method). Alternative arrangements of the 
dependent variables on the grid system have been proposed, Rhie and Chow (1983), 
Hirt et al (1974), which contain different degree of complexity in the numerical 
treatment for preventing decoupling problems. 
Several pressure correction strategies have emerged which vary in the way 
of deriving the process for the. pressure field computation. One of the most 
extensively used pressure correction techniques is the SIMPLE algorithm (Semi- 
Implicit-Method-for-Pressure-Linked-Equations) of Caretto et al (1972), Patankar 
and Spalding (1972), which is based on a staggered grid arrangement and the 
iterative approximation of the pressure field through an equation for the pressure 
correction which is derived by combining the discrete continuity and momentum 
equations. The SIMPLE algorithm formed the basis for the development of several 
alternative algorithms with specific improved capabilities, such as SIMPLER 
[Patankar (1980)], SIMPLEC [Van Doormaal and Raithby (1984)], PISO [Issa 
(1982)] etc. 
The pressure correction scheme which is employed in the current study is 
based on the SIMPLE algorithm with suitable adjustments to extent its applicability 
to generalised coordinate systems. In addition, a collocated grid arrangement is 
selected because of its simplicity in terms of computer coding, together with an 
appropriate technique based on the numerical handling of the mass fluxes entering 
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the discretised continuity equation, to prohibit the decoupling between the pressure 
and the velocity fields associated with such a dependent variable arrangement. 
3.6.2 The SIMPLE pressure correction method 
The general discrete equation (3.4.1) is modified slightly in the case of the 
momentum equations by explicitly expressing the pressure terms separating them 
from the source term for the purpose of the following analysis. If the discretisation 
formula (3.3.25) for the pressure term is taken into consideration, the three 
discretised momentum equations obtain the following form: 
ap up = Eakuk + $p - AVF(ýXpE + 'lXpq + CXpt)p k 
ap vp akvk + Sp -A vF(typE +qypq + rrpt) p k 
apwPakwk+Sp - OVý{ýýE +n ZP+J + rýC)p 
(3.6.1) 
The first step of the algorithm is a predictor stage. Assuming a pressure field 
p', which is obtained either from an initial guess or from the previous iteration, the 
solution of the momentum equations (3.6.1) will provide values for the velocity field 
u', v' and w'. From these values the curvilinear velocity components U', V' and W' 
are calculated. These velocity components will not satisfy the discretised continuity 
equation which is expressed through (3.3.10) but a mass source will be produced 
which is practically the error in the satisfaction of the continuity equation: 
mP=Fie-FiM+F'in-FiB+Fsf-F3b (3.6.2) 
The corrector step which follows is aiming towards the elimination of this 
mass source by adjusting appropriately the pressure and thereby the velocity field. 
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For this purpose, corrections u', v', w' and p' are added to the u', v', w' and p' 
values respectively providing the flow field values u, v, w, and p, in order to 
promote the satisfaction of both the continuity and the momentum equations. Hence: 
u= u4 + v' v= Vf + y' W= W« + W' P°p"+pi (3.6.3) 
Both the set of values u, v, w, p and the set u , v', w', p' satisfy the momentum 
equations and their substitution into the expressions (3.6.1) and the consideration of 
the relations (3.6.2), gives rise to three equations which relate each Cartesian 
velocity correction to the pressure correction: 
u//// ap(jp=E akUk-äVýtp9 +ýxp, ý +ZPt k 
ap vp akvk -O VAypE +q pq, + Cpý' p k 
VýEpE + -qp, ', + zPtý p ap Wp akwk -& 
(3.6.4) 
The final solution is not affected if the first term on the RHS of the above 
equations containing the contributions of the velocity corrections of the neighbouring 
nodes, is neglected since the corrections u', v' and w' become equal to zero in the 
converged solution. Consequently, explicit relations between each of the corrections 
u', v', w' and the pressure correction values p' arise whose substitutions in the 
relations (3.6.3) produces the following expressions for the corrected u, v, and w 
velocities: 
u= u+ (B upl +C up; +D upr' 
v= v` + (B Vpý + C°p, /, +D vpt7 
w= w' + (B wpE +C wp+, +D wptý 
where: 
(3.6.5) 
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DVp 
B=X 
au 
Bv= -ý 
A VP 
y ° a P 
Bw= -ý 
"p 
zw 
ap 
C"=-tjx°ýp 
ap 
C°0 
yP 
ap 
C+w ýs 
0 
vp 
ap 
Du = _rX" 
üP 
ap 
D°_ _CYAVp 
ap 
(3.6.6) 
Dw=_rZ"wp 
ap 
The corresponding curvilinear U, V and W values are obtained by substituting the 
relation (3.6.5) into the expressions (3.2.5) : 
U= U' + J(B'iEX+B "Ey+B "'Q P, + J(C "9, +C l.. +C, U pn 
+ J(D t, r+D 
%c+D t, ) Pt 
V= V' + J(B"t1, +B"t1y+B'IIJ Pe + J(C"t1X+C"t1y+C"'tjz)Pq 
+J (D °tl +D "n +D '11, ) Pr 
W= W' + J(B uCY+B VCy+B 'C, ) Pc + J( C ,, ZY+C Z.. +C "'c, ) Pn 
(3.6.7) 
+J (D'C +D V Zy+D wC) pt 
The terms with the underbar are the cross-pressure terms which appear due 
to the non-orthogonality of the grid system. In order to simplify the above 
expressions, the cross-pressure terms are eliminated without affecting the converged 
solution where the pressure correction p' becomes equal to zero. Consequently, 
simplified formulas for U, V and W can be derived: 
U= U' +BpE V= V' + Cpý W= W' +Dpt (3.6.8) 
where: 
B=J(B"tX+Bvtr+B~ýzý 
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C= J(C °tl X+C" rJ y+C Wtl (3.6.9) 
D= J(D UZx +D vZy + DwZE) 
The substitution of the corrected curvilinear velocity components U, V, and 
W into the discretised continuity equation results in a discrete equation for the 
pressure correction p': 
app Ppak Pk - mp 
x 
(3.6.10) 
where mP is the mass imbalance based on the starred curvilinear velocities and is 
given from the relation (3.6.2). 
The coefficients a? are given from the expressions: 
aN = -(pB)e8ý8C/(8ý)e aw = -(pB)w8T18C/(8t)w 
aN = -(pC)naýaý/ca, ý)n as = -(pC)88t8C/(8+j)8 (3.6.11) 
ap =-( pD) f8ta, j/ (az) f af =- 
(pD) 
b8t8ý/ 
(8C) 
b 
af =ag +aW +aN +ag +aF +aB 
The discrete equation (3.6.10) for the pressure correction p' presents a 
similar form to the general discrete equation (3.4.1) and its solution is performed by 
using the same technique which was described in Section 3.4. The solution of 
(3.6.10) provides values for the pressure correction p' which is used to correct the 
pressure and the U, V and W curvilinear velocities. The Cartesian velocity 
components u, v and w are calculated through the general transformation relations 
(2.8.14) to (2.8.16). Although the corrected flow field will satisfy the continuity 
equation, in general will fail to satisfy the momentum equations which need to be 
solved again assuming the corrected pressure values. This procedure is repeated till 
the error in the mass conservation becomes negligible and this implies that the 
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velocities obtained from the solution of the momentum equations satisfy the 
continuity condition as well and ensures the correctness of the computed pressure 
field. 
3.6.3 Non-staggered grid and pressure oscillations 
In the present study, a non-staggered grid arrangement is utilised where all 
the dependent variables are stored at the same grid location - nodal location - and 
the same control volume is used for the finite volume discretisation of the transport 
equations for all the dependent variables. This approach is very convenient because 
it simplifies the computer coding since a great deal of computations need to be 
performed once at each iteration. For example, the convective contributions a; to 
the general coefficients a; are the same for all the dependent variables and also the 
normal diffusive contributions differ only in the definition of the diffusion coefficient 
r}. 
Despite its aforementioned advantages, a straightforward non-staggered 
variable arrangement is associated with an important drawback: the velocity and the 
pressure fields may decouple from each other because the pressure derivative öp/öý; 
at the grid nodes is performed using a 2-Atj difference. Hence, if a "zig-zag" 
pressure field arises during the iterative procedure in the tj direction, the momentum 
equations will not "sense" this pressure oscillation and similar response is expected 
from the pressure correction equation which is formed irrespectively with the actual 
values of the pressure field. 
A remedy to this fundamental problem was proposed by Rhie (1981) and Rhie 
and Chow (1983) who employed a non-staggered grid for the two-dimensional 
computation of the flow past an isolated aerofoil. The main idea of the suggested 
scheme is the calculation of the curvilinear velocities at the cell faces which enter 
the continuity equation through the mass source mp, by using a more complicated 
scheme than the linear interpolation between the nodal values, which senses the 
78 
oscillatory pressure behaviour. The formula which is suggested, i. e. for the "e" cell 
face, is as follows: 
" 
ve=ve+Be aý -pt (3.6.12) 
Similar expressions are proposed for UN , V. 
*, V; , Wr and Wb . The term 
U, ' is obtained by linearly interpolating the values of U' at the grid points P and E. 
The extra term proposed by Rhie and Chow contains the difference of a 1-At 
pressure difference at the cell face "e", Figure 3.6, given by: 
äp Ps - Pp (3.6.13) 
and the interpolated at the face "e" value of a 2-0t pressure differences defined at 
the nodes P and E: 
pi* = flp (PE ) ,g+ 
(1-fl p) 
(PC*), 
where: (PE)S = 
Pss - PP (PA)P = 
PE - PW 
at. +aýBe ate+at" 
(3.6.14) 
When an oscillatory pressure field emerges, the Rhie and Chow term obtains 
a relatively large value which affects eventually the mass source mp through the 
value of U, *. Thus, the pressure correction value at the node P will tend to smooth 
and finally remove the oscillation as the iterative process advances. The Rhie and 
Chow term becomes negligible in smoothly varying pressure fields. 
The Rhie and Chow scheme has been adopted in the present work and has 
been proven to be a very effective and reliable tool for suppressing any unphysical 
pressure oscillation arising due to decoupling between the pressure and velocity 
fields. 
79 
3.7 Solution procedure 
In the previous sections the numerical discretisation procedure of the transport 
equations was presented. With the -implementation of the appropriate boundary 
conditions which will be described in following sections according to the application 
area of the proposed computational model, an effective numerical strategy can be 
now applied in order to iteratively promote the elliptic flow field values effectively 
ensuring the satisfaction of all the governing equations. 
The flow quantities are fixed at the inlet plane and a space marching process 
is implemented at each cross-stream plane form the inlet to the outlet curvilinear 
plane of the flow domain. 
The entire solution algorithm can be outlined as follows: 
1. All the flow parameters are given initial approximate values usually by 
extrapolating the inlet values to the interior of the flow domain. Although the 
converged solution is independent of the initial "guess" for the flow field, a bad 
initial field can cause divergence problems. 
2. The solution procedure begins on the first cross-stream plane after the inlet. 
3. For a given pressure field p' the momentum equations are solved yielding 
values for the Cartesian components ü, v' and w and from the transformation 
relations the values of U', V' and W' are obtained. 
4. The continuity condition is enforced by solving the pressure correction 
equation. The pressure and the velocities are updated accordingly. 
5. If the k-e turbulence model is used, the equations (2.5.4) and (2.5.5) are 
solved and the turbulence viscosity is updated through the relation (2.5.1). 
6. The energy equation is solved in the case of compressible flow computations 
and the static temperature field is obtained through the rothalpy values. The density 
is then calculated through the perfect gas law. 
7. The computational domain is shifted to the next cross-stream plane and the 
sequence from step 3 to step 6 is repeated until the outlet plane has been reached. 
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8. If the outlet station has been reached then the convergence criteria are 
checked. 
9. The one-pass completed through the steps 2 to 8 is repeated until a 
convergent solution is accomplished. 
The solution of the system of the discrete equations for each dependent 
variable, at each cross-plane is carried out using an alternating direction Successive 
Line Under Relaxation method with the use of the Tri-Diagonal-Matrix-Algorithm 
as it was discussed in Section 3.4. 
The solution is supposed to have converged when all the flow variables 
satisfy the condition: 
axOk - SpI < EcOzet 
nx 
(3.7.1) 
where the summation is over all the grid points n, e, is an appropriately small value 
and 4ý,, f is a typical reference value of arising in the flow field, i. e. the value of 
at the inlet. 
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CHAPTER 4 
Numerical grid generation 
4.1 Introduction 
A grid generation method based on the solution of a system of coupled 
elliptic Poisson type equations is implemented for the numerical construction of two- 
dimensional meshes in the irregularly shaped flow passage between adjacent cascade 
blades. The main features of the computational methodology which is utilised, are 
the control of the grid spacing of the first grid line from the blade wall surfaces and 
the enforcement of the angle at which grid lines intersect the blade walls and the 
periodic boundaries to be orthogonal. The method is iterative and has been found to 
be a very reliable tool for generating smooth boundary fitted general grids. 
4.2 Grid generation algorithms 
- Current theoretical model 
In Computational Fluid Dynamics, the generation of appropriate meshes plays 
a critical role in the accurate numerical representation of the flow phenomena under 
consideration. The mesh which is utilised in a flow computation and thereby the 
procedure involved for the generation of this mesh, has to fulfill certain conditions 
as far as the spacing, the orthogonality, the smoothness and the alignment with the 
local flow direction, are concerned. 
A grid generation method should be capable of providing grids which are in 
general non-uniform and concentrated in areas where significant changes in the flow 
variables are expected to occur. A drawback of the non-uniformity of the grid 
spacing is that it causes the employed numerical differencing schemes to lose 
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accuracy in terms of Taylor series truncation error analysis. 
The orthogonality of the grid lines eliminates. the appearance of the cross- 
diffusion terms and it is a desirable feature although difficult and sometimes 
impossible to be achieved. The current flow computational model has the capability 
of handling non-orthogonal meshes and thus the grid generation procedure is not 
required to provide orthogonal meshes. However, the orthogonality of the grid lines 
with the blade wall surfaces is a very attractive feature and facilitates the proper 
definition of the wall boundary conditions. 
A smooth grid is a grid with small relative change in the direction of the grid 
lines from one cell to another and affects the accuracy of the interpolation methods 
which are used to approximate values of, the dependent variables at cell face 
locations. 
The alignment of the grid lines with the flow direction significantly influences 
the accuracy of the numerical solution as it was described in Section 3.5.3 and 
reduces the false diffusion. The problem in this case is that the flow pattern is not 
known "a priori" and the grid may need to be respecified after preliminary flow 
computations. An ideal way to achieve this property is the utilisation of an adaptive 
grid strategy where the grid changes during the iterative flow calculation process 
according to certain criteria, Dawes (1991). " However, this technique is rather 
cumbersome and requires significant effort to be implemented robustly in a finite 
volume solver. The grids which are used in the present work remain fixed during 
the flow calculations. 
The essential influence of the computational grid on the accuracy and stability 
of the numerical flow prediction models has caused the methods for constructing 
meshes to attract considerable research and implementation interest and significant 
progress has been achieved in the recent years. Very good references on this 
progress can be found in the report NASA CP-2166 (1980) and the book of 
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Thompson (1982) on Grid Generation Techniques in CFD. 
Grid generation procedures can be classified into two major categories: 
algebraic techniques, in which the coordinates are determined through interpolations, 
and techniques involving partial differential equations. In the latter case, the physical 
coordinates are obtained as a solution of these equations which can be achieved 
either by comformal mapping or by numerically solving elliptical, Thompson et al 
(1974) , hyperbolic or parabolic partial differential equations, Thompson (1984). 
The current method of grid generation involves solving a system of elliptical 
differential equations. 
The grid generation algorithm is based on the transformation t= «(x, y) and 
tt=, q(x, y) which performs the mapping between a physical space x, y and a 
computational space t, tj for 0<E<E. and 0 <, q <q. (Figure 4.1). The grid is 
constructed from two families of lines: the lines of constant t in the blade to blade 
direction and the n= constant lines in the streamwise direction. 
Elliptical grid generation techniques are aiming towards the definition of the 
(x, y) pairs of physical coordinates corresponding to the (E,, q) computational points 
by iteratively solving the system of partial differential equations: 
zx; 
c +tyy=PR , -q) 
(4.2.1) 
li70C +"1 
yjr 
s Sl 
(` 
i ", 
) (4.2.2) 
where the double subscripts denote second derivatives. 
When the above coordinate transformation is performed, the following relations are 
valid: 
Z 
x= 
ý ty= 
J +ýx= 
ý 
_ý ýy J 
(4.2.3) 
where: 
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J= xxy,, - x1yy (4.2.4) 
is the Jacobian of the coordinate transformation. 
By applying the relations (4.2.3) and (4.2.4) to the system (4.2.1) and (4.2.2) 
the transformed Poisson equations are derived: 
axEt -2 ßxE, ý + yx, il = -J2(PxE + Qxný (4.2.5) 
aYEE -2 PYE,, + YY, ll = -J2(jt: ý'( + Qyn) 
where: 
(4.2.6) 
ac °xn2 +y4, ß axe; n +yEyq y =xE +yt2 (4.2.7) 
The inhomogenous terms-functions P and Q are defined in such a way that the 
generated grid satisfies certain geometrical constraints and properties, i. e. to be finer 
in certain regions of highly varying flow parameters or to be perpendicular to the 
solid walls etc. The P and Q functions can be assumed to be given by: 
P(ý, +1) = p(ý) "e'114 + r(9) "e (4.2.8) 
D(t, i1) = Q(Z) -e--b" + s(Z) -e-dcn.., ý-n1 (4.2.9) 
where a, b, c and d are positive constants. 
In the present study, the calculation of the functions P and Q is performed 
automatically during the iterative process according to Sorenson (1980), in such a 
way that the grid is adjusted to satisfy certain geometrical conditions at the blade 
walls and the periodic boundaries. 
The first geometrical constraint which is imposed is that the spacing along 
=const lines between the wall at '=0and the next grid point is user-prescribed and 
equal to ös. This requirement is essential for the level of resolution of the flow 
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analysis and especially for the turbulent flow calculation in the near wall flow 
regions. The prescribed value of Ss determines the y+ and consequently whether the 
first point away from the wall is located in the laminar sublayer, in the buffer layer 
or in the fully turbulent boundary layer zone. 
If öx and by are the coordinate differences along this interval, the spacing ös is 
defined as: 
tas), k. o = cax),,. a + cay),,., 
(4.2.10) 
In the limit as 8x-., O and by-., O, the following differential relation is obtained: 
(ds), 
I. o = 
(dx), 1.0 + 
(dy), i. o = (xLdý+x,, dr))+2i. o + (ycdý+y dq)n. o 
(4.2.11) 
and because =const then dE=0 and the above relation becomes: 
(ds) ( tonst = (xq) 121"0 + 
(yq) 
q. 0 'dti and 
( ds) 
(- 
_ (N) q. o + 
(yq) 
q dil coast 
.p= 
(sq)q-p 
(4.2.12) 
The second geometric requirement is the imposition of the angle at which the 
lines of Z=const intersect the lines of il=O, to be equal to a specified value 0 
(0=90° in the present study and the lines are perpendicular). This requirement 
facilitates significantly the definitions of the appropriate boundary conditions along 
the +1=0 boundary during the calculation of the flow field. It is kown that: 
Mvil), 
I. oýýýý 
ý llqn lcos9), 
i, o -" 
RxYlx+trtjY)q. o= 
(FX+ýX ýY+Tlr cos9 
)n, 
o 
-º (x(x, i + ycyg)g. o 
0-( (Xq +yg ) (xE +YE ) ýcos9 
ýg"o (4.2.13) 
All the derivatives in the t direction can be easily defined on the 77 =0 boundary. By 
solving the equations (4.2.12) and (4.2.13), the values x, and y,, are expressed as: 
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(X+I)q. 
o 
(-xcos9 - ysinO) 
(xyE) 
q. 0 
(4.2.14) 
(s, 
(-y(cosO + xEsin9) ýyýý, 
ý. o -ss(4.2 . 15 ) (xE + yE ) 
n. o 
In a similar manner, the same geometrical requirements from the grid, apply 
to the i=i boundary yielding expressions for xA and y,,: 
(x\ 
ll q nq.. x 
(Yfl)ll oqýx 
.ý 
w( 
s, i 
(-xEcosA - ysinO) 
( x2 + yE ) 
s,, (-ycos9 + xgsin9) 
(xc + yE ) ln-n.. x 
(4.2.16) 
(4.2.17) 
The above defined values x, and y,, at the i=0 and t=17 boundaries are 
used for the estimation of the functions P and Q which is performed in the following 
sequence: 
The coefficients r and s in equations (4.2.8) and (4.2.9) are negligible at the 
boundary =0 and hence: 
P(ý. 0) = p(ý) Q(, o) = 4(F) (4.2.18) 
Consequently the transformed Poisson equations (4.2.5) and (4.2.6) obtain the 
following form: 
axgg - 2ßxtn + Yxnn - -J2 [ P(9)'xE + gM 'xn 1 (4.2.19) 
ocYU -2 ßYgm + YYq - -J2 [ P(Z) "YE + gM "Y 1 (4.2.20) 
The only unknowns in the above system of equations are the values of p(s) 
and q() which can be obtained from the solution of this system: 
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Piý) = 13'nRl 
- R2I 
`J 
where: 
n-o 
9'(Z) =l -yERl 
+ XERZ 
J /. no 
(4.2.21) 
R= (_- 
(ax -23x+yxn, ý) R2= 
(a3'tE-2ßYEn+YY,,,, ) 
I. J2 
q`0 
JZ 
)q. 
o 
(4.2.22) 
The same procedure applies to the top boundary q_ and gives rise to the 
following relations: 
Z (Z) - 
where: 
( yVIR3-x, IR4 Jn -n..: 
R -(ax; C-2ßxE, ý+Yxn,, 3 I\ J2 
s(E) _ 
)II 
. llmx 
R4 
_yER; +XCR4 
`T 
)TThi.. (4.2.23) 
-(al'tt-2ß3'(n+YY^,, ) 
J2 11 "qa. x 
(4.2.24) 
Consequently the functions PQ,,, ) and Q(E, rn) are fully defined if the a, b, c 
and d constants appearing in the relations (4.2.8) and (4.2.9), are given certain 
values. From these relations it can be observed that the effect of p, q, r and s which 
incorporate the geometrical constraints, decays exponentially in the direction away 
from the boundaries. The constants a, b, c and d determine the strength of this 
decay; large values, i. e. 0.8 , cause enhanced decay and hence reduced propagation 
of the geometric effects in the interior domain facilitating the convergence of the 
solution procedure. The opposite consequences are caused by small values of the 
constants, i. e. 0.2. In the present study typical values of a=b=c=d=0.6 have been 
employed. 
C J2 
At the boundaries '1=0 and ii=i , Dirichlet conditions are implemented 
whereby the points remain fixed at their initial location on the boundary during the 
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iterative procedure. At the inlet and outlet boundaries where ý=0 and ý=t. 
respectively, a Neumann condition is applied whereby the points are allowed to 
move by adjusting their position according to simple extrapolation from the 
neighbouring interior grid points. 
Since the pairs (x, y) are fixed at' =0 and i -n , the derivatives xt, xtt, Yt' 
ytt remain unchanged on these boundaries. The derivatives x,, and y, are calculated 
by using the expressions (4.2.14) to (4.2.17) and the cross derivatives xt, and yt, are 
estimated by differencing the x. and y, values along the t coordinate. The second 
derivatives x,, and y,,, need to be updated at each iteration by using the following 
expressions, Sorenson (1980): 
(x, 
in) n-o - 
(-7x,,. 0+8x,,. 1-xiq. 2) / (20, q 2) -3 (xn) n. o/Atl 
(Y, 
i, i),,. o = 
(-7y,,. 0+8y,,. 1-y,,. 2) 
/ (2A112) -3 (y,, ),,. o/Otl (4.2.25) 
(xnn) n'n.. x = 
(-7x,, 
"n.. x+8x, i",, ýuc_i-x,, "nýax_ý) 
/ (2A1j2) +3 (x,, ),, -q. /All 
(Ynn) 
n-n.. x - 
(-73'n-n.. 
x+8yn-n.. x-L-3'n-n.. x"2) 
/ (2Aq2) +3 (Yn)n. ný/Atl 
A very small relaxation factor is used when the values of the functions p, q, r and 
s are updated because these values change substantially from iteration to iteration 
and may cause divergence problems. 
For the solution of the transformed Poisson equations a simple Gauss-Seidel 
point over-relaxation solution method is employed very effectively as it will be 
shown in the next section. 
The complete iterative process which is followed for the solution of the 
transformed Poisson equations can be outlined as follows: 
1. Given the cascade geometry, the desired distribution of the grid points on the 
i=0 and=rte boundaries is defined. The interior initial grid is computed by 
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interpolating between the ° two boundaries which have the same t value. An 
exponential clustering is used around the leading and trailing edges and at the near 
wall regions employing a simple method which will be described in the next section. 
In addition, the spacing As and the angle 0 are defined. The derivatives which are 
fixed during the iterative process are calculated and the functions p, q, r and s are 
given initial values. --ýI 
2. The values of x,,, and y,,, are computed on the boundaries according to the 
expressions (4.2.25) and the values of p, q, r and s are updated assuming the 
expressions (4.2.21) and (4.2.23), and by using under-relaxation. The values of P 
and Q are then updated at each grid point through the expressions (4.2.8)-and 
(4.2.9). 
3. The transformed Poisson equations (4.2.5) and (4.2.6) are solved and the 
coordinates x and y are updated by using a point over-relaxation solution method 
which sweeps the whole flow field in a point by point fashion. 
The grid which is obtained from the step 3 is used as the initial grid of the step 1 
for the next iteration. The steps 2 and 3 are repeated as many times as it is 
necessary for a convergent solution to be accomplished. The convergence criterion 
is given by: 
max [ abs (x1 - x2 )]<e, for all xi (4.2.26) 
where x; stands for both x and y; the superscript n denotes the current iteration level 
and n-1 denotes the previous one; and, e, is a small value, typically 106. 
4.3 Results and discussions 
The grid generation procedure which has been described in the previous 
section, is implemented for the construction of two dimensional boundary fitted 
meshes which are necessary for the cascade flow predictions which will be described 
in the next chapter. The blade profile which is used in the cascade blades is the 
NGTE 10C4/30C50 profile which is described in Appendix C. The chord of the 
blades is 0.1 m, the space' to chord ratio is "equal to 1.0 and the upstream and 
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downstream of the cascade passage regions are extented to one chord length in the 
axial direction. The angle between the direction of the upstream and the downstream 
regions with the axial direction is always taken equal to the blade angle at the 
leading and the trailing edges respectively. 
The initial grids are constructed by assuming three separate regions: the 
upstream region, the blade to blade region and the downstream region (Figure 4.2). 
The coordinates of the grid points on the upper and lower boundary are defined by 
the same law in such a way that there is an exponential reduction in the grid spacing 
towards the leading and trailing edges from both sides. The stretching transformation 
which is used to yield the appropriate grid point distributions in the three discrete 
domains, results from the family of general transformations proposed by Roberts 
(1971). The grid lines of constant Z are perpendicular to the x-axis connecting the 
corresponding points of the upper and the lower boundary, and thus all their points 
obtain the same x coordinate. The position of the interior points of each pitchwise 
line can be determined by assuming an exponential variation of the grid spacing in 
the +] direction which reduces towards the blade walls. 
The grid generation method is applied to produce grids for four different 
stagger angles of the cascade, equal to: i) 15°, ii) 30°, iii) 45° and iv) -15°. Each 
of these grids consists of 70 points in the streamwise direction 20 of which are 
located in the upstream region, 20 in the downstream region, and 30 in the blade to 
blade direction. The initial grids together with the computed boundary fitted grids 
are depicted in the Figures 4.3 to 4.10. The computational times required to achieve 
convergence were respectively: i) 27, ii) 28, iii) 31 and iv) 30 seconds of CPU time 
on a DEC 5000/200 computer system. Figure 4.11 shows the convergence history 
for the four different grids indicating the degree of difficulty for achieving 
convergence in respect with the level of the stagger angle. 
The effect of the grid size on the convergence history of the grid generation 
methodology is illustrated in Figure 4.12 for the construction of three meshes of 
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different sizes: 50 x 30,70 x 30 and 90 x 30, and a stagger angle of 15°. The 
number of iterations to obtain convergence increases as the size of the grid 
increases. Of course the computational time required for each iteration is larger for 
the finer meshes. 
The over-relaxation factor w is used to accelerate the convergence rates of the 
solution of the system of the Poisson equations, by updating the x and y coordinates 
through the expressions: 
X= Xn-i +w (Xn-Xn-1) and y= yn-1 +w (yn-yn-1) (4.3.1) 
The effect of the over-relaxation factor on the convergence history of the grid 
generation of a 70 x 30 grid covering the passage between cascade blades at a 
stagger angle of 15 °, is shown in Figure 4.13. As shown in Figure 4.14, an 
optimum over-relaxation factor can be derived for this case which is equal to 1.61. 
When the over-relaxation factor is increasing towards 1.7 the method does not 
converge while when it is close to 1.0 it converges very slowly. 
In general, the implementation of the method to different 
configurations with varying degree of complexity, has proven that the proposed 
scheme is a very reliable, robust and excessively fast tool for generating two- 
dimensional BFC grids in cascade configurations. The grids which are obtained are 
smooth and fulfil the orthogonality condition of the grid lines at the blade walls. In 
addition, the proposed grid generation algorithm is found to be much more effective 
than the method suggested and developed previously at Cranfield by Lapworth 
(1987). The Neumann condition which was incorporated into that method, gave rise 
to enhanced divergence problems especially at high blade stagger angles, as the 
author of the present thesis has experienced. 
92 
CHAPTER 5 
Two-dimensional cascade flow 
computations 
5.1 Introduction 
In this chapter, the computational method which has been presented in the 
previous chapters, is implemented for the two dimensional flow prediction in 
cascades. Rows of blades are encountered in almost every turbomachinery 
configuration and the introduction of the cascade model has played a vital role in the 
analysis and design of the blading of modem engines. In this chapter the elliptic 
flow model is applied to compressor cascades only. Another reason for the 
incorporation of the two dimensional cascade flow analysis in the present study is 
that it forms the basis for the development of the final three-dimensional model. 
The theoretical assumptions and the form of the governing equations in a two 
dimensional plane are presented. The simplified form of the pressure correction 
scheme and a global pressure correction process which ensures stability during the 
calculation procedure are examined. The boundary conditions and the special 
treatment of the periodic and the solid wall boundaries are considered. Subsequently, 
the model is validated through its application for the flow prediction under certain 
conditions in low speed compressor cascade configurations for which experimental 
results have been reported in the literature. The comparisons between the predictions 
and the experimental results, in general, exhibit good correlation. 
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5.2 Theoretical model 
The two-dimensional model is derived by neglecting the third coordinate z 
and any variations associated with this coordinate direction from the equations 
(3.2.4) to (3.2.9). Moreover because all cases considered in this chapter are of low 
speed the flow may be assumed to be incompressible and the energy equation may 
be removed from the computations. The physical flow domain is assumed to be on 
the x-y coordinate plane and the curvilinear coordinates are t and q. Using the 
above assumptions, the governing equations obtain the following simplified form: 
Continuity: 
a(äý'ý 
ý 
U; - Momentum: 
a(paý us) a aý 
(J(µ+µz, )sjx aýx1 _ ýpEýxt 
j jl 
J + pnnxt) + 4-T3ut 
(5.2.1) 
(5.2.2) 
General Transport equation: 
a 
dC 
UO) +äý= at 
(ar. 9'ii 
at 
I+ all 
(Jr. 
g22 an 
)+J. Sm (t, -q) 
(5.2.3) 
The curvilinear velocity components U and V are linked to the Cartesian velocities 
u and v through the relations: 
U-J( txu+V )V-J( tjxu+tjyV) (5.2.4) 
The metric coefficients Z,,, fix, ty, 'qy and the Jacobian of the coordinate 
transformation are defined through the following relations: 
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ýX_ J ty= - 
XJ 
J=xty,, -xqyt 
_ 
Xf 
ýy 
j 
The components of the metric tensor are defined as: 
911 =Cx+C 
g22 IIX2 2 +y 
g12 =9 21 = txnx + rYlqY 
(5.2.5) 
(5.2.6) 
The finite volume discretisation of the two dimensional transport equation is 
performed in an exactly similar manner to the three dimensional one and provides 
the following algebraic equation: 
apOp = aE0$ + aw0w + aNODN + aslýs + Sv (5.2.7) 
The coefficients a; of the above equations are obtained from the three dimensional 
coefficients by suppressing the third coordinate direction through setting ö equal to 
unity. 
The diffusion terms are discretised by using central difference approximations 
and for the discretisation of the convective terms the first order accurate Upwind, 
the Hybrid or the QUICK differencing schemes are appropriately utilised. The 
solution methodology is based on a space marching of the flow domain following a 
line by line of constant t sweeping in the streamwise direction. The Tri-Diagonal- 
Matrix-Algorithm (TDMA) is employed for the solution of the algebraic system 
of the equations at each line. 
95 
5.3 The pressure correction scheme 
The pressure correction scheme which is used in the two-dimensional 
computations is a SIMPLE based scheme as it was described in Section 3.6.2. In 
order to suppress the pressure oscillations arising due to the decoupling of the 
pressure and the velocity field associated with the collocated grid arrangement, the 
modification proposed by Rhie and Chow, as was explained in Section 3.6.3, is 
employed in a 2-d fashion. The pressure correction scheme showed very good 
behaviour in suppressing the local pressure oscillations and coupling the velocity and 
the pressure fields. The storage of all the variables at the same grid location 
simplified the computer coding. 
The failure of the staggered grid arrangement to deliver a pressure field 
which satisfies the periodicity condition has been reported previously by 
Mirzaborzog (1987) and Lapworth (1988) in their two dimensional cascade analyses. 
As a remedy to this problem, Mirzaborzog suggested a joint SIMPLE/SIMPLER 
pressure correction scheme in which the SIMPLER algorithm, Patankar (1980), was 
applied outside the blade to blade passage where the periodicity condition was 
implemented directly as a boundary condition for the pressure. The SIMPLE 
procedure was retained within the blade passage. Lapworth, by using the relations 
of Rhie and Chow, derived a pressure correction equation in terms of p rather than 
p' and this was claimed to have advantages over the corresponding equation in terms 
of p' because this formulation allowed the periodicity condition to be implemented 
directly as a boundary condition for the pressure equation. 
Following the same procedure as for the derivation of the three-dimensional 
pressure correction, the velocity components u and v' obtained from the solution 
of the momentum equations with a pressure field p', in general, do not satisfy the 
continuity equation and a mass-source is produced which is given by the relation: 
mp=Fi. -Flw+Fz. n-Fz. s 
(5.3.1) 
where the fluxes F; are defined in the expressions (3.3.8) and (3.3.9) where & is set 
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equal to 1 and the velocity component W is set equal to 0. The purpose of the 
pressure correction scheme is the elimination of this mass source through the 
appropriate adjustment of the pressure and the velocity field by adding corrections 
u', v' and p' to the u, v' and p' values respectively. Following the analysis 
explained in Section 3.6.2, the corrected Cartesian velocity components u and v are 
related to pressure correction gradients as follows: 
u=u'+ (B"pt+C°pý) 
v= v' + (B "pE + C"pý) (5.3.2) 
where: 
B" 
A Vp CU°-A VP B= -rx u ýx u ap aP 
B' = _ý,, 
evp CV_, qYevp v ap ap 
(5.3.3) 
where the volume OVp of each computational cell in the physical space is now 
defined as: 
L1VP = JP(8ýa10 p (5.3.4) 
The corresponding corrected two-dimensional curvilinear velocity components 
U and V are given by the simplified formulas: 
U=U'+Bpt V=V'+Cpp . 
where: 
B=LT (B"ýX+B'Zy) C=J ( CLTlX+C°11y) 
(5.3.5) 
(5.3.6) 
The two dimensional pressure correction equation is obtained by substituting 
the relations (5.3.5) into the discretised continuity equation (5.3.1) and by using the 
relations (3.3.8) and (3.3.9) for the definition of the mass fluxes in a 2-d fashion: 
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apPP= aBPs+awPw+aNPs+asPs-mp (5.3.7) 
where the coefficients ap are obtained from those in Section 3.6.2 by setting ö 
equal to unity: 
a8 =-( pB) eý (8Z) e 
aN 
aý 
= -(PC)ß (aT) 
ap =aN +aW +aN+as 
ap--(pB)~i 
ý 
as = -(pc)8 (öný)s 
(5.3.8) 
and the mass imbalance mQ is based on the starred curvilinear velocities and is 
obtained from the relation (5.3.1). 
A global pressure correction step is implemented at each cross line of 
constant Z in order to accelerate the establishment of the pressure field and to 
suppress instabilities in the values of the flow variables especially during the first 
iterations of the relaxation procedure. The mass flux through the inlet plane is equal 
to the mass flux through the cross stream plane at station t. This condition can be 
expressed in the following discretised form: 
Min =E (P U) At1 =rp (U'+AU) All 
inlet 
where the summations are over each grid point in the cross stream line. With the 
assumption of a constant velocity AU, the above relation provides the one 
dimensional correction: 
rtiA-ýpv"e, ý 
Au= c v pAtI 
(5.3.10) 
By applying a simplified streamwise momentum equation, this velocity correction 
is linked with an one dimensional global pressure correction given by the relation, 
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Lapworth (1987): 
op = -AU 
r P[J-1(xc' + ych u+ (xEu` + yEv`) 
ý JAn 
An 
(5.3.11) 
The correction Ap calculated at each station Z is also added at all the following 
downstream stations in order to preserve the pressure gradients which are involved 
in the momentum equations. 
Despite its effectiveness in stabilising the iterative process, it is found that the 
global correction constrains the velocity profile by adding a uniform velocity 
correction to all the grid points of the cross-station and causes the residual to 
oscillate around higher values than those obtained in cases where the global 
correction is implemented only during the initial stages of the relaxation solution 
method. 
5.4 Boundary conditions 
A unique solution to the governing equations may only be achieved if a 
consistent set of boundary conditions is specified. For low speed flow through a 
cascade, the following boundary conditions suffice to provide a unique solution: 
At the upstream inlet boundary, the velocity components u and v are 
uniformly fixed according to the Reynolds number and the flow angle at the cascade 
inlet. The static pressure is only unique up to the addition of an arbitrary constant, 
since the flow is assumed to be incompressible. The magnitude of the inlet static 
pressure is arbitrarily chosen to be equal to zero. The value of the turbulent kinetic 
energy at the inlet boundary, is calculated from the inlet turbulence intensity which 
is obtained from the experimental conditions. For isotropic turbulence, the 
turbulence intensity is defined as: 
ýuj) a 
*100 
(5.4.1) TU _ Uin 
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where U;. and uj' are the mean and fluctuating velocities in the streamwise 
direction; and the overbar denotes quantities obtained by time-averaging. From the 
definition of the turbulence kinetic energy and the assumption of an isotropic 
turbulence, the inlet value of k is given by: 
= in 
4(u2) (5.4.2) 
By combining this equation with the definition of the turbulence intensity, eq. 
(5.4.1), the inlet value of the k is defined as follows: 
_3 
Tu'Uin 
kin 
2100 
(5.4.3) 
The value of the dissipation rate of the turbulent energy a is determined either 
by assuming a mixing length value at the inlet or a level of an inlet uniform eddy 
viscosity in respect to the laminar one. From the values of k; n and µT, a uniform 
inlet distribution for a can be specified from the relation (2.5.1), which may be 
reexpressed as: 
ein = 
CµPkin 
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(5.4.4) 
At the downstream outlet boundary which is usually taken one blade chord 
downstream of the blade trailing edge, the values of all the dependent variables are 
defined by linearly extrapolating their values from the adjacent interior domain. 
The blade to blade flow passage is in fact one of a series of similar passages 
separated by the airfoils which are placed parallel to each other and comprise the 
whole cascade. The assumption of repeating flow conditions are valid in most of the 
cascade experiments especially in the passages located in the middle of the cascade 
where the effects of the side walls of the experimental setup are negligible. In order 
to simplify and reduce the computational effort required to handle the whole 
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cascade, only one representative flow passage between two adjacent blades is 
considered and periodic boundary conditions are implemented in the upstream and 
downstream of the blades regions. This implies that in these regions, the 
corresponding values of the dependent variables on the first and last constant ' lines 
have to be equal. In the present method, the imposition of the periodic boundary 
conditions is performed explicitly by linearly interpolating the values of the variables 
at the qi=2 and =nmý.,, at each constant t line. 
On the solid walls, the no-slip condition is applied and this sets all velocity 
values to zero. The pressure is calculated by a Neumann boundary condition which 
assumes a zero pressure gradient in the direction normal to the wall. The boundary 
fitted grid which is generated as it was described in Chapter 4, provides lines of 
constant t which fall orthogonally on the blade walls. This property facilitates the 
application of the above boundary condition and does not require any kind of 
interpolation: 
CIP =apA +ap N _ap. an aý an ään O-lq 
0 (5.4.5) 
where n is a local physical coordinate normal to the wall. 
In order to resolve the viscous effects in the near wall region where large 
gradients of the flow variables occur, a large number of grid points is required. The 
use of the wall functions which has been adopted in the present study as it was 
discussed in Section 2.6, facilitates the economical resolution of these regions with 
the penalty of reduced accuracy. An alternative method to deal with the near wall 
regions, could be the application of a low-Reynolds-number modification of the 
standard k-e model which accounts for the damping effects due to the wall proximity 
and the low-Reynolds number viscous effects on the local flow. This approach does 
not require the use of wall functions and is expected to provide better resolution in 
the near wall regions with the expense of increased computational cost due to the 
finer grids which need to be employed. 
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The implementation of the wall function in the momentum equations is 
performed by adjusting the source in the grid points next to the wall to take into 
account the effect of the wall shear stress as it is determined through the profile 
assumptions by the relations (2.6.2) and (2.6.3). In order to include the effect of the 
wall shear stress into the near wall discretisation, the shear stress r, based on the 
total velocity V, ff= u which is assumed to be approximately parallel to the 
wall in the near wall region, is resolved into two components along the x and y 
Cartesian directions: 
uv_y 
Tw = Tw Veff 
Tw _ Tw Veff (5.4.6) 
With this approach, the velocity component normal to the wall is treated in the same 
way as the tangential one. However, the normal velocity component is much smaller 
than the tangential one and any inaccuracy introduced by this approach is considered 
to be less significant than the approximations already accepted with the adoption of 
the wall function method. For the test cases which have been considered in the 
present study, the difference between the flow field resulting from this 
approximation and the one where only the tangential component of the wall shear 
stress is considered, was found to be negligible. 
The implementation of the wall function method to the near wall flow region 
lying e. g., along the "north" boundary of the flow domain is performed by deeming, 
for simplicity, that the shear wall force T", acts in the direction opposite to the total 
velocity vector Vff. The magnitude of this force is equal to the product of the wall 
shear stress rte, and the area A,,, assuming a width equal to unity in the two 
dimensional case, i. e.: 
Tw='CwAw (5.4.7) 
Its components in the x and y direction are obtained if the shear stress TM is 
expressed in terms of its components in these directions: 
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TN = ZN AN Ty = TM AN 
where the area k is defined as follows: 
(5.4.8) 
A, r =(( 
$x )2+( $Y )2 ý 
,I -n.. x =ý 
xE + YE -n.. x 
(5.4.9) 
The influence of the wall shear force is introduced into the near wall 
discretisation by setting aN=O which breaks the link between the wall node N and 
the adjacent node P and by modifying the source term of the discretised momentum 
equations at the point P. Considering the linearisation process of the source term as 
it has been described in Section 3.3.5 the term Sp" of the momentum equations is 
modified as follows: 
// Sp = Sp - 
Tw 
xE +Yf V. tt 
(5.4.10) 
The generation and the dissipation of the turbulent kinetic energy arising in 
the transport equation for k, in the next to the wall grid line are modified taking into 
account the wall shear stress as calculated from the wall function relations (2.6.8) 
and (2.6.9). The k-source terms may by expressed using the wall shear stress as 
follows: 
SkP G- pE )p OVP = Tw an 
f- CµpZk2 
P 
'ýVP = 
= 
(T1 
- µPz 
2 ck 
"o v 
aveff 
TV pp 
an P 
(5.4.11) 
The linearisation of the S, p source term is performed as follows: 
,A VP S1cD =(ýt wVeff (5.4.12) 
z+yý 
nan 
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ý 
v.. 
_. w. 
Y-pp 
Sim- ', . uP a_ ( ý, 2+Yý )Aa11 ", 
y TM (5.4.13) 
The dissipation rate of the turbulent energy a is given the value defined from 
the relation, Launder and Spalding (1974): 
3 
( kp C)2 (5.4.14) 
Ep= ican 
The value ep is required to be fixed for the grid points next to the wall and this is 
performed through the following adjustment procedure of the e-equation source 
terms: 
ia S; p =N EP S; P = -N 
(5.4.15) 
where N is a very large number , e. g. N=10, which causes the remaining terms 
in the finite difference equation to become negligible compared to S, P' and 
Sq, " and 
ensures that the solution provides the value of e at the node P to be equal to the 
specified value EP. 
The turbulent viscosity is set equal to zero on the wall and hence the effective 
viscosity is obtained only from the molecular one. 
5.5 Validation of the model 
A numerical investigation has been performed in which the present Navier- 
Stokes procedure was used to analyse a series of compressor cascade viscous flows 
for which corresponding experimental data are available. The objective of this 
investigation is to determine the capability of the proposed computational 
methodology to predict cascade flow phenomena over a wide range of flow 
conditions over the entire incidence range. The results of these calculations 
demonstrate that the current viscous flow solver is capable of predicting cascade 
airfoil pressure distributions and turning angles with good accuracy. The total 
pressure loss tends to be overpredicted largely due to the numerical diffusion errors 
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associated with the currently employed numerical schemes and the inadequacy of the 
wall function method to accurately represent all the viscous phenomena occurring 
in the boundary layer region of the cascade blade. 
The computational model is implemented for the flow prediction in 
three different low speed compressor cascade configurations: i) The NGTE 
10C4/30C50 cascade, Felix and Emery (1957), ii) the NACA-65 cascade, Felix and 
Emery (1957), and iii) a series of three cascades of C4 profile with different camber 
angles, which were tested by Rhoden (1956) for the entire range of incidence angles. 
The coordinates of the blade suction and pressure sides of the above cascades are 
given in Appendix C. For each of these cascades, comparisons are carried out 
between the predicted and the measured values in terms of the pressure coefficient 
distribution along the blade pressure and suction sides and the deviation angle at the 
cascade exit. 
5.5.1 Low speed NGTE 10C4/30C50 compressor cascade 
The first two digits, 10, in the designation of the NGTE 10C4/30C50 
cascade, specify the value of the maximum thickness of the blade in percent chord; 
the term C4 refers to the type of the thickness distribution; 30 is the camber angle 
in degrees; the following letter C indicates that the blade mean line is a circular arc; 
and 50 refers to the distance in percent chord, of the point of maximum camber 
from the leading edge. The main geometric and aerodynamic parameters of the test 
case are given in Table 5.1. 
The pressure coefficient CP is defined as follows: 
C= 
Pin -P 
P2 
In 
(5.5.4) 
where Pm is the value of total pressure at the cascade inlet. 
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At the outset of this study, a grid refinement study was undertaken to provide 
an estimation of the computational grid spacing which was required to yield grid 
independent solutions, and its effect on the predicted pressure distribution and 
deviation angle. For this purpose, grid refinements were performed both in the 
streamwise and blade-to-blade directions. Figure 5.1 shows the predicted deviation 
angle as a function of the different grid sizes which were used in the flow analysis 
around the NGTE 10C4/30C50 cascade at an incidence of 0°. 
TABLE 5.1 
Chord c 5 inch 
Stagger angle 15.00 
Camber angle 30.0° 
Blade inlet angle 30.0° 
Blade outlet angle 0.00 
Space/chord ratio 1.0 
Reynolds number based on chord 280000 
Air inlet angle 30.0 ° 
Flow incidence angle 0.0° 
For the grid refinement study , calculations were performed using eight 
different grids with: 50 x 20,50 x 28,80 x 20,80 x 28,80 x 45,100 x 20,100 x 
28 and 100 x 45 grid points in the streamwise and blade to blade directions 
respectively. The predicted value of the deviation angle is found to be in a band of 
0.3 degrees. Figure 5.2 illustrates the effect of the different grid spacing on the 
prediction of the pressure coefficient distribution. From this figure it may be 
deduced that despite the variation of the grid point densities in both directions, grid 
independent solutions are obtained and the grid with the minimum number of grid 
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points can be used to provide reliably accurate predictions of the pressure 
distribution along the blade surfaces. The same conclusion can be drawn from the 
prediction of the deviation angle as shown in Figure 5.1. 
Subsequently, a numerical investigation was undertaken for the comparative 
study of the predictions by using the three different numerical schemes - Upwind, 
Hybrid and QUICK - for the discretisation of the convective term as described in 
Chapter 3. The results of this study are compared in Figure 5.3 where the predicted 
pressure distributions along the suction and the pressure sides of the cascade blade 
are compared with the available experimental data, Felix and Emery (1957). The 
calculated values do not quite achieve the same peak values near the leading edge 
as the experimental results, especially on the pressure side of the blade. This is 
attributed to the "bluntness" of the leading edge and the large flow gradients 
occurring in this region. However, the predicted values do demonstrate the same 
qualitative shape as the experimental results especially in the suction side of the 
blade. Along the remainder of the blade surface the calculated and measured values 
are in good agreement. The Kutta condition is approached at the trailing edge, but 
it is not satisfied exactly since the construction of the grid in this region is such that 
there is no grid point to coincide with the trailing edge point. The three numerical 
schemes provide very close distributions with the QUICK appearing to provide a 
tangibly better peak at the suction side of the leading edge. 
The accurate prediction of the deviation angle at cascades, which is the 
difference between the outlet flow angle and the blade mean line angle at the trailing 
edge, is very essential both in the design and in the analysis of turbomachinery 
components. Obviously, the deviation angle is a measure of the guidance capacity 
of the cascade passages and is dependent upon cascade geometry parameters, the 
flow incidence angle and the Reynolds number of the passing flow. Figure 5.4 
compares the predicted deviation angle variation with incidence against the 
experimental data provided by Felix and Emery (1957). The results show a good 
qualitative agreement with the experimental values, although the computed values 
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are slightly shifted from the measured ones especially at high negative incidences 
giving rise to a maximum discrepancy between the two sets of data, of around V. 
The variation of the deviation angle in respect with the chord to space ratio - 
which is called solidity - is shown in Figure 5.5 where it is compared with data 
from empirical correlations which are derived from a number of experimental 
results. The first is the NASA correlation, NASA SP-36 (1965), and the second is 
the Carter's rule, Carter (1950). According to the NASA's correlation, the deviation 
angle is given by: 
+m-ý a=ao 
a 
(5.5.2) 
where the values of 60, m and b vary with the inlet flow angle and 0 is the camber 
angle of the blade. 
The Carter's correlation relates the deviation angle with the square root of the 
solidity: 
a =WfQ 
(5.5.3) 
where a is the cascade solidity a= c/s and m is a factor which varies with the blade 
setting angle. These two correlations do not give exactly the same values of 
deviation angle for a given value of solidity. The numerical results are obtained by 
assuming a constant chord length with the cascade space varying and by considering 
a constant flow angle of 30°. In general, the predictions show a better agreement 
with the NASA's correlation than with the Carter's rule. Taking into consideration 
the difference between the two correlations, the approximate agreement of the 
computed variation with the NASA correlation is assumed to be satisfactory. 
The results which have been presented till this point, have been obtained on 
boundary fitted grids generated through the very fast and robust elliptic numerical 
method which was presented in the previous chapter. The computational time for the 
grid generation process is, as it was mentioned in the previous chapter, of the order 
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of a few seconds and is'considered to be negligible as compared with the time taken 
by the flow computation. Figure 5.6 compares the pressure distribution which is 
obtained by using two different types of meshes: a boundary fitted mesh with the 
grid lines perpendicular to the blade surfaces, which was generated through the 
aforementioned elliptic iterative scheme, and an H-type grid which is constructed 
algebraically, by joining with straight lines corresponding points of the outer 
boundary in the blade to blade direction and by dividing these lines into intervals 
which correspond to those intervals defined at the inlet grid line. These two grids 
are similar to those illustrated in Figures 4.4 and 4.3 respectively. Figure 5.6a 
presents results from computations which were carried out on 50 x 22 grids and 
Figure 5.6b shows the same set of results on finer grids consisted from 80 x 28 grid 
points. For the currently tested flow configuration, the H-type shear grid appears to 
provide better flow resolution and to achieve a better peak in Cp distribution around 
the suction side of the leading edge, than the boundary fitted grid, especially when 
the finer grid is considered. 
The convergence, history with and without the global -pressure correction 
scheme described in Section 5.3 is depicted in Figure 5.7 where only the residuals 
of the momentum equations are considered. As it was mentioned in Section 5.3, the 
global pressure correction keeps the residuals at quite a high level, when compared 
to those obtained without the global pressure correction scheme. However, the use 
of the global pressure correction was found " to facilitate the stabilisation of the 
iterative procedure especially in the initial iteration steps and in off-design cases for 
which the solution is prone to divergence. 
The computer code used to analyse the ý cascade flows was run on a DEC 
5000/200 Workstation. As an example, a convergent solution has been obtained in 
approximately 820 iterations of the calculation procedure taking 11.4 minutes of 
CPU time for a typical 50 x 22 grid. This corresponds to 0.00075 seconds per grid 
point per iteration. According to the author's experience, a cascade can be analysed 
over the entire incidence range by using eight discrete points, in approximately two 
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and a half hours of real time. In addition to the flow analysis routines, a good deal 
of effort has been devoted to the development of software tools for the graphical 
representation of the predicted flow field in terms of flow velocity vectors, pressure 
contours, Cp and flow angle distributions etc, which enhance the understanding and 
the physical interpretation of the numerical results and assist the debugging and the 
further development of the flow model. 
5.5.2 Low speed NACA 65-(12A, o)10 cascade 
This cascade airfoil has a typical NACA 65-series section which presents 
similar performance characteristics, that is, turning angles, drag coefficients and 
operating ranges with the NGTE 10C4/30C50 cascade according to comparative 
low-speed cascade tests conducted by Felix and Emery (1957). The detailed 
description of the blade geometry is given in Appendix C. The major geometric and 
aerodynamic parameters of this test case are the same as those used for the NGTE 
cascade test case of the previous section and are given in Table 5.1. 
The comparison between the pressure distributions predicted by the solver 
and those experimentally measured, is illustrated in Figure 5.8. The predicted results 
are obtained by using the Upwind, the Hybrid and the QUICK numerical schemes 
which do not present significant differences between their predictions.. The, 
disagreement between the predicted and measured C, coefficient around the leading 
edge, especially on the pressure side of the blade, is considered to arise due to the 
inadequacy of the grid points density in this area to resolve the, large gradients of the 
flow parameters. The NACA cascade presents a lower loading in the leading edge 
region than the NGTE cascade because of its smaller radius at the leading edge. 
The grid which was used in the computations consists of 70 points in the 
streamwise direction and 28 points in the blade-to-blade direction and is shown in 
Figure 5.9. The predicted velocity vector diagram is presented in Figure 5.10 where 
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the growth of the boundary layer along the suction side and the formation of the 
wake in the cascade discharge are easily identified. The C, coefficient contour plot 
is also illustrated in Figure 5.11 where the acceleration of the flow on the suction 
side and the blade to blade loading are very clearly observed. 
5.5.3 Rhoden's cascades 
Rhoden (1956) conducted experimental work which consisted of the separate 
testing of three cascades of axial-flow compressor blades with camber angles of 20°, 
30° and 40° respectively covering a wide range of Reynolds number and also a 
range of air flow inlet angles from 35 ° to 60*. The three blade shapes were the C4 
profile of the National Gas Turbine Establishment of Great Britain based on circular 
arc camber lines. The blade chord was 0.1524m (6 inch) and the space to chord 
ratio was equal to 1. The numerical investigation which is presented hereafter aims 
at the simulation of the three aforementioned cascades for a set of six different inlet 
flow angles - except for the 40° camber angle case where only four inlet angles 
were examined - covering the entire incidence range, and correspond to the highest 
Reynolds number case from Rhoden's experimental results. Thus, in total, sixteen 
different configurations are tested with the currently proposed Navier-Stokes method 
and the predicted results are compared with the corresponding experimental data 
demonstrating the capabilities and identifying the limitations of the flow model. The 
results are presented and analysed in the next three different sections which 
correspond to the 20°, 30° and 40° camber angle of the tested blades. The pressure 
coefficient C, on the blade surfaces for the following sets of results is defined as the 
difference between the static pressure at the point on the blade surface and the static 
pressure at the cascade outlet, expressed as a fraction of the outlet dynamic head: 
Cp = 
P-Pout 
2 
PUout 
(5.5.4) 
where p,,, and U.,, are the mass averaged static pressure and velocity values at the 
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plane located one chord downstream from the trailing edge. 
The computational grid which has been used for all the following test cases, 
consists of 50 lines in the streamwise direction 20 of which are located in the blade 
passage, 15 in the upstream region and 15 in the downstream region, with 24 lines 
employed in the blade-to-blade direction. 
20° camber angle 
The cascade was set to a stagger angle of 34 ° which resulted in a blade angle 
of 44° at the inlet. The air inlet flow angle varied from 35° to 60° corresponding 
to incidence angles from -9 ° to + 16° in increments of 5 °. The Reynolds number 
based on the blade chord length for each inlet flow angle condition is given in table 
5.2. 
TABLE 5.2 
a, 35° 40° 450 500 550 600 
Re 395200 432000 470000 473000 505000 281200 
The computational grids for each case are illustrated in Figures 5.12a to 
5.17a where the grid lines in the upstream of the blade passage region, are set to 
approximately align with the inlet flow direction. 
Figures 5.12b to 5.17b compare the predicted C, coefficient along the blade 
surfaces against the experimentally measured ones. There is an increasing cascade 
loading observed as the incidence angle increases. In general, the predicted results 
demonstrate very good agreement with the measured values all over the range of 
incidence variation. For the cases of 35 °, 40 ° and 45 ° inlet flow angle, there is 
slight disagreement around the leading edge region - this is probably due to the local 
grid structure which is not sufficiently fine to resolve the large flow gradients which 
are present. Also the skewness of the grid is very high in this region and might 
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cause significant numerical diffusion errors. Apart from the above two reasons, the 
numerical treatment of the change from a periodic to a solid wall boundary is very 
critical and it was found that it can alter the whole pressure distribution pattern. For 
the cases of the 50°, 55° and 60° inlet flow angles which correspond to positive 
incidence angles of 6°, 11 ° and 16° respectively, there is better agreement than that 
of the previous cases, between the predictions and the experimental data, even in the 
leading edge region. This shows a general trend of the computer code, which was 
observed in other cases as well; increasingly better results are obtained as the 
incidence angle increases and the stagnation point moves towards the pressure 
surface of the blade. In the case of the 11 ° incidence angle, the turbulent boundary 
layer separates from the suction side and there is a region of flow recirculation as 
can be observed from the vector plot in Figure 5.16d. The Cp coefficient distribution 
presents an almost constant value at the recirculation area which is slightly lower 
than the experimentally measured one. This is probably due to the inadequacy of the 
k-e turbulence model to deal with this kind of recirculating flow conditions in 
combination with the highly diffusive upwind definition of the convective term. 
More severe conditions of separation are predicted in the case of the 16° incidence 
where the largest part of the convex surface is stalled. In this case the computed 
pressure coefficient is in a good correlation with the experimentally defined values. 
In Figure 5.18a, the streamline pattern around the suction surface of the blade is 
depicted, where the flow recirculation region is very clearly identified. The 
corresponding vector plot diagram is depicted in Figure 5.18b. 
The pressure coefficient C, contour plots for each inlet flow angle are 
illustrated in Figures 5.12c to 5.17c. 
The velocity vector diagrams are presented in Figures 5.12d to 5.17d. 
The predicted deviation angle distribution with incidence as compared with 
the measured one, is provided in Figure 5.19. There is a very good agreement 
between these two sets of data in terms of the qualitative shape of the distributions. 
In addition, the disagreement in the actual levels is less than 0.8 ° and is worst in the 
cases of the -9 ° and -4 ° incidences. 
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From the above presented results for the 20° camber angle, it can be 
concluded that the Navier-Stokes model shows a good capability of predicting 
accurately most of the flow characteristics in the cascade passage, using a relatively 
coarse grid. In addition, the computer code was proved to be very robust in the 
calculation of very difficult cases such as those of + 11 ° and + 16 ° incidence, where 
the flow is severely stalled and unsteady. However, in the latter two test cases the 
Hybrid scheme was insufficient to stabilise the iterative process. Hence, the Upwind 
scheme had to be employed in combination with much lower relaxation factors than 
the ones usually used. The implementation of the current model in lower Reynolds 
number flows, failed to predict laminar separation regions mainly because of the 
inadequacy of the wall function approach involved in the computations. For these 
cases, a Low-Reynolds number modification to the k-e model associated with a grid 
refinement to cover even the laminar sublayer region of the boundary layer, is 
expected to provide a better flow resolution and to capture the effects of the viscous 
phenomena in the proximity of the wall. 
30° camber angle 
This cascade configuration was set to a stagger angle of 36° providing a 
blade angle of 51 ° at the inlet. The flow angle at the inlet covered a range from 35 ° 
to 60° which correspond to incidence angles from -16° to +9° in increments of 5°. 
Table 5.3 presents the Reynolds number based on the blade chord length for each 
inlet flow angle. 
The computational grids which are employed in the computations are shown 
in Figures 5.20a to 5.25a. 
Figures 5.20b to 5.25b show comparisons between the predicted C, 
coefficient along the blade surfaces and the experimentally measured ones. In 
general, there is a good correlation in most of the incidence angle conditions with 
small discrepancies in the area of the leading edge of the blade as in the previous 
test cases. Especially in the cases of inlet flow angle 35° and 40° where there is an 
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inversion in the cascade loading along the initial 20% and 10% of the blade chord 
respectively, the negative loading is underestimated. In the case of the highest 
incidence +9°, there is a turbulent flow separation from the convex surface of the 
blade close to the trailing edge which renders the pressure coefficient almost 
constant in this region in contrast with the high gradient which appears in the 
upstream region of the blade. The streamline pattern in this region is depicted in 
Figure 5.26a where the closed streamlines indicate the recirculated flow region and 
the corresponding velocity vector plot is presented in Figure 5.26b. 
TABLE 5.3 
a, 35° 40° 45° 50° 55° 60° 
Re 401000 408500 474000 478000 475000 506500 
The pressure coefficient CP contour plots for each inlet angle are illustrated 
in Figures 5.20c to 5.25c. 
The predicted velocity vectors at each grid point of the flow domain are 
depicted in Figures 5.20d to 5.25d. In the latter figure, the vectors indicate the 
separation region on the suction side in the vicinity of the trailing edge. 
The predicted deviation angle distribution, with incidence as compared with 
the measured one, is provided in Figure 5.27 where similar trends with those 
observed in the cascade of 20° camber are identified. There is a very good 
qualitative agreement between the computed and the experimentally defined shape 
of the deviation angle variation. However, the model tends to underpredict the actual 
levels of the deviation angle at high negative incidences and overpredict them at high 
positive angles. The discrepancy is within 1° and is judged to be acceptable taking 
into account the uncertainties associated with the experimental procedures. 
115 
40 ° camber angle 
The 40° cascade was set to a stagger angle of 38° giving a blade inlet angle 
of 58". The inlet flow angle varied from 40 ° to 55 ° in increments of 5° 
corresponding to an incidence angle variation from -18° to -3°. The Reynolds 
number for each of the above flow angles is presented in Table 5.4. 
The 50 x 24 boundary fitted grids which are used for the flow analyses are 
shown in Figures 5.28a to 5.31a. 
The predicted pressure coefficient CP along the pressure and suction sides of 
the blade are compared against Rhoden's experimental results in Figures 5.28b to 
5.31b. This cascade delivers a higher loading than the previous two tested for the 
same incidence angle because of the higher camber angle of the blade. The predicted 
results exhibit a fairly good agreement with the corresponding test data in most of 
the cases apart from some discrepancies which appear around the leading edge of 
the blade. There is a remarkable agreement in the pressure distribution for the inlet 
flow angle of 50° as it is shown in Figure 5.30b. 
The contour plots of the pressure coefficient CP for each inlet angle are 
shown in Figures 5.28c to 5.31c which are typical for low speed compressor 
passages. 
TABLE 5.4 
al 40° 45° 50° 550 
Re 425000 474000 493000 517000 
Figures 5.28d to 5.31d, the computed velocity vectors inside- the blade 
passage for each case of inlet flow angle, are illustrated. 
The variation of the predicted deviation angle with varying incidence as it is 
compared with the measured one, is given in Figure 5.32 where it appears that the 
computational model captures fairly successfully the qualitative characteristics of this 
distribution. However, there is a departure of around 1° from the test data in the 
worst case of very high negative incidence angle. 
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5.6 The effect of under-relaxation 
In this section the effect of the under-relaxation parameters a and aP for the 
velocity and the pressure correction respectively on the rate of convergence of the 
computational method are studied. The laminar flow prediction through the NGTE 
10C4/30C50 cascade using a 50 x 24 BFC grid and the hybrid numerical scheme, 
is utilised as a typical example to demonstrate general trends and the significance of 
the selection of the appropriate relaxation factors on the computational economy and 
efficient usage of the model. 
For this particular study, the convergence criterion is that the absolute value 
of the maximum difference of the flow field values u, v and p, between consecutive 
iterations; should be less than a specified small number, 0.0001 in the current case. 
Figure 5.33 illustrates the required number of iterations for convergence, as 
a function of the, under-relaxation factor used for the solution of the pressure 
correction equation. Each of the four different curves corresponds to a factor of 0.3, 
0.5,0.7 and 0.9 respectively chosen as under-relaxation parameter for the solution 
of the momentum equations. From the variations presented in this graph, it can be 
discerned that for a given under-relaxation factor for the momentum equations, there 
is an optimum factor ap for the pressure correction which offers the quickest 
convergence and in addition; there is a- "band" of suitable ap° values which can be 
used. In the current study, this band was found to be fairly narrow and there 'is 'an 
upper limit for ap close to a value of 0.3 beyond which the method fails to converge 
or crashes completely for much larger values of ap. ' There is an optimum -set of 
under-relaxation parameters a. and ap which provides quickest convergence: This 
set is problem dependent and in the currently investigated case is %=0.3 and 
a=0.7. However, the conservative choice of the set a. =0.6 and ap=0.2 was 
judged to offer good convergence rates and proved to be very safe for most of the 
calculations presented in the previous paragraphs. In Figure 5.34, the variation of 
the convergence rate with the relaxation factor a. assuming a typical value for ap 
equal to 0.25, is depicted. The shape of the curve indicates 'the existence of an 
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optimum value for the factor a., equal to 0.7, for the specified value of %. A 
similar pattern is followed in the variation of a for each value of the under- 
relaxation factor aP within the "band" in which a solution can be obtained. 
The above features were also encountered by Peric (1985) who studied the 
effects of the under-relaxation factors used in an elliptic relaxation methodology for 
the laminar flow prediction in a cavity with inclined side walls and a moving lid. In 
this investigation, it was concluded that the width of the "band" 'of the ap values 
which can be used with given a factors, depends on the non-orthogonality of the 
grid. The width becomes narrower as the grid becomes more non-orthogonal. A 
similar trend became apparent when the current model was implemented in cascade 
flow cases, with high inlet flow angles ( greater than 50 °) and, the generated grid 
was highly distorted in the upstream of the blade passage region in order to align 
with the flow direction, e. g. the grid in Figure 5.25a for the 30° cambered Rhoden's 
cascade. In these cases an under-relaxation factor of 0.1 for the pressure correction 
was proved to be fairly safe in order to guarantee convergence in reasonably fast 
rates. For the transport equations for k and e, the value of the under-relaxation 
factor was set equal to 0.5., 
5.7 Acceleration of the iterative solution 
An accelerative numerical procedure aiming towards the reduction of the 
number of iterations required for a convergent solution, has been incorporated as an 
option in the proposed two-dimensional flow model. This technique was proposed 
by M. Lobo (1991) and is, based on the prediction of the final destination of the 
iterative path which each of the flow variables follows, by examining a few typical 
points of the path. Obviously, this, preassumes that a certain iterative pattern is 
followed which is true for quite a large number of cases. For a typical problem, the 
iterative path consists of two distinct phases: an unsteady phase occurring due to the 
influence of the different boundary conditions which lasts till these influences have 
been properly assimilated, and a second steady phase which exhibits a certain pattern 
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which, in general, can differ from one case to another. 
The use of a multigrid approach which is a very well established technique 
can accelerate the unsteady phase through the rapid transmission of the boundary 
effects. The currently implemented novel approach is focused on the steady phase 
and attempts to estimate the asymptotic values which the variables may obtain when 
convergence is accomplished. Lobo defined various iterative paths which may be 
encountered in CFD problems and proposed appropriate formulas for the 
approximate estimation of the convergent solution. In the current computational 
method, it has been found that the flow variables follow a long-period oscillatory 
pattern and not a monotonically varying one because the dependent flow variables 
converge to their final solution at different rates. A typical variation pattern of the 
velocity component u obtained from a cascade flow simulation at a specified 
monitoring grid location, is depicted in Figure 5.35. 
The centre of the oscillatory path is determined through the assumption that 
the amplitude of successive waves decays exponentially. If Co, C, and C2 represent 
successive extrema, the guess for the final destination of the iterative path will be: 
C= 
1t 
C2 + Cl " 
C2 - Cl 
Co -Cl 
C2 -Cl 
(5.7.1) 
Co -Cl 
This formula is applied to all points of the flow field at the stage when every single 
point has encountered a third extremum of its iterative path. In addition, the 
acceleration process ensures that the amplitude of the successive extrema is indeed 
decaying. Because of the long period of the oscillatory pattern, the acceleration 
cannot be implemented until the iterates are already a fairly considerable fraction of 
the path towards convergence. 
Figures 5.36 and 5.37 present convergence rates for accelerated and 
unaccelerated procedures for two different sets of under-relaxation factors. In the 
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first case the relaxation factors are set equal to 0.8,0.8 and 0.3 for the calculation 
of the u and v velocity components and the pressure correction respectively. The 
corresponding values for the second case are 0.6,0.6 and 0.2. For the first 207 
iterations in the first case and 283 in the second, the two curves are identical 
because only at this stage all the grid points have experienced a third extremum in 
their iterative paths. Thereafter the acceleration process converges much faster 
yielding a benefit of 32% and 29.4% in, terms of the number of iterations for 
convergence in each of the two cases respectively. The benefit in terms of CPU time 
is slightly less if the additional floating point operations required for the acceleration 
procedure are included. The incorporation of this acceleration process into the 
Computer program causes also a relatively small increase of the required Computer 
memory. , 1, 
5.8 Conclusions 
In this chapter, the implementation of the proposed computational 
methodology to predict two-dimensional, low-speed flows in the passages of 
compressor cascade blades, is presented. The theoretical simplifications to the three 
dimensional flow model presented in the previous chapters and the application of the 
required boundary conditions, are explained and discussed. The computational grid 
which is utilised in the computations is a boundary fitted grid with the grid lines 
intersecting the blade surfaces and the periodic boundaries perpendicularly and is 
generated through the robust computational procedure described in Chapter 4. The 
predictive capabilities of the 2-d model are assessed through a number of 
comparisons of the computed flow parameters with experimental data, available in 
the literature, corresponding to different blade profiles, cascade settings and flow 
conditions in terms of inlet flow angle and Reynolds number. There is a fairly good 
correlation of the predicted pressure coefficient distributions on the blade surfaces, 
with the measured data. The discrepancies which are observed in the leading edge 
region are attributed to reasons inherent into the grid construction process around 
this area and to the numerical treatment of the change from a periodic to a solid wall 
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boundary condition. The predicted deviation angle for the different configurations 
examined, is in good agreement with empirical correlations or alternatively with 
experimental data. However differences arise at high negative values of incidence. 
In some of these cases, large flow separation areas have been predicted on the 
suction surface of the blade. The computer code tends to overpredict the total 
pressure loss coefficient due to the highly diffusive numerical schemes which are 
employed for the discretisation of the convection term of the flow equations and to 
the inaccuracies from the introduction of the wall function method to bridge the first 
grid point away from the wall with the wall surface. 
The effects of the under-relaxation parameters on the rate of convergence 
have been identified and an optimum set of values, which is problem dependent, has 
been determined. A novel accelerative method has been implemented and certain 
improvements in the computational economy of the suggested flow model have been 
accomplished. 
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CHAPTER 6 
Flow in three-dimensional ducts 
6.1 Introduction 
The proposed mathematical flow model was implemented for the flow 
prediction in two dimensional cascade configurations as was described in the 
previous chapter. However, the flow phenomena through the complex geometry of 
a centrifugal impeller are highly three dimensional and a numerical model of greater 
complexity is required. In this chapter, the three dimensional model is applied for 
the flow prediction in three dimensional flows through ducting systems which exhibit 
some of the features that are likely to be encountered in the modelling of centrifugal 
compressor flows. The additional model considerations which are required in 
addition to those described previously, the boundary conditions and the calculation 
procedure for this class of flows, are presented. 
The assessment of the applicability of the current method to three-dimensional 
duct flows, is performed through a set of steady state incompressible flow test cases 
where the basic physical elements associated with centrifugal compressors are 
encompassed. Each test case is selected to examine a particular feature of the model 
as independently as possible from the other features. Two laminar and two turbulent 
flows are considered passing through straight ducts. The flow in a 90° curved 
passage with rectangular cross-section is used as a benchmark to test the behaviour 
of the proposed methodology in curvature dominated flows where a pressure 
gradient is applied in the cross-stream direction. The turbulent flow in a series of 
low-aspect ratio planar diffusers with different exit to inlet area ratios are studied for 
two different Reynolds numbers. 
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The predicted results are compared against exact solutions for the laminar 
flow test cases whereas for the turbulent flows the computed results are compared 
either with experimental results or with previous numerical computations obtained 
by other methods. In general, satisfactory agreement has been obtained in most of 
the examined cases. 
6.2 Implementation of Boundary Conditions 
Inlet Boundaries 
The values of all the flow variables are usually obtained by referring to 
available experimental data or through analytical relations taking into account other 
given conditions when the required information is not complete. The turbulence 
kinetic energy k, is fixed to a uniform value based on a level of turbulence intensity 
when no other measured distribution of k is provided. As it was described in Section 
5.4, the inlet turbulence dissipation rate e can be either calculated by considering an 
eddy viscosity level or through the assumption of a distribution of the length scale 
lm, via the relationship: 
3 
k2 
1 m 
(6.2.1) 
A two-dimensional control cell, placed next to an inlet boundary, is depicted in 
Figure 6.1. As it can be observed, the spacing between B and P is approximately 
half of the distance between the nodes P and F and therefore the point P is located 
in the middle of the "central-line" bf of the control volume. In this way, the flow 
variables at P are more realistically representative of the constant values which are 
assumed to prevail in the control volume as they are used for the explicit 
computation of some parts of the source term. This practice. is consistently followed 
to all control volumes adjacent to any boundary of the computational domain. The 
boundary nodes are placed at the boundary control volume faces and the known flow 
quantities are assigned to them. No modifications are necessary to the discretised 
equations for the inlet boundary cells, since the weighting factors used for the 
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interpolations, as it was described in Section 3.5.3, ensure both the accurate 
computation of the inlet convective flux, since the cell face values in the 
interpolation formulas correspond to the boundary values, and the correct estimation 
of the diffusion terms. 
The inlet mass fluxes are not required to be corrected and thus the velocity 
corrections for boundary cell faces are neglected, which is equivalent to a zero 
pressure correction gradient boundary condition for the pressure correction equation. 
This is automatically arranged by setting the coefficients aP corresponding to the 
boundary node equal to zero. This is the practice which is adopted in the present 
study, where the simplified, without the cross derivative terms in the relations 
(3.6.7), pressure correction equation is used, which subsequently is equivalent to 
setting to zero the gradient in the coordinate direction t, and not along the direction 
normal to the boundary. This has no significant effect on the converged solution, but 
may cause difficulties at highly non-orthogonal grids. 
Outlet Boundaries 
The outlet boundary is located sufficiently far downstream from the region 
of interest, Figure 6.2, at a location where there is no recirculation and the flow is 
everywhere directed outwards, so that any inaccuracy in the definition of the outlet 
conditions will not be allowed to travel far upstream if the Reynolds number is 
large. 
When an upwind scheme is employed for the definition of the convective 
flux, the downstream grid points are not, considered and the coefficients a; ° which 
correspond to the outlet boundary will be zero for all the neighbouring control 
volumes. Consequently, only the diffusion part of the a, coefficients remains which 
becomes negligible when the local Reynolds number is high. As a result, the outlet 
boundary values can be estimated by extrapolation from upstream. In most cases it 
is found sufficient to consider the outlet values equal to the values at the adjacent 
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upstream plane which is equivalent to zero gradient in the Z; direction, for all flow 
variables except pressure. For the pressure values a linear or a quadratic 
extrapolation is found to be more realistic especially when there is a pressure 
gradient at the exit region. The overall continuity is ensured through the global 
velocity and pressure correction procedure applied at each cross plane, as it is 
described in Section 6.3. In the cases where the values of the dependent variables 
are known at the exit, these values are fixed as such and no extrapolation practice 
is followed. 
Svmmetrv Boundaries 
The conditions which are valid at a plane of symmetry are the setting of no 
convective and no diffusion flux of the dependent variables along the normal to the 
symmetry plane directions. 
The values of the dependent variables at the symmetry boundary are 
calculated from the interior nodal values by imposing the requirement for a zero 
normal gradient: 
ao - 11 an =u (6.2.2) 
where n is the coordinate normal to the symmetry plane. For the situation shown as 
an example in Figure 6.3 where the "b" face lies on a symmetry plane, the above 
equation is equivalent to: 
('24)) 
=aý 
bCOSe1g 
+/ 
bCOSe23 
(6 
.2.3) 
bI 
where 613 and 623 are the angles between the positive parts of t and il and the inward 
part of r. When the grid is orthogonal at the symmetry plane (as it happens in all 
the cases where a symmetry plane was employed in the computations of the current 
study) then the simplified zero gradient condition along the coordinate which 
intersects the symmetry plane applies: 
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ý) 
b= 
äý (6.2.4) 
Solid was 
The velocity components u; and the corresponding fluxes F;, are set to be 
equal to zero on the solid walls. The link between the grid points located adjacent 
to a wall with those located on the wall boundary, breaks by setting the 
corresponding coefficient a, equal to zero and incorporating the diffusive contribution 
due to the wall shear stress into the source term of the momentum equations 
according to the analysis presented in Section 5.4 for two-dimensional flow. In the 
case of turbulent flows, the wall function method is adopted to define empirically 
the shear stress as it was explained in Section 2.6. The wall function assumption is 
based on Couette flow analysis for fully developed flow which, although a realistic 
assumption for parallel near-wall flows, may be greatly erroneous in case of 
recirculating flows where large gradients along the wall prevail. The general 
application of the method in three dimensional flows, can be summarised as follows: 
The wall shear stress is written as a function of the component Up of the 
velocity vector U which is parallel to the wall, Figure 6.4: 
ta= 
-Aý[1p) P 
where: 
AV =ö if yp < 11.6 
A__ _ý __w in[ EYp I 
11 
42 
xp Cµ kp if yP > 11.6 
(6.2.5) 
(6.2.6) 
(6.2.7) 
where: 
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Cµ' kp bn 
yp - 11 
-" -. 
(6.2.8) 
The shear force Tw is assumed to act in the direction opposite to Up, Figure 6.4, and 
is equal to: 
= Tý, =w (6.2.9) 
where Aw is the area of the control volume face lying on the wall. The analysis of 
-º 
Tw in each of the x; directions is performed by expressing Up in terms of its 
Cartesian components: 
TMj = -Aa Ag, (Up, ) P 
-... 
(6.2.10) 
The velocity component Üp is obtained by the total velocity vector U (u1, u2, u) as 
follows: 
- (Ün-j n (6.2.11) Üp =1 
where 
n (ni, n2, n3) is the normal to the wall unit vector defined by the vector 
product of two cell face "central, lines", e. g. from (ew)b an d (ns b for the cell 
illustrated in Figure 6.4. 
Eventually each shear stress component in the x; direction is given by the 
relation: 
I 3 
Tw, _ -A. Aw ll j- II., 
E ujnj 
j"l 
(6.2.12) 
The force Tom; is subsequently added to the source term of the momentum equation 
for u; after appropriate linearisation through the relation (3.3.24). _- p 
The near-wall treatment for the k transport equation is performed through the 
adjustment of the source term for the boundary control volume adjacent to the wall, 
by following the analysis leading to the relation (5.4.11) used for the two- 
dimensional flow predictions where OVp is now the volume of the three-dimensional 
control volume. 
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The value of the dissipation rate of the turbulence energy e is fixed at the 
control volumes next to the wall, to a value determined explicitly by the relation 
(5.4.14) by means of a linearised source term, relation (5.4.15). 
6.3 Calculation of the pressure field 
The pressure field is calculated by using a SIMPLE based pressure correction 
approach as it is described in Section 3.6.2 with the amendment proposed by Rhie 
and Chow (1983) in order to couple the pressure and the velocity fields and to 
remove the oscillations which might arise during the calculation process due to the 
non-staggered location of the flow variables on the computational grid, as it was, 
discussed in Section 3.6.3. The three dimensional implementation of the pressure 
calculation procedure differs slightly. from the one used in the cascade computations. 
Specifically, the three-dimensional pressure field is generated. using a three-step _ 
procedure. 
In the first step, a one-dimensional global correction is implemented at each 
cross-stream plane. A uniform velocity correction is obtained by applying global 
conservation of mass: -,, -- 
AW= 
Min -E Pw"atai c (6.3.1) 
r pbýan 
which ensures that the mass flux M; o through the 
inlet plane is equal to the mass flux 
through each cross-stream plane at station of constant r, which has been considered 
as the coordinate in the approximate streamwise direction. The generalised 
coordinates t and ' are assumed to, be the' cross stream coordinates and the 
summation is over each grid point in the cross plane. _ 
A one dimensional correction to the pressure is obtained from the'solution of 
an approximate integrated streamwise momentum equation, Lapworth (1987), and' 
is given by the expression: `-- 
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F, p(Xc' +yc, +zc') w+ (xru. +yC v+ztw")1 
Ap = -A W- (6.3.2) r JSýbrý 
The pressure correction ip calculated at station r is also added to all downstream 
stations preserving the existing pressure gradients which are practically "sensed" by 
the momentum equations. The one-dimensional corrections to the velocity and 
pressure are equivalent to those used in the two dimensional analysis of the previous 
chapter and have been found to accelerate the establishment of the cörrect pressure 
field. 
In the second step, a twoo-dimensional elliptic pressure correction is 
performed to the cross-stream velocities and pressure in order to promote the 
satisfaction of the local conservation of mass, through the solution of the equation 
(3.6.10) which is derived in the previous chapter. A brief review of this step which 
has also been discussed in Sections 3.6.2 and 3.6.3, is as follows: 
The values u', v' and w obtained from the solution of the momentum'equations are 
utilised for the estimation of the curvilinear velocities U', V' and W' at the grid 
nodes through the relation (3.2.5). Subsequently the above components are 
approximated at the control volume faces by applying the expression (3.6.12), Rhie 
and Chow (1983): 
u" = v-B(pý - äý` )v= v-c(pý - ý` ý w" -D 
(FC - 
äý 
(6.3.3) 
where the coefficients B, C and D are given by the expressions (3.6.9). Correction 
are then added to U', V' and W' in order that local continuity be satisfied: 
U=U`+BpE V=V`+Cpý W=W`+Dp= (6.3.4) 
where p' is the correction to the value of p'. The substitution of U, V and W given 
from the previous relations into the discretised continuity equation provides an 
equation for the pressure correction, equation (3.6.10). The solution of this equation 
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is performed two dimensionally at each constant r plane, assuming p'p=p'B=O, and 
provides values for p' which are used to correct the cross-stream general velocity 
components U and V. The pressure correction values are under-relaxed before 
updating the pressure for stability reasons. Usually an under-relaxation factor of 0.2 
is used taking into account the conclusions of Section 5.6 for the two dimensional 
cascade analysis. 
In the third step, a three-dimensional correction to the pressure field alone is 
executed for the acceleration of the elliptic pressure effects transmission. The 
combination of the relations (6.3.3) and (6.3.4), provides the relations: , 
U= Ü+Bp( V=V+Cp, 'w=W+Dpc 
where: 
Ü=Ut- Bpý 
(6.3.5) 
V=V'-, C: Fn W=W' - Dpt 
An equation for the pressure field itself is obtained by substituting, the above 
relations Ü, V and W into the discrete continuity equation: 
apakpk -nip (6.3.7) 
where th1, is the integrated local mass imbalance based on the general velocity 
components U, V and W, which are updated after the second pressure correction 
step. The coefficients aj which appear in the above equation for pressure are 
identical to those encountered in the pressure correction equation (3.6.10) used in 
the second step, and consequently have to be computed only once. 
6.4 Computational Results 
6.4.1 Laminar Flow Test Cases 
The laminar flows between two parallel plates and in a circular pipe are 
considered. These cases belong to a small number of flows for which analytic 
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solutions exist. For both calculations the Hybrid numerical scheme is utilized. 
The flow between parallel plates is a two dimensional one. However, the 
results are obtained by fixing suitably the three-dimensional computer code, 
assuming just 5 grid points in the infinitely expanded third direction and considering 
the side boundaries to be symmetry planes. The orthogonal grid which is used 
consists of 16 x5 grid points in the cross section of the channel and 88 grid points 
streamwise, covering a region of 60 channel widths in the flow direction. The 
outline of the grid is illustrated in Figure 6.5. The Reynolds number based on the 
channel width D and the mean velocity W;., is equal to 100. This test case is chosen 
in order to examine whether the non-orthogonal diffusion and pressure terms are 
coded correctly and vanish eventually from the computations. In the current study 
the whole width is considered despite the existing symmetry, in order to provide an 
additional check of the symmetry of the profiles along the width of the channel and 
reveal any existing computational errors. Uniform velocity profiles at the inlet and 
zero axial gradients at the outlet are prescribed, with the initial values set to: 
u=v=p=0 and w=W;,. The predicted velocity profiles are symmetrical indeed and 
there is no variation in the third direction. The predicted parabolic velocity profile 
in the fully developed region is in excellent agreement with the analytic solution as 
shown in Figure 6.6. In addition, the calculated pressure drop and shear stress are 
within less than 1% agreement with the values given from the analytic solution for 
these parameters, Schlichting (1979). The cross-stream velocity components are 
predicted to be negligible in the fully developed region. 
The second laminar flow test case deals with the developing flow prediction 
in a circular pipe. This test case is especially designed to test the performance of the 
current method on non-orthogonal grid systems at the cross-stream plane. Only one 
quarter of the cross-section is considered in the computations because of flow 
symmetry. The grid which is used to cover this cross-stream plane, illustrated in 
Figure 6.7, consists of 16 x 16 points and is generated algebraically to provide equal 
physical spacing in both constant t and q directions. This grid is highly non- 
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orthogonal around the point C at 45 ° from the horizontal direction. In the 
streamwise direction, 88 axial stations are used covering a distance of 60 pipe 
diameters. The Reynolds number of the flow based on the diameter of the pipe, is 
equal to 100 and the boundary and initial conditions are identical to those described 
above for the flow between two parallel plates. The solution procedure was found 
to be stable, and no effect of grid non-orthogonality on accuracy was observed. The 
predicted velocity profile of the fully developed flow is in excellent agreement with 
the analytic solution and is identical for every direction which passes through the 
axis of the pipe. This is illustrated in Figure 6.8 where the predicted velocity 
profiles along the AB at 0° and AC at 45° lines of Figure 6.7, coincide with the 
analytically derived parabolic profile. The pressure drop and the shear stress on the 
pipe walls are computed to be in very good agreement with the corresponding 
analytically obtained values. 
6.4.2 Turbulent Flow test cases 
6.4.2.1 Flow between parallel plates 
The flow between parallel plates is predicted for the turbulent regime to 
assess the accuracy of the proposed scheme when the additional scalar equations k 
and e are solved. The computational grid is the same as in the laminar case covering 
the whole width of the passage despite the flow symmetry in order to reveal any 
computational errors encountered in the coding associated with the turbulent scalars 
and the wall functions. The inlet profiles are uniform and are given from the 
following relations: 
Uin-Vin-pin=0 ý Win= 
Wln 
I kin° 
2(Tu'Win)2 
Ein- 
Cµ P kin ( 6.4.1) 
IL Tin 
where T. is the inlet turbulent intensity taken to be 0.03 and juTin 
is an inlet value for 
the eddy viscosity equal to 50 for the present test case. The Reynolds number based 
on the width of the passage is equal to 20,000. 
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The computed velocity profiles obtained at each cross section are found to be 
symmetric around the mid-width plane of the passage as expected. The velocity 
profile in the fully developed flow regime is shown in Figure 6.9 and is compared 
with the three-dimensional numerical solution of Peric (1985). The profile of the 
turbulence kinetic energy k normalised by the square of the friction velocity UT given 
by: 
TV Us =P (6.4.2) 
where r,, is the wall shear stress, is presented in Figure 6.10. The turbulence mixing 
length 1m defined as: 
3 
im = C. 
(6.4.3) 
normalised by the half-width of the channel, is depicted in Figure 6.11 as a function 
of the distance from the wall. Finally the turbulent kinematic viscosity normalised 
by the friction velocity UT and the half-width of the channel, is illustrated in Figure 
6.12. In all of the above comparisons, a satisfactory agreement with the results 
obtained by Peric who used a different pressure correction approach for the flow 
analysis, can be observed everywhere across the channel. 
6.4.2.2 Developing turbulent flow in a straight duct 
of square cross-section 
As a second three-dimensional turbulent flow test case, the developing turbulent 
flow in a straight duct of square cross-section is simulated. The turbulent flow in a 
straight duct of non-circular cross-section is characterised by the presence of 
transverse mean secondary flow even in the fully developed flow regions. This 
secondary flow defined by Prandtl as secondary flow of the second kind, is a result 
of Reynolds stress gradients in the corner region. Although the magnitude of the 
secondary velocity is only a small percentage (2-3%) of the streamwise bulk 
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velocity, it exerts a significant influence on the global and local properties of the 
flow. The contours of the axial mean velocity bulge outwards near the corners as a 
result of the transport of high-momentum fluid from the core fluid to the corner 
regions through the circulatory transverse flow. 
Although experimental investigations on fully developed flows in non-circular 
ducts were conducted by many workers, available experimental data are scarce for 
the case of developing turbulent flow. Gessner, Po and Emery (1979), reported a 
thorough experimental investigation on the three-dimensional developing flow in a 
square duct at a Reynolds number of 250,000. Melling and Whitelaw (1976), 
performed Laser Doppler measurements at two axial stations of the square duct at 
a Re = 42,000. The experimental data from both the above investigations have been 
used by many workers especially for the validation of turbulence models and are 
used for comparisons with the present predictions. 
It is generally accepted that a turbulence model using the assumption of an 
isotropic eddy viscosity, as the k-e model, can not predict the secondary motion and 
a more refined modelling of the turbulent stresses is necessary, Launder and Ying 
(1973), Naot and Rodi (1982), Demuren and Rodi (1984). There have been several 
attempts to analyse the nature of the turbulent flow in non-circular ducts. Due to the 
complex nature of the secondary motion in these flows various ways of modelling 
the Reynolds stresses have been proposed based on simplifications of the transport 
equations for these stresses , giving rise to Algebraic Stress Models. At this stage, 
however, only results obtained with the use of the k-e model will be presented. 
However, it should be mentioned that the adoption of an Algebraic Stress 
Turbulence Model and its incorporation in the current computational model which 
uses a non-staggered grid arrangement is not straightforward and special care should 
be taken on where the Reynolds stresses are located on this grid. The author of the 
present work experienced an apparent oscillatory distribution of the transverse 
velocities when the Reynolds stresses are located at the same location with the rest 
of the flow variables. A remedy to this problem might be either the staggering of 
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the locations of the Reynolds stresses from the grid nodes where all the flow 
variables are stored, Choi et al (1989), or the implementation of special interpolation 
techniques and other numerical measures if the collocated variable approach is to be 
retained for the Reynolds stresses as well, Obi et at (1991), Cho and Fletcher 
(1991). 
Figure 6.14a shows the predicted axial centreline velocity compared with the 
experimental data obtained by Gessner et al. There is an increase in the centreline 
velocity as far as z/D = 40 as a result of the boundary layer growth on the walls 
confining and accelerating the core fluid. Subsequently the centreline velocity 
decreases as a result of the redistribution of the momentum across the duct through 
the secondary circulatory motion. The predictions agree with the measurements quite 
well in the initial part of the duct but indicate their peak value at z/D = 35. After 
this station the centreline velocity reduces and tends asymptotically to the value 
measured for the fully developed turbulent flow. The corresponding predictions for 
the experiment carried out by Melling and Whitelaw are shown in Figure 6.14b. The 
centreline velocity along the duct presents a trend similar to that of the previous 
experiment. The peak of the ratio W/W; o occurs at z/D = 25 and it becomes almost 
constant before it falls gradually. 
The boundary layer development along the duct for the flow conditions of 
Gessner, Po and Emery (1979), can be observed in Figure 6.15. The axial velocity 
profiles are plotted against the distance from the wall bisector. The gap between the 
predicted values and the experimental data is greater at the z/D = 24 and z/D = 40 
stations. This occurs due to the insufficiency of the k-e model to deal with the 
turbulence-driven secondary flows and the subsequent bulging of the axial velocity 
contours outwards to the corner bisector and inwards to the wall bisector. 
The grid employed for the simulation of the experiment performed by Gessner 
et al had 14 by 14 nodes covering one quarter of the cross-plane because of the 
symmetry of the flow and 48 planes covering 60 widths length of the duct, Figure 
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6.13. ° The computations were performed on a DEC 5000/200 computer system and 
reached convergence after 520 iterations requiring 10760 sec of CPU time or 0.0022 
sec per grid point per iteration. 
6.4.2.3 Flow in a curved passage of rectangular cross-section 
In order to check the capability of the presented computational method to treat 
strong curvature in the longitudinal direction, the turbulent flow in a 90 deg bend 
of rectangular cross-section was calculated. 
This calculation simulated the experimental conditions reported by Pratap (1975). 
Figure 6.16 shows the configuration of the curved duct. The test section of the duct 
was rectangular and the height and the width were equal to 1.22 m and 0.304 m 
respectively. The duct curved through 90 deg with a centre line radius of 2.52 m. 
The flow domain for which computations have been carried out consisted of a 
1.22 m long straight section and the 90 degrees of the curved duct.. Only half of the 
width was considered because of the symmetry of the flow. The grid which was 
employed consisted of . 
14 nodes in the t, 16 nodes in the q and 34 nodes in the 
streamwise r direction. The polar angle between the cross-sectional planes in the 
curved part was equal to 3.75 degrees. The grid was not uniform more points being 
clustered in the near-wall region. 
The Reynolds number based on the hydraulic diameter of the duct and the mean 
velocity was 700,000. A uniform static pressure was specified at the inlet plane of 
the calculation domain and the rest of the flow conditions were fixed according to 
the experimental measurements at the location 1.22 m upstream of the curved part. ' 
At the solid walls, the no-slip condition is considered with the pressure gradient 
normal to the wall set equal to zero. At the symmetry plane, the normal velocity 
component, u in this case, is set equal to zero with the rest of the flow variables 
-. 1 
extrapolated from the adjacent plane. At the outlet plane, the flow variables are 
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extrapolated from their values at the upstream grid nodes. In the initial "guess", the 
velocities are taken from the inlet profile, with the flow direction changed smoothly 
through 90° around the bend and no cross flow is assumed present. 
The predictions showed a complex three-dimensional flow pattern due to the 
secondary motion driven by the strong pressure gradient induced by the curvature. 
Two counter-rotating vortices were found to exist with a maximum velocity of the 
secondary motion about 20% of the maximum primary velocity. This secondary 
motion is shown, for the 75 deg plane, in Figure 6.17 where only half of the duct 
is plotted. As a result of this secondary motion, the primary velocity profiles were 
distorted and showed a maximum towards the inside of the curved duct. Figures 
6.18 and 6.19 show the streamwise velocity profiles at the 11.35 deg and the 33.75 
deg planes for distances X=0.01 m and X=0.02 m from the side wall of the 
duct. The velocities were non-dimensionalised with the magnitude of the total 
velocity W, at the centre of the corresponding cross-sectional plane. The velocity 
shows a peak near the inner wall of the duct which occurred due to the pressure 
gradient developed from the inner to the outer wall and was caused by the curvature 
of the bend. This pressure distribution is presented in Figures 6.20 and 6.21 in terms 
of aCP coefficient defined as: 
CP = 
P -PC 
2pAý 
(6.4.4) 
where index "c" denotes values at the centre of the cross-stream plane. 
The C, coefficient presents its maximum at the outer wall and this value reduces 
towards the inner wall due to the action of the centrifugal forces. The results 
obtained are in very good agreement with the measured values in most of the cross- 
sections of the duct. 
The calculations were performed on a DEC 5000/200 computer system and 
convergent solution was obtained after 560 iterations of the marching procedure and 
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took 9300 sec of CPU time corresponding to 0.00206 sec per grid point per 
iteration. 
6.4.2.4 Flow in low-aspect-ratio diffusers 
To check the capability of the present analysis to treat flows with streamwise 
diffusion, the turbulent flow in low-aspect-ratio diffusers was studied. McMillan and 
Johnston (1970), (1973), conducted an experimental investigation of air flows in 
low-aspect-ratio rectangular diffusers of different outlet to inlet area ratios and for 
different Reynolds numbers. Figure 6.22 shows the configuration of the diffuser. 
The present calculation simulated the experimental conditions reported by 
McMillan and Johnston (1970), for three diffusers of outlet to inlet area ratios equal 
to 2.1 : 1,2.7 :1 and 3: 1 and with a fully developed turbulent flow at the inlet of 
the diffuser. 
The computational inlet plane was located 0.8*W, lengths upstream of the 
diffuser inlet section following the calculations performed by Rhie (1985), for the 
same test case. Only one quarter of the whole diffuser configuration was considered 
in the computations because the flow was symmetrical in both the cross-stream 
directions. A grid of 25 x 10 x 52 was used. Figure 6.23 shows the static pressure 
distribution along the diffuser for Re = 20,600 and Re = 50,600 in the case of the 
unstalled diffuser of an area ratio of 2.1 : 1. The local pressure recovery is 
expressed in terms of a C, coefficient defined as: 
CP P- 
P; n 
(6.4.5) Ip 
where p is the local static pressure, p;,, is the inlet static pressure and W;, is the area- 
averaged inlet velocity. The CP coefficient increases along the diffuser obtaining 
higher values for the higher Reynolds number. Generally the predicted values are 
in good agreement with the corresponding measured data. For the outlet to inlet area 
ratio of 2.7 : 1, the diffuser was characterised experimentally to operate in transitory 
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stall regime and flow separations were predicted for both Reynolds numbers. The 
predicted C, distributions for this case are compared against the experimental results 
in Figure 6.24 where satisfactory agreement is demonstrated. For the area ratio of 
3: 1, transitory stall was reported experimentally for the lower Reynolds number, 
but fully developed stall for the higher Reynolds number where the flow separates 
from one wall but follows along the other. This is called bi-stable and cannot be 
treated using the current solution methodology which is steady and a symmetric 
boundary condition is enforced to the solution. However, the predicted pressure 
recovery is in reasonable agreement with the corresponding measured data, Figure 
6.25. 
At this stage it should be mentioned that the elliptic nature of the set of 
equations which is employed in the current computations was able to deal with 
separated flow regions irrespective of the size of these regions, as it was found in 
the cascade flow computations of the previous chapter as well. There is no special 
treatment, in the current method, which is activated when flow separation is 
experienced at the outlet boundary. This situation usually leads to divergence of the 
computational procedure and hence care should be taken to expand the computational 
geometry sufficiently far downstream, as it was mentioned in Section 6.2, in order 
to allow flow reattachment upstream of the outlet plane and within the computational 
regime. In the cases of the 2.7 :1 and 3: 1 area ratios diffusers where flow 
separation was predicted, a constant area rectangular duct was added downstream 
of the diffuser discharge to avoid flow separation at the outlet plane of the 
computational domain which might occur during the calculation procedure. 
The necessary CPU time was typically around 20300 seconds on a DEC 
5000/200 computer system for 710 iterations, corresponding to 0.0022 seconds per 
grid point per iteration. 
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6.5 Conclusions 
The implementation of the proposed flow model to predict three-dimensional 
duct flows has been presented in this chapter. The appropriate boundary conditions 
valid for various boundaries and the amended form of the pressure correction 
scheme, are presented. The model has been validated through its application for the 
flow prediction in two laminar and totally ten different turbulent flow cases. The 
laminar flow cases have proven that the computer code can be used reliably to 
predict with very high accuracy laminar flows even on highly non-orthogonal grids 
which is inevitable feature in most of the finite volume flow computations through 
complex ducting configurations used in turbomachines. The turbulence scalars are 
well-correlated with other predictions at the fully developed regime of the straight 
channel flow. However, the use of the standard k-e model is inadequate for the 
accurate computation of corner flows. The flow model yields good predictions in the 
case of the bended duct where is required to treat strong curvature in the 
longitudinal direction which causes strong pressure gradients on the cross stream 
planes. When a strong streamwise diffusion is present, the flow may separate and 
the elliptic nature of the form of the governing equations which are employed, 
allows the model to deal with these separated flow regions independently of their 
size. 
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CHAPTER 7 
Flow in centrifugal compressors 
7.1 Introduction 
The three-dimensional elliptic code, developed for this thesis, which has sofar 
been applied to predict two-dimensional compressor cascade flows and three- 
dimensional duct flows, is now implemented for modelling the flow through the 
complex passages of a series of centrifugal compressors. The effects of 
compressibility are considered through the solution of the energy equation for the 
transport of rothalpy and the perfect gas law. The tip clearance effects on the 
relative flow pattern are important and are appropriately simulated. In the cases 
which are tested the casing wall is stationary and the magnitude of the tip gap can 
be adjusted. 
In this chapter, a brief review of the experimental attempts to map the 
internal flow field through the passages of centrifugal compressors, is presented. 
Subsequently, theoretical calculations with the current method are performed and the 
results are compared critically with available experimental data and with results from 
other computational models. Three high-speed subsonic compressors with different 
geometrical and operating characteristics are analysed at design and off-design 
conditions. In all cases, a jet/wake flow pattern is pronounced and strong secondary 
flows are discerned. The predictive capability of the current flow model is judged 
to be fairly satisfactory taking into account the limitations of the physical models and 
the numerical schemes involved in the computations. 
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7.2 Summary of experimental investigations 
Each of the computational tools presented in the review of Chapter 1 and 
implemented for the flow prediction in centrifugal compressors, is based on different 
theoretical model assumptions and numerical methodologies and has its own 
limitations. Hence, despite the predictive successes, much more work is required for 
more accurate predictions of the turbulent flow field and for the identification and 
quantification of the loss mechanisms especially at off-design conditions. 
The further development of advanced computational tools can not progress 
without their validation against high quality, detailed and extensive data on modern 
impellers. A thorough examination of the already existing data reveals that the 
length of our database is very limited and much more effort is required for the 
acquisition of "benchmark" data for the evaluation of the computational viscous flow 
methods, the calibration of the physical models which are employed and the 
development of more sophisticated approaches in terms of physical modelling. 
The "state of the art" in the technology of centrifugal compressors during the 
seventies, is presented in the AGARD CP-282 (1980) and in the ASME Conference 
Proceedings on performance prediction of centrifugal pumps and compressors, 
ASME (1980). A number of good summary articles have been presented as part of 
the von Karmän Institute lecture series on flow in Centrifugal Compressors (1984). 
Elder and Forster (1987) provide a description of a series of investigations in a 
variety of low speed and high speed impellers. A few historical notes are 
summarised here. 
Hamrick et al (1954) studied the internal flow field of a 48 inch (1.2102m) 
diameter radial inlet impeller and presented results in the form of relative velocity 
and relative pressure loss contours. With the use of a total pressure probe within the 
passage, they obtained a comprehensive map of the total pressure losses through the 
impeller for a wide range of mass flows. A significant observation of this study was 
the absence of low-energy fluid on the pressure side and the appearance of the high 
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loss region at the shroud towards the suction surface of the blades. From the 
pressure contours along the geometric streamlines, pressure gradients normal to 
these streamlines could be calculated and the corresponding secondary flow patterns 
could be plotted. 
Fowler (1966) tested a 78 inch (1.9812m) diameter impeller rotating at low 
speeds of 30 to 70 rpm. The flow measurements in the rotating frame were carried 
out by placing a technician at the centre of the rig who rotated with the blade 
passages!! Using low inertia wool tufts they were able to photograph the strong 
unsteady flow and using hot wires they measured the flow velocities in several 
planes of the rotating passage. 
Eckardt (1976), performed detailed measurements, using a Laser-2-Focus 
velocimeter, in a high speed impeller with a radial discharge. This non intrusive 
measurement technique was used for the first time to plot the flow velocity through 
the impeller passages for five measurement planes. Eckardt observed flow separation 
from the blade suction side and the rapid development of a wake pattern in the 
impeller's radial part. Just before the separation point, a sharp drop in fluctuation 
intensity along the shroud was identified which was attributed to the turbulence 
stabilisation due to the effects of channel curvature and Coriolis forces. The effects 
of the blade backsweep on the performance and on the local flow phenomena of the 
same high speed impeller were presented by Eckardt (1980). The potential flow 
model, Schuster and Schmidt-Eisenlohr (1980), which was used to predict the above 
mentioned flow fields, proved inadequate to describe the separated flow regions and 
the distortion of the streamwise velocity profile at the impeller exit. 
Krain (1988) presented results of laser measurements in the blade passages 
of a backswept impeller. Despite the distortions of the throughflow field and the 
substantial diffusion of the relative flow, a smooth velocity profile was observed at 
the rotor discharge that was quite different from the typical jet/wake flow pattern 
found in all the previous investigations. The work of Eckardt and Krain contributed 
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towards the understanding of the effects of geometry on the obtained flow field and 
the quality and comprehensiveness of the provided experimental data attracted the 
interest of several flow modellers to use them for "benchmark" comparisons against 
their theoretical results. 
Moore and Johnson (1983) carried out detailed flow measurements in a low 
speed shrouded impeller using pressure probes which were rotating with the 
impeller. They measured all three velocity components and the rotary stagnation 
pressure with 5-hole pressure probes which rotated with the impeller. The action of 
the secondary flows at the surfaces of the blade moving low relative stagnation 
pressure fluid to increase the boundary layer thickness and the size of the wake, was 
clearly observed. The same research compressor was used later by Farge et al 
(1989) to study the effects of the tip-leakage and by Johnson and Farge (1991) to 
study the effects of inlet distortion on the internal flow field. 
Fagan and Fleeter (1990) performed a series of experiments using Laser 
Doppler Velocimetry in order to investigate the 3-D flow field in the passages of a 
low speed research mixed-flow centrifugal compressor at its design point. The 
application of a modem viscous flow model to predict the compressor flow field was 
moderately successful and the requirement for improvements in accuracy and further 
development of the model, was underlined. 
Joslyn, Brasz and Dring (1990) described the outset of a centrifugal 
compressor research programme at United Technologies Research Centre with 
detailed static pressure distributions and surface flow visualisation on an unshrouded 
centrifugal compressor impeller. 
The new low-speed centrifugal compressor facility at NASA Lewis Research 
Centre, Hathaway et al (1991), has been built to provide a more detailed 
understanding of the complex nature of the flow phenomena occurring in the curved 
rotating passages of centrifugal compressors and to obtain high quality "benchmark" 
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experimental data for the verification of three-dimensional Navier-Stokes solvers. 
The experimental work at Cranfield continues providing three-dimensional 
flow data in a small high-speed impeller, Ahmed and Elder (1990), using a novel 
Doppler anemometer, and obtaining a series of Laser Transit Anemometry 
measurements inside the blade passages of a high speed Rolls-Royce impeller of 
current in service engines, at 80% speed and at two operating conditions, Forster 
(1988a) and (1988b). The measured flow field data in this impeller, indicate a 
curvature dominated flow, with a wake flow pattern observed on the casing wall of 
its radial discharge and a jet pattern close to the hub wall. 
The above studies have shown that a jet/wake flow pattern is present at the 
outlet of a centrifugal compressor impeller which causes penalties in efficiency. The 
major mechanisms which contribute to the formation and development of the wake 
include the secondary flows induced by the curvature from axial to radial and in the 
tangential direction, and by the rotation of the impeller; boundary layer growth on 
the suction and pressure sides of the blades and on the hub and casing walls; flow 
separation on the suction side towards the shroud wall; operating speed, flow rate 
and geometry of the blade passage; and tip leakage flows in the case of unshrouded 
impellers. In an unshrouded impeller the casing wall moves relative to the other 
three walls of the channel and the boundary layer on it modifies the flow in the 
channel. In addition, the existing running clearance between the impeller blades and 
the stationary casing wall allows fluid to pour past the blade, against the direction 
of rotation, from the high to low pressure face. The tip leakage flow displaces the 
wake from the casing-suction surface corner region towards the middle of the 
passage location, Goto (1990). 
The complicated interactions of the above flow phenomena render the 
accurate theoretical representation of the flow field in a centrifugal compressor a 
significantly difficult task. The losses in stage performance associated with this flow 
field provide a challenging incentive for viscous flow models to contribute towards 
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the achievement of improved compressors aerodynamic performance through the 
further physical insight and understanding of the complex flow features. 
7.3 Model Assumptions 
The flow in centrifugal compressor impellers has been investigated using the 
compressible flow model which was presented in Chapter 2. The calculation of the 
rothalpy values is performed through the solution of the partial differential equation 
2.2.3. In addition, an alternative form of the energy equation can be utilized in the 
computer code which assumes that the rothalpy remains constant inside the impeller 
passage. The latter ' assumption although not strictly valid in the boundary layer 
regions, is more' economical in terms of computational effort because it does not 
require the solution of the energy equation and was found to give almost identical 
results for the parameters which were compared. The results which are presented 
in the following sections are obtained by solving the energy equation in order to be 
consistent with the presented theoretical model. 
The numerical scheme which is used in the computations presented in this 
chapter is the Upwind numerical scheme which is known to be more stable than 
other schemes and is capable of providing the computer code with very good 
robustness. Obviously, there are some penalties in terms of accuracy ° which are 
discussed in Lapworth (1987). A compromise which is chosen is to use the Hybrid 
scheme for the discretisation of the convective terms on the cross planes and to use 
the Upwind scheme to discretize the streamwise convective terms. 
The calculation of the source term of the governing equations, Section 3.2, 
is the most expensive part of the computations and requires approximately 50% of 
the total computational effort. In the current three-dimensional computations the 
"compressible part" of the source term of the i-momentum equation which expresses 
the transformed divergence of the dilation. term, has the form: 
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This consists of 27 terms in total and is neglected in the computations without any 
serious penalties in the accuracy of the predictions for the subsonic flows which have 
been studied in this chapter. The inclusion of the above term in the equations causes 
an increase in computational time of around 22%. 
During the computer code development, the updating of the density values 
was initially performed after the end of each complete sweep. This approach worked 
successfully in the cases of the radial and the backswept impellers tested by Eckardt 
(Sections 7.5.1 and 7.5.2). However, in the case of the Rolls-Royce GEM impeller 
(Section 7.5.3) where the flow velocities are higher and the degree of non - 
orthogonality of the grid is also higher than in the impellers tested by Eckardt, the 
above relaxation practice was not satisfactory and in some cases caused divergence. 
The approach of updating the density values after the computation at each cross-flow 
plane, proved to be more stable and provided faster convergence. 
The computer code which has been developed provides the option of a 
stationary or a rotating shroud in the absolute frame of reference and the level of the 
tip clearance gap can be adjusted appropriately. At the upstream inlet boundary, the 
flow can be considered axial or with a preswirl and the boundary layer features can 
be adjusted. 
7.4 Turbulence model 
The k-e turbulence model which was used successfully in the previous 
chapters, is retained for the impeller flow computations. However, the standard k-e 
turbulence model is modified to account for the effects of the streamline curvature 
and coriolis acceleration on the transport equations for the scalars k and e. Wilcox 
and Chambers (1977), using a physical argument, showed that curvature and rotation 
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primarily affect the turbulent kinetic energy, and derived appropriate terms to' 
account for these effects. They claim that with proper consideration of the physics 
of turbulent flow with streamline curvature, ' two equation turbulence models can 
naturally predict flows with streamline curvature and coordinate-system rotation. The 
model which they proposed, is expected to apply naturally and not in an empirical 
manner, in two-dimensional flows but its direct applicability in 3-D flows has not 
been assessed through comparisons with experimental turbulence data and can only 
be speculative. 
The additional terms to the k and 'e equations which were suggested by 
Wilcox and Chambers, are adopted in the present study in a form suitable for 
centrifugal compressor flows which has been provided by Rhie et al (1984). The 
modification to the standard k-e model is performed by adjusting the equations 
(2.5.4) and (2.5.5) for the transport of k and a to include the additional contribution 
G. due to the effects of streamline curvature and rotation on the local turbulence 
structure. The term Gc is given by: 
effT To Gc =9 II To -9V 2R 
(7.4.1) 
where Tp and TB are the local mean shear stress components normal to the coriolis 
acceleration and streamline curvature re spectively; V,, is the local velocity and R 
is the local streamline radius of curvature. In order to simplify the implementation 
of this modification, the streamwie local coordinates r are assumed to be 
approximate streamlines for the evaluation of the radius R, which is an acceptable 
assumption taking into account the empirical nature of the above approximation and 
the relatively coarse grids which are used in the computations. 
7.5 Predicted Centrifugal Compressor Flows 
The computational method presented in the Chapters 2 and 3 is implemented 
for the prediction of the flow in a radial centrifugal compressor operating at its 
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design point and in a backswept impeller at its design and choking conditions. These 
two impellers were experimentally tested by Eckardt (1976) and (1980). Eventually 
the flow through the Rolls-Royce GEM impeller is also simulated. Experimental 
tests for this impeller, operating at its design and near surge conditions, were carried 
out at Cranfield by Forster (1988a) and (1988b). 
7.5.1 Eckardt's Radial impeller 
7.5.1.1 Boundary conditions and computational grid 
As a first test case, the current method is applied for the prediction of the 
flow in the high-speed centrifugal compressor impeller for which Eckardt (1976) 
performed detailed flow investigations. These data were selected for their high 
quality which render this centrifugal compressor flow one of the most carefully 
documented in the literature. From the laser and hot wire anemometry results 
combined with instantaneous pressure measurements, the relative velocity profiles 
show the development of a jet/wake flow pattern and the mixing of the jet and the 
wake in the impeller discharge flow. 
The geometry of the impeller, provided in Appendix D, is constructed 
according to Schuster et al (1980) and is described by equations for elliptic-shaped 
blade camber lines in cylindrical sections, and for circular-arc hub and shroud lines. 
An alternative source of reference from which the impeller geometry can be 
reconstructed, has been provided by Moore (1976). An outline of the three 
dimensional complete impeller geometry is shown in Figure 7.1. The grid system 
which is employed in the computations is obtained using the above profile equations 
and by fitting cubic splines through the added thicknesses which are taken 
approximately from Eckardt's plotted graphs of the streamwise velocity distribution, 
Eckardt (1976), since they could not be obtained from any other source. The grid 
is constructed using cross-stream planes through the impeller in such a way that five 
of the computational planes are coincident with the five measurement stations for 
which measured velocity data from laser traverses are available, thus allowing a 
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direct comparison between the computed and the measured results. Figure 7.2a 
shows the geometrical domain and the outline of the grid which is used to cover the 
impeller passage, the upstream region and the vaneless diffuser. The shroud and the 
vaneless diffuser downstream of the impeller are stationary and the impeller is 
assumed to operate with a clearance gap of 1% of the local blade height. 
The location of the five measurement stations is indicated schematically in 
Figure 7.2b and the computational grid which covers each of these stations is 
presented in Figure 7.3. The blade to blade surfaces are covered with grids similar 
to the one which is illustrated in Figure 7.4a for the mid span surface and the 
meridional grid surfaces are covered with the grid shown in Figure 7.4b. 
The computations start with axial flow upstream of the impeller inlet, proceed 
through the rotor passage to its radial exit and march from the impeller outlet at 
radius R2 = 0.2 m to the constant area diffuser up to a radius ratio of R/R2 = 1.35. ' 
The three dimensional structured grids which are used in the computations 
are constructed algebraically with simple rules and exponential clustering of the grid 
points in the near wall regions. In the blade to blade planes, the grid is of a shear- 
type. Previous studies of the Eckardt's impeller, Hah et al (1988), showed that 
relatively coarse grids can capture most of the flow phenomena occurring inside this 
impeller geometry. Two different computational grids consisting of 20 x 20 x 50 
points and 32 x 32 x 65 points, are employed for the present study. The predictions 
based on the fine grid present negligible changes compared to those obtained on the 
coarse one and hence the 20 x 20 x 50 grid can be assumed to provide solutions 
which are almost grid independent. The results which are presented in the next 
section have been obtained on this coarse mesh. In the streamwise direction 28 
cross-planes are located inside the rotor passage. Three of the grid points in the hub 
to shroud direction are located in the tip region. 
The flow is modelled at the compressor's maximum efficiency condition, that 
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is, a rotational speed of 14000 rpm and a mass-flow rate of 5.31 kg/s. The impeller 
tip speed is equal to 293.2 m/s and the measured values of total-to-total pressure 
ratio and efficiency are equal to 2.094 and 0.88 respectively. 
At the inlet of the flow domain a total pressure equal to 1.0133 bar and a 
uniform total temperature equal to 288.1 K are taken. The flow upstream of the 
impeller is assumed to be axial and in the absence of information on the velocity 
profile, an inlet boundary layer thickness of 15% of the hub to shroud distance is 
defined on the shroud surface and a thickness of 1% on the hub. A uniform static 
pressure is maintained at the inlet. The turbulence parameters are kept uniform at 
the inlet based on an inlet turbulence level of 4%. The rothalpy profile at the inlet 
plane is calculated through the velocity components and pressure values at the inlet 
plane. 
The flow is simulated in the rotating frame of reference where it is assumed 
to be steady, and the velocity components of the momentum equations are the 
relative ones. The absolute velocity on the stationary shroud and the diffuser walls 
are set equal to zero. This is equivalent to setting the relative velocity vector equal 
-dw -@ý ; 40. 
to -MR in the grid points which are located on these boundaries where R is the local 
radius from the axis of rotation. The relative velocity is set equal to zero on the 
impeller blades and on the hub. The walls are assumed to be adiabatic. Along the 
periodic boundaries upstream and downstream of the impeller passage a 
circumferentially repeating condition is imposed for all flow variables. 
The periodic boundary condition is also employed for the grid points which 
are located in the tip gap. The grid which is located in the tip clearance gap presents 
the structure which is illustrated in Figure 7.5. The blade is considered to have a 
sharp edge at the tip which is found to be an appropriate assumption which does not 
introduce significant errors in the case where the blade thickness is small at the 
blade tip as is the case in many centrifugal impellers. This assumption simplifies the 
computer coding because it treats the tip region without any alterations of the 
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general computational procedure apart from the implementation of the periodicity 
boundary condition in this region. In the case of axial flow compressors and 
especially turbines where the blade thickness is considerable at the tip, the 
assumption of a sharp edge will cause a highly non-orthogonal grid in the clearance 
region and poor grid resolution for the flow phenomena occurring in the gap. In this 
case a different approach has to be followed which utilizes an additional structured 
grid to cover the tip gap which cannot be treated directly by the general 
computational procedure but it requires additional coding. 
At the exit of the flow domain, all the independent variables are obtained by 
extrapolating their values from the plane immediately upstream. 
7.5.1.2 Computational results 
The predicted primary velocity contour plots at the five measurement planes are 
illustrated in Figure 7.6b. The contour lines are produced by fitting cubic splines 
through the computational values obtained at the 20 x 20 grid points in each of the 
measurement planes. The results are compared with Eckardt's measurements as they 
are presented in contour plots by Moore and Moore (1980b) and shown in Figure 
7.6a. The velocities are normalised by the impeller tip speed it*R2. 
At all stations the velocity distribution demonstrates a large region with potential 
flow characteristics. One of the major features of the flow is the boundary layer 
thickening on the casing wall commencing at station III and its rapid growth at the 
downstream stations. 
The substantial blockage caused by the growing wake, results in the displacement 
of the main flow towards the pressure side of the hub wall. This can be observed 
from the velocity contours. For example, consider the 0.4 contour which follows an 
anti-clockwise motion in the impeller passage, its position is found near the 
suction/shroud corner at plane II, moves towards the suction side at plane III, 
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occupies the hub/suction corner at plane IV and eventually moves to the pressure 
side of the passage to occupy the largest area of the cross-stream plane at plane V. 
The wake is located near the shroud-suction corner and grows rapidly after the 
plane III. A jet flow pattern is also captured at the suction side of the hub wall at 
plane V, indicated by the contour V. /(n *R) = O. S. In general, good agreement is 
shown at all the meridional planes. The discrepancies observed at plane I could be 
attributed to errors in the blade thickness distribution around the blade leading edge 
which has been estimated empirically from Eckardt's presented graphs and to the 
assumptions which have been made about the boundary layer thickness at the 
upstream inlet boundary of the passage. 
The distribution of the streamwise velocity at station V, obtained by Moore 
and Moore (1980b) from a computation with a stationary shroud and 1% tip 
clearance using a partially parabolic approach with a mixing length turbulence 
model, is illustrated in Figure 7.7. When this plot is compared with the current 
predictions and the corresponding experimental data, it can be concluded that the 
current method is capable of providing a better agreement with the experimental data 
for the exit velocity distribution than Moore's partially parabolic method. 
The results of a study of the effects of the tip clearance magnitude and the 
boundary condition for the shroud wall, which is assumed to rotate with the impeller 
or remain stationary, are illustrated in Figure 7.8. For each shroud boundary 
condition, the tip clearance size is considered to be successively equal to 0%, I% 
and 2% of the local blade height, yielding totally six different test cases. In the case 
of 1% tip leakage, 3 grid points are uniformly distibuted in the tip gap whereas in 
the case of the 2% gap, 4 points are used. In the case of zero clearance, the 
stationary shroud causes the wake region to move away from the suction/shroud 
corner where it is found when the shroud rotates with the impeller. The increase in 
the tip gap tends to influence the position of the wake which, in the case of a 
rotating shroud, is carried away from the suction/shroud corner region towards the 
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shroud wall in a clockwise manner, or moves further towards the mid passage region 
of the shroud wall when the casing remains stationary. In addition the area of the 
low velocity region increases slightly as the tip gap increases. 
The calculated static pressure distribution on the shroud wall normalised by the 
inlet total pressure, is compared with the measured values in Figure 7.9a. The 
contours demonstrate very good agreement and exhibit the development of the blade 
to blade pressure gradients and the steep pressure rise in the radial part of the 
impeller to yield a 1.5 pressure ratio at the impeller discharge. The colour plot of 
Figure 7.9b shows a three-dimensional view of the non-dimensional static pressure 
distribution on the walls of the impeller passage. 
The blade-to-blade predicted velocity vectors at mid-span, near-hub and in the 
middle of the tip-gap surfaces are presented in Figure 7.10. Velocity vectors in the 
meridional planes near the pressure, the suction and on the mid-pitch surface are 
shown in Figure 7.11. Low energy fluid is transported radially towards the shroud 
surface close to the blade surfaces and afterwards it moves across near the shroud 
forming two counter-rotating vortices which dump this boundary layer fluid into the 
wake region. This motion explains the rapid increase in the wake size between 
planes III and V. 
The secondary flow pattern predicted at the impeller outlet plane is shown in 
Figure 7.12a. Three discrete secondary flows can be observed, as previously found 
in Rhie et al (1984); a major anticlockwise vortex moves along the hub, pressure 
side and casing wall, a weaker second motion dumps low energy fluid into the wake 
region from the suction surface and finally the tip leakage flow increases the wake 
size. It appears that air or relatively high energy from the pressure side of the 
passage, pours the clearance space, expands into the area of the suction surface, and 
moves the low-energy air along the shroud. The same pattern is more clearly 
observed when a fine grid of 32 x 32 x 65 is used in the computations and is 
depicted in Figure 7.12b. 
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A qualitative approach for the visualisation of the secondary flows in the 
impeller is performed by defining the trajectories of particles which are released at 
various locations of the cross-stream computational plane at the entrance of the 
passage, as shown in Figure 7.13. The particle trajectory prediction model, Tan 
(1988), is based on the solution of a set of particle equations of motion in the 
flowfield obtained with the current flow model. The particles are assumed to be 
spheres of 5 µm diameter and of uniform density of approximately two orders of 
magnitude greater than the air density. It can be discerned that the particles which 
are located very close to the shroud wall are driven by the tip clearance flow and 
move along the shroud opposite to the direction of rotation. 
The loss analysis at the impeller exit is performed through the definition of the 
relative total pressure. According to Eckardt (1976) the relative total pressure Psi 
referred to the inlet stagnation pressure Po is given by: 
Pre1 
Po 
_8 
=eR 
where R is the gas constant and s is the entropy distribution which is related to the 
static pressure p and static temperature T through the relation: 
Cp -R1 
P 
p To po 
where To is the inlet stagnation temperature. By definition the isobars PJI/Po=1.0 
enclose areas of isentropic fluid. 
The predicted and experimental relative total pressure distribution normalised 
by the isentropic total pressure, at plane V, is illustrated in Figures 7.14a and 7.14b. 
Both of the plots show the high-loss region in the position where the wake appears 
in the velocity contour plots, Figure 7.6. Despite the ±2% uncertainty of the 
measured values, it is felt that the experimental results agree closely with those 
computed using the proposed method although there currently exists in the 
predictions a spreading of the contours representing the relative total pressure levels 
from 0.90 to 0.96 which in the experimental results appear to be condensed in a 
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smaller area exhibiting a more rapid change from the inviscid to the wake flow 
region. In addition, the shape of the contour lines in this region indicates that the 
secondary flow along the shroud wall which accumulates low energy fluid into the 
wake region, is underpredicted in the computations. This spreading and difference 
in shape of the contour lines can be attributed to the limitations of the currently used 
turbulence model which is based on the assumption of an eddy viscosity which is 
unique for all Reynolds stresses and its calibration is originated from different flow 
conditions than those encountered in rotating impeller passages. Additionally the 
differences between the experimental and the computational results are due to the 
strong numerical diffusion introduced implicitly through the upwind definition of the 
convective flux. 
Interestingly, calculation with a stationary shroud and without tip leakage 
produces the relative total pressure distribution shown in Figure 7.14c where the 
relative total pressure contour levels have been increased, especially in the wake 
region, illustrating the impact of the tip leakage on the loss production in the 
impeller. 
The results which were obtained by Rhie et al (1984) using a partially 
parabolic approach, are shown in Figure 7.14d. There is a good agreement with the 
current predictions of Figure 7.14b both qualitative and quantitative. However, there 
are slight differences and it can be observed that the present flow model predicts a 
larger isentropic region in the hub - pressure side corner, than that provided by Rhie 
et al, which is in closer ageement with the measured pattern. From this comparison 
it can also be concluded that the partially-parabolic procedure is efficient as long as 
the leading edge effects remain relatively small which is the case for this impeller 
which has a lightly loaded inducer at design point. The large leading edge losses 
which were present in the Ghost impeller inducer studied by Lapworth (1988) with 
an elliptic flow model and Moore and Moore (1980a) with a partially parabolic 
process, caused an improved performance of the elliptic method for the loss 
prediction at the impeller's exit as compared to the partially parabolic approach. 
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Acceptable convergence was obtained using 695 iterations of the marching 
procedure and required 8.9 hours of CPU time on a DEC 5000/200 computer 
system, corresponding to 0.0023 seconds per grid point per iteration. 
7.5.2 Backswept impeller 
7.5.2.1 Operating and boundary conditions and computational grid 
Centrifugal compressors with backswept blades at impeller exit have 
gradually replaced compressors with radially ending blades, because they offer 
improved efficiency and operating range as they present a better aerodynamic load 
distribution and reduced impeller tip Mach numbers. The second centrifugal impeller 
for which the present computational method is implemented, is a typical high-speed 
backswept impeller for which Eckardt (1980) described detailed measurements. Hah 
et al (1988) assess critically the quality of these test data and their uncertainties and 
utilize them to validate their computations using a Navier-Stokes method. 
The backswept impeller is very similar to the radial one described in Section 
7.5.1 and its geometry is constructed according to Schuster and Schmidt-Eisenlohr 
(1980) and is described in Appendix D. Both impellers have the same tip diameters, 
shroud contours, axial lengths and blade numbers (20 blades). The blade camber 
lines of the backswept impeller have an elliptic shape in cylindrical sections which 
follows the same construction relations as the radial impeller. 
The backward curvature commences at R/R2 = 0.8 and terminates at a blade 
exit angle of 60° ( 30° of backsweep). The inducer inlet area is reduced in the 
backswept impeller and the hub profile is different from that of the radial impeller. 
The compressor operates at a rotational speed of 14000 rpm firstly at its 
maximum efficiency condition at a mass-flow rate of 4.54 kg/s. The rest of the inlet 
conditions and all the boundary conditions are identical to those used for the radial 
impeller and are described in Section 7.5.1.1. The 20 x 20 x 50 computational grid 
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is also similar to that used for the radial impeller. 
7.5.2.2 Computational results for Design condition 
The primary velocity contour plots at the five measurement planes are shown 
in Figure 7.15 where they are also compared against the corresponding Eckardt's 
measurements (1980). 
The observed velocity distribution is similar to that found in the radial impeller. 
The velocity distribution exhibits potential flow features at planes I and II within the 
axial inducer. The blade-to-blade loading increases at plane III and the low energy 
flow area near the shroud wall thickens. The velocity distribution in planes N and 
V show the wake development and the jet/wake structure at the impeller discharge. 
Comparing these velocity distributions with the corresponding distributions for the 
radial impeller, it can be observed that there is a circumferential unloading 
especially near the hub surface and a smoothing of the steep velocity gradients which 
occurs towards the exit of the backswept rotor. The backwards channel curvature 
appears to enhance the mixing process and consequently an extended potential flow 
area appears at the rotor exit. The above observation agrees with the results of the 
experimental investigations of Adler and Levy (1979) and Eckardt (1980), which 
show that the blade backward-curvature destabilizes the shear layers, weakens the 
secondary flows and reduces the feeding of the low-energy fluid into the wake. In 
general, good agreement between the predicted and the measured values is shown. 
Figure 7.16 and 7.17 compare the predicted streamwise velocity profiles at stations 
N and V with the experimental distributions and the distributions predicted by Hah 
et al (1988) using a fully elliptic model. As it can be noticed, the present model 
provides a better correlation with the experimental profiles than Hah's distribution 
which appear to yield a rather smooth wake whose location is shifted towards the 
middle of the casing wall. 
The computed static pressure distribution on the shroud wall in terms of isobaric 
lines of pressure ratio p/Po is illustrated in Figure 7.18a where a very good 
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agreement exists with the corresponding measured results. Figure 7.18b illustrates 
the three-dimensional distribution of the non-dimensional static pressure on the blade 
surfaces and on the casing wall. The predicted pressure values within the inducer 
develop similarly to those in the radial rotor. In the downstream radial region, the 
pressure rise is governed by centrifugal forces yielding a steep rise in the radial 
direction. 
The blade-to-blade pressure variation in the radial region of the impeller 
characterises the local energy transfer rate and is smoother (less abrupt) in the 
backswept than in the radial impeller. 
The developed secondary flow patterns are similar to those predicted for the 
radial discharge impeller. The calculated velocity vectors in three blade to blade and 
three meridional grid surfaces are illustrated in Figures 7.19 and 7.20 respectively. 
The calculated particle trajectories in the passage of the backswept impeller are 
shown in Figure 7.21. The trajectories of the particles which are released from the 
hub boundary layer region roll in a clockwise manner opposite to the direction of 
the rotation. As they emerge radially from the rotor outlet they cannot maintain their 
already low radial momentum and are carried away tangentially by the high 
momentum fluid. 
The predicted relative total pressure distribution normalised by the isentropic total 
pressure, at plane V, is illustrated in Figure 7.22, where it is compared with the 
measured distribution. The position of the predicted wake is shifted towards the 
suction/shroud corner of the impeller outlet. The discrepancies between the predicted 
and the experimental data can be attributed to the uncertainties in the experimental 
data, the limitation of the turbulence model which is employed and the inaccuracy 
of the first order numerical scheme which is used for the discretization of the 
convective term. Other areas of uncertainty are in the inlet conditions of the 
impeller, the blade geometry and thickness definition and the quite crude simulation 
of the tip clearance flow using only three grid points. 
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A calculation without tip-leakage provides a distribution with higher levels of 
relative total pressure contours as illustrated in Figure 7.22c. The clearance jet 
causes the formed wake to move towards the centre of the shroud wall. 
7.5.2.3 Computational Results for Off-design' condition 
Figure 7.23 shows contours of the meridional velocity in the five cross-planes 
at which Eckardt performed laser two-spot traverses. The experimental results have 
been obtained from Eckardt (1980) and Dawes (1987). 
A strong wake develops on the 'shröud ' wall towards the suction surface and 
grows rapidly between planes III and N. The rate of growth decreases downstream 
of the plane N till the exit of the rotor. 'The growing of the wake displaces `the 
main flow towards the pressure side of the passage and a jet-wake pattern is clearly 
observed. 
The three-dimensional distribution of the non-dimensional static pressure 
distribution p/Po on the walls of the impeller passage, is given in Figure 7.24. The 
predicted pressure rise for this operating condition presents the same characteristics 
to those which have been predicted for the design condition, Figure 7.9b, but with 
actual pressure levels significantly lower. 
The secondary flows in the impeller follow similar patterns to those predicted 
in the radial impeller and are discussed in Section 7.5.1.2. The blade to blade 
velocity vectors in grid surfaces which are located close to the hub, mid-span and 
inside the clearance gap are shown in Figure 7.25. The flow vectors in meridional 
planes near the pressure, the suction and the mid-pitch of the impeller passage are 
plotted in Figure 7.26. The trajectories of solid particles which are released at the 
leading edge cross-flow plane close to the suction surface of the blade, are shown 
in Figure 7.27. The trajectories of the particles which start from the near-hub region 
roll in a clockwise manner and follow the vortex which appears to carry low energy 
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fluid from the hub along the suction surface. As soon as these particles reach the 
downstream vaneless diffuser, they turn very abruptly to the tangential direction as 
they are carried away by the high momentum fluid coming from the neighbouring 
leading passage. 
The relative total pressure distribution at plane V is shown in Figure 7.28. The 
agreement between the predicted and the measured values is remarkable and the 
position of the wake away from the suction/shroud corner is accurately predicted. 
As expected, the level of losses is larger than at design condition, Figure 7.22, and 
demonstrate the capability of the present method to respond to the increase in the 
mass flow. Figure 7.28c compares the same distribution to that presented by Dawes 
(1987) who used his time-marching Navier-Stokes analysis assuming no clearance 
gap. Again, the current model appears to capture more accurately the location of the 
wake region on the casing wall than Dawes's flow model. 
The ability of the method to "sense" the change in the flow mass rate can also 
be exhibited in Figure 7.29 where the predicted adiabatic efficiency figures for the 
design and near choke conditions are compared with the measured efficiency curve 
as it is presented in Hah et al (1988). The experimental data for the rotor efficiency 
values are based on total pressure measurements at R/R2 = 1.075 and temperature 
traverses at R/R2 = 1.687. The numerical results are calculated by mass-averaging 
the predicted flow-field values at R/R2 = 1.0795. 
A very good agreement appears to be accomplished despite the various 
assumptions involved in the description of the inlet conditions and of the impeller 
geometry and the inherent limitations of the turbulence model. 
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7.5.3 Rolls Royce GEM impeller 
7.5.3.1 Introduction 
The GEM impeller was tested at Cranfield and is part of the axial + 
centrifugal compression system of a currently in service GEM engine. The impeller 
has a pressure ratio of 3.5 with a AH/U2 of 0.70 and represents the duty of a typical 
High Pressure stage of current axial + centrifugal compression systems. The 
impeller has a design tip speed of 586.75 m/s and a specific speed of 71.0 (Ai- 
Research definition ). The impeller was designed in the early seventies using the 
latest "Quasi 3D" streamline curvature techniques, Birdi (1991). The geometry of 
the impeller was generated by using straight line ruling between the hub and the 
shroud. The unshrouded impeller has 19 blades, an axial inlet with a radius of 62.23 
mm at the hub and 81.91 mm at the shroud, and discharges the air radially at a 
radius of 126.7 nun. The impeller has a backsweep angle of 40° from the radial 
direction and the current measurements were carried out using a vaneless radial 
diffuser downstream of the rotor. 
Laser anemometry investigations were conducted at 80% speed (28300 rpm) 
and at two operating points on the impeller characteristic, one at peak efficiency and 
the other at a point near surge. A fairly comprehensive mapping of the flow patterns 
has been achieved at five planes, three of which are within the impeller, one just 
upstream of the blade leading edge and one immediately over the impeller exit. In 
this section, results are presented for the three planes inside the rotating passage and 
for the plane upstream of the leading edge, Figure 7.30a. The measurement system 
provides information about the magnitude V. and the direction (a) of the mean 
absolute velocity vectors and its turbulent components, Figure 7.30b. The magnitude 
VR and the direction (0) of the relative velocity vector are subsequently obtained 
from the local absolute velocity and the circumferential velocity. The error of the 
absolute velocity measurements is below ±1 percent and the uncertainty of the 
absolute flow angle measurement is less ±1 degree. 
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7.5.3.2 Computational grid - Boundary conditions 
The geometry of the impeller is constructed according to data obtained from 
Rolls Royce, Pinot (1991). The shroud and the vaneless diffuser downstream of the 
rotor passage are stationary and the impeller is assumed to operate with a linearly 
distributed tip clearance between 1.2% of the local blade height at the leading edge 
and 2.9% at the trailing edge. The flow proceeds from the impeller discharge at 
radius R2=126.7 mm to the diffuser up to a radius ratio of R/R2=1.2. 
The computations are carried out on three-dimensional structured grids of H- 
type. After a grid refinement study, it was found that a computational grid of 20 x 
20 x 70 yields solutions which are sufficiently grid independent. In the streamwise 
direction 40 cross-planes are located inside the rotor passage. The locations of the 
five cross-stream planes at which laser traverses have been performed, coincide with 
grid planes in order to allow a direct comparison between the predicted and the 
experimentally obtained data. Three of the grid points in the spanwise direction are 
uniformly distributed in the tip gap region. An exponential clustering of the grid 
nodes has been implemented in the near wall regions of the blade to blade and hub 
to shroud direction, in order to facilitate the proper resolution of the viscous effects 
and the high gradients of the flow parameters occurring in these regions. 
The compressor is simulated to operate at a rotational speed of 28300 rpm 
firstly at its peak efficiency condition at a mass flow rate of 0.823 kg/s and secondly 
at a point near surge at a mass flow rate of 0.705 kg/s. 
At the inlet of the flow domain a uniform total pressure equal to 1.0132 bar 
and a uniform total temperature equal to 289.2 K are fixed. The flow is assumed to 
be axial and an inlet turbulent boundary layer thickness of 16% of the hub to shroud 
distance is defined on the shroud surface and a thickness of 5% on the hub. The 
turbulence parameters are kept uniform at the inlet based on an inlet turbulence 
intensity of 5%. 
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The boundary conditions which are applicable on the hub, shroud, blade and 
diffuser walls are identical to those applied in the study of Eckardt's impeller and 
are discussed in section 7.5.1.1. The periodic boundaries and the tip clearance 
region are treated similarly by explicitly imposing a circumferentially repeating 
condition for all the flow variables. At the exit of the computational domain, all the 
flow variables are updated through extrapolations from their upstream values. 
In the following computations, sufficiently convergent solutions were obtained 
after 720 iterations of the marching procedure and required 8.94 hours of CPU time 
on a DEC 5000/200 computer system, which corresponds to 0.0023 seconds per grid 
point per iteration. 
7.5.3.3 Computational results for Peak Efficiency condition 
The predicted flow presents "potential flow" features at plane A just upstream 
of the axial inducer, as shown in Figure 7.3 lb. From the experimental results which 
are depicted in Figure 7.3la it can be clearly observed that the blade relative 
velocity is highest in the suction/shroud corner and decreases across the passage to 
the hub/pressure corner. The actual levels of the predicted relative velocity compare 
favourably with the measured ones, but the jet location is not picked up from the 
viscous comp'tations. The main reasons which contribute to this are: (1) the poor 
modelling o, the inlet conditions for which there is no information about the level 
of the blo;: kage which is quite significant due to the extended intake, (2) the 
assumptions in the representation of the leading edge profile and local blade 
thickness distribution in this region. 
At plane B the flow presents the same potential flow characteristics with a jet 
pattern closely attached onto the suction side towards the casing wall, Figure 7.31b. 
The measured velocities, as illustrated in Figure 7.31a, are generally "potential" in 
character with the highest velocity in the suction/shroud corner. However, there is 
a noticeable drop in expected velocity at the 2.03 mm depth (26 %) especially in the 
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shroud/pressure corner. There is good correlation between predicted and measured 
values. 
At plane C, the measured relative velocity pattern, as depicted in Figure 
7.3la, shows the highest velocity contour to emerge in the hub/suction region and 
although no measurements were obtained in the shroud/suction corner, the contours 
suggest that velocity values in this region would be lower. There is a region of 
lower throughflow velocity on the shroud near the mid passage. The magnitude of 
this velocity is found to be only 42% of the highest velocity and this region is 
confined to the measurement section closest to the shroud (21 %) depth. 
The predicted jet pattern moves along the suction side of the blade to occupy 
the hub/suction corner of the passage, as depicted in Figure 7.3 lb. The level of the 
velocity is underpredicted in this region. On the shroud wall there is a deterioration 
of the relative velocity profile giving rise to the development of a wake pattern in 
the mid distance between the blades. The level of this profile deepening is accurately 
simulated. In Figure 7.32 a comparison between the predicted and the measured 
turbulence intensity is depicted. The lowest turbulence is on the hub and high 
turbulence region is captured on the shroud wall and is in very good correlation with 
the wake position according to the relative velocity contour plot. A very good 
agreement has been accomplished as far as the actual measured levels of turbulence 
intensity are concerned. 
At station D, continuing its anti-clockwise movement inside the impeller 
passage, the computed jet flow pattern is attached very close to the whole hub wall, 
Figure 7.31b. The experimental plot of Figure 7.3la, exhibits a deficit in blade 
relative velocity for the centre of the blade to blade span near the casing wall. The 
calculated wake appears to be attached on to the shroud wall and there is good 
correlation to the measured values. 
The distribution of the predicted static pressure normalised by the inlet total 
pressure, on the shroud wall, is illustrated in Figure 7.33a. The blade loading and 
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the rapid increase of the pressure in the radial impeller discharge can be observed. 
The predicted mass-averaged value of the pressure ratio p/Po at the rotor exit is 
equal to 1.6711 corresponding to a measured value of 1.7. 
The relative total pressure distribution normalised by the isentropic total 
pressure, at the exit plane of the impeller, is shown in Figure 7.34. The location of 
the high loss region coincides with the region where the wake is observed in the 
laser measurements. On the hub/pressure corner of the passage, the loss presents its 
minimum value. The comparison of this distribution for the GEM impeller against 
the results presented in Figure 7.14 for the Eckardt radial impeller at its design 
condition, show similar qualitative loss distribution at the impeller exit. However, 
the Eckardt impeller appears to be more efficient than the GEM operating at its peak 
efficiency condition at 80% speed. The above description is consistent with the 
efficiency figures which were quoted from measurements for the two impellers. 
Figure 7.35 shows the velocity vectors at blade to blade computational 
surfaces located near the hub, at the mid-span and in the mid-height of the tip gap. 
The flow passes over the blade tip from the pressure to the suction surface of the 
blade, opposite to the direction of the rotation. The meridional velocity vectors at 
meridional grid surfaces which are close to the pressure, the suction and the mid 
pitch surfaces of the passage are given in Figure 7.36. 
7.5.3.4 Computational results for Near surge operating condition 
At section A, the magnitude of the measured blade relative flow velocity 
presents its peak value in the shroud/suction corner and decreases across the passage 
to the hub/pressure corner, Figure 7.37a. The velocity pattern shows a slight 
discontinuity near the shroud/pressure corner region which was not present at peak 
efficiency. The predicted flow characteristics at this station, are "potential" with the 
existence of a jet pattern close to the shroud/suction corner. The location of the jet 
and the actual values of the magnitude of the relative velocity are in good agreement 
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to the measured data, Figure 7.37b. 
The lines of constant relative flow angle, called "isoclines", can be utilized 
for the secondary flow analysis. According to the analysis presented by Krain 
(1988), the shape of these isoclines yields information about the vortex flow within 
the impeller. A real vortex is composed from a solid-body vortex and a potential 
one. The isoclines are parallel in the solid-body vortex area and obtain an elliptic 
shape in the potential vortex area. The vortex centre is located in the middle of the 
parallel isoclines. 
The measured flow angle distribution is illustrated in Figure 7.38 where it is 
compared against the computationally obtained distribution. The highest angles 
measured angles are found along the shroud wall and the lowest angles in the mid- 
passage region near the hub. The predictions show that there is an increase of the 
"slip" towards the shroud wall as is observed in the experiment but in general the 
level of the predicted relative angles is higher than the measured ones which present 
their minimum on the hub wall. 
In station B, the experimental velocity contours show a somewhat complicated 
pattern as illustrated in Figure 7.37a. On the hub the velocity decreases from 183 
m/s on the suction side to 145 m/s on the pressure side. At mid passage the velocity 
remains almost constant at approximately 150 m/s. On the casing wall the velocity 
is generally lower with a local region of much lower velocity near the mid passage 
(93 m/s). According to the predictions shown in Figure 7.37b, a jet appears towards 
the suction side of the blade in the middle of the distance between the hub and the 
tip unlike the experimentally detected jet location towards the hub wall of the suction 
side. Also a wake pattern is predicted to emerge on the shroud wall towards its 
pressure side. The agreement at this station is not as precise as at the other stations. 
The flow in station C is characterised by the existence of a strong wake 
pattern in the middle of the shroud wall, Figure 7.37b. The "depth" of the wake is 
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accurately captured by the computational model, but its location is predicted closer 
to the suction side. The absence of experimental information in the hub area is likely 
to hide the true magnitude of the jet pattern velocity which appears to be slightly 
over-predicted. 
At station D, close to the impeller exit, the relative velocity contours are 
very similar to those measured at the higher flow condition with a region of low 
velocity in the middle of the shroud surface and generally increasing velocities 
towards the hub, Figure 7.37a. There is a remarkable agreement of the predicted 
velocity distribution with the experimental one, as shown in Figure 7.37b. A 
jet/wake flow pattern is pronounced with the wake being present in the middle of the 
casing wall and the jet on the hub wall as indicated by the contour levels of 160 m/s 
in the two passage corners of the hub wall. 
Figure 7.39a, illustrates the measured blade relative flow angle contours with 
a general flow angle of 33 ° to 40 ° and with a region of high angle, up to 78 °, on 
the shroud. The region of high "slip" coincides with the region of lowest streamwise 
velocity. The secondary flow pattern is dominated by a clockwise passage vortex 
which moves fluid towards the pressure side along the casing and towards the 
suction side along the hub. The predicted flow angle distribution is shown in Figure 
7.39b. As found in the optical measurements as well, the angle remains almost 
unchanged and equal to 40° to most of the cross-section and increases rapidly 
towards the shroud wall. 
The non-dimensional static pressure distribution on the shroud wall is 
represented in Figure 7.33b where is compared with the distribution obtained at the 
near peak efficiency condition and similar trends can be observed. 
The blade to blade velocity vectors are shown in Figure 7.40 and the velocity 
vectors on meridional surfaces are plotted in Figure 7.41. 
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7.5.3.5 General remarks 
The main flow characteristics which are predicted at the near surge condition 
are very similar to those at near peak efficiency operating condition: the jet flow 
pattern follows an anti-clockwise motion, the wake is located on the shroud wall 
where the low energy fluid from the hub and blade surface boundary layers, is 
directed due to the secondary flows and the tip leakage action. This flow pattern is 
very consistent with previous observations in radial impellers, Eckardt (1976), 
Moore and Johnson (1983), and is characteristic of the curvature dominated flows 
as the mean Rossby number of the current impeller indicates. The onset of flow 
separation for the near surge condition is captured in an earlier location (station B) 
than in the design condition where the flow appears separated at station C. 
The relative flow angle increases from the hub to the casing wall where the 
"slip" is very high and the predicted values are close to the observed ones. Although 
the main trends of the relative flow angle distribution at all the measurement planes 
are captured by the computational model, there are slight discrepancies in the actual 
distribution. The strength of the secondary flow at the impeller exit - is under- 
predicted, Birdi (1991), as it was found as well in the previous investigation of 
Eckardt's impeller. 
The predicted turbulence intensity level, which is slightly higher for the near 
surge condition, increases rapidly in the wake region and presents a rather smooth 
distribution in the rest of the cross-sections. The excessive fluctuations are restricted 
in the wake region attached on the shroud showing a very weak turbulence damping 
due to the Coriolis effects. 
The tip leakage flow contributes to the migration of the wake towards the 
centre of the shroud wall. This motion is under-predicted in the current 
computations. It is thought that the magnitude of the tip gap which is used in the 
simulation is less than the real one which was kept relatively high, especially in the 
radial discharge of the rotor, due to mechanical constraints. 
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7.6 Conclusions 
The computer code developed is capable of predicting the involved flow 
phenomena occurring in high speed subsonic centrifugal compressor configurations 
with both stationary and rotating parts and with or without tip leakage. 
The method can be applied to different centrifugal compressor designs and at 
different operating conditions providing a great deal of detailed information about 
the complex flowfield patterns occurring in centrifugal compressors. 
For the test cases related to Eckardt's impellers, the development of a strong 
wake on the shroud wall near the suction surface is pronounced. The behaviour of 
this wake is affected by the backward curvature at the radial part of the rotating 
channel which tends to smooth the circumferential pressure and velocity gradients. 
The classical jet/wake flow pattern is clearly observed. The influence of the increase 
in flow rate has been well represented and good predictions of the efficiency are 
now possible. In general, good agreement is achieved with the measured meridional 
velocity distributions at the five measurement planes and with the measured pressure 
rise distribution. The code provides substantial insight into the evolution of the 
secondary flows in the impeller which affect the wake formation and location. 
The computational method can capture the effects of the tip leakage which 
decreases the efficiency and shifts the wake towards the centre of the casing wall. 
Nevertheless, it is felt that a more refined tip leakage calculation is required with 
more grid points located in the tip gap and more accurate representation of the blade 
thickness distribution near the blade tip. A second step is the abandonment of the 
wall functions which are extracted from two-dimensional turbulent boundary layer 
profile considerations. 
The computed flow field data in the high-speed Rolls-Royce GEM impeller, 
indicate a curvature dominated flow with a wake flow pattern observed on the casing 
wall of its radial discharge and a jet pattern close to the hub wall. The 
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implementation of the computational model for the flow analysis in the GEM 
impeller was less successful than in Eckardt's impellers with the main reasons for 
that being the existing uncertainties in the inlet conditions, the running tip clearances 
and the level of completeness of the available experimental data. Nevertheless, good 
agreement has been accomplished for most of the predicted flow parameters with the 
available experimental results and a comprehensive map of the flow field for two 
operating conditions has been obtained. 
In general, the proposed computational model which has been used for the 
theoretical analysis of the centrifugal compressor impellers, has provided much more 
detailed information and good overall agreement with the experimentally captured 
flow features. However, further work is required for a more accurate representation 
of the secondary flows and the loss production mechanisms occurring in the rotating 
passage. 
The results of the research work which has been presented in this chapter 
have been presented and published in the European Conference on Turbomachinery, 
which was held in London in March 1991, Tourlidakis and Elder (1991), and in the 
10th International Symposium for Air Breathing Engines, which was held in 
Nottingham in September 1991, Birdi, Forster and Tourlidakis (1991). 
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CHAPTER 8 
Conclusions and suggestions for further work 
8.1 Conclusions 
A detailed investigation of the problem of fluid flow in the geometrically 
complex passages of centrifugal compressors and other turbomachinery components 
has been performed. As a result a three-dimensional model for the viscous and 
compressible flow prediction in high speed centrifugal compressors with or without 
tip leakage has been developed, validated and implemented. The set of Reynolds 
averaged Navier-Stokes equations in a strong conservation form and the finite 
volume discretisation procedure in physical space which is utilized, have been 
presented and discussed. The computational method is based on an elliptic relaxation 
pressure correction method which uses generalised coordinates which allow the 
treatment of arbitrarily shaped geometries, collocated variables storage which 
minimises the effort for the estimation of the coefficients of the discretised equations 
and the two equation k-e turbulence model. The pressure correction algorithm is 
based on the SIMPLE method and on the scheme proposed by Rhie and Chow 
(1983) as a remedy for the pressure oscillations and the decoupling between the 
pressure and the momentum fields which might arise during the iterative procedure 
due to the collocated variable arrangement on the computational grid. The 
calculation of the flow field is performed through a space marching of the flow 
domain along a selected curvilinear coordinate and update of the dependent variables 
at each "cross" plane. 
The assessment of the flow model has been carried out through its 
implementation for the flow prediction in a series of two- and three-dimensional test 
cases. 
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The initial study involved the computation of two-dimensional, low-speed 
compressor cascade flows through a series of totally five different cascades, 
operating at design and off-design conditions, which has shown that the proposed 
model can capture most of the flow phenomena occurring in the cascade passages. 
The validation study has been based largely on the comparison of the current 
numerical results against published experimental data for the pressure coefficient 
distribution along the blade surfaces and the deviation angle variation with incidence 
and cascade solidity. In general, accurate results and satisfactory agreement has been 
achieved taking into consideration the limitations of the turbulence model and the 
wall function approach, and in addition the model has been proven to be very robust 
as it was implemented to a variety of cascades with widely varying geometrical 
features and flow conditions. However, the use of boundary fitted coordinates which 
are orthogonal at the solid boundaries, did not exhibit any tangible advantage over 
the utilization of simple H-type grids. 
The effect of the under-relaxation parameters is very significant on the 
computational economy of the method and an optimum range of values is proposed. 
A novel acceleration approach has been adopted and improvements in the speed of 
convergence have been obtained. The grids which were used in the flow 
computations were generated through an elliptic grid generation algorithm which 
involves the solution of a system of Poisson type equations with control functions 
which ensure orthogonality of the grid lines on the airfoil walls and provide a pre- 
defined grid spacing of the first grid line from the solid boundaries. The robustness 
and the effectiveness of the grid generation method was tested for various cascade 
geometries and flow angle settings. 
The validation of the three-dimensional flow model was performed through 
its implementation to simulate various flows in ducting systems of different 
geometrical configurations. Two laminar and two turbulent flows were considered 
in order to assess and verify various features of the method. For the laminar cases, 
the fully developed profiles were in excellent agreement with the corresponding 
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analytical solutions. The k-e model was thoroughly tested and the distributions of the 
turbulence scalars were compared against other numerical results in the case of the 
developing flow between two parallel plates. However, its predictive capability in 
corner flows is limited and more refined models have to be adopted with special care 
if the non-staggered grid of the current method is to be retained in order to avoid 
spatial oscillations in the velocity field. Accurate results were obtained from the 
turbulent flow modelling inside a strongly curved duct of rectangular cross-section 
where a pressure gradient is present in the cross-stream direction and strong 
secondary flows exist which is one of the features likely to be encountered in 
centrifugal compressor flows. The turbulent flow simulation through low-aspect-ratio 
planar diffusers with three different outlet to inlet area ratios and for two Reynolds 
numbers, provided encouraging results in terms of pressure coefficient distribution. 
In the cases when separation was present on the side walls due to the strong 
streamwise diffusion, the results are slightly less accurate than those obtained when 
the flow remained attached. 
Finally, the proposed Navier-Stokes solver has been implemented for the 
simulation of the viscous compressible flow through different impellers operating at 
design and off-design flow rates. Firstly, the flow through Eckardt's high speed 
radial impeller and downstream diffuser was tested at design condition. 
Subsequently, the flow through Eckardt's backswept rotor and vaneless diffuser was 
simulated at design and near-choke flow rates. Eventually, the Rolls Royce GEM 
impeller of a currently in service engine, which was experimentally investigated at 
Cranfield, was modelled at a point near peak efficiency and at a point near surge at 
its 80% speed. 
A jet/wake flow pattern was discerned in all test cases. The analysis provided 
encouraging results about the wake formation and development and the evolution of 
secondary flows. The tip leakage effects were found to be significant and influenced 
the loss distribution, the size and the position of the low-energy fluid region at the 
rotor exit. The effects of the flow mass rate on the detailed flow patterns such as 
the streamwise velocity distribution, and on the compressor performance have been 
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fairly represented. Despite the small number of grid points which were employed 
in the simulations, the simplified modelling of the tip clearance region and the 
numerical mixing due to the first order upwind definition of the convective fluxes, 
the current model provided good qualitative and quantitative agreement with the 
experimental data. Moreover, the quality of the present numerical results is 
comparable and in certain cases improved to that obtained by "state-of-the-art" 
Navier-Stokes computational tools which are available and are currently used in the 
analysis and design of modern gas turbine engine components. However, the 
accuracy of the modified (for curvature and rotation) two equation k-e model could 
not be assessed thoroughly due to lack of detailed experimental evidence on the 
distribution of the turbulent quantities inside the rotating passage which is quite 
complicated technically to be achieved. 
In summary, the developed finite volume, elliptic flow model has captured 
a large number of complex flow phenomena encountered in the tested centrifugal 
compressors and has been proven to be a robust flow analysis tool which can be 
easily adjusted to simulate the flow through a wide range of stationary or rotating 
axial or radial turbomachinery components. 
8.2 Suggestions for future work 
1. Unsteady Flows and Rotor-Stator interaction study. 
The flow inside turbomachinery components is in most cases unsteady. A 
single stage of a turbomachine consists of one row of stationary blades ( stators ) 
and one row of moving blades (rotors) and one of the main sources of unsteadiness 
is the interaction between the stator wakes and the rotor. The stator wakes, which 
can be considered to be approximately steady in the stator frame of reference, are 
unsteady in the rotating with the rotor frame of reference as the rotor passes through 
these wakes and cuts them into pieces. During the last decade, there has been an 
increasing interest and effort, e. g. Rai (1987), Giles (1988) etc, in the unsteady 
interaction between the viscous flow fields through rotor and stator passages. These 
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studies can provide valuable information about the deformation of wakes, their 
transport through the blade rows and their influence on boundary layer behaviour, 
and separation. In addition, the better understanding of the unsteady interaction 
between the centrifugal compressor rotor and its downstream diffuser could lead to 
gains in performance and operating range of modem compressors. 
The computer code which has been developed in the course of work 
presented in this thesis, can be extended to simulate unsteady flow fields, rotor/stator 
interaction and multistage machines. The first step of this development which is the 
incorporation of the additional complexity of unsteadiness in the computer code has 
already been performed. The unsteady term is retained in the governing equations 
and is treated through a fully implicit, first order in time, numerical scheme. At 
each time step, the solution of the flow field has to converge before it proceeds to 
the next time step. Two cases of a two dimensional implementation of the unsteady 
code, are given in Figures 8.1 and 8.2. 
In the first case, the inlet total pressure which is imposed at the inlet 
boundary of the flow domain of a low speed NGTE 10C4/30C50 cascade passage, 
varies periodically in a sinusoidal fashion. Figure 8.1, illustrates the CP coefficient 
( expressing dynamic head ) variation at different instances during a complete 
period. As it can be observed, there is a significant change in the distribution pattern 
from one instance to another. One important conclusion of this study is that the 
pressure wave was found to travel with the speed of sound in the flow domain, and 
the disturbance in the velocity field with the convective speed of the fluid. 
In the second example, a simplified stator/rotor interaction case is considered. 
The incoming wakes are specified as unsteady boundary condition at the inlet of the 
flow domain of a 20° camber stalled NGTE cascade. Another assumption is that the 
stator/rotor pitch ratio is 1: 1 which allows the use of periodic boundary conditions. 
In Figure 8.2, the calulated CP coefficient distribution is presented for different 
instances which correspond to different locations of the centreline of the passing 
wakes upstream of the cascade. 
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2. Modelling of multistage compressors 
With appropriate modifications the current method can be utilized for the 
complete Navier-Stokes analysis of steady flow in multistage compressors since the 
computer time is still expensive and prohibitive for an unsteady analysis in the way 
which has been described in the previous section. The first task, which has already 
been carried out, is the enhancement of the computational method to handle in a 
unique procedure more than one blade rows which can be either stationary or 
rotating. The second task towards a multistage capability is the treatment of the grid 
inter-plane which separates the grids which are used to cover successive rows. For 
this purpose, a simple circumferential mass-averaging of the flow variables can 
apply and the obtained quantities can fixed as input for the next stage analysis. 
Similar applications of already existing Euler or Navier-Stokes methods can be found 
in Denton (1990) and Dawes (1990) respectively. 
3. Acceleration of the current method 
The speed and the storage capacity of available computer systems and the 
cost per calculation are significant constraining factors on the use of CFD 
technology for design. The implementation of the three-dimensional computer 
program as an analysis and design tool on a routine basis is still expensive in terms 
of computational cost. This cost is proportional to the number of grid points to a 
power of approximately 2. As a matter of fact, the computer technology has been 
progressing rapidly and has been contributing to a continous reduction of the cost 
per computation rendering CFD an increasingly attractive alternative to model scale 
testing in the design process. However, further improvements can be achieved by 
using appropriate numerical acceleration techniques. The effectiveness of the 
acceleration technique which was presented in Chapter 5, is to be assessed in three- 
dimensional flows. Another alternative is the use of a multigrid acceleration 
approach which is reported, Vanka (1987), NASA CP-2202 (1982), to offer 
significant savings in computer time costs when compared to conventional solution 
techniques. In the multigrid approach, a sequence of coarser grids is employed to 
damp the low frequency error component of the solution. The expected reduction in 
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the run-times of the code will allow local grid refinement studies to facilitate in 
improving accuracy. 
4. Turbulence modelling 
The lack of detailed experimental data on turbulent quantities in the complex 
viscous flows environment of the examined centrifugal compressors did not allow 
a detailed assessment of the k-e turbulence model and the modifications to account 
for curvature and rotation. The low-speed centrifugal compressor facility at NASA 
Lewis Research Centre, Hathaway et al (1991), is expected to provide "benchmark" 
data for verification of three-dimensional viscous flow models and to facilitate the 
development of more sophisticated models of the physical phenomena encountered 
in centrifugal compressors. 
Despite the most wide use and the successes of the k-e turbulence model and 
the associated wall function approach in many applications, they have proven to fail 
in many complex flows. According to a review presented by Lakshminarayana 
(1991) the model fails for flow with rotation, curvature, strong swirl, three- 
dimensionality, and shock induced separation. When these extra complex strain 
effects are present, the Reynolds stress closure equations can provide a more 
rigorous approach. The full Reynolds stress model, Launder et al (1976), provides 
a more realistic physical simulation of turbulence but is very complex, the least 
tested model so far and still very expensive in terms of computational time. A 
compromise for the current computer code would be the use of the k-e model 
coupled with an Algebraic Reynolds Stress Model, which does not entail 
considerable additional resources and has proven to capture directly rotation and 
curvature effects, Warfield and Lakshminarayana (1987). 
5. Transonic and Supersonic flows 
The flow in a turbomachine can be subsonic, transonic or supersonic; some 
turbomachinery flows include all of these regimes. There are only a few reports of 
application of the pressure correction method to predict transonic and supersonic 
flows and to capture accurately shock waves, as it was described in Chapter 1. Work 
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on numerical investigations continues at Cranfield for the extension of the current 
method and the assessment of its capability to handle the above flow regimes. 
6. Study of Tip Leakage Flows 
The computer code which has been developed in the course of work 
presented in the present thesis, is currently used for the study of tip clearance effects 
in axial flow compressors in the framework of a collaborative European sponsored 
research project, Dunker (1991), in which Cranfield Institute of Technology 
participates as a partner. One of the other partners, who are the National Technical 
University of Athens, Greece, installed the computer code on an Alliant FX-80 
computer and modified it in order to attain improved computational efficiency in 
terms of run times and to utilize the Alliant's vector/parallel capabilities. In addition, 
the tip-clearance region has been modelled with an extension of the computational 
domain to cover the tip region with an H-type grid taking into account the real tip 
geometry and abandoning the assumption of a rounded to a single point tip, 
Papailiou (1991). 
7. Numerical schemes 
The use of the Upwind numerical scheme was necessitated for stability 
reasons, despite the inaccuracies which are introduced and the strong numerical 
diffusion. More work is still required in order to investigate the applicability of 
alternative more accurate schemes which are available and are based either on a 
higher order differencing definition of the convective flux or on vector differencing 
which accounts for misalignment of the dominant flow direction with the grid lines. 
The capabilities of the developed flow model are expected to be enhanced by the 
introduction of such numerical schemes taking appropriate numerical measures 
which ensure stability of the solution procedure. In addition, the current computer 
program can be used for comparison studies of the performance of alternative 
numerical schemes on predicting certain complex flows. 
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8. Pre- and Post- processing enhancement 
The CFD codes of the next generation will consist of enhanced pre- and post- 
processing facilities including interactive geometry and mesh generation, graphics 
and visualisation, video technology and database management systems linked with 
the flow solvers in an integrated software environment. Only very recently, such 
integrated CFD systems for 3D turbomachinery applications have started to emerge, 
Hirsch et al (1991). 
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APPENDIX A 
Energy equation 
The conservation equation for energy expressed in terms of static enthalpy, 
presents the following form, Anderson et al (1984): 
pD =-Vq+ at +ý +P Dt 
where: 
q=-kVT=- 
cVh=-p11 Vh 
Pr 
OD = Tij* 
CýXau, 
= Ti j"VV 
`Dt) 
-( 
ät + Vv ý 
(A. 1) 
(A. 2) 
(A. 3) 
(A. 4) 
-r- 
where V is the relative velocity vector. The momentum equation is given in the 
following form, Anderson et al (1984): 
p 
DV 
= pr +V IIi j (A. 5) Dt 
where: 
U Cý Uk II1j=-pb lj+ µ aX 
aUi 
j+ 
au, 
- 
23 
b jj axk = -pbjj+ t jj 
(A. 6) 
If the momentum equation is projected to the direction of the relative velocity, the 
following relation is obtained: 
HI 
pvDt pVf+ VV IIjj -+ p 
D( 
D/2) = pVf~- 
VVp + V"OTjj (A. 7) 
In addition the following relation is valid: 
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D(f22r2/2) = pa2ýDz7 = pf22r~V = p(ija) f'V (A. 8) Dt Dt 
Combining the relations (A. 1), (A. 7) and (A. 8), the following equation is obtained: 
P 
Dh +P 
D(V2/2) 
_p 
D(f22r2/2) 
_ -Vq + 
äp 
+ V(ti j"o + Dt Dt Dt cit 
+ at + pVf + 
VVti j-p (il 0) r-V 
Using the definition of rothalpy I, the above relation becomes: 
+ pfV -p (ýiý'i)f'V Dý = -Vq + ap + V(Tjj-0 + at 
where rothalpy I is given by: 
(A. 9) 
(A. 10) 
I= CDT +2 V2 -2 
Q2r2 =h+2 V2 -Z ii2r2 (A. 11) 
-º 
The forces f which appear in the above equations are the Coriolis and the 
centrifugal forces: 
f= -2 "LIxV - Ox (ilxf) -º 
pf, V = -2p (OxVý) "V pil"(0f) 4+ pi (flil) 4 
The first term of the RHS of the above relation is equal to 0. 
(A. 12) 
The substitution of this relation to the energy equation (A. 10) provides the 
following form of the energy equation: 
DI 
= V(11 Vh) + aQ + ... P - Pil (Cl! ) V+ Vzs jV P Dt pr at at (A. 13) 
If the unsteady terms are neglected and the vectors 0 and r are assumed 
perpendicular which is the case in the current study, the above relation obtains the 
form: 
.y 
-º 
y 
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DI 
= p(--11-VI) - 0(-tlV( 
vZ ))+ p(. JLp( (1Zr2 ))+ PDt Pr Pr 2 Pr 2 
+ v( 'vi jv" ) 
(A. 14) 
The comparison between equation (A. 14) and the equation (2.2.3), gives rise 
to the definition of the SI term: 
sr=-V(PV( 22)) +o(P0(a22)) +v(TýjV) (A. 15) 
zr 
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APPENDIX B 
Tri-Diagonal-Matrix-Algorithm 
The adoption of the "Line-by-Line" marching procedure at each cross-plane 
of the flow domain, as it was discussed in Section 3.4.1, causes the coefficients 
matrix A of the system of algebraic equations (3.4.3) to obtain a tridiagonal form. 
On each line, the discretised flow equations may be expressed in the form: 
diOi = aiibi«1 + bi4Di-i + ci (B. 1) 
where the terms involving neighbouring values of 4 not on the line have been taken 
explicitly into the source term c;. Hence, the system of algebraic equations 3.4.3 
obtains the following form for each grid line: 
dl al 0" 
r002 dz aa 
b3 d3 a3 
0 
00 
"0 
" bm-i dm-i am-i 
0""""p bm dm 
01 
IDZ 
ID3 
Om-1 
0m 
C2 
C3 
Cm-1 
cm 
(B. 2) 
Matrix A is a tridiagonal matrix and a rapid technique for solving this type of 
system of equations was suggested by Thomas (1949) and is known as Thomas 
algorithm or Tri-Diagonal-Matrix-Algorithm (TDMA). 
The system of equations is put into an upper triangular form by replacing the 
main diagonal elements d; with: 
di ' 
bi 
ai-i i=2,3 ,....., m di-i 
and the source term elements c; with: 
bi 
Ci-i i=2,3 di-i 
(B. 3) 
(B. 4) 
The 4ý; values are subsequently computed using back substitution starting 
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with: 
Cm 
md m 
and continuing with: 
0i = di i=m-1, m-2,. 1 ... 11 
(B. 5) 
(s. 6) 
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APPENDIX C 
Description of blade geometry of C4 and NACA 65-(12A, 0)10 aerofoils 
The thickness distribution of the C4 aerofoil is calculated from analytical 
relations as a function of the fractional distance p from the leading edge along the 
camber line of the blade and the designated maximum thickness of the blade t,, 
Calvert (1988): 
I 
t= 2(28.110p3-25.281p2-6.563p+15.492p 2) 10 
if p<0.3 
t=2 (3.448p3-14.632p2+7 . 848p+3.869) 
t10X 
if p20.3 
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The coordinates of the NACA 65-(12A, 0)10 are given in the following table: 
SUCTION SIDE PRESSURE SIDE 
x/c y/c x/c y/c 
0.0 0.0 0.0 0.0 
0.161 0.971 0.839 -0.371 
0.374 1.227 1.126 -0.387 
0.817 1.679 1.683 -0.395 
1.981 2.599 3.019 -0.367 
4.399 4.035 5.601 -0.243 
6.868 5.178 8.132 -0.090 
9.361 6.147 10.639 0.057 
14.388 7.734 15.612 0.342 
19.477 8.958 20.553 0.594 
24.523 9.915 25.477 0.825 
29.611 10.640 30.389 1.024 
34.706 11.153 35.294 1.207 
39.804 11.479 40.196 1.373 
44.904 11.598 45.096 1.542 
50.000 11.488 50.000 1.748 
55.087 11.139 54.913 2.001 
60.161 10.574 59.839 2.278 
65.214 9.801 64.786 2.559 
70.245 8.860 69.755 2.804 
75.256 7.808 74.744 2.932 
80.242 6.607 79.758 2.945 
85.204 5.272 84.796 2.804 
90.154 3.835 89.846 2.369 
95.096 2.237 94.904 1.555 
100.068 0.134 99.932 -0.134 
L. E. radius = 0.666 Slope through L. E. radius = 0.505 
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APPENDIX D 
Geometry of Eckardt's radial and backswept impellers 
The main dimensions of Eckardt's radial and backswept impellers are 
presented in Figure D. I. The radial impeller is noted with the letter 0 and the 
backswept with the letter A. Both impellers have 20 blades and an identical shroud 
contour which consists of a straight line segment and two circular arcs with radius 
59 mm and 85 mm respectively. The blade camber lines have ellipsoidal shapes in 
cylindrical sections. The ellipse can be reconstructed using the relation: 
( Y- a )2 + 
X2 
=1 
a2 b2 
(n. i) 
where the circumferential half-axis a of the ellipse is proportional to the radius R 
from the axis of rotation: 
a=4.7693 
"R mm 
b= 220.579 mm 
(D. 2) 
The hub profile of the radial impeller consists of a circular arc with a radius 
of 141 mm and a straight line segment at the impeller discharge. 
The hub profile of the backswept impeller is provided in Table D. 1. 
TABLE D. T--H-ub- -profile of Backswept ler 
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The circumferential backsweep of the backswept rotor commences at a radius 
of R= 160 mm and its distribution as a function of radius is given in Table D. 2. 
Rinmm 1 Eindeg 
--7[ 
ßbindeg 
160 Olm 90-000 
170 0-704 R7-719 
IRO 0-90R 73-? I-l 
m 9097 64-805 
200 
-- 
3.663 60.000 
TABLE D. 2 Bac weeu anele Distribution 
FIGURE D. 1 Geometry of Eckardt's radial and backswept impellers 
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Figure 3.3 : (a) Basic geometrical parameters of the control volume. 
(b) Faces "e", "n" and "f" of the control volume. 
210 
W W 
(b 
4) 
W 
P e E 
P 
ý 
e E 
(b 
wpeE 
U 
Figure 3.4 : (a) Interpolation practice used in the Central difference scheme. 
(b) Interpolation practice used in the Upwind scheme. 
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Figure 3.4 (c) Interpolation practice used in the QUICK scheme for 
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212 
WW ww W W. PeE ee EE 
i 
i 
(dOw idý)e ýat)ee 
Figure 3.6 : Neighbouring points of node P for the implementation of the 
Rhie and Chow scheme. 
213 
Wall 
Boundary 
A 
A 
77 _77 max 
Periodic 
Boundary 
FG 
///////////// 
n=o 
Figure 4.1 : Topology and notation for grid generation. 
(a) Physical space. (b) Computational space. 
H 
t_t max 
214 
77 ý71 
max 
77 
7)=o 
t=o 
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Figure 5.12 Rhoden's cascade, 20° camber, a, = 35°. (a) Computational 
grid. (b) C, coefficient along the blade surfaces. 
L 
231 
DO 
100 m/s 
10 mm 
0 0, 
.ý 
ý; 
i/ 
/ 
/t 
4 
ý .. {. ; -. .,,, . :. ý . -/ ,-ý- : %- ---: .:: - .-... ,-.,. 
.. . 
, 
, ý; --, ---- / 
,- --, -- ---; - , 
;;;;, ý/,, - f -///// , ////-; 2, /// // 
., 
.0 
ý 
Figure 5.12 Rhoden's cascade, 20° camber, a, = 35°. (c) Predicted Cp 
coefficient contours. (d) Predicted velocity vectors. 
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Figure 5.13 Rhoden's cascade, 20° camber, a, = 40°. (a) Computational 
grid. (b) Cr coefficient along the blade surfaces. 
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Figure 5.14 Rhoden's cascade, 20° camber, a, = 45'. (a) Computational 
grid. (b) CF, coefficient along the blade surfaces. 
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Rhoden's cascade, 20 ° camber, a, = 45'. (c) Predicted Cp 
coefficient contours. (d) Predicted velocity vectors. 
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Figure 5.15 Rhoden's cascade, 20° camber, a, = 50°. (a) Computational 
grid. (b) C, coefficient along the blade surfaces. 
237 
Rhoden's cascade, 20° camber, a, = 50°. (c) Predicted C'4, 
coefficient contours. (d) Predicted velocity vectors. 
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Figure 5.16 Rhoden's cascade, 20° camber, a, = 55°. (a) Computational 
grid. (b) CF, coefficient along the blade surfaces. 
239 
240 
2 
1 
ý c 
aý 
00 
1ý w aý 0 U 
0-1 0 
-2 
-3 
-4 
a, = 60 deg , camber = 20 deg Re = 281200 , 50 x 24 grid 
xper. Q O, 
Prediction 
O 
O 
O 
O 
--- 
o. 0.2 0.4 0.6 
s/ chord 
0.8 1.0 
Figure 5.17 Rhoden's cascade, 20° camber, a, = 60°. (a) Computational 
grid. (b) CF, coefficient along the blade surfaces. 
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Rhoden's cascade, 20° camber, a, = 60°. (c) Predicted C,, 
coefficient contours. (d) Predicted velocity vectors. 
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Figure 5.18 Rhoden's cascade, 20° camber, a, = 60°. (a) Predicted 
streamlines along the suction side. (b) Predicted velocity vectors 
along the suction side. 
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Figure 5.21 Rhoden's cascade, 30° camber, a, = 40°. (a) Computational 
grid. (b) C, coefficient along the blade surfaces. 
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Figure 5.22 Rhoden's cascade, 30 ° camber, a, = 45'. (a) Computational 
grid. (b) Cp coefficient along the blade surfaces. 
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Rhoden's cascade, 30 ° camber, a, = 45'. (c) Predicted C1, 
coefficient contours. (d) Predicted velocity vectors. 
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Rhoden's cascade, 30° camber, a, = 60°. (c) Predicted Cr 
coefficient contours. (d) Predicted velocity vectors. 
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Figure 5.26 Rhoden's cascade, 30° camber, a, = 60°. (a) Predicted 
streamlines along the suction side. (b) Predicted velocity vectors 
along the suction side. 
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Figure 5.27 Rhoden's cascade, 30° camber. Comparison between the 
measured and predicted outlet flow angle. 
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Rhoden's cascade, 40° camber, a, = 45'. (c) Predicted CE, 
coefficient contours. (d) Predicted velocity vectors. 
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Rhoden's cascade, 40 ° camber, a, = 55'. (c) Predicted C. 
coefficient contours. (d) Predicted velocity vectors. 
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Figure 6.14: Flow in a square duct. Axial centreline velocity at: 
(a) Re = 250000, (b) Re = 42000. 
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Figure 6.15 Flow in a square duct. Streamwise velocity distribution at: 
(c) Z/D = 24, (d) Z/D = 40. 
280 
0-- 
r/H 
I 
CROSS-STREAM PLANE 
INNER WALL 
OUTER WALL 
f- 
ox 
0 dog 
Figure 6.16 : Geometry of the 90° curved duct of rectangular cross-section. 
75 Deg 
PLANE 
SCALE } 
=0.3Wbulk 
E 
N 
D 
W 
A 
L 
L 
INNER WALL 
ýý"ýý 
ýf }ýt 
"' i 
'iýlt", 
iiý+ii 
lift t", + ý}ýIl" 
ýý iii ii 
}} 
", ___- -/ 0, ./4º 
OUTER WALL 
Figure 6.17: Flow in a 90° curved duct. 
Predicted secondary velocity pattern at the 75 ° plane. 
281 
O 
N 
w 
ý 
.ýý 
,., 
ö 
'. ý, ci 
- II 
.. ý . ca 
0 
O 
n2 
,Z 
O1 w 
'e ö 
ý II 
.. ý . ý, U 
O 
ti 
r1 
II IJ II III I III Jill -r 
r ý 
ýý ti g! 
tl r 
H 
W4 
0f 
cy q ao ca 
00 
'M/M 
-it d 
tl ý 
tl 
a l 
1- Y 
O Hn 
W4 
OI 
ý 
N qm (q 
ý 00 
°M/M 
qt d 
rI -rý 
N 
0 
N 
ö 
  
r- 
CIO ö 
to ö 
.r ö 
N 
Ö 
I 
\ 
ý 
0 ö 
O 
ö 
1 
m ö 
1D 
Ö 
It Ö 
N 
O 
O 
ö 
0 d 
2 
ý 
00 
b0 
E 
O 
O 
II 
. ý. 
E 
0 
ö 
I 
0 
tf) N 
ý 
O 
rý 
cn 
-Na 
cm 
. 
°; o 
.eö 
ýII 
v 
0 
oý 
ý 
d 
N Ar 
O 
b 
ý 
C,, 
ý 
.ý d 5 
O 
- 
ra 
.ý 
V 
O 
N 
r1 
282 
je 
r 
co ý V. - 
r- 
ý 
r- 
O Op to 
ýÖd 
°M/M 
F 
0 It 
ý r- 
co to dd 
°M/M 
ý 
.. _. tl ý 
II 
0f 
T'? " I" rl-r 
It ö 
ý 
T7 TZ 
N 
Ö 
,..... _,. nC! 
n° 
9Y 
ýä 
Hn 
w4 
0f 
lit 6 N ö 
r 
Co ö 
co 6 
mt c; 
N 
Ö 
O 
ö 
0 ö 
ý 
ao ö 
cD 
Ö 
lot Ö 
N 
0 
O 
C3 O 
0 
\ 
L 
2 
ý 
L 
CN 
.i 
\O 
aý L 
ý 
I'ýQ 
1ý1 
ý 
N 
O 
O 
II 
X 
ý ý 
E 
rN 
O 
O 
II 
k 
ý eý .. ý 
aý c ý ä 
O 
ý r M 
M 
ý 
ý 
283 
oý 
ý 
tl 
N R, 
0 
'4, 
N 
w 
ýa 
ýF 
"iCj do 
d0 
m 
tl ý 
tl ý 
H 
W4 
OI 
0 
N 
Ö 
ON qt dÖ 
II 
}u013111000 10 
to 
Ö 
I 
co d 
to d 
lot d 
N 
ö 
O 
ö 
ý d 
I 
tl ý 
tl ý 
w 
ý "ý" H n 
. [ w4 
OI 
5 
+a ý 
dp 
N 
"ý ý' 
ý 
0 0 cs dÖ II 
}u91311}003 40 
to 
ö 
1 
Co 
ci 
co ö 
ýt v 
N 
d 
O 
ö 
(10 d 
\ 
L 
2 
\ 
I- 
aý r. ý 
cC 
O 
... .., 
.Gý 
KA N 
'O O 
. a: II U 
U1.9 
. .., Üý 
ýO 
. II 
aý x 
Ü 
cý ý 
0 
O a) 
rn c 
" "" o 
ÖN 
.. ý w. - 
284 
oý 
ý 
d 
P-4 (: 4 
0 
'"'N dO 
pý 0 
ti ll 
ß 
aý 
aý 
oý 
t. 
Cl. 
tl ý 
Öo 
Hm 
W4 
OI 
O 
0 
N 
Ö 
ON it 
ÖÖÖ 
II 
}Ueýýý}ýöOý C^ 
co 
ö 
I 
ý 
_cQ 0 
to ö 
_ 
ý 
` 
qt ö 
0 '--'-f- ö 
Co ö 
1 
4d 
i. " " 
oE .ý =N 
-a O .NO 
v II 
cý 
"°.: . -. 
5 
'A1 w 
dQ 
Qý cs 
PN 
"ý 
'I 
ý 
ý 
ý 
C 
ii 
}UÖI3111803 d^ 
a 9 
4a H n 
W4 
OI 
O 
tN O N et tp O Ö d ö ri ri ý 
i i 
r 
00 d 
tD 
d 
2 
\ 
I- 
ýt 
0 
N 
Ö 
0 d 
U ýp 
w: 
E 0 C. ) 
ý r. C) 
ý II 
-v X 
la 1-1ý 
UC 
o 
ý 
cd tn 
'3 M 
_O y 
ý 
N 
ý 
ý 
ý. 
ý 
bý 
iz+ 
285 
286 
C, Coefficient Distribution 
Area ratio = 2.1 , Re = 20600 
V. J 
0 4 . 
0.3- 
0.2- 
0 1 . 
). 0 4 
O Expar. Data 
Praddctdon 
. 0.0 0.5 1.0 1.5 2. 0 2.5 3. 0 3.5 4_0 4_5 5nSSar 
... c C) 
ýC) 
ý 
w 
C) 
O 
U 
n 
0 
Z/w, 
C.. Coefficient Distribution 
Area ratio = 2.1 , Re = 50600 
0.5 
0.4 
ý 0.3 
: "_ ý a) 
0.2 
0 U 
a 
0 
0.1 
0.0 
0.0 
0 
0 
0.5 1.0 1.5 
O Expar. Data 
- Prediction 
2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 
2/W, 
Figure 6.23 C, coefficient distribution along the diffuser. 
Area ratio = 2.1. (a) Re = 20600. (b) Re = 50600. 
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Figure 6.24 C, coefficient distribution along the diffuser. 
Area ratio = 2.7. (a) Re = 20600. (b) Re = 50600. 
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Figure 6.25 C, coefficient distribution along the diffuser. 
Area ratio = 3.0. (a) Re = 20600. (b) Re = 50600. 
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Figure 7.14 Radial impeller, design condition. Distribution of P«, /Po at the 
rotor exit: (a) Measured. (b) Predicted with 1% tip leakage. 
(d) Predicted by Rhie et al (1984). 
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Figure 7.26 Backswept impeller, choking condition. Velocity vectors on 
meridional surfaces. 
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Figure 7.36 GEM Impeller, peak efficiency condition. Velocity vectors on 
meridional surfaces. 
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Figure 7.38 GEM Impeller, near surge condition. Relative flow angle 0 
distribution at section A. (a) Measured. (b) Predicted. 
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Figure 7.41 GEM Impeller, near surge condition. Velocity vectors on 
meridional surfaces. 
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