縮退した2体-3体チャネル結合散乱の解析 : 新たな定式化、閾値近傍での共鳴状態そしてエキゾチックハドロンとの関連について by 小西 篤業 & Konishi Atsunari
????
A Study of Degenerate Two-Body and Three-Body
Coupled-Channels Scatterings
-A New Formalism, Near-Thresholds Resonances and
Its Implications For Exotic Hadrons
(???? 2?-3????????????
-??????????????????????????????????????)
????????????????
?????????????
?????
?????
Abstract
Since the monumental discovery of the X(3872) in 2003 by the Belle collaboration group, a lot
of candidates for the exotic hadron have been observed especially in the energy regions above
the double open charm and bottom thresholds. Those observed resonances which nowadays
aggregately called the X families are embedded in various hadronic scattering states coupling to
it. Some of those candidates for the exotic hadron lie very close to hadronic two-body as well as
three-body thresholds. For example, the mass of X(3872), 3871:69 0:17 MeV is very close to
D0D0 threshold ' 3871:8 MeV and D D0 threshold ' 3874:0 MeV. Besides the X families
that recently observed, possible exotic candidates such as the dibaryon resonances near N and
 (1405)N thresholds and, though its existence has been denied, the pentaquark near  KN
threshold seem to lie in the energy regions where two-body and three-body hadronic thresholds
reside close to each other. This feature indicates that two-body and three-body coupled-channels
system whose thresholds are close might contain characteristic physics contributing to the exis-
tence of the exotic states.
In this thesis, motivated by such circumstances, we develop a general two-body and three-
body coupled-channels scattering equations and analyze how poles of the S-matrix behave near
the threshold mainly whose thresholds are degenerate. Due to some technical diculties related
to three-body scattering, we consider three-body elastic scattering equations in which the eects
induced by the coupling to two-body channels are embedded as eective interactions in three-
body channel which are constructed by leveraging the Feshbach projection method. Throughout
this thesis, we denote three particles in the three-body channel as 123. Assuming that 12
couples to another particle  3, the physical mass of  3 is shifted from the bare one. In quantum
eld theory, we often encounter such situation and we usually treat it by the mass and the
eld renormalization. Once the renormalization is done, it is necessary to add counterterms
every time self-energies appear. Due to characteristic structure of the two-body and three-body
coupled-channels scattering equations we develop, self-energies also appear when the scattering
equations are iterated. However, we solve the scattering equation numerically, not iteratively.
It is then necessary to nd a way to incorporate those counterterms which should be added to
the self-energies that appear when the scattering equations are iterated, into what we can give
when we numerically solve the scattering equations. We have found a way to execute that task
and discuss it in detail.
We analyze the S-matrix pole behavior near the thresholds in the degenerate two-body and
three-body coupled-channels system by solving the two-body and three-body coupled-channels
scattering equations we develop. The pole approaches the thresholds from the fourth quadrant
of the unphysical energy sheet which might become a resonance if it lies close enough to the
physical energy region. This is in contrast to a degenerate two-body coupled-channels system
which contains two-body s-wave channel. In such a case, the S-matrix pole approaches the
thresholds from the negative real axis in the unphysical sheet. It is therefore possible that
resonances reside in the vicinity of hadronic two-body s-wave threshold if another hadronic
three-body threshold lies nearby which might be realized in observed exotic states. We also
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show that in the case of degenerate two-body and three-body coupled-channels system, the
pole behaves universally near the threshold in the sense that they lie on an identical curve
independent of the details of the system.
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Chapter 1
Introduction
In this introduction, we review current status of the exotic hadron studies and discuss its re-
lation with hadronic two-body and three-body channels lying nearby to motivate our research
objective, an analysis of two-body and three-body coupled-channels system. We then briey
present methods we adopt to analyze the two-body and three-body coupled-channels systems.
The Feshbach projection formalism, a method that eects induced by coupling to other chan-
nels are embedded into eective interactions in the channel we focus on, and the (Faddeev-)AGS
equations which three-body transition amplitudes satisfy. We outline an organization of thesis
at the end.
1.1 Exotics Near Hadronic Two- and Three-Body Thresholds
In this section, we review current status of the exotic hadron spectroscopy focusing on those
lying in the energy regions where two-body and three-body hadronic thresholds lie close to each
other. We then discuss a relation between those exotic candidates and hadronic two-body and
three-body coupled-channels systems.
It is pointed out that possible dibaryon state lies near N threshold both experimentally [1]
and theoretically [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Since  strongly couples to N two-body
state, it is obvious that we need to consider NN   N two-body and three-body coupled-
channels system. We also note that the N two-body threshold lies close to NN three-body
and NN four-body thresholds.
mN +m ' 2172 [MeV] (1.1)
2m + 2mN ' 2156 [MeV] (1.2)
m + 2mN ' 2017 [MeV] (1.3)
In 2003, the Belle collaboration observed a narrow excess in the invariant mass of J= + 
around the energy of 3870 MeV [14] which is conrmed by the following experiments [15, 16, 17,
18, 19, 20, 21, 22, 23, 24, 25] and the state is nowadays called the X (3872). Since the discovery of
the X (3872), a lot of charmonium- and bottomonium-like states have been observed especially
in the energy regions above the double open charm and bottom thresholds. See [26, 27, 28] for
recent reviews for heavy quarkonium spectroscopy. In the following, we list some of them that
are most likely the exotic states.
One of candidates for the exotic hadron is the X (3872). Its PDG average mass is, 3871:68
0:17 MeV and the upper limit of its width is < 1:2 MeV [14]. Its quantum number is also
determined to be JPC = 1++. It is known that the X (3872) strongly violates the isospin
symmetry [16]. The X (3872) therefore cannot be a simple charmonium. We also note that the
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dominant decay mode is D D whose D are decay products of D which motivates us to regard
it to be hadronic molecule composed of D D and D D.
Another candidate for the exotic hadron is the X+ (4430) which was once referred to as
Z+ (4430). It is found as a decay product of Z+ (4430) ! + (2S) [29] in 2008 and later
conrmed by other groups [30, 31, 32, 33]. It is obviously the exotic state since it is charged
and cannot be a simple charmonium. Other candidates for the exotics are reviewed in [26, 27].
It is experimentally [34] indicated that strange dibaryon exists near KNN  N threshold
and there have been an extensive theoretical studies based on variational approach [35, 36, 37,
38, 39, 40] and on coupled-channels AGS approach [41, 42, 43, 44, 45, 46, 47]. Though there
are studies that  (1405) is dynamically generated through hadronic interactions in KN   
coupled-channels system [48, 49], we can also formulate it as two-body and three-body coupled-
channels system regarding  (1405) as an elementary degree of freedom.
Comparing various hadronic thresholds and masses of those exotic candidates we can see
that some of them lie in the energy regions where hadronic two-body and three-body thresholds
lie close to each other. For example, the mass of the X(3872), 3871:69 0:17 MeV is very close
to D0D0 two-body threshold ' 3871:8 MeV and it is also very close to D D0 three-body
threshold ' 3874:0 MeV. It is then natural to ask that a two-body and three-body coupled-
channels system whose thresholds lie close to each other might contains interesting physics not
studied yet.
This feature that various hadronic thresholds whose number of mesons dier lie close to
each other is characteristic in QCD. This originates from the fact that the typical QCD scale
' 200 [MeV] is comparable to light mesons, especially pion whose mass is ' 140 [MeV]. This
is in contrast to other interactions such as electromagnetic one. In electromagnetic interaction,
dierences in the discrete energy levels is of order  1 [eV] while the lightest particles that
interact electromagnetically is electron whose mass is  1 [MeV] which is far heavy compared
to dierences in the discrete energy levels.
1.2 Our Methods and Results
Motivated by such circumstances discussed above, we consider two-body and three-body coupled-
channels system, focusing mainly whose thresholds are degenerate.
There are several related works that focus on hadronic two-body and three-body coupled-
channels perspective, to name a few, [50, 51, 52]. As far as we know, those calculations are
more or less perturbative one. This might be due to some technical cumbersomeness related to
three-body scattering. A two-body scattering can be examined with the Lippmann-Schwinger
equation while the corresponding three-body scattering equations are the so-called (Faddeev)
AGS equations which might not be so popular. Our objective in this thesis is to establish the
general two-body and three-body coupled-channels formalism. To be more specic, we focus
on constructing the general two-body and three-body coupled-channels scattering equations in
which all assumed interactions are summed.
In order to perform analysis for two-body and three-body coupled-channels system, we em-
ploy the Feshbach projection formalism [53, 54], a method that eects induced by coupling to
other channels, often referred to as Q-channel, are taken into account as eective interactions in
a channel we focus on, which is often referred to as P -channel (in case of two-channels system).
In the case we are interested in, we consider the three-body channel as P -channel and coupling
to the two-body channels, Q-channels, are taken into account as the eective interactions in the
three-body channel. We formulate the problem in that way because of subtle cumbersomeness
we encounter when we deal with the full Green function in three-body channel. We will see that
even in the absence of elementary three-body interactions in the three-body channel, the cou-
9
pling to the two-body channel generates eective three-body interactions. Here by elementary
interaction, we mean interaction that still remain even after the channels decouple.
Once we reformulate the two-body and three-body coupled-channels problem as an eec-
tive three-body problem, we then solve the three-body scattering equations which is known as
the (Faddeev-)AGS equations [55, 56] which enable us to calculate physical quantities such as
scattering cross sections, phase shifts and poles of the S-matrix.
Throughout this thesis, we denote three particles in the three-body channel as 123.
Assuming that 12 couple to another particle  3, the two-body channel is then  33 and the
physical mass of  3 shifts from the bare one. This causes subtle problems when we perform
numerical calculations. To be more specic, a singularity originating from the bare mass of
 3 appears if we navely write down the (Faddeev-)AGS equations which makes the numerical
calculations doubtful. In quantum eld theory [57], we often encounter such situations, and we
deal with the problems by the mass and the eld renormalization. Although we do not consider
in a framework of quantum eld theory, we proceed in a similar manner. We decompose the
mass term of  3 into the physical one and the counterterm. It is then however necessary to add
counterterms every time the self-energies appear. The problem is, that due to characteristic
structure of the scattering equations we develop, the self-energies appear when the scattering
equations are iterated in addition to those appearing in the kernel of the scattering equations.
However, we solve the scattering equations numerically, not iteratively. We therefore need to
nd a way to incorporate those counterterms to be added to self-energies which appear when the
scattering equations are iterated, into what we can feed to the scattering equations, namely the
driving term and the kernel of the (Faddeev-)AGS equations. We somehow invented a method
to execute that task, and discuss it in detail in chapter 3.
In chapter 4, by numerically solving the eective AGS equation, we discuss the S-matrix
pole trajectories close to thresholds for degenerate two-body and three-body coupled-channels
system since the exotic candidates tend to lie in the energy regions where hadronic two-body and
three-body thresholds lie close to each other. Numerical results show that the S-matrix pole ap-
proaches the threshold from fourth quadrant of the unphysical energy sheet which might become
resonance if they lie close to the physical energy region. This is in contrast to degenerate multi-
channel two-body systems which contain a two-body s-wave state. In such coupled-channels
system, the S-matrix pole approaches the threshold from the negative real axis on the unphys-
ical energy sheet no matter how the interaction in the two-body s-wave channel is weak, that
is, the two-body s-wave behavior dominates in the low energy region. We also show that poles
behave universally near the threshold in a sense that pole trajectories do not depend on details
of the system such as coupling constants. The result indicates that there might be resonances
near hadronic two-body s-wave thresholds if another hadronic three-body threshold lies near by
which might be realized in the exotic hadron spectroscopy.
The question everyone asks when we discuss candidates for the exotic hadron is, \Are they
two-body (or three-body) hadronic molecule or something like we can refer to as tetraquark,
pentaquark, dibaryon, glueball or hybrid?". In reality, if the quantum numbers are the same, the
state is superposition of those and the problem is how to determine which component dominates
or how they are mixed. Such bare-hadron-molecule mixing has been discussed in relation with
not-well understood states such as scalar mesons and axial-vector mesons. See, for example,
[58, 59].
One of possible applications of our two-body and three-body coupled-channels approach is,
given a bound state or resonance of the system, to estimate how much two-body and three-body
components it has respectively, the analogue of bare-hadron and hadronic two-body molecule
mixing. We will discuss it in a more quantitative fashion in chapter 5.
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1.3 Organization of Thesis
In chapter 2, we present prerequisites we need to discuss the two-body and three-body coupled-
channels system, namely the Feshbach projection formalism, the (Faddeev-)AGS formalism.
After that in chapter 3, we write down the eective AGS equations in which eects due to
coupling to two-body channel is taken into account as eective interactions. We then discuss
the unphysical singularities problem and present the method which cure these unphysical sin-
gularities disease in detail. In chapter 4, we perform close analysis of degenerate two-body and
three-body coupled-channels problem by performing numerical calculations on the eective AGS
equations. In chapter 5, we summarize our research results and conclusion is given. The relation
between the present work and the Emov physics is also briey discussed.
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Chapter 2
Prerequisites for Two-Body and
Three-Body Coupled-Channels
Approach
In this chapter, we review methods we adopt to develop the two-body and three-body coupled-
channels scattering equations namely, the Feshbach projection formalism and the (Faddeev-)AGS
formalism.
2.1 Feshbach Projection Formalism
Our objective is to develop a two-body and three-body coupled-channels scattering equations.
To achieve that, we employ the Feshbach projection formalism developed by Feshbach [53, 54].
The Feshbach projection embed eects due to coupling to other channels into interactions of the
channel we focus on. In our case, we consider three-body elastic scattering in which the eects
due to two-body channels are embedded as eective interactions in three-body channels. In this
section, we introduce the Feshbach projection procedure in detail and see how eects due to
couplings to two-body channel are embedded as eective interactions in the three-body channel.
2.1.1 The Feshbach Projection
We start from the general perspective not limited to two-body and three-body coupled-channels
system. To simplify the argument, we consider a system in which two two-body channels are
coupled. LetH be a full Hamiltonian of the system. H is composed of the kinetic and interaction
terms.
H = H0 + V (2.1)
where V contains interactions which couple two channels in addition to interactions within each
channel. The T -matrix, from which we can extract scattering quantities such as scattering cross
sections, phase shifts and decay width can be formally expressed as (see appendix E for a brief
review of formal treatment of scattering theory).
T (E) = V + V G (E)V (2.2)
where G (E) is the full Green function whose explicit expression is given as below
G (E) =
1
E  H0   V (2.3)
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With the aid of an identity for operators
1
A B =
1
A
+
1
A
B
1
A B (2.4)
we can show that G (E) satises the Dyson-Schwinger equation
G (E) = G0 (E) +G0 (E)V G (E) (2.5)
This equation leads to the Lippmann-Schwinger equation which the T -matrix satises.
T (E) = V + V G0 (E)T (E) (2.6)
E is a total energy of the system. The expression above is valid for analytically continued o-
shell T -matrix while if we are interested in physical energy regions, we need to introduce the
innitesimal quantity  and replace the argument E by E + i.
We next dene the projection operators which project any state into each channels.
P = jch:1ihch:1j (2.7)
Q = jch:2ihch:2j (2.8)
where P and Q satises the relation
P +Q = 1 (2.9)
In the remaining part of this section, we refer each channel as P -channel and Q-channel which is
a often-used terminology. The elastic P -channel scattering T -matrix is obtained by multiplying
the projection operator P from both of left and right
PT (E)P = PV P + PV
1
E  HV P
) TPP (E) = UPP (E) + UPP (E) P
E  HP0   UPP (E)
UPP (E) (2.10)
the second equality is referred to as the Feshbach projection and UPP (E) is the eective inter-
action in the P -channel whose explicit expression is
UPP (E) = PV P + PV Q
Q
E  QHQQV P =: VPP + VPQGQ (E)VQP (2.11)
See the appendix B for a derivation. GQ (E) in the second term is Q-channel Green function
whose interaction is VQQ and satises the Dyson-Schwinger equation
GQ (E) = G
Q
0 (E) +G
Q
0 (E)VQQ (E)G
Q (E) (2.12)
It can also be represented with the Q-channel T -matrix as below
GQ (E) = G
Q
0 (E) +G
Q
0 (E)TQ (E)G
Q
0 (E) (2.13)
where TQ (E) is the T -matrix in the Q-channel which satises the Lippmann-Schwinger equation
TQ (E) = VQQ + VQQG
Q
0 (E)TQ (E) (2.14)
We can see that the eective interaction in the P -channel UPP (E) consists of two parts. The
rst term is the bare interactions in the P -channel while the other is an eective interaction
which is induced due to the coupling to the Q-channel. The second term is a sum of interactions
which contain transition to Q-channel once. That is, a P -channel state makes a transition
to Q-channel, then particles in the Q-channel fully propagate with the interactions in the Q-
channel which we denote VQQ and make transition back to P -channel. Processes that contain
more than once transition between the P -channel and the Q-channel appears when the scattering
equation equation (2.10) is iterated. We present a diagrammatic representation of the Lippmann-
Schwinger equation (2.10) which TPP (E) satises in gure 2.1.
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Figure 2.1: A diagrammatic representation of the Lippmann-Schwinger Equation (2.10)
P -channel Q-channel
123  33
Table 2.1: P - and Q-channel
2.1.2 The Two-Body and Three-Body Coupled-Channels System and Eec-
tive Interactions in the Three-Body Channel
Having introduced the Feshbach projection formalism, we focus on our interest, that is, we apply
the Feshbach projection method to the two-body and three-body coupled-channels system.
We denote three particles in the three-body channel as 123 and assume that 12 couple
to another particle  3. The two-body state is therefore consists of  33. Let P and Q be
projection operators which project any state into three-body and two-body state respectively.
An elastic two-body scattering T -matrix TQQ (E) is formally represented as
TQQ (E) = UQQ (E) + UQQ (E)
Q
E  HQ0   UQQ (E)
UQQ (E) (2.15)
where the eective two-body interaction UQQ (E) is
UQQ (E) = VQQ + VQPGP (E)VPQ (2.16)
where GP (E) is full three-body Green function which satises
GP (E) = G
P
0 (E) +G
P
0 (E)VPPGP (E) (2.17)
It is however, known that calculating the full three-body propagator is technically cumbersome.
We therefore consider elastic three-body scattering instead throughout this thesis.
An explicit form of an elastic three-body T -matrix is simply
TPP (E) = UPP (E) + UPP (E)
P
E  HP0   UPP (E)
UPP (E) (2.18)
where UPP (E) is the eective three-body interaction whose explicit form is,
UPP (E) = VPP + VPQGQ (E)VQP (2.19)
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GQ (E) is a full Green function in the two-body channel which can be expressed as
GQ (E) = G
Q
0 (E) +G
Q
0 (E)TQQ (E)G
Q
0 (E) (2.20)
The eective three-body interactions are therefore expressed as
UPP (E) = VPP + VPQG
Q
0 (E)VQP + VPQG
Q
0 (E)TQ (E)G
Q
0 (E)VQP (2.21)
where TQ (E) is a two-body T -matrix whose interaction is bare two-body interaction VQQ which
satises the Lippmann-Schwinger equation
TQ (E) = VQQ + VQQG
Q
0 (E)TQ (E) (2.22)
It is diagrammatically obvious that the rst and the second term in UPP (E) are eective two-
body interactions while the last term is eective three-body interaction. Though we do not assume
bare three-body interaction, coupling to the two-body channel induces an eective three-body
interaction.
We now have reformulated the two-body and three-body coupled-channels scattering problem
as an eective three-body scattering problem whose interactions are replaced by the eective
one. Our next task is to solve this eective three-body scattering equation which is known as
the (Faddeev-)AGS equations. We explore the (Faddeev-)AGS equations in detail in the next
section.
2.2 The (Faddeev-)AGS Formalism
When we deal with a two-body scattering problem, we can solve the Lippmann-Schwinger equa-
tion to obtain physical quantities such as scattering cross section or phase shift. However, in
case of more than two particles are considered, the Lippmann-Schwinger equation is no longer
well-dened and it is necessary to introduce the so-called (Faddeev-)AGS equations [55, 56]. It
was Alt-Grassberger-Sandhas who gured out that in case of separable potentials are considered
for two-body interactions, the scattering equations which three-body transition amplitudes sat-
isfy reduces formally to that of the multi-channel Lippmann-Schwinger equation and is tractable
in practical calculation. In this section, we review the Fadeev-AGS formalism in detail.
2.2.1 Basic Notations and Concepts in Three-Body Physics
In this subsection, we present basic notations and concepts common in three-body physics. After
introducing the Jacobi coordinates and momenta in three-body channel, we explore the energy
eigenstates of a part of the Hamiltonian which is called the channel states.
The Jacobi Coordinates and Momenta
Throughout this thesis, we denote three particles as 123 as shown in table 2.2. In the
following, i; j; k are assumed to be a cyclic permutation of 1; 2; 3. We introduce the Jacobi
coordinates and momenta which will be used throughout the following part of this thesis. The
notation we use in this thesis are also summarized in the appendix C.
We denote the masses of 1, 2 and 3 as m1, m2 and m3 respectively. In three-body
problems, we often introduce the Jacobi coordinates dened as below. Let x1, x2 and x3 be
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Three-body channel
123
Table 2.2: Three Particles in Three-Body Channel
position vectors in the Cartesian coordinate. The Jacobi coordinates are then dened as
R =
P
imixiP
imi
(2.23)
Ri = xi   mjxj +mkxk
mj +mk
(2.24)
ri = xj   xk (2.25)
R, Ri and ri are center of mass, relative coordinate between i and the pair of jk and relative
coordinate between j and k respectively. i, j and k are cyclic permutation of 1; 2; 3.
Let k1, k2 and k3 be momenta in Cartesian coordinate. The Jacobi momenta are then,
P =
X
i
ki (2.26)
qi =
(mj +mj)ki  mi (kj + kk)P
imi
(2.27)
pi =
mjkj  mkkk
mj +mk
(2.28)
where P is the center of mass momentum, qi are the relative momenta between i and the pair
of jk and pi are relative momenta between j and k.
We consider the problem in the three-body center-of-mass frame in which P = 0. The kinetic
energy in the three-body system which we denote as H
(3)
0 then is
H
(3)
0 =
3X
i=1
k2i
2mi
=
P 2
2M
+
q2i
2Mi
+
p2i
2i
=
q2i
2Mi
+
p2i
2i
(2.29)
where, M , Mi and i are dened as below
M = m1 +m2 +m3 (2.30)
M 1i = m
 1
i + (mj +mk)
 1 (2.31)
 1i = m
 1
j +m
 1
k (2.32)
M is the total mass, Mi is the reduced mass between i and the pair of j and k while i is
the reduced mass between j and k.
The three-body plane-wave state is an eigenstate of the free Hamiltonian
H
(3)
0 jk1k2k3i =
X
i
k2i
2mi
jk1k2k3i (2.33)
The three-body plane-wave states jk1k2k3i therefore span the three-body Hilbert space, that is,
they form the complete set of basis whose normalization conditions areZ
dk1dk2dk3jk1k2k3ihk1k2k3j = 1 (2.34)
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hk1k2k3jk01k02k03i = 
 
k1   k01


 
k2   k02


 
k3   k03

(2.35)
A similar expression holds for the Jacobi momenta
H
(3)
0 jPiqipii =

P 2i
2M
+
q2i
2Mi
+
p2i
2i

jPiqipii (2.36)
Z
dPdqidpijPqipiihPqipij = 1 (2.37)
hPqipijP0q0ip0ii = 
 
P P0   qi   q0i   pi   p0i (2.38)
Since the three-body center-of-mass momentum P conserves, we consider the three-body center-
of-mass frame, that is, we set P = 0 in the following part of this thesis. Then the total kinetic
energy reduces to
H
(3)
0 =
q2i
2Mi
+
p2i
2i
; i = 1; 2; 3 (2.39)
The completeness relation and the normalization of Jacobi momenta states areZ
dqidpijqipiihqipij = 1 (2.40)
hqipijq0ip0ii = 
 
qi   q0i


 
pi   p0i

(2.41)
Interactions and Channel States
Three two-body pairwise interactions in a three-body system are commonly expressed as
Vi = Vjk (2.42)
that is, a two-body interaction between particles j and k is labeled by the index of the spectator
particle i. Three pairwise interactions are denoted as V1; V2; V3 and therefore, three-body inter-
actions are naturally expressed as V4. As a matter of convention, we also dene superscripted
interactions V i as a sum of pairwise interactions without Vi
V i = Vj + Vk + V4 (2.43)
The full Hamiltonian can then be written as
H = H
(3)
0 + Vi + V
i = Hi + V
i (2.44)
where we have dened the channel Hamiltonian Hi
Hi = H
(3)
0 + Vi (2.45)
It is convenient to dene the above expression also for i = 0, that is,
V0 = 0 (2.46)
V 0 = V1 + V2 + V3 + V4 (2.47)
the equation (2.44) is then satised for i = 0; 1; 2; 3; 4
When i is far from the rest of the two, interaction between i and the pair jk can be
ignored while jk interact with each other. We call such a channel a fragmentation channel.
If the interaction between jk is strong enough, the pair form a bound state and we denote
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it j'ii. The state of the fragmentation channel then is denoted as j'iijqii = jii and in the
following, we call this state a channel state.
Hijii =

q2i
2Mi
  i

jii Hi = H0 + Vi (2.48)
where i is the binding energy of the pair jk. Note that the channel Hamiltonian has a
three-body scattering states besides the channel state as eigenstates.
Hijii(+) =

q2i
2Mi
+
p2i
2i

jii(+) (2.49)
where we dened a three-body scattering state jii(+) as
jii(+) = jqiijpii(+) (2.50)
the completeness relation which the eigenstates of the channel Hamiltonian satises isZ
dqijiihij+
Z
dqidpijii(+) (+)hij = 1 (2.51)
There are three possible fragmentation channels which are obviously denoted as
1; 2; 3 2; 3; 1 3; 1; 2 (2.52)
If we scatter a particle with bounded two-particle pair, the nal state possibly be three particles.
We call such a state a break-up channel.
2.2.2 The Faddeev Equations
In this subsection, we present basic notations and concepts common in three-body physics
and the Faddeev equation which three-body states satisfy. After introducing basic notations
and concepts, we derive the fundamental set of Lippmann-Schwinger equations by considering
the boundary conditions three-body scattering states satises. We then present the Faddeev
equations rst derived by Faddeev [55] but in a dierent manner from the Faddeev's original
paper. Two more derivations of the Faddeev equations are presented in the appendix ( ref
appendix ). In this subsection, we consider only three pairwise interactions and ignore three-
body interactions. We incorporate three-body interactions after we derived the (Faddeev-)AGS
equations which three-body transition amplitudes satisfy in the next subsection. Following
discussions relies largely on the book written by Glockle [60].
The Fundamental Set of Lippmann-Schwinger Equations
Channel States obey the following time-dependent Schroedinger equations
i
d
dt
jii = Hiji (2.53)
i
d
dt
jii(+) = Hijii(+) (i = 0; 1; 2; 3) (2.54)
which has the formal solutions
ji (t)i = e iHitji (0)i (2.55)
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the channel states develop to four dierent states which are the solutions of the full time-
dependent Schroedinger equation
i
d
dt
j	ii(+) =
 
Hi + V
i
 j	ii(+) (2.56)
which can be formally solved as
j	i (t)i(+) = e iHtj	i (0)i(+) (2.57)
Requiring that the norm k j	ii(+)   jii k vanishes at the innite past, we nd that the two
states can be related by the channel Moller operators 

(+)
i
j	i (0)i(+) = lim
t! 1 e
iHte iHitji (0)i =: 
(+)i ji (0)i (2.58)
we have simpler, practical expression of the Moller operator
j	ii(+) = lim
!0
iG (Ei + i) jii (2.59)
where we have dened the full Green function G (E)
G (E) =
1
E  H H = Hi + V
i (2.60)
In the following, we do not explicitly write lim!0 and assume this limit is taken whenever 
appears.
Now we set up the scattering equation that the scattering state j	ii(+) satises. In case
of two-body scattering problems, Lippmann-Schwinger equation is derived by considering the
resolvent identity
1
E  H0   V =
1
E  H0 +
1
E  H0V
1
E  H0   V (2.61)
Let us proceed in the same manner in case of three-body problem. To that end, we dene the
channel Green function
Gi (E) =
1
E  Hi (2.62)
It is easy to show that the full and the channel resolvent operators satisfy the identity
G (E) = Gi (E) +Gi (E)V
iG (E) (2.63)
which leads to the Lippmann-Schwinger equations
j	ii(+) = iG (Ei + i) jii
= iGi (Ei + i) jii+Gi (Ei + i)V ij	ii(+)
= jii+Gi (Ei + i)V ij	ii(+) (2.64)
where the second equality follows from
i
Ei + i H0   Vi jii = jii (2.65)
It seems that we have obtained the equation which governs the three-body scattering problem.
However, what will happen if we insert the resolvent identity for j 6= i.
j	ii(+) = i
 
Gj (E) +Gj (E)V
jG (E)
 jii (2.66)
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the rst term vanishes since jii is not an eigenstate of Hj
i
Ei + i Hj jii = 0 ( Lippman
0s identity ) (2.67)
which leads to
j	ji(+) = Gi (Ej + i)V ij	ji(+) j 6= i (2.68)
that is, j	ji(+) also satises the homogeneous Lippmann-Schwinger equations. Therefore, the
inhomogeneous Lippmann-Schwinger equation (2.64) do not uniquely dene j	ii(+), but allows
j	ji(+) to mix with it. We discuss this problem in the next paragraph.
We consider the spectral representation of Gi
Gi (Ei + i) =
Z
dqi
jiihij
Ei + i  q
2
i
2Mi
  i
+
Z
dqidpi
jqiijpii(+) (+)hpijhqij
Ei + i  q
2
i
2Mi
  p2i2i
(2.69)
the rst term is responsible for free propagation of the particle i with respect to the bound pair
and allow only outgoing waves. However, since j	ji(+) are also eigenstates of GiV i (2.68) and
do contain incoming waves in channel j. The Lippmann-Schwinger equation (2.64) therefore
does not fully specify the boundary conditions the scattering states must satisfy. It is the part
G0Vj in GiV
i = Gi (Vj + Vk) which let the incoming waves in channel j through. Indeed,
(H0 + Vj) jji = Ejji , Vj jji = (E  H0) jji , G0 (E)Vj jji = jji (2.70)
Therefore, in addition to the Lippmann-Schwinger equation (2.64), we need equations which
specify the appropriate boundary condition that the initial state contains only the incoming
waves. Recall that the j	ii(+) also satisfy the homogeneous equations
j	ii(+) = Gj (Ei + i)V j j	ii(+) (2.71)
which actually indicates that j	ii(+) does not contain incoming waves in channels j and k. It is
thus natural to require the above equations as well as the Lippmann-Schwinger equation (2.64)
and we arrive at the fundamental set of Lippmann-Schwinger equations.
j	ii(+) = jii+Gi (E)V ij	ii(+) (2.72)
j	ii(+) = Gj (E)V j j	ii(+) (2.73)
j	ii(+) = Gk (E)V kj	ii(+) (2.74)
We next consider j	0i(+), the three-body break-up channel state. We rst note that the
state satises the usual Lippmann-Schwinger equation
j	0i(+) = j0i+G0 (E)V j	0i (2.75)
Inserting the resolvent identity G = G0 + G0V
iG, we obtain another Lippmann-Schwinger
equations
j	0i(+) = iGi (E) j0i+Gi (E)V ij	0i(+) (2.76)
where the rst term is transformed as
iGi (E0 + i) j0i = i
E0 + i H0   Vi jqipii = jqiijpii
(+) (2.77)
thus, we have
j	0i(+) = jqiijpii(+) +Gi (E)V ij	0i(+) (i = 1; 2; 3) (2.78)
That is, j	0i(+) satises the inhomogeneous Lippmann-Schwinger equation in the sense the
equation (2.78). j	0i therefore does not mix with j	ii and the above three equations are
necessary and sucient to uniquely determine j	0i.
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The Faddeev Equations
In the previous subsection, we derived the fundamental set of Lippmann-Schwinger equations
which three channel states satisfy. In this subsection, we derive the Faddeev equations by
applying the so-called Faddeev decomposition to the fundamental set of Lippmann-Schwinger
equations.
Recalling the denitions of j	ii(+) lead us to the following identity
j	ii(+) = iG (Ei + i) jii = iG0 (E) jii+G0 (E)V j	ii(+) = G0 (E)V j	ii(+) (2.79)
the rst term vanishes because jii are not eigenstates of the free-Hamiltonian H0. We thus
obtain the following decomposition
j	ii(+) = G0 (E)V j	ii(+) = G0 (E)
3X
j=1
Vj j	ii(+) =:
3X
j=1
j i;ji (2.80)
which is called the Faddeev decomposition. We now multiply G0Vi to the fundamental set of
Lippmann-Schwinger equations
G0 (E)Vij	ii(+) = G0 (E)Vijii+G0 (E)ViGi (E)V ij	ii(+) (2.81)
G0 (E)Vj j	ii(+) = G0 (E)VjGj (E)V j j	ii(+) (2.82)
G0 (E)Vkj	ii(+) = G0 (E)VkGk (E)V kj	ii(+) (2.83)
and noting that G0ViGi = GiViG0 and G0Vijii = jii, we obtain the following set of three
coupled equations
j i;ii = jii+Gi (E)Vi (j i;ji+ j i;ki)
j i;ji = Gj (E)Vj (j i;ki+ j i;ii)
j i;ki = Gk (E)Vk (j i;ii+ j i;ji)
they are the Faddeev equations rst derived by Faddeev [55] whose solutions j i;ji sum up to
give j	ii(+) =
P
j j i;ji.
2.2.3 The AGS Equations
In the previous section, we derived the Faddeev equations which the three-body channel states
satisfy. In practical calculations, we often estimate quantities related with scattering experiments
such as cross sections, phase shifts and poles of the scattering amplitudes. In this section,
we derive the scattering equations which the three-body channel scattering amplitudes satisfy
known as the AGS equations rst derived by Alt-Grassberger-Sandhas [56]. After motivating
the expression for the scattering amplitudes, we derive the AGS equations from the Faddeev
equations. We then show the AGS equations reduce to that are formally equivalent form to the
multi-channel Lippmann-Schwinger equation in case separable interactions are assumed for the
two-body interactions. The relation between the AGS amplitudes and the physical scattering
amplitudes and partial-wave representation form of the AGS equations is noted in the last.
Three-Body Scattering Amplitudes
In the previous subsection, we introduced j	ii(+) which is the solution of the full Schroedinger
equation and coincides with the channel state jii in the innite past. Similarly, we can introduce
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another solution of the full Schroedinger equation which coincides with the jii in the innite
future which we obviously denote as j	ii( ) and the corresponding Moller operator as 
( )
j	ii() = 
()jii (2.84)
The S-matrix is dened as an overlap between the above states
Sij =
( )h	ij	ji(+) (2.85)
The explicit expressions for the Moller operator ( ref equation ) and the resolvent identity leads
to the formal solution of j	ii() as below
j	ii() = jii+ 1
Ei  i HV
ijii (2.86)
and recalling that
1
z  i = P
1
z
 i (z) (2.87)
we obtain the relation between j	ii()
j	ii( )   j	ii(+) = 2i (Ei  H)V ijii (2.88)
which leads to the following expression for the S-matrix
Sij =
(+)h	ij	ji(+)   2i (Ei   Ej) hijV ij	ji(+)
= ij (qi   qj)  2i (Ei   Ej) hijV ij	ji(+) (2.89)
We can see that the three-body scattering amplitudes Uij where i and j denotes the indices of
the initial and nal channel states is obviously dened as
Uij = hijV ij	ji(+) (2.90)
The equations which the above scattering amplitudes satisfy are known as the AGS equations.
We shall derive that equations in the next subsection
Derivation
We now derive the AGS equations which three-body scattering amplitudes satisfy from the
fundamental set of Lippmann-Schwinger equations or equivalently, the Faddeev equations.
We rst rewrite the Faddeev equations by noting the denition of the scattering amplitude
(2.90) as follows
Vij	ii(+) = G 10 (E) jii+ ViGi (E) (Vj + Vk) j	ii(+)
= G 10 (E) jii+ ViGi (E) (E)V ij	ii(+)
= G 10 (E) (E) jii+ ViGi (E) (E)Uiijii (2.91)
Vj j	ii(+) = VjGj (E) (Vk + Vi) j	ii(+) = VjGj (E)V j j	ii(+) = VjGj (E)Ujijii (2.92)
Vkj	ii(+) = VkGk (E) (Vi + Vj) j	ii(+) = VkGk (E)V kj	ii(+) = VkGk (E)Ukijii (2.93)
(2.92) + (2.93), (2.93) + (2.91) and (2.91) + (2.92) gives
Uii (E) jii = VjGj (E)Uji (E) jii+ VkGk (E)Uki (E) jii (2.94)
Uji (E) jii = G 10 (E) jii+ VkGk (E)Uki (E) jii+ ViGi (E)Uii (E) jii (2.95)
Uki (E) jii = G 10 (E) jii+ ViGi (E)Uii (E) jii+ VjGj (E)Uji (E) jii (2.96)
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We can now omit jii and these set of equations can be written in a compact form
Uij (E) = ijG
 1
0 (E) +
3X
k=1
ikVkGk (E)Ukj (E) (2.97)
Two-body scattering amplitude in the three-body channel is dened as follows
VkGk (E) = tkG0 (E) (2.98)
It can be easily shown that tk dened above satises the usual Lippmann-Schwinger equation
tk (E) = Vk (E) + VkG0 (E) tk (E) (2.99)
The AGS equation is then written as
Uij (E) = ijG
 1
0 (E) +
3X
k=1
iktk (E)G0 (E)Ukj (E) (2.100)
In the next subsection, we will discuss how to extract physical informations from these equations
in practical calculations.
Reduction of the AGS Equations into Multi-Channel Lippmann-Schwinger Equation
Alt-Grassberger-Sandhas [56] showed that if the two-body interaction takes the separable form,
the AGS equations are reduced to that is formally equivalent to multi-channel Lippmann-
Schwinger equation which can be easily solved in a standard numerical procedure.
Let us remind that the AGS equations in operator form are written as
Uij (E) = ijG
 1
0 (E) +
X
k
iktk (E)G0 (E)Ukj (E) (2.101)
sandwiching with G0 from both sides, we obtain
Xij (E) = Zij (E) +
X
k
Zik (E) tk (E)Xkj (E) (2.102)
where Xij and Zij are dened as
Xij (E) = G0 (E)Uij (E)G0 (E) and Zij (E) = ijG0 (E) (2.103)
It is convenient to consider the equation in a 3 3 matrix
X (E) = Z (E) + Z (E)T (E)X (E) (2.104)
where X (E), Z (E) and T (E) are all 3  3 matrices. Each components of the driving term
Z (E) is, written explicitly,
(Z (E))ij =
ijG0 (E) (2.105)
T (E) is 3 3 diagonal matrix whose matrix elements are
(T (E))ij = ijti (E) (2.106)
tk (E) are re-summed Vk
tk (E) = Vk + VkG0 (E)Vk +    = Vk 1
1 G0 (E)Vk (2.107)
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Figure 2.2: A diagrammatic representation of the AGS equations without a three-body force
If the two-body interactions are described by the separable potential of the form
Vi =
Z
dqijqigiihqigj (2.108)
It can be easily shown that the Vi is indeed two-body separable interaction by considering the
matrix element
hqipijVijq0ip0ii = 
 
qi   q0i
 hpijgiihgjp0ii (2.109)
The two-body scattering amplitudes ti which are sums of the interaction Vi and satises the
Lippmann-Schwinger equation
ti (E) = Vi + ViG0 (E) ti (E) (2.110)
can then be analytically solvable to give also the separable two-body scattering amplitude as
follows
ti (E) =
Z
dqijqigii (E) hqigj where i (E) = i
1  ihgjG0 (E) (E) jgi (2.111)
substituting the above expressions gives the following integral equation
Xij (Eqiqj) = Zij (Eqiqj) +
3X
k=1
Z
dqkZijE (qiqk) k

E   q
2
k
2k

XkjE (qiqj) (2.112)
where,
Xij (Eqiqj) = hqigjXij (E) jqjgi; Zij (Eqiqj) = hqigjZij (E) jqjgi (2.113)
which is formally equivalent to multi-channel Lippmann-Schwinger equation. This type of inte-
gral equation is well-known and numerically solvable by the standard procedure.
The AGS equation above is diagrammatically represented as Fig 2.2. Diagrammatic rep-
resentation of the AGS equations reveals the simple interpretation of the equations. That is,
two-body interactions are summed up respectively beforehand to give the three amplitudes ti
and then sum the amplitudes up mixing with each other while intermediate propagations are
mediated by the free three-body Green function G0.
If we are interested in analytical properties of the Xij that is, pole positions of the scattering
amplitudes, one can solve an eigenvalue equation for the kernel of the AGS equations instead of
solving (2.104)
Z (E)T (E) jni = njni (2.114)
According to the Fredholm theory [61], the integral equation can be formally solved and repre-
sented with the eigenvalues and eigenvectors to give X as follows
X (E) =
1
1  Z (E)T (E)Z (E) =
X
n
jnihnjZ (E)
1  n (E) (2.115)
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whose pole energy Epole obviously satises
n (Epole) = 1 (2.116)
We will mainly focus on the equation (2.114) in the following part of this thesis. For the sake
of completeness, we present the integral form of the equation
X
j
Z
dqjZij (Eqiqj) j
 
E   q
2
j
2j
!
n (qj) = n (E)n (qi) (2.117)
Relation between The Matrix Element and The Physical Scattering Amplitude
Now we have the integral equation which the Xij satises. However, X itself is not identical to
the scattering amplitude which is obvious from the denition (2.103). The question is, how is
the X related to the physical scattering amplitude? To that end, we follow the argument in the
original article by Alt-Grassberger-Sandhas [56].
The Hamiltonian for the two-body subsystem in a three-body system, namely, particle j and
k is
p2i
2i
+ Vi (2.118)
eigenstates of this Hamiltonian includes scattering states jpii(+) and if the interaction is attrac-
tive enough, bound states jbi. Thus, the spectral representation of the two-body amplitude ti
is
ti (E) = Vi +
X
b
VijbihbjVi
E   Eb +
Z
dpi
Vijpii(+) (+)hpijVi
E   Epi
(2.119)
in the limit E ! Eb, Ti is dominated by the pole term
ti (E)! VijbihbjVi
E   Eb (E ! Eb) (2.120)
comparing this expression with that of the separable one equation (2.111), we have the following
correspondence
jgi $ Vijbi  (E)$ 1
E   Eb (2.121)
Therefore, in the limit E ! q2i2Mi + Eb the solutions of the integral equation (2.112) become
hqigjXij (E) jqigi = hqigjijG0 (E) jqigi ! hqi'ijViG0 (E)Uij (E)G0 (E)Vijqj'ji (2.122)
Recalling that
G0 (E)Vijqi'ii = jqi'ii = jii

E ! q
2
i
2Mi
+ Eb

(2.123)
Thus, when the energy is on-shell, in a sense of channel state, the matrix element ( ref equation
) is identical to the physical scattering amplitude for channel state to channel state scattering.
hqigjXij (E) jqigi ! hijUij (E) jji

E ! q
2
i
2Mi
+ Eb

(2.124)
Since the on-shell matrix element (2.124) is identical to the physical scattering amplitude,
even its o-shell matrix element has the same analytic properties that the physical scattering
amplitude has. We will therefore discuss pole positions of the matrix element (2.124) even if
non of three pairs in three particles form bound state in order to analyze energy of bound states
or resonances.
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Partial-Wave Representations of The AGS Equations
In a practical calculation, we frequently consider the problem in a partial-wave basis. We
therefore present explicit expressions of the AGS equations for completeness in this subsection.
We consider the two-body separable interactions which in a partial-wave basis are represented
as follows
Vi =
X
JM
X
i0i
Z
q2i dqijqigiJMii0ihqig0iJM j (2.125)
where J;M are the total angular momentum and its z component, i are the rest of quantum
numbers such as relative angular momenta or spins and g is the partial-wave form factor. Then,
as in the plane-wave basis case, the two-body partial-wave scattering amplitudes can be solved
analytically and are represented as
ti (E) =
X
JM
X
i0i
Z
q2i dqijqigiJMii0i (E) hqig0iJM j (2.126)
The explicit expression of i0i is
i0i (E) =
i0i
1  i0ihgijG0 (E) jg0ii
(2.127)
Substituting these expressions to the AGS equations (2.104) leads to the AGS equations in a
partial-wave basis
Xij (Eqiqj) = Zij (Eqiqj) +
X
k;k
Z 1
0
q2kdqkZik (Eqiqk) k

E   q
2
k
2k

Xkj (Eqkqj)
(2.128)
and its corresponding eigenvalue equations areX
k;k
Z 1
0
q2kdqkZik (Eqiqk) k

E   q
2
k
2k

k;k (qk) = n (E)i;i (qi) (2.129)
The explicit expression for Zik (Eqiqk) is given in the appendix.
The AGS Equations with a Three-Body Force
So far in this section, we have been considering only two-body interactions. However, as we
saw in previous section, a coupling to two-body channels induces the eective three-body forces.
It is therefore necessary to modify the AGS equations so that it can treat three-body forces in
addition to two-body forces. We present the method developed by Glockle [62] in this section.
Uij (E) =
 
ij + t4 (E)G0 (E)

G 10 (E) +
X
k
 
ik + t4 (E)G0 (E)

Tk (E)Ukj (E) (2.130)
Applying the G0 (E) from both of left and right, we obtain
Xij (E) = Zij (E) +
X
k
Zik (E)Tk (E)Xkj (E) (2.131)
where we have dened
Xij (E) = G0 (E)Uij (E)G0 (E) (2.132)
Zij (E) = ijG0 (E) +G0 (E) t4 (E)G0 (E) 1ij =: (Z0 (E))ij + (Z4 (E))ij (2.133)
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Figure 2.3: A diagrammatic representation of the AGS equations with a three-body force.
This ensures that the same two-body T -matrix does not appear in a row. The second term is
re-summed eective three-body interaction multiplied by the free Green function from both of
left and right sides
Z4 (E) = G0 (E) (V4 + V4G0 (E)V4 +   )G0 (E)
= G0 (E)V4
1
1 G0 (E)V4G0 (E) (2.134)
in contrast to the exchange operator, Z4 (E) has all 3 3 components. Written explicitly,
(Z4 (E))ij = G0 (E)V4
1
1 G0 (E)V4G0 (E) 1ij (2.135)
Diagrammatic representation of the AGS equations in gure 2.3 with a three-body force leads to
the following intuitive interpretation. That is, we sum up two-body forces and three-body forces
respectively beforehand to give scattering amplitudes for two-body and three-body forces, then
sum the amplitudes up mixing with each other where the intermediate propagation is mediated
by the three-body free Green function G0 (E).
2.3 Analytic Continuation of the S-Matrix
Bound states and resonances are poles of the analytically continued S-matrix in the complex
energy plane. Bound states lie on a real axis below thresholds while resonances lie in the forth
quadrant of the unphysical complex energy plane near the branch cut corresponding to scattering
states. The T -matrix can be obtained by solving the Lippmann-Schwinger equation in case of
two-body scattering or (Faddeev-)AGS equations in case of three-body scattering. However,
the T -matrix and transition amplitudes we obtain by solving those scattering equations usually
have branch cut starting from threshold along the positive real axis and if we want to investigate
resonances and virtual states, analytic continuation to the unphysical energy sheet is necessary.
We adopted the so-called contour rotation method [63, 64] to reveal the unphysical sheet and
we briey review the method in this subsection.
Since the S-matrix and the T -matrix have the same analyticities and that the T -matrix
is directly related to physical scattering quantities such as scattering cross sections and phase
shifts, we consider the T -matrix instead of the S-matrix in the following. We focus on single-
channel two-body system whose particles have spin zero and in s-wave in order to simplify the
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argument. The T -matrix has poles on the real axis below the two-body threshold corresponding
to bound states of the system and there is a branch cut along the real axis starting from the
two-body threshold which corresponds to two-body scattering state. The analyticities of the
T -matrix is most manifestly represented in the form of the spectral representation
T (E) = V +
X
b
V jbihbjV
E   Eb +
Z 1
0
p2dp
V jpi(+)(+)hpjV
E   p22
(2.136)
the pole behaviors at energies corresponding to bound states and discontinuities at scattering
energies can be seen as below
T (E + i)  T y (E   i) =
X
b
V jbihbjV ( 2i (E   Eb)) + V jpi(+)(+)hpjV ( 2ik(k))
(2.137)
where k is dened as
E =
k2
2
(2.138)
with  is the reduced mass of the two particles. We can see that the T -matrix has poles at
energies corresponding to the bound states and discontinuity for k > 0, that is, in the physical
energy region.
If we perform the change of variables p! e ip, the spectral representation of the T -matrix
becomes
T (E) = V +
X
b
V jbihbjV
E   Eb +
Z 1ei
0
e 2ip2e idp
V jpi(+)(+)hpjV
E   e 2i p22
(2.139)
If there are no singularities between the rotated integration path and the real-axis, we can deform
the integration contour to lie on a real axis.
T (E) = V +
X
b
V jbihbjV
E   Eb +
Z 1
0
e 2ip2e idp
V jpi(+)(+)hpjV
E   e 2i p22
(2.140)
The branch cut of the T -matrix which corresponds to two-body scattering state obviously shifted
from the real-axis to rotated line whose amount of rotation is  2 counter clockwise. We
have therefore performed analytic continuation of the T -matrix to the unphysical sheet where
resonances lie.
In practice, we solve, in case of two-body scattering problems, the Lippmann-Schwinger
equation shown below
T
 
Epp0

= V
 
pp0

+
Z 1
0
p002dp00
V (pp00)T (Ep00p0)
E   p0022
(2.141)
However, the philosophy is the same as we just discussed for the formal T -matrix. Assuming
the interaction V (pp0) does not have any singularity in the forth quadrant of complex p-plane,
the integration contour can be rotated by an amount  clock-wise.
T
 
Epp0

= V
 
pp0

+
Z 1e i
0
p002dp00
V (pp00)T (Ep00p0)
E   p0022
(2.142)
We then perform variable transformation to obtain
T
 
Epp0

= V
 
pp0

+
Z 1
0
e 3ip002dp00
V
 
pe ip00

T
 
Ee ip00p0

E   e 2i p0022
(2.143)
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The branch cut once lying on the real axis is now rotated by an amount of 2 clock-wise.
As long as the integration contour does not cross singularities originated from the interaction
V (pp0), we can deform the integration path. In case of practical calculations, the form of the
interaction restricts the complex energy region we can perform analytic continuation as we will
see in the case of the Yamaguchi-type interaction. If we consider the following Yamaguchi-type
interaction,
V
 
pp0

= g (p)g
 
p0

; g (p) =
2
p2 + 2
(2.144)
V (pp0) has poles at p = i and it is therefore not possible to perform contour rotation for
  2 . If we want to search poles lying on, for example, negative real axis on the unphysical sheet
such as virtual state, we need to adopt another method such as contour deformation [65, 66].
29
Chapter 3
The Eective AGS Approach and
The Finite Mass Renormalization
In the previous chapter, we have explored the methods we employ to analyze the two-body and
three-body coupled channels system, namely the Feshbach projection formalism, the (Faddeev-
)AGS formalism and the dispersion theory with the optical theorem. In this chapter, we combine
these to build our two-body and three-body coupled-channels (Faddeev-)AGS scattering equa-
tions.
We then discuss the problem of unphysical singularities which we encounter when we perform
numerical calculation. We discuss how those problematic unphysical singularities appear and
how it can be cured by an appropriate reorganization of those terms that appear in the eective
AGS equations.
3.1 Notation
In this section, we introduce and summarize our notation we use in the following part of the
thesis. We present notation in three-body as well as two-body channels because we slightly
change notation in the three-body.
Channels
We consider a two-body and a three-body s systems which couple with each other. We denote
the three particles in the three-body channel as 123. We assume 12 couple to another
particle  3. The two-body channel is therefore consists of two particles  33. The channels are
summarized in the table 3.1 below.
Three-body channel Two-body channel
123  33
Table 3.1: The two-body and three-body channels
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Three-Body channel
We denote the masses of 123 as m1, m2 and m3 respectively. In three-body problems, we
often introduce the Jacobi coordinates. Let x1, x2 and x3 be position vectors in the Cartesian
coordinate. The Jacobi coordinates are then dened as
R =
P
imixiP
imi
(3.1)
Ri = xi   mjxj +mkxk
mj +mk
(3.2)
ri = xj   xk (3.3)
R, Ri and ri are center of mass, relative coordinate between i and the pair of jk and relative
coordinate between j and k respectively. i, j and k are cyclic permutation of 1; 2; 3.
Let k1, k2 and k3 be momenta in Cartesian coordinate. The Jacobi momenta are then,
P =
X
i
ki (3.4)
qi =
(mj +mj)ki  mi (kj + kk)P
imi
(3.5)
pi =
mjkj  mkkk
mj +mk
(3.6)
where P is the center of mass momentum, qi are the relative momenta between i and the pair
of jk and pi are relative momenta between j and k.
We consider the problem in the three-body center-of-mass frame in which P = 0. The kinetic
energy in the three-body system which we denote as H
(3)
0 then is
H
(3)
0 =
3X
i=1
k2i
2mi
=
P 2
2M
+
q2i
2Mi
+
p2i
2i
=
q2i
2Mi
+
p2i
2i
(3.7)
where, M , Mi and i are dened as below
M = m1 +m2 +m3 (3.8)
M 1i = m
 1
i + (mj +mk)
 1 (3.9)
 1i = m
 1
j +m
 1
k (3.10)
M is the total mass, Mi is the reduced mass between i and the pair of j and k while i is
the reduced mass between j and k.
We next present notations for interactions and related quantities. We denote bare two-body
interactions between jk as V
(3)
i .
V
(3)
i = V
(3)
jk = V
(3)
jk
; i = 1; 2; 3 (3.11)
The (Faddeev-)AGS equation contains three two-body T -matrices which are sums of each inter-
actions Vi and we denote them as t
(3)
i (E) which satisfy the Lippmann-Schwinger equations
t
(3)
i (E) = V
(3)
i + V
(3)
i G
(3)
0 (E) t
(3)
i (E) ; i = 1; 2; 3 (3.12)
where we have introduced the three-body free Green function G
(3)
0 (E) dened as below
G
(3)
0 (E) =
1
E  H(3)0
(3.13)
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An explicit expression in the momentum space is,
hqipijG(3)0 (E) jqi0pi0i =
1
E   q2i2Mi  
p2i
2i

 
qi   qi0


 
pi   pi0

= G
(3)
0 (Eqipi) 
 
qi   qi0


 
pi   pi0

(3.14)
Two-Body Channel
The two particles in the two-body channel are  3 and 3. We denote their masses 3 and m3 and
their position vectors in the Cartesian coordinate as X3 and x3 respectively. The center-of-mass
and relative coordinates are,
R =
M3X3 +m3x3
M3 +m3 (3.15)
r3 = X3   x3 (3.16)
The center-of-mass momentum and the relative momentum are
P = K3 + k3 (3.17)
Q3 =
m3K3  M3k3
M3 +m3 (3.18)
In the two-body center-of-mass system, the center-of-mass momentum is zero P = 0 and there-
fore the kinetic energy which we denote as H
(2)
0 becomes
H
(2)
0 =
K23
2M3 +
k23
2m3
=
P2
2M +
Q3
2
23
=
Q3
2
23
(3.19)
where M and 3 are the total mass and the reduced mass of  3 and 3 respectively.
M = M3 +m3 (3.20)
 13 = M 13 +m 13 (3.21)
We denote the bare two-body interaction between  33 as V
(2).
V (2) = V 33 (3.22)
The T -matrix in which V (2) is summed is then expressed as t(2) (E)
t(2) (E) = V (2) + V (2)G
(2)
0 (E) t
(2) (E) (3.23)
with the non-interacting  33 two-body Green function dened as below
G
(2)
0 (E) =
1
E  H(2)0
(3.24)
An explicit representation in the momentum space is,
hQjG(2)0 (E) jQ0i =
1
E   Q223

 
Q Q0 = G(2)0 (EQ)   Q Q0 (3.25)
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Two-Body and Three-Body Coupled-Channels
The coupling between 12 and  3 comes from the o-diagonal interaction which we denote
V (23)
V (23) = V123! 33 and V
(32) = V123! 33 (3.26)
The matrix element of this interaction is diagonal with respect to momentum of 3, that is, the
momentum of 3 conserves because 3 does not interact with other particles
hk1k2k3jV (32)jK3k03i / 
 
k3   k03

(3.27)
where ki are three Cartesian momenta of i in the three-body system while K3 is Cartesian
momentum of  3.
In case the three-body and two-body thresholds are degenerated, that is,
M3 = m1 +m2 (3.28)
the reduced mass in two-body  33 channel denoted as 3 is equal to reduced mass between 3
and the pair of 12 which we denote M3
3 =
M3m3
M3 +m3
=
(m1 +m2)m3
m1 +m2 +m3
=M3 (3.29)
We also note that if the two thresholds are degenerated, the momentum of  3 which we denote
K3 is equal to the sum of momenta of 1 and 2
K3 = k1 + k2 (3.30)
The matrix element of V (32) is then proportional also to  (K3   k1   k2)
hk1k2k3jV (32)jK3k03i /  (K3   k1   k2) 
 
k3   k03

=  (P P)   k3   k03 (3.31)
The last equality indicates that the center-of-mass momentum in both of the two-body and the
three-body channel are equal
P = P (3.32)
If we consider in the two-body as well as the three-body center-of-mass coordinate, that is,
P = P = 0, the relative momentum between  3 and 3 which we denote Q3 is equal to ( up to
sign ) the relative momentum between 3 and the pair of 12
Q3 =
m3K3  M3k3
M3 +m3
=
m3 (k1 + k2)  (m1 +m2)k3
m1 +m2 +m3
=  q3 (3.33)
The elementary interactions are therefore diagrammatically represented as in gure 3.1.
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Figure 3.1: The elementary interactions
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Figure 3.2: A diagrammatic representation of the eective interactions
3.2 The eective AGS equations
We concentrate on the elastic 123 three-body scattering and we embed eects due to coupling
to the  33 two-body channels into interactions utilizing the Feshbach projection method. We
regard the three-body channel as P -channel and the two-body channel as Q-channel. The
eective interactions in the three-body channel is therefore (see section 2.1 for the Feshbach
projection procedure),
U (E) =
3X
i=1
V
(3)
i + V
(32)G(2) (E)V (23)
=
3X
i=1
V
(3)
i + V
(32)G
(2)
0 (E)V
(23) + V (32)

G(2) (E) G(2)0 (E)

V (23)
=
3X
i=1
Vi + V
(32)G
(2)
0 (E)V
(23) + V (32)G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)V
(23) (3.34)
where we have introduced the full Green function in two-body channel which satises the Dyson-
Schwinger equation
G(2) (E) = G
(2)
0 (E) +G
(2)
0 (E)V
(2)G(2) (E) (3.35)
and used the fact that it has the following formal solution
G(2) (E) = G
(2)
0 (E) +G
(2)
0 (E) t
(2) (E)G
(2)
0 (E) (3.36)
where t(2) (E) is the T -matrix in two-body channel we presented in the previous subsection. The
three eective two-body interaction in the three-body channel are therefore
U1 (E) = V
(3)
1 (3.37)
U2 (E) = V
(3)
2 (3.38)
U3 (E) = V
(3)
3 + V
(32)G
(2)
0 (E)V
(23) (3.39)
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Figure 3.3: A diagrammatic representation of the elements in The (Faddeev-)AGS Equations
while the eective three-body interaction is given as
U4 (E) = V
(32)G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)V
(23) (3.40)
By performing the Feshbach projection procedure above, we now have reformulated the two-body
and three-body coupled-channels problem as an eective three-body problem whose eects due
to coupling to the two-body channels are embedded into the eective interactions in three-body
channels. Diagrammatic representation of the eective interactions are given in gure 3.2.
The elements in the (Faddeev-)AGS equations are modied accordingly. Specically, three
two-body T -matrices which we denote t
(2)
k (E) k = 1; 2; 3 and the three-body T -matrix sand-
wiched by G
(3)
0 (E) which we denote as Z4 (E) are modied as shown in gure 3.3.
t
(3)
i (E) = Ui (E) + Ui (E)G
(3)
0 (E) t
(3)
i (E) i = 1; 2; 3; 4 (3.41)
Z4 (E) = G
(3)
0 t
(3)
4 (E)G
(3)
0 (E) (3.42)
The eective AGS equations are therefore represented as shown in gure 3.4.
The energies E which have appeared so far does not necessarily be the q2i =2Mi   i in case
of the fragmentation scattering or q2i =2Mi + p
2
i =2i in case of free three-body scattering. When
the energy is those we mentioned, we need to replace E with E + i which ensures that the
transition amplitudes are actually the physical one.
Self-Energy Correction to the Mass of  3 and The Unphysical Singularities Problem
A one of particle in the two-body channel  3 couples to 12 in the three-body channel and
the physical mass of  3 which appears in G
(2)
0 (E), G
(2) (E) and t(2) (E) in the above equations
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Figure 3.4: A diagrammatic representation of The (Faddeev-)AGS Equations
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Figure 3.5: A diagrammatic representation of the dressed propagator of  3
is shifted from the bare one due to self-energy correction to the propagator of  3 (see g 3.5).
This fact, combined with analytical properties of the kernel of the (Faddeev-)AGS equations,
causes subtle problem when we perform numerical calculations. We will discuss this problem in
detail in the next section in which we explicitly write down the eective AGS equations.
In the previous chapter, we have reformulated the two-body and three-body coupled-channels
problem as an eective three-body problem and written down the eective AGS equations. Since
 3 couples to 12, the physical mass of  3 shifts from the bare one. Two-body quantities such
as G
(2)
0 (E) therefore have unphysical singularities. This causes subtle problem when we perform
numerical calculations. In this chapter, we closely discuss how those unphysical singularities
appear and how it can be cured by the reorganization of the scattering equations.
3.3 The Unphysical Singularities Problem and Its Solution
As we mentioned at the end of the last section, the physical mass of  3 shifts from the bare
one due to coupling to 12. If we exactly solve the eective AGS equations, those unphysical
singularities do not appear. However, we solve the eigenvalue equation of the kernel of the
scattering equation instead of solving the equation itself. Though the full transition amplitudes
do not have unphysical singularities, the kernel of the scattering equation does. We then face
the problem of the unphysical singularities.
We deal with this problem by the renormalization of mass and eld of  3. We divide
the bare mass term into the physical one and the counterterm. It is then necessary to add
counterterms every time the self-energies appear. The self-energies appear in terms which appear
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when scattering equations are iterated in addition to those in kernels. We therefore need to nd
a way to incorporate those counterterms to be added to iteratively appearing self-energies into
what we can give to the eigenvalue equation, namely kernel of the equation.
In the following, we show how these unphysical singularities appear and how it can be cured
by an appropriate reorganization of the scattering equations.
3.3.1 The Unphysical Singularities Problem
Since we are primarily interested in pole trajectories near the thresholds, we solve eigenvalue
equation of the kernel of the (Faddeev-)AGS equations instead of the equation itself. The
eigenvalue equation of the kernel of the (Faddeev-)AGS equation is,
Z (E)T (E) jni = n (E) jni (3.43)
where jni and n (E) are eigenvectors and eigenvalues respectively. The (Faddeev-)AGS equa-
tions
X (E) = Z (E) + Z (E)T (E)X (E) (3.44)
have the formal solution
X (E) =
1
1  Z (E)T (E)Z (E) (3.45)
As we saw in section 2.2.3, it can be expressed with the eigenvectors and eigenvalues as
X (E) =
X
n
jnihnj
1  n (E)Z (E) (3.46)
The above equation obviously shows that the poles of the amplitudes Ep satises
n (Ep) = 1 (3.47)
We often consider the Fredholm determinant dened asY
n
(1  n (E)) (3.48)
which becomes zero at energies which correspond to the poles of the S-matrix. In practice, we
numerically solve the eigenvalue equation (3.43) and calculate the Fredholm determinant and
search energies where it becomes zero corresponding to poles of the S-matrix.
As we mentioned earlier, the physical mass of  3 is dierent from the bare one due to the
coupling to 12 two-body state. However, the mass of  3 which appear in G
(2)
0 (E), G2 (E) and
t(2) (E) in the above equations are bare one. The Fredholm determinant therefore has unphysical
singularities originating from the bare mass of  3.
The problem we are facing occurs even in the following simple example. We consider a
particle whose bare mass is mb with the constant interaction m. The Hamiltonian in the rest
frame is simply
H = mb + m (3.49)
The physical mass mp is obviously
mp = mb + m (3.50)
The Green function of the particle whose mass is the physical one satises the Dyson-Schwinger
equation
Gp (E) = Gb (E) +Gb (E) mGp (E) (3.51)
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where the physical and the bare Green functions are dened as
Gp (E) =
1
E  mp ; Gb (E) =
1
E  mb (3.52)
The corresponding eigenvalue equation, the eigenvalue equation of the kernel of the Dyson-
Schwinger equation is
Gb (E) m  =  (E)  (3.53)
whose eigenvalue is obviously
 (E) =
m
E  mb (3.54)
It has a pole at E = mb, that is, it has an unphysical singularity. However, the eigenvalue
equation gives a correct eigenenergy. As we discussed in the previous paragraph, the pole of the
physical Green function Gp (E) is obtained as a solution of the equation
 (E) = 1 (3.55)
which gives a pole Ep = mp, the physical mass. The unphysical singularity is therefore a
supercial one. It is however, still desirable not to present the bare or unphysical quantities as
we usually do not in, such as, quantum eld theory.
3.3.2 A Problem of The Iteratively Appearing Self-Energies and Its Solutions
In order to cure this unphysical singularity disease, we split the original mass term of  3 into
the physical one and the counterterm as we usually do in quantum eld theory. It is then, as
a result, necessary to add counterterm every time the self-energy appears. It is however, not
straightforward to implement it due to characteristic structure of the eective AGS equations
we presented in the previous subsection and we need a trick to actually do it. We discuss the
problems we face and the trick we invented in detail in this subsection.
We denote bare mass of  3 as MB3 . The bare free Green function of  3 is then written as,
GB0 (E) =
1
E  MB3
(3.56)
The dressed propagator which we denote G
(2)
 (E) is,
G
(2)
 (E) = G
B
0 (E) +G
B
0 (E) (E)G
B
0 (E) +    =
1 
GB0 (E)
 1   (E)  1E  MP3 (3.57)
where,  (E) is the self-energy which is induced due to the coupling to 12 two-body state and
MP3 is the physical mass. In quantum eld theory, we often encounter such situations and we
usually treat those by mass and eld renormalization. In our case, we decompose the bare mass
term into the physical mass term and the other into the counterterm
MB3 +
K23
2MB3
=MP3 +
K23
2MP3
+ (3.58)
It is then necessary to add counterterms every time the self-energies appear
 (E)! (E) +  (3.59)
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The counterterm is determined by the renormalization condition on G
(2)
 (E). In equation (ref
equation), the renormalization condition we imposed is
G
(2)
 (E)
 1  0 as E MP3 (3.60)
It it worth noted that if we decompose the mass term in such a way, the mass in the free Green
function of  3 is the physical one and not the bare one
G0 (E) =
1
E  MP3
(3.61)
Having decomposed the Hamiltonian in that way, the quantities related to the two-body channel
such as G
(2)
0 , G
(2) (E) and t(2) (E) which had problematic unphysical singularities do not have
those singularities any more and so does not the eigenvalue of the kernel of the (Faddeev-)AGS
equation.
Once the decomposition is done, the eigenvalue of the kernel of the (Faddeev-)AGS equations
does not have unphysical singularities. However, it is necessary to add counterterms every time
the self-energies appear and this forces us to reorganize the original eective AGS equations.
We will discuss the reorganization step by step in the following.
Counterterms in 12 Two-Body T -Matrix t
(3)
3 (E)
The self-energies appear in three ways. One is in the two-body T -matrix of 12 which we
denote as t
(3)
3 (E). It satises the Lippmann-Schwinger equation
t
(3)
3 (E) = U3 (E) + U3 (E)G
(3)
0 (E) t
(3)
3 (E) (3.62)
where, U3 (E) is the eective two-body interactions between 12
U3 (E) = V
(3)
3 + V
(32)G
(2)
0 (E)V
(23) (3.63)
In order to simplify the argument, we temporarily neglect the bare interaction between 12
which we denoted as V
(3)
3 in the above equation. It is then easy to add counterterms to the
self-energies which appear in the t
(3)
3 (E) as shown below
t
(3)
3 (E) = U3 (E) + U3 (E)G
(3)
0 (E)U3 (E) +   
= V (32)

G
(2)
0 (E) +G
(2)
0 (E) (E)G
(2)
0 (E)

V (23) +   
= V (32)G
(2)
0 (E)
1
1  (E)G(2)0 (E)
V (23) (3.64)
where we have dened the self-energy  (E) as
 (E) = V (23)G
(3)
0 (E)V
(32) (3.65)
It is easy to add counterterms to t
(3)
3 (E). We just replace the self-energy with the countertermed
one as below
t
(3)
3 (E)! V (32)G(2)0 (E)
1
1  ( (E) + )G(2)0 (E)
V (23) =: V (32)G
(2)
 (E)V
(23) (3.66)
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Figure 3.6: A diagrammatic representation of the fully-countertermed t
(3)
3 (E)
where we have dened the fully-countertermed dressed propagator of  33 two-body propagator
G
(2)
 (E) as
G
(2)
 (E) = G
(2)
0 (E)
1
1  ( (E) + )G(2)0 (E)
(3.67)
It satises the Dyson-Schwinger equation
G
(2)
 (E) = G
(2)
0 (E) +G
(2)
0 (E) ( (E) + )G
(2)
 (E) (3.68)
Diagrammatic representation of the fully-countertermed t
(3)
3 (E) is given in gure 3.6.
Counterterms in one of the Driving Term Z4 (E)
The other way the self-energies appear is in Z4 (E), one of the driving terms in the eective
AGS equations
Z4 (E) = G
(3)
0 (E)

U4 (E) + U4 (E)G
(3)
0 (E)U4 (E) +   

G
(3)
0 (E) (3.69)
where U4 (E) is the eective three-body interaction which is induced due to the coupling to the
two-body channel whose denition is
U4 (E) = V
(32)G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)V
(23) (3.70)
t4 (E) is the two-body t-matrix of  33 which satises the Lippmann-Schwinger equation
t(2) (E) = V (2) + V (2)G
(2)
0 (E) t
(2) (E) (3.71)
Let G(2) (E) be the full  33 two-body Green function which satises the following Dyson-
Schwinger equation
G(2) (E) = G
(2)
0 (E) +G
(2)
0 (E)V
(2)G(2) (E) (3.72)
Then, t(2) (E) and G(2) (E) are related to each other by the identity
G(2) (E) = G
(2)
0 (E) +G
(2)
0 (E) t
(2) (E)G
(2)
0 (E) (3.73)
The second term in the right-hand side of the above equation is the very factor which appear in
equation (3.70), and we name it G(2) (E) just for notational simplicity
G(2) (E) := G(2) (E) G(2)0 (E) = G(2)0 (E) t(2) (E)G(2)0 (E) (3.74)
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Figure 3.7: A diagrammatic representation of the fully-countertermed Z4 (E)
U4 (E) is then expressed as
U4 (E) = V
(32) G(2) (E)V (23) (3.75)
With these notations we have dened, the second term of Z4 (E) in equation (3.69) for example,
contains the self-energy shown below (see also diagrammatic representation of Z4 (E) in gure
3.6)
U4 (E)G
(3)
0 (E)U4 (E) = V
(32) G(2) (E) (E) G(2) (E)V (23) (3.76)
It is also easy to add counterterms to it. We simply replace the self-energy with the countert-
ermed one
U4 (E)G
(3)
0 (E)U4 (E)! V (32) G(2) (E) ( (E) + ) G(2) (E)V (23) (3.77)
The driving term Z4 (E) is therefore modied as right hand side of the last equation below
Z4 (E) = G
(3)
0 (E)

V (32) G(2) (E)V (23) + V (32) G(2) (E) (E) G(2) (E)V (23) +   

G
(3)
0 (E)
= G
(3)
0 (E)V
(32) G(2) (E)
1
1  (E) G(2) (E)V
(23)G
(3)
0 (E)
! G(3)0 (E)V (32) G(2) (E)
1
1  ( (E) + ) G(2) (E)V
(23)G
(3)
0 (E) (3.78)
Substituting the denition of G(2) (E) in equation (3.74), we obtain the following expression for
the countertermed Z4 (E)
Z4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)
 1
1  ( (E) + )G(2)0 (E) t(2) (E)G(2)0
V (23)G
(3)
0 (E)
We can see that Z4 (E) can be interpreted as a sum of processes that the three-body state
propagates freely and makes transition to two-body state, then  33 two-body T -matrix t
(2) (E)
is summed up inserting the self-energy plus counterterm once between them (see gure 3.7).
Counterterms in cross terms between t
(3)
3 (E) and Z4 (E)
We need to add counterterms to the every self-energies that appear in the (Faddeev-)AGS
equations and saw that the self-energies which appear in t
(3)
3 (E) and Z4 (E) can be fully coun-
tertermed by modifying t
(3)
3 (E) and Z4 (E). The remaining and the most problematic way in
which the self-energies appear is the ones in the cross terms among Z4 (E) and t
(3)
3 (E) such as
Z0 (E) t
(3)
3 (E)Z4 (E) or Z4 (E) t
(3)
3 (E)Z4 (E) (3.79)
In the following, we will see why these self-energies are that problematic. We rst recall the
two-body and three-body coupled-channels (Faddeev-)AGS equation
X (E) = Z (E) + Z (E)T (E)X (E) (3.80)
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where X (E), Z (E) and T (E) are all 33 matrices whose components represent three channels.
The driving term Z (E) consists of two terms
Z (E) = Z0 (E) + Z4 (E) (3.81)
As we saw in chapter 2, Z0 (E) is an intrinsic operator in three-body physics and it ensures that
the same two-body T -matrices do not appear in a row. Z0 (E) has therefore only o-diagonal
components as below
(Z0 (E))ij =
ijG
(3)
0 (E) (3.82)
where ij is
ij = 1  ij =

1 i 6= j
0 i = j
(3.83)
or written explicitly in a matrix form
Z0 (E) =
0@ 0 G0 (E) G0 (E)G0 (E) 0 G0 (E)
G0 (E) G0 (E) 0
1A (3.84)
Another term in Z (E), Z4 (E) on the other hand, has all 3 3 components
(Z4 (E))ij = Z4 (E) 1ij (3.85)
written explicitly in a matrix form,
Z4 (E) =
0@ Z4 (E) Z4 (E) Z4 (E)Z4 (E) Z4 (E) Z4 (E)
Z4 (E) Z4 (E) Z4 (E)
1A (3.86)
T (E) is a diagonal matrix whose components are two-body T -matrices in three-body channel
(T (E))ij = ijt
(3)
j (E) i; j = 1; 2; 3 (3.87)
or in a matrix form,
T (E) =
0B@ t
(3)
1 (E) 0 0
0 t
(3)
2 (E) 0
0 0 t
(3)
3 (E)
1CA (3.88)
This diagonal nature of the two-body T -matrix, combined with the property of one of the driving
term Z0 (E) that it has only o-diagonal components, ensure that the same two-body T -matrices
do not appear in a row.
We solve the above (Faddeev-)AGS equation numerically and what we can give to it are the
driving term Z (E) and the two-body T -matrix T (E). The problematic self-energies however,
appear when the (Faddeev-)AGS equations are iterated, such as those contained in the second
term of the equation below
X (E) = Z (E) + Z (E)TZ (E) +   
= Z0 (E) + Z4 (E) + (Z0 (E) + Z4 (E))T (Z0 (E) + Z4 (E)) +   
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The second term contains the self-energies such as
Z0 (E) t
(3)
3 (E)Z4 (E) = Z0 (E) V (32)G(2) (E)V (23) G(3)0 (E)V (32) G(2) (E)V (23)
= Z0 (E)V
(32)G
(2)
 (E) (E)
G(2) (E)V (23) (3.89)
and those shown below
Z4 (E) t
(3)
3 (E)Z4 (E) = G
(3)
0 (E)V
(32) G
(2)
2 (E)V
(23)G
(3)
0 (E) V (32)G(2) (E)V (23)
 G(3)0 (E)V (32) G(2) (E)V (23)G(3)0 (E)
= G
(3)
0 (E)V
(32) G(2) (E)  (E)G
(2)
 (E)  (E)
G(2) (E)V (23)G
(3)
0 (E)
We need to add counter terms to those self-energies as well
Z0 (E) t
(3)
3 (E)Z4 (E)
! Z0 (E)V (32)G(2) (E) ( (E) + ) G(2) (E)V (23) (3.90)
Z4 (E) t
(3)
3 (E)Z4 (E)
! G(3)0 (E)V (32) G(2) (E) ( (E) + )G(2) (E) ( (E) + ) G(2) (E)V (23)G(3)0 (E)(3.91)
However, as we mentioned, we solve the (Faddeev-)AGS equation numerically, not iteratively.
Therefore, a strategy that we add counterterms when the self-energies appear as we usually do in
perturbative calculation does not work in our case. We rather need to nd a way to incorporate
those counterterms, counterterms which need to be added to the self-energies that appear when
(Faddeev-)AGS equations are iterated, into what we can feed to the equations, namely the driving
term Z (E) and the two-body T -matrix T (E). In fact, we have invented a method to accomplish
the task and are going to explain in detail in the following. Our method is, roughly speaking,
that we reorganize each terms so as to keep the structure of the (Faddeev-)AGS equations the
same while the counterterms to be added to the iteratively appearing self-energies are fully
incorporated.
We start from the formal solution of the (Faddeev-)AGS equations.
Z (E) = Z (E)
1
1  T (E)Z (E) (3.92)
The problematic self-energies appear when Z4 (E) is multiplied by t
(3)
3 (E). We therefore sum
a part of terms up which contain the 12 two-body T -matrix denoted as t
(3)
3 (E). We denote
that partially-summed terms as X3 (E) which is dened as below
X3 (E) = Z (E)
1
1  T3 (E)Z (E) (3.93)
where we have dened T3 (E) as a 3 3 matrix which contains only t(3)3 (E)
T3 (E) =
0@ 0 0 00 0 0
0 0 t
(3)
3 (E)
1A (3.94)
In the following discussion, we often use the following identity. Let A, B and C be any operators
and sum A inserting B + C between as below
A+A (B + C)A+    = A 1
1  (B + C)A
= A
1
1 BA
1
1  CA 11 BA
(3.95)
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Figure 3.8: A diagrammatic representation of the X3 (E)
Its meaning is that in the rst equation, we sum A up inserting B + C between it while in the
second equation, we rst sum A up inserting B in between, we then sum that partially summed
terms up inserting C between it.
The formal solution of the (Faddeev-)AGS equations can be written with X3 (E) using the
above identity as shown below
X (E) = Z (E)
1
1  T (E)Z (E)
= Z (E)
1
1    T3 (E) + T3 (E)Z (E)
= Z (E)
1
1  T3 (E)Z (E)
1
1  T3Z (E) 11  T3(E)Z(E)
= X3 (E)
1
1  T3 (E)X3 (E)
= X3 (E) +X3 (E) T3X3 (E) +    (3.96)
where we have dened T3 (E) as
T3 (E) = T (E)  T3 (E) =
0B@ t(3)1 (E) 0 00 t(3)2 (E) 0
0 0 0
1CA (3.97)
Recalling the fact that the additional self-energies appear when Z4 (E) and t
(3)
3 (E) are multi-
plied, we see that all of the additional self-energies are put into X3 (E) and the new self-energies
do not appear when X3 (E) and T3 (E) are multiplied.
Since the Z0 (E) has only o-diagonal component with respect to channels, the X3 (E) can
be simplied as follows
X3 (E) = Z0 (E)+Z0 (E)T3 (E)Z0 (E)+(1 + Z0 (E)T3 (E))W4 (E) (T3 (E)Z0 (E) + 1) (3.98)
where, we have dened W4 (E) as
W4 (E) = Z4 (E) + Z4 (E)T3 (E)Z4 (E) +    (3.99)
An intuitive meaning of the equation (3.98) is obvious. The rst and the second terms are free
propagation and propagation with interaction only between 12 respectively. The third term is
a sum of diagrams which consists of sum of eective three-body interaction Z4 (E) and two-body
T -matrix of 12 which we denote t
(3)
3 (E). The third term in equation (3.98) contains all of the
additional self-energies and we can see that they always appear as a set
(1 + Z0 (E)T3 (E))W4 (E) (T3 (E)Z0 (E) + 1) (3.100)
It is therefore sucient if we can show that it is possible to add counterterms to the every
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Figure 3.9: A diagrammatic representation of the W4 (E)
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Figure 3.10: A diagrammatic representation of the G (E)
self-energies in the above equation by modifying the driving term Z4 (E). Diagrammatic repre-
sentation of the equation (3.99) is given in gure 3.9. Note that quantities appeared so far are
all 3 3 matrices. However, the fact that matrix structures of Z4 (E) and T3 (E) are
Z4 (E) 
0@ 1 1 11 1 1
1 1 1
1A T3 (E) 
0@ 0 0 00 0 0
0 0 1
1A (3.101)
ensures their products are also proportional to 1ij
Z4 (E) + Z4 (E)T3 (E)Z4 (E) +    
0@ 1 1 11 1 1
1 1 1
1A (3.102)
We therefore proceed the following discussion as if they are not matrices. We however must also
be noticed that they are all proportional to 1ij .
We rst consider adding counterterms to the self-energies in W4 (E). Since only the left and
rightmost structures of Z4 (E) are important, we rewrite Z4 (E) as follows just for notational
simplicity
Z4 (E) = G
(3)
0 (E)V
(32) G(2) (E)
1
1  ( (E) + ) G(2) (E)V
(23)G
(3)
0 (E)
=: G
(3)
0 (E)V
(32)G (E)V (23)G(3)0 (E) (3.103)
we have dened G (E) as
G (E) = G(2) (E) 1
1  ( (E) + ) G(2) (E)
= G
(2)
0 (E) t
(2) (E)
1
1 G(2)0 (E) ( (E) + )G(2)0 (E) t(2) (E)
G
(2)
0 (E) (3.104)
We can see from the second equation, that G (E) is a sum of  33 two-body T -matrix which
we denote t(2) (E) inserting the self-energy plus counterterm once between it and multiplied
by two-body free propagator G
(2)
0 (E) from both of left- and right-sides. With these notations,
W4 (E) is then expressed as
W4 (E) = Z4 (E) + Z4 (E)T3 (E)Z4 (E) +   
= G
(3)
0 (E)V
(32)G (E) 1
1   (E)G(2) (E)  (E)G (E)
V (23)G
(3)
0 (E) (3.105)
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Figure 3.11: One of the diagrammatic representation of the W4 (E)
A diagrammatic representation of this equation is given in gure 3.9. The above equation should
be countertermed as below
W4 (E) = G
(3)
0 (E)V
(32)G (E) 1
1  ( (E) + )G(2) (E) ( (E) + )G (E)
V (23)G
(3)
0 (E)
(3.106)
substituting the explicit form of G (E), we obtain
W4 (E) = G
(3)
0 (E)V
(32)G (E) 1
1  ( (E) + )G(2) (E) ( (E) + )G (E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32) G(2) (E)
 1
1 

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G(2) (E)
V (23)G
(3)
0 (E)
where G(2) (E) is dened in equation (3.74). A diagrammatic representation of this equation is
given in the rst to the second row in gure 3.11. The last equation can be transformed into a
more intuitive one. Substituting the denition of G(2) (E) in equation (3.74), we obtain
G(2) (E)
1
1 

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G(2) (E)
= G
(2)
0 (E) t
(2) (E)
 1
1 G(2)0 (E)

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G
(2)
0 (E) t
(2) (E)
 G(2)0 (E) (3.107)
Here we note that the Dyson-Schwinger equation which G
(2)
 (E) satises gives the following
identity
G
(2)
0 (E)

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G
(2)
0 (E) = G
(2)
 (E) G(2)0 (E)
which simplies the equation (3.107) as below
G
(2)
0 (E) t
(2) (E)
1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E) (3.108)
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Figure 3.12: One of the diagrammatic representation of the W4 (E)
The W4 (E) can now be rewritten into an intuitive expression below
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2) (E)
 1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E)V
(23)G
(3)
0 (E) (3.109)
The above equation clearly shows what the W4 (E) is. The three-body state propagates freely
and goes to the two-body state. After that, the two-body T -matrix t(2) (E) is summed in-
serting the dressed two-body propagator G
(2)
 (E) from which free propagation part G
(2)
0 (E) is
subtracted G
(2)
 (E) G(2)0 (E). W4 (E) is written in the form of geometric expansion as below
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E)


t(2) (E) + t(2) (E)

G
(2)
 (E) G(2)0 (E)

t(2) (E) +   

G
(2)
0 (E)V
(23)G
(3)
0 (E)
A diagrammatic representation of W4 (E) is given in gure 3.12.
W4 (E) can also be interpreted as  33 two-body T -matrix whose propagator is replaced by
the dressed one G
(2)
 (E) multiplied by G
(3)
0 (E)V
(32)G
(2)
0 (E) from both sides as shown below
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E)
 t(2) (E) 1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E)V
(23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G
(2)
0 (E)V
(2) 1
1 G(2) (E)V (2)
G
(2)
0 (E)V
(23)G
(3)
0 (E) (3.110)
where we have substituted the denition of t(2) (E) in equation (3.71). We denote the interme-
diate factor in the above equation as t
(2)
 (E)
t
(2)
 (E) = V
(2) 1
1 G(2) (E)V (2)
(3.111)
We note that it satises the Lippmann-Schwinger equation
t
(2)
 (E) = V
(2) + V (2)G
(2)
 (E) t
(2)
 (E) (3.112)
W4 (E) is then expressed as the last line in gure 3.13
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2)
 (E)G
(2)
0 (E)V
(23)G
(3)
0 (E) (3.113)
Interpretations between equation (3.109) and equation (3.113) is, the former rst sum two-body
interaction between  33 which we denote V4 to give t
(2) (E) then sum t(2) (E) up inserting
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Figure 3.14: A diagrammatic representation of the countertermed dressed propagator of  3
dressed propagatorG
(2)
 (E) from which the free propagatorG
(2)
0 (E) part is subtractedG
(2)
 (E) 
G
(2)
0 (E) while the latter rst sum the self-energy to give G
(2)
 (E) and then sum V4.
We want to nd a way to incorporate those counterterms by modifying Z4 (E) while keeping
the structure of the (Faddeev-)AGS equations the same. This can be achieved in the following
reorganization of each terms. We start from the following expression for W4 (E)
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E)
 t(2) (E) 1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E)V
(23)G
(3)
0 (E) (3.114)
we then dene  (E) as below
G
(2)
 (E) G(2)0 (E) = G(2)0 (E)

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G
(2)
0 (E)
= G
(2)
0 (E)

 (E) +  (E)G
(2)
 (E) (E)

G
(2)
0 (E) (3.115)
or written explicitly,
 (E) = ( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )  (E)G(2) (E) (E)
=  (E) + + (E)G
(2)
 (E) +G
(2)
 (E) (E) + G
(2)
 (E) (3.116)
The motivation we have dened  (E) is that the last term in equation (3.115) appears in
Z4 (E) t
(3)
3 (E)Z4 (E), more specically, the right-most structure of the rst factor is multiplied
by t
(3)
3 (E) and the left-most structure in the last factor. To be more simple, the last term in
equation (3.115) appears when the (Faddeev-)AGS equations are iterated while the remaining
terms including counterterms do not which makes us to put them into Z4 (E). W4 (E) is then
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Figure 3.15: A diagrammatic representation of theW4 (E) in terms of the modied driving term
Z4 (E)
Z
0
4
=
=
 
1 
+ + + +
 
+ + + +
! !
=
+
 
+
 
   
+   
!
+   
!
Figure 3.16: A diagrammatic representation of the modied driving term Z4 (E)
rewritten as below
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E)
 t(2) (E) 1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E)V
(23)G
(3)
0 (E)
= Z 04 (E)
1
1  t(3)3 (E)Z 04 (E)
(3.117)
where Z 04 (E) is dened as
Z 04 (E) := G
(3)
0 (E)V
(32)G0 (E)V (23)G(3)0 (E) (3.118)
G0 (E) := G(2) (E) 1
1   (E) G(2) (E)
= G
(2)
0 (E)
 t(2) (E) 1
1 

G
(2)
 (E) G(2)0 (E) G(2)0 (E) (E)G(2) (E) (E)G(2)0 (E)

t(2) (E)
 G(2)0 (E) (3.119)
We have put all counterterms needed to be added to the self-energies into the new driving
term Z 04 (E) while keeping the structure of the (Faddeev-)AGS equations the same. We can see
that the original G (E) contains the factor  (E)+ and the factor is replaced by  (E), that is,
the modied one contains the counterterms which need to be added to the iteratively appearing
self-energies. The modied driving term and the original one is related by the following equation
G0 (E) = G (E) 1
1  ( (E)  ( (E) + ))G (E) (3.120)
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Figure 3.17: A diagrammatic representation of a relation between the modied and the original
driving term Z4 (E)
or written explicitly,
Z 04 (E) = G
(3)
0 (E)V
(32)G0V (23)G(3)0 (E)
= G
(3)
0 (E)V
(32)G (E) 1
1  ( (E)  ( (E) + ))G (E)V
(23)G
(3)
0 (E)
If we expand the second equation in the above equation as geometric series, the rst term in
the expansion is Z4 (E) itself and the subsequent terms are roughly geometric series of Z4 (E)
whose intermediate self-energies are  (E)  ( (E) + ), that is, the dierence between factors
one in the original Z4 (E) and the other in the modied one Z
0
4 (E).
We have seen that we can add counterterms to the self-energies which appear in W4 (E)
by modifying the driving term Z4 (E) in an appropriate way. The remaining problematic self-
energies are those appearing in the left- and right-most parts in equation (3.100). We have so
far have not been considering the matrix structures because they are all proportional to 1ij , the
matrix whose all 3  3 components are 1 as mentioned earlier. In the following however, we
notify the reader that quantities appearing in the below are all 3 3 matrices.
We recall that the additional self-energies always appear as a set shown below (3.100)
(1 + Z0 (E)T3 (E))W4 (E) (T3 (E)Z0 (E) + 1)
= G
(3)
0 (E)V
(32)

1 + I3G
(2)
 (E) (E)

G
(2)
0 (E) t
(2)
 (E)G
(2)
0 (E)


(E)G
(2)
 (E) I3
 + 1

V (23)G
(3)
0 (E) (3.121)
where we have dened matrices  and I3 originating in Z0 (E) and T3 (E) respectively as
 =
0@ 0 1 11 0 1
1 1 0
1A I3 =
0@ 0 0 00 0 0
0 0 1
1A (3.122)
and used the fact that
Z0 (E) = G
(3)
0 (E) (3.123)
and similarly for t
(3)
3 (E),
t
(3)
3 (E) = I3V
(32)G
(2)
 (E)V
(23) (3.124)
The set in equation (3.121) should be countertermed as below
G
(3)
0 (E)V
(32)

1 + I3G
(2)
 (E) ( (E) + )

 G(2)0 (E) t(2) (E)G(2)0 (E)


( (E) + )G
(2)
 (E) I3
 + 1

V (23)G
(3)
0 (E)
It is also possible to incorporate those counterterms in the above equation by modifying the
50
)
+
( )(
1+
( (
+
)
+1
)
=
Figure 3.18: A diagrammatic representation of a set of self-energies
driving term Z4 (E) as below.
Z 04 (E) =

G
(3)
0 (E)V
(32) + Z0 (E) I3V
(32)G
(2)
 (E)

G0 (E)


G
(2)
 (E)V
(23)I3Z0 (E) + V
(23)G
(3)
0 (E)

= G
(3)
0 (E)V
(32)

1 + I3G
(2)
 (E)

G0 (E)

G
(2)
 (E) I3
 + 1

V (23)G
(3)
0 (E)
In the above modication, we just added the counterterms which need to be added to the
corresponding self-energies. Then we might worry about double-counting problem. It is however,
as shown in the following, the characteristics of Z0 (E) or equivalently , that it has only o-
diagonal components with respect to channels prevents over counting as demonstrated below.
The left-most structure of (1 + Z0 (E)T3 (E))Z
0
4 (E) is,
(1 + Z0 (E)T3 (E))

G
(3)
0 (E)V
(32) + Z0 (E) I3V
(32)G
(2)
 (E)

= G
(3)
0 (E)V
(32) + Z0 (E) (E)V
(32)G
(2)
 (E) ( (E) + ) (3.125)
where we used that
I3Z0 (E) I3 = 0 or equivalently; I3I3 = 0 (3.126)
We can show that the right-most structure does not overcount in a similar way. We also note
that the right-most factor of the rst Z 04 (E) in Z 04 (E)T3 (E)Z 04 (E) multiplied by T3 (E) then
being multiplied again by the left-most structure of the third factor gives the following factor
1ij

G
(2)
 (E)V
(23)I3Z0 (E) + V
(23)G
(3)
0 (E)

T3 (E)


G
(3)
0 (E)V
(32) + Z0 (E) I3V
(32)G
(2)
 (E)

1ij
= 1ijV
(23)G
(3)
0 (E)T3 (E)G
(3)
0 (E)V
(32)1ij
= 1ijV
(23)G
(3)
0 (E)V
(32)G
(2)
 (E)V
(23)I3G
(3)
0 (E)V
(32)1ij
= (E)G
(2)
 (E) (E) 1ij (3.127)
We can see that intermediate factors in Z 04 (E)T3 (E)Z 04 (E) remain proportional to 1ij which
ensures that the modication we discussed in this subsection is still valid. Note also that the
counterterms to be added to the self-energies above are contained in G0 (E).
To summarize, the modication we need to do is,
Z4 (E) = G
(3)
0 (E)V
(32)G (E)V (23)G(3)0 (E)
!

G
(3)
0 (E)V
(32) + Z0 (E) I3V
(32)G
(2)
 (E)

G0 (E)


G
(2)
 (E)V
(23)I3Z0 (E) + V
(23)G
(3)
0 (E)

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Figure 3.19: A diagrammatic representation of the fully-modied driving term Z4 (E)
++
Figure 3.20: A diagrammatic representation of X3 (E)
where G0 is given in equation (3.119).
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Chapter 4
The Eective AGS Approach to The
Near-Threshold S-Matrix Behavior
In the last chapter, we developed the eective AGS equations in which no unphysical singularities
are contained.
In this chapter, we nally implement close analysis of the two-body and three-body coupled-
channels system whose thresholds are degenerate. We start from reviewing single-channel two-
body as well as single-channel three-body system focusing on how poles of the S-matrix behave
near the thresholds. We then analyze the S-matrix pole trajectories when two-body and three-
body channels are coupled using the two-body and three-body coupled-channel (Faddeev-)AGS
equations.
4.1 The S-Matrix Behavior for Single-Channel Two-Body and
Three-Body System
In this section, we briey review a single-channel two-body as well as three-body system focusing
on the S-matrix pole behavior near threshold.
4.1.1  33 Two-Body System
We rst briey discuss how the S-matrix poles behave near the threshold for a single-channel
two-body system. How poles of the single-channel two-body S-matrix behave near the threshold
is well known and can be discussed with the eective range expansion [67]
T` (E) =
p2`
p2`+1 cot `   ip2`+1
=
p2`
  1a` +
r`
2 p
2 +      ip2`+1 (4.1)
We discuss the S-matrix pole behavior in the complex momentum plane whose origin is taken
to be the threshold.
In case of relative angular momentum is in s-wave, the pole on the complex momentum
plane approaches the threshold from the negative imaginary axis which corresponds to virtual
state, going through the threshold and keep going upward on the positive imaginary axis which
corresponds to bound state.
In case of higher-partial-wave state, poles approach to the threshold one from the fourth
quadrant and the other from the third quadrant of the complex momentum plane. The two
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Figure 4.1: The S-matrix pole trajectories for a single-channel two-body system in s-wave. The
pole approaches the threshold from negative real axis on the unphysical complex energy sheet
and become a boundstate going along the negative real axis on the physical complex energy
sheet.
0
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The unphysical complex energy sheet
0
bE
The physical complex energy sheet
Figure 4.2: The S-matrix pole trajectories for a single-channel two-body system in higher-
partial-wave. The pole approaches the threshold from the fourth quadrant on the unphysical
complex energy sheet which might become resonance if it lies close enough to physical energy
region. The pole becomes a boundstate if the interaction is attractive enough and going along
the negative real axis on the physical complex energy sheet.
poles are negative complex conjugate of the other. They merge at the threshold one going
upward to become bound state while the other going downward to become a anti-bound state.
See gure 4.1 The optical theorem tells us the leading behavior of the spectral function to be
ImT (E) =
Z
p2dp jT` (E) j2

E   p
2
2

 k2

k2`
2 1
k
(E)
= k4`+1(E)
 E2`+ 12(E) (4.2)
that is, the leading behavior of the spectral function is half-integer powered with respect to E.
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4.1.2 123 Three-Body System
In this subsection, we briey review a 123 three-body system focusing on the S-matrix pole
trajectories near the three-body threshold.
When it comes to consider multi-body systems, it is convenient to introduce the generalized
spherical coordinate called the hyperspherical coordinate. The radial part of the Schrodinger
equation in D-dimensional hyperspherical coordinate without interaction is expressed as follows
[66] 
  d
2
d2
+
L (L+ 1)
2

u () = k2u () (4.3)
where L is dened as
L = L+ D   3
2
(4.4)
and plays a similar role as centrifugal barrier in higher partial-wave two-body systems. D is
a dimension of the system and L is the total orbital angular momentum. In the three-body
center-of-mass systems, D = 6. That is, even in the absence of orbital angular momentum
excitation, three-body systems have eective centrifugal barrier which leads to higher partial-
wave-like behavior of the S-matrix pole near the threshold. We can also see that the eective
relative angular momentum takes half-integer values while in the two-body systems, relative
angular momentum takes only integer values. This causes dierent consequences for the S-
matrix pole behavior near the threshold as shown in gure 4.2. The leading behavior of the
spectral function for three-body system is therefore evaluated as follows
ImT (E) =
Z
q2dqp2dpjT (E) j2

E   q
2
2M
  p
2
2


Z
5d4L
 
k2   2
 k5k4L 1
k
(k)  E2L+2(E) (4.5)
As we can see, for a single-channel three-body system, the leading behavior of the spectral
function is integer-powered with respect to E while in case of a single-channel two-body system,
it is half-integer-powered with respect to E as we saw in the previous subsection.
4.2 Explicit Expressions of Matrix Elements in The eective
AGS equations
In the following section, we investigate the two-body and three-body coupled-channels system
applying the eective AGS equations we have developed in the last chapter. We focus on
123    33 coupled-channels system in which  3 couples to 12 and the two-body and
the three-body thresholds are degenerate. We assume there are no relative angular momenta
excitation in the three-body as well as in the two-body channels and all particles have spin zero.
In this section, we present explicit expressions of the matrix elements which appear in the
eective AGS equations. In the following, we calculate matrix elements of the bare and the
eective interactions, the T -matrices in the three-body as well as the two-body channel and the
driving terms of the eective AGS equations.
The Bare and The Eective Interactions
In section 2.2, we saw that the (Faddeev-)AGS equations formally reduce to the multi-channel
Lippmann-Schwinger equation when the two-body interactions are separable. We employ the
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following separable interactions as two-body interactions in the three-body channel
V
(3)
i =
Z
q2i dqijqigi(3)i hqigj (4.6)
where jqigi is the form factor of the Yamaguchi-type
hqipijq0igi =
1
q2i

 
qi   q0i

g (pi) g (pi) =
2
p2i + 
2
(4.7)
jqipii is ijk three-body partial-wave basis in which quantum numbers such as total and
relative angular momentum or spin are suppressed since we assume they are all zero. Matrix
elements of the bare interactions are therefore,
hqipijV (3)i jq0ip0ii = g (pi)(3)i g
 
p0i
 1
q2i

 
qi   q0i

(4.8)
We assume that  3 couples to 12 through the interaction V
(32) and V (23)
V (32) =  jgi and V (23) = hgj  (4.9)
whose matrix elements are
hq3p3jV (32)jq03i =  g (p3)
1
q23

 
q3   q03

and hq3jV (23)jq03p03i =
1
q23

 
q3   q03

g
 
p03

  (4.10)
where jq3i is  33 two-body s-wave partial-wave state. The above matrix element is proportional
to delta function  (qi   q0i) since the two-body and the three-body thresholds are degenerated
(see section 3.1). We assume the two-body interaction between  33, that is, two-body interac-
tion in the two-body channel is also separable as shown below.
hqijV (2)jq0ii = g (qi)(2)g
 
q0i

(4.11)
The full Hamiltonian written in a matrix form is therefore
H =
0B@ H(3)0 +
3X
i=1
V
(3)
i V
(32)
V (23) H
(2)
0 + V
(2)
1CA (4.12)
Each components refer to two-body and three-body channels respectively. H
(3)
0 and H
(2)
0 are
kinetic energies of the three-body and two-body channels respectively whose explicit forms are
H
(3)
0 =
3X
i=1
k2i
2mi
(4.13)
H
(2)
0 =
K23
2M3 +
k23
2m3
(4.14)
As we have been discussing so far, we reformulate the two-body and three-body coupled-
channels problem as an eective three-body problem. The eects induced by the coupling to
the two-body channel is embedded in the eective interactions in the three-body channel. The
three eective two-body interactions are,
U1 (E) = V
(3)
1 (4.15)
U2 (E) = V
(3)
2 (4.16)
U3 (E) = V
(3)
3 + V
(32)G
(2)
0 (E)V
(23) (4.17)
(4.18)
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The eective three-body interaction is,
U4 (E) = V
(32)G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)V
(23) (4.19)
where G
(2)
0 (E) is the free propagator of the two-body channel.
G
(2)
0 (E) =
1
E   K232M3  
k23
2m3
(4.20)
We deal with the problem in the 123 three-body center-of-mass frame. Since the two-body
and three-body systems are degenerate, it is also the two-body center-of-mass frame. The matrix
element of G
(2)
0 (E) above then becomes
hq3jG(2)0 (E) jq03i =
1
E   q2323

 
q3   q03

= G
(2)
0 (Eq3)
1
q23

 
q3   q03

(4.21)
where 3 is a reduced mass of  33
 13 =M 13 +m 13 (4.22)
We note that since the interaction between  33 is separable, the T -matrix in the two-body
channel t(2) (E) can be expressed as below (see appendix E for derivation).
t(2) (E) = jgi (2) (E) hgj (4.23)
where  (2) (E) is given as below
 (2) (E)
 1
=

(2)
 1   hgjG(2)0 (E) jgi = (2) 1   2 33(k + i)2 (4.24)
k is a relative momentum between  33 whose denition is
E =
k2
23
(4.25)
Matrix elements of the eective interactions are given as below
hq1p1jU1 (E) jq01p01i = g (p1)(3)1 g
 
p01
 1
q21

 
q1   q01

(4.26)
hq2p2jU2 (E) jq02p02i = g (p2)(3)2 g
 
p02
 1
q22

 
q2   q02

(4.27)
hq3p3jU3 (E) jq03p03i = g (p3)


(3)
3 +  G
(2)
0 (Eq3)  

g
 
p03
 1
q23

 
q3   q03

(4.28)
hq3p3jU4 (E) jq03p03i =  G(2)0 (Eq3) g (q3)  (2) (E) g
 
q03

G
(2)
0
 
Eq03

  (4.29)
The Two-Body and The Three-Body T -Matrices
The two-body T -matrix in the three-body channel which we need to input into the eective
AGS equations are therefore
t
(3)
i
 
Eqipiq
0
ip
0
i

= g (pi) 
(3)
i

E   q
2
i
2Mi

g
 
p0i
 1
q2i

 
qi   q0i

(4.30)
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Since the two-body interactions are separable, analytic form of i (E) can be obtained as below

(3)
i

E   q
2
i
2Mi
 1
=


(3)
i
 1   hgjG(3)0 (Eqi) jgi i = 1; 2 (4.31)

(3)
3

E   q
2
3
2M3
 1
=


(3)
3 +  G
(2)
0 (Eq3)  
 1   hgjG(3)0 (Eq3) jgi (4.32)
In the following, we often encounter the matrix elements
hgjG(3)0 (Eqi) jgi =
Z 1
0
p2i dpi g
2 (pi)G
(3)
0 (Eqipi) (4.33)
Since we employ the Yamaguchi-type form factor, the integration can be performed analytically
as shown below
hgjG(3)0 (Eqi) jgi =

2
i
2
(ki + i)
2 (4.34)
where ki is dened as
E =
q2i
2Mi
+
k2i
2i
(4.35)
Explicit expressions of 
(3)
i (E   q2i =2Mi) for i = 1; 2 are therefore

(3)
i

E   q
2
i
2Mi

=

(3)
i
1  (3)i 2 i
3
(ki+i)
2
=
2

1
i
g
(3)
i
1  g(3)i 
2
(ki+)
2
(4.36)
where, in the second equation, we introduced dimensionless coupling constant g
(3)
i . For g
(3)
i 
 1, the jk two-body T -matrix has bound state (virtual state) pole at
ki =
 p g   1 (ki =   p g   1) (4.37)
in complex momentum plane.
As we saw in chapter 3, the 12 two-body matrix contains the self-energy which shifts
the mass of  3 from the bare one. As we discussed in the previous chapter, we deal with this
problem by decomposing the mass term of  3 into the physical mass and the counterterm. It is
then necessary to add counterterms every time the self energies appear. As we mentioned, it is
convenient to write 3 (E) in a dierent way considering that we need to add counterterms to
the self-energies appearing in 3 (E) as follows

(3)
3

E   q
2
3
2M3

= 
(0)
3

E   q
2
3
2M3

+

1 + 
(0)
3

E   q
2
3
2M3

hgjG(3)0 (Eq3) jgi

 G
(2)
 (Eq3)  


hgjG(3)0 (Eq3) jgi (0)3

E   q
2
3
2M3

+ 1

where 
(0)
3 (E q23=2M3) is 12 two-body T -matrix in the three-body channel whose interaction
is the bare interaction between 12 we denote 3. G
(2)
 (Eq3) is the dressed  33 two-body
propagator in which counterterms are added to the self-energies.

(0)
3

E   q
2
3
2M3
 1
=


(3)
3
 1   hgjG(3)0 (Eq3) jgi (4.38)
G
(2)
 (Eq3)
 1
=

G
(2)
0 (Eq3)
 1   ( (Eq3) + ) (4.39)
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The self-energy is calculated as follows
hq3jV (23)G(3)3 (E)V (32)jq03i =
1
q23

 
q3   q03

 hgjG(3)3 (Eq3) jgi  =:
1
q23

 
q3   q03

(Eq3) (4.40)
where G
(3)
3 (E) satises the following Dyson-Schwinger equation
G
(3)
3 (E) = G
(3)
0 (E) +G
(3)
0 (E)V
(3)
3 G
(3)
3 (E) (4.41)
We impose the following mass renormalization condition to determine the counterterm 
G
(2)
 (Eq3)
 1
= 0 as E ! q
2
3
23
(4.42)
This renormalization condition determines the counterterm to be
 =  2

2
 (4.43)
If there is no bare interaction between 12, 3

E   q232M3

becomes simply

(3)
3

E   q
2
3
2M3

=  G
(2)
 (Eq3)   (4.44)
We also need to calculate three-body T -matrix which the eective three-body interaction U4 (E)
is summed.
t
(3)
4 (E) = U4 (E) + U4 (E)G
(3)
0 (E)U4 (E) +   
=  jgiG(2)0 (E) jgi (2) (E) hgjG(2)0 (E) hgj 
+  jgiG(2)0 (E) jgi (2) (E) hgjG(2)0 (E) hgj G(3)0 (E)  jgi
 G(2)0 (E) jgi (2) (E) hgjG(2)0 (E) hgj 
+    (4.45)
The matrix elements which appear in intermediate part is evaluated as below
hgjG(2)0 (E) hgj G(3)0 (E)  jgiG(2)0 (E) jgi = hgjG(2)0 (E) (E)G(2)0 (E) jgi (4.46)
whose explicit expression is calculated as below
hgjG(2)0 (E) (E)G(2)0 (E) jgi =
Z
q23dq3 g (q3)G
(2)
0 (Eq3)  (Eq3)G
(2)
0 (Eq3) g (q3) (4.47)
As we discussed in the chapter 3, we modify the above matrix element
hgjG(2)0 (E) hgj G(3)0 (E)  jgiG(2)0 (E) jgi = hgjG(2)0 (E) (E)G(2)0 (E) jgi (4.48)
) hgjG(2)0 (E)

(E) + +G
(2)
 (E) (E) + G
(2)
 (E) (E) + G
(2)
 (E)

G
(2)
0 (E) jgi
(4.49)
We denote it as V (E)
V (E) =
Z
q23dq3 g (q3)G
(2)
0 (Eq3)

(Eq3) + + (Eq3)G
(2)
 (Eq3)
+ G
(2)
 (Eq3) (Eq3) + G
(2)
 (Eq3)

G
(2)
0 (Eq3) g (q3) (4.50)
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The three-body T -matrix in which the eective interactions are summed is therefore written as
t
(3)
4 (E) =  jgiG(2)0 (E) jgi (2) (E)
1
1  V (E)  (2) (E)hgjG
(2)
0 (E) hgj  (4.51)
Using G0 (E) introduced in the previous chapter, we can write it as
t
(3)
4 (E) =  jgiG0 (E) hgj  (4.52)
where,
G0 (E) = G(2)0 (E) jgi (2) (E)
1
1  V (E)  (2) (E)hgjG
(2)
0 (E) (4.53)
Its matrix element is therefore,
hq3p3jt(3)4 (E) jq03p03i =  g (p3)G(2)0 (Eq3) g (q3)
  (2) (E) 1
1  V (E)  (2) (E)g
 
q03

G
(2)
0
 
Eq03

g
 
p03

 
=  g (p3)G0
 
Eq3q
0
3

g
 
p03

  (4.54)
The Driving Terms and Kernels
The remaining matrix elements we need to solve the eective AGS equations are the driving
terms. Matrix elements of one of the driving term which is often called the exchange diagram
and denoted as Z0 (E) is calculated as below
hqigjZ0 (E) jqjgi = Z0 (Eqiqj) =
ij
2
Z 1
 1
dx
g (pi) g (pj)
E   q2i2mi  
q2j
2mj
  (qi+qj)
2
2mk
(4.55)
where we have introduced x, pi and pj dened as below
x = q^i  q^j (4.56)
pi = j   mj
mj +mk
qi   qj j (4.57)
pj = j qi + mk
mk +mi
qj j (4.58)
Matrix elements of another driving term which we have been denoting Z4 (E) is, noting its
denition is G
(3)
0 (E) t
(2) (E)G
(3)
0 (E), calculated as below
hq3gjZ4 (E) jq03gi =
Z 1
0
p23dp3 G
(3)
0 (Eq3p3) g (p3)  g (p3) G0
 
Eq3q
0
3


Z 1
0
p023 dp
0
3 g
 
p03

 g
 
p03

G
(3)
0
 
Eq03p
0
3

(4.59)
Other corresponding matrix elements such as hqigjZ4 (E) jqjgi contains additional angular inte-
grations.
As we saw in the chapter 3, it is also necessary to add counterterms on the left- and right-most
parts
Z4 (E) = G
(3)
0 (E)  jgi

I + I3G
(2)
 (E)

G0 (E) 1ij

G
(2)
 (E) I3
 + I

hgj G(3)0 (E)
=: G
(3)
0 (E)  jgiG00 (E) hgj G(3)0 (E) (4.60)
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where I is a 3 3 unit matrix,  and I3 are 3 3 matrices dened in the previous section. We
present an explicit form of G00 (E) in the following G00 (E)
11
=
 G00 (E)
12
=
 G00 (E)
21
=
 G00 (E)
22
= G0 (E) +G(2) (E)G0 (E) + G0 (E)G(2) (E) +G(2) (E)G0 (E)G(2) (E) G00 (E)
13
=
 G00 (E)
23
= G0 (E) +G(2) (E)G0 (E) G00 (E)
31
=
 G00 (E)
32
= G0 (E) + G0 (E)G(2) (E) G00 (E)
33
= G0 (E)
The driving term Z (E) is composed of two-parts we have calculated
(Z (E))ij = hqigj (Z0 (E))ij jqjgi+ hqigj (Z4 (E))ij jqjgi (4.61)
while the kernel is just matrix product of the driving term Z (E) and the two-body T -matrix
Kij (E) =
3X
k=1
(Z (E))ik t
(3)
k (E) (4.62)
which can be written in a matrix form as below
K (E) = Z (E)T (E) (4.63)
where Z (E) and T (E) are 3 3 matrix dened as below
(Z (E))ij = hqigjZ (E) jqjgi (T (E))ij = ijt(3)i (E) (4.64)
4.3 The S-Matrix Pole Trajectories Near The Thresholds
We have calculated the kernel of the eective AGS equations. We are now ready to search the
poles of the S-matrix. The eective AGS equations in its operator form is
X (E) = Z (E) +K (E)X (E) (4.65)
and it has the formal solution
X (E) =
1
1 K (E)Z (E) (4.66)
On the other hand, the eigenvalue equation of the kernel K (E) is written as
K (E) jni = n (E) jni (4.67)
As we saw in section ( ref section ), the formal solution ( ref equation ), can be written as
X (E) =
X
n
jnihnj
1  n (E)Z (E) (4.68)
The pole of the transition amplitude Ep obviously satises
n (Ep) = 1 (4.69)
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We therefore focus on the eigenvalue equation of the eective AGS equations instead of the
equation itself. The eigenvalue equation after taking appropriate matrix elements is expressed
as
3X
j=1
Z 1
0
q2jdqjZij (Eqiqj) 
(3)
j
 
E   q
2
j
2Mj
!
j (qj) =  (E)i (qi) (4.70)
where j (qj) and  (E) are eigenfunctions and eigenvalues respectively. Each factors in the
above eigenvalue equation is given in the previous section.
4.3.1 Analytic Continuation to The Unphysical Complex Energy Sheet
Poles corresponding to bound states are given as energies which satisfy (4.69) and are negative
real number. However, if we are interested in the poles lying on the unphysical complex energy
sheets, such as virtual state or resonances, we need to perform analytic continuation of the
eigenvalue equation (4.70). There are several ways of analytic continuation such as contour
deformation [65, 66] or contour rotation [63, 64]. We adopt contour rotation method because it
is simple to implement though it restricts the complex energy region we can search poles for.
The contour rotation method is executed in the following manner. We rst rotate the
integration contour by an amount of  clock-wise. Since our model contains the Yamaguchi-
type form factor (4.7), the amount we can rotate is restricted to be  =2 <  < =2. After
that, we perform the change of variables to obtain the following analytically continued eigenvalue
equations.
3X
j=1
Z 1
0
e 3iq2jdqjZij

Ee iqie iqj

j
 
E   e 2i q
2
j
2Mj
!
j

e iqj

=  (E)i

e iqi

(4.71)
The branch cut on the complex energy plane corresponding to the three-body scattering state
is now rotated from the real axis whose amount of rotation is 2 clock-wise. This can be seen if
we consider !1 limit of, for example, Z0 (E)
Z0 (Eqiqj) =
ij
2
Z 1
 1
dx
g (pi) g (pj)
E   q2i2mi  
q2j
2mj
  (qi+qj)
2
2mk
!
ij
2
Z 1
 1
dx
1
E   q2i2mi  
q2j
2mj
  (qi+qj)
2
2mk
as !1
=
ij
2
mk
qiqj
log
E   q2i2j  
q2j
2i
+
qiqj
mk
E   q2i2j  
q2j
2i
  qiqjmk
(4.72)
Z0 (Eqiqj) obviously has branch cut starting from E = 0 along the real axis if we integrate
Z0 (Eqiqj) with respect to qi and qj from 0 to 1. However, after the contour rotation, in
equation (4.71), Z0 (Eqjqj) becomes
Z0 (Eqiqj) =
ij
2
mk
qiqj
log
E   e 2i

q2i
2j
+
q2j
2i
  qiqjmk

E   e 2i

q2i
2j
+
q2j
2i
+
qiqj
mk
 (4.73)
Integrating the above expression with respect to qi and qj from 0 to 1, the branch cut that the
integrated quantity has starts from E = 0 along the rotated line whose amount of rotation is 2
clock-wise.
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4.3.2 Numerical Results and Discussion
We solve the analytically continued eigenvalue equation (4.71) numerically on a complex energy
plane and search the energies which the eigenvalue n (E) becomes 1. To be more specic, we
calculate an absolute value of the so-called Fredholm determinant dened as n (1  n (E)) for
equally spaced lattice on the complex energy plane and search the energy which the Fredholm
determinant becomes minimum and identify it to be an approximate pole position. We set the
masses of the three particles in the three-body channel 1; 2 and 3 to be 1, that is, we regard
the masses of i to be the unit energy. The mass of  3 is therefore 2 in this unit.
We set the interaction strength between 2 and 3 which we denote as 
(3)
1 and the one
between 3 and 1 which we denote as 
(3)
2 to be equal, that is, 
(3)
1 = 
(3)
2 . We set the bare
interaction between 1 and 2 which we denote as 
(3)
3 to be zero 
(3)
3 = 0. The o-diagonal
interaction strength   is set to be 0:1  p4 and the cut-o  is taken to be 1 in a unit we
consider.
The approximate pole trajectories for dierent coupling constants near the threshold are
given in gure 4.3. Each points in the dierent color corresponds to dierent two-body inter-
actions in the three-body channel 
(3)
1 = 
(3)
2 . Each points in the same color corresponds to
dierent two-body interaction in the two-body channel (2). The error bars are taken to be the
lattice length. The approximate pole energies for each parameters are also listed in the table 4.1.
In the table 4.1, we list approximate pole energies for each interaction strength g
(3)
1 = g
(3)
2 and
g(2) which are dimensionless coupling constants dened as g = =2 (see equation (4.36)).
In gure 4.3, we can see that as we gradually increase the interaction strength (2) in an
attractive way, poles approach to the threshold and become bound state if the interaction (2) is
attractive enough. We can see that the poles get close to the threshold from the fourth quadrant
of the unphysical energy sheet which might become resonances if they lie close enough to the
real axis which corresponds to two-body and three-body scattering energy.
This behavior is in contrast to a single-channel two-body s-wave scattering. In that case, the
pole of the S-matrix approaches the threshold from negative real axis in the unphysical energy
sheet and becomes a bound state if the interaction is attractive enough. In a single-channel
two-body systems, resonances appear when the system contains relative angular momentum
excitation which generates the centrifugal barrier. It can be shown that in systems in which
two-body s-wave and higher-partial-wave states are coupled, the pole shows s-wave like behavior
near the two-body s-wave threshold in general. The S-matrix pole behavior we demonstrated
is quite opposite and therefore is peculiar in the two-body and three-body coupled-channels
system whose thresholds are degenerate. The same circumstances might be realized in exotic
hadron spectroscopy, that is, one might nd resonance in the vicinity of hadronic two-body s-
wave threshold if hadronic three-body thresholds lie nearby. We also notice that when poles are
very close to threshold, they lie on a same curve shown as solid line in gure 4.3.2. We therefore
expect that in the degenerate two-body and three-body coupled-channels system, poles lying
near the threshold behave universally just as they do in a single-channel two-body system near
the thresholds.
In appendix F, we show that the leading behavior of the inverse of the T -matrix near the
threshold is expressed as
(T (E)) 1  c0   c1E log ( E) (4.74)
The S-matrix pole trajectories close to the threshold is then universal as shown below. The
S-matrix poles Ep are determined by the equation
c0   c1Ep log ( Ep) = 0 (4.75)
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Figure 4.3: The above gure shows the S-matrix pole trajectories near the threshold on the
dimensionless unphysical complex energy sheet for various coupling constants. Colored points
with error bars are numerically calculated approximate pole positions while black curve is the
universal behavior near the threshold c=W ( c). Dierent colors correspond to dierent g(3), the
interaction strength in the three-body channel and dierent points in the same color correspond
to dierent g(2), the interaction strength of the two-body channel. As we gradually increase
g(2) in an attractive way, poles get close to the threshold and eventually become bound states.
We can see that, in contrast to two-body s-wave system, poles approach the threshold from the
fourth quadrant of the unphysical energy sheet which might become resonances if they lie close
enough to the physical energy region. We can also see that when poles are close enough to the
threshold, they lie on the universal curve characterized by c=W ( c) whereW (c) is the Lambert
W function dened in equation (4.77)
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PPPPPPPPPg
(2)
g(3)  0:15  0:20  0:25
 1:19 (0:00310; 0:01150) (0:00235; 0:00950)
 1:21 (0:00385; 0:01140) (0:00310; 0:00990) (0:00260; 0:00840)
 1:23 (0:00385; 0:00990) (0:00310; 0:00865) (0:00260; 0:00715)
 1:25 (0:00385; 0:00865) (0:00310; 0:00740) (0:00260; 0:00615)
 1:27 (0:00360; 0:00740) (0:00285; 0:00615) (0:00235; 0:00515)
 1:29 (0:00335; 0:00490) (0:00260; 0:00515) (0:00210; 0:00415)
 1:31 (0:00285; 0:00290) (0:00235; 0:00415) (0:00185; 0:00315)
 1:33 (0:00260; 0:00190) (0:00210; 0:00315) (0:00160; 0:00215)
 1:35 (0:00210; 0:00190) (0:00160; 0:00215) (0:00135; 0:00140)
 1:37 (0:00160; 0:00190) (0:00135; 0:00115) (0:00110; 0:00065)
 1:39 (0:00135; 0:00190) (0:00110; 0:00065) (0:00035; 0:00040)
 1:41 (0:00010; 0:00190) (0:00000; 0:00000)
PPPPPPPPPg
(2)
g(3)  0:30  0:35  0:40
 1:11 (0:00035; 0:00990) (0:00035; 0:00740)
 1:13 (0:00110; 0:01115) (0:00085; 0:00890) (0:00060; 0:00690)
 1:15 (0:00135; 0:00990) (0:00110; 0:00790) (0:00085; 0:00615)
 1:17 (0:00160; 0:00890) (0:00135; 0:00715) (0:00110; 0:00540)
 1:19 (0:00185; 0:00790) (0:00135; 0:00715) (0:00110; 0:00465)
 1:21 (0:00210; 0:00690) (0:00160; 0:00540) (0:00110; 0:00390)
 1:23 (0:00210; 0:00590) (0:00160; 0:00440) (0:00085; 0:00315)
 1:25 (0:00185; 0:00490) (0:00135; 0:00365) (0:00085; 0:00190)
 1:27 (0:00185; 0:00390) (0:00110; 0:00265) (0:00110; 0:00140)
 1:29 (0:00160; 0:00315) (0:00110; 0:00165) (0:00110; 0:00089)
 1:31 (0:00135; 0:00215) (0:00110; 0:00115) (0:00085; 0:00065)
 1:33 (0:00135; 0:00115) (0:00110; 0:00065) (0:00085; 0:00040)
 1:35 (0:00110; 0:00065) (0:00085; 0:00040) (0:00060; 0:00065)
 1:37 (0:00085; 0:00040) (0:00060; 0:00040) (0:00010; 0:00010)
Table 4.1: Approximate pole positions on the unphysical complex energy sheet on which reso-
nances lie for various coupling constants are shown in the above table. Each row corresponds
to each g(2) while each column corresponds to each g(3).
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The poles are then expressed in a simple form using the so-called Lambert W function.
Ep ' g
W ( g) as Ep  0 where; g =
c0
c1
(4.76)
where the Lambert W function is dened so as to satisfy the following equation
z =W (z) eW (z) (4.77)
We can see that the leading pole trajectories close to threshold are universal in a sense that
they all lie on an identical curve determined in equation (4:76). In gure 4.3, we present pole
trajectories for various coupling constants with the universal curve (4.76). We can see, as is
expected, multiple pole trajectories lie on the same universal curve and they diverge as they
get away from the threshold. In appendix F, we demonstrate how this low-energy T -matrix
behavior (4.76) is derived and their characteristics in detail.
66
Chapter 5
Summary and Conclusion
Exotic Hadrons and Hadronic Two-Body and Three-Body Thresholds Nearby
Since the monumental discovery of the X (3872) in 2003 by the Belle collaboration, a lot of
candidates for the exotic hadron have been observed especially in the energy regions above the
double open charm or bottom thresholds. Those exotic candidates seem to lie around the energy
regions where two-body and three-body hadronic thresholds lie close to each other. For example,
the mass of the X(3872), 3871:690:17 MeV is very close to D0D0 threshold ' 3871:8 MeV and
it is also very close to D D0 three-body threshold ' 3874:0 MeV. Other charmonium- and
bottomonium-like exotic candidates seem to have more or less similar circumstances. We also
note that besides those exotic candidates above the double open charm and bottom thresholds,
other exotic candidates such as the possible dibaryon state lying near the N threshold and
 (1405)N threshold couple hadronic three-body state lying nearby.
This feature is characteristic in QCD which originates in a fact that the QCD scale '
200 [MeV] is comparable to light pseudo scalar mesons such as pion or kaon. The mass dierences
of a hadron and its excited state is therefore comparable to the masses of pion and kaon which
causes hadronic one-body and multi-body thresholds to be close to each other. This fact has
motivated us to study two-body and three-body coupled-channels system whose thresholds lie
close to each other and see if there exists new insight characteristic in such a system.
The eective AGS equations
Motivated by such circumstances, we considered a general two-body and three-body coupled-
channels problem in this thesis. To that end, we consider three-body elastic scattering whose
transition amplitudes satisfy the (Faddeev-)AGS equations. Coupling to the two-body channel
is taken into account as eective interactions in the three-body channel constructed with the
Feshbach projection method.
The Unphysical Singularities Problem and Its Solution
We denote three particles in the three-body channel as 123 and the two-body channel which
couples to it as  33. We further assume  3 couples 12. The physical mass of  3 is then
shifted from the bare one due to the self-energy correction induced by the coupling to 12. The
transition amplitudes have of course physical singularities that is, it has poles in the complex
energy plane which correspond to bound states, resonances or virtual states and those do not
correspond to any of these. They also have branch cuts along the physical energy regions whose
branch points correspond to the 123 three-body as well as the physical  33 two-body
thresholds.
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However, we solve the eigenvalue equation of the (Faddeev-)AGS equations to search poles
of the transition amplitudes instead of the scattering equation itself. Though the transition
amplitudes have the physical singularities, the kernel of the (Faddeev-)AGS equations does have
the unphysical singularities if we navely write down the equation. In quantum eld theory, we
often encounter such self-energy correction to the bare mass and we usually treat it by the mass
and the eld renormalization. Once the renormalization is done, the bare mass does not appear
anywhere in the theory. It is however, necessary to add counterterms every time the self-energies
appear.
In perturbative calculations, it is straightforward to add counterterm. However, we solve
the eective AGS equations numerically, that is, we sum every single diagrams generated by the
assumed interactions. Due to characteristic structure of the two-body and three-body coupled-
channels equations, the self-energies also appear when the scattering equations are iterated as
well as in the kernel of the equations. We therefore need to nd a way to incorporate those
counterterms which must be added to the iteratively appearing self-energies into what we can
input into the scattering equations, namely the kernel of the equations. This is achieved by
an appropriate reorganization of each diagrams generated by the scattering equations. Noting
that the iteratively-appearing self-energies are generated when Z4 (E), one of the driving term
and t3 (E), 12 two-body T -matrix is multiplied, we rst sum diagrams made from Z4 (E) and
t3 (E). The sum of those diagrams can be expressed, after an appropriate transformation, in a
quite intuitive way. As we showed in chapter 3, it is possible to incorporate those counterterms
which should be added to the iteratively appearing self-energies into the modied driving term
Z4 (E) whose explicit expression is given in equation (3.128) and in gure 3.19. We have also
shown that the scattering equation can also be written in a form which does not contain the
iteratively-appearing self-energies as in equation (D.43).
The S-Matrix Pole Behavior Near The Threshold
Since the candidates for the exotic states lie around the energy regions where hadronic two-body
and three-body thresholds lie close to each other, we investigated the S-matrix pole behavior
near the thresholds of degenerate 123    33 coupled-channels system which contains no
relative angular momentum excitations and all particles have spin zero, specifying the model
interactions in chapter 4. The poles of the S-matrix approaches thresholds from fourth quadrant
of the unphysical complex energy plane which might become resonances if they lie close enough
to the real axis which correspond to two-body and three-body scattering energies. This is in
contrast to degenerate coupled-channels two-body system in which one of channels are in s-
wave. In that case, the S-matrix pole approaches the thresholds from the negative real axis
on unphysical complex energy sheet and turn back at the threshold upon the negative real axis
on physical complex energy sheet to become a bound state. Numerical results we presented is
quite opposite. Our result indicates that even in the vicinity of the two-body s-wave threshold,
if three-body thresholds lie nearby, resonances might appear. Our numerical result also showed
that if the S-matrix pole reside very close to the thresholds, it lie on an identical, universal curve
which is determined by the equation (4.76).
Conclusion
In this thesis, we presented a new method which is able to perform fully-coupled two-body
and three-body coupled-channels calculations. In our formulation, two-body and three-body
coupled-channels system is treated as an eective three-body scattering problem in which the
eects induced by the coupling to two-body state is embedded as eective interactions in the
three-body channel. With the method we presented, we studied the S-matrix pole behavior
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near the thresholds in case of two thresholds are degenerate. We showed that the S-matrix
pole approaches the threshold from the fourth quadrant of the unphysical energy sheet which
might become resonance if it lies close enough to the physical energy region. This behavior is
quite dierent compared to two-body coupled-channels system which contains two-body s-wave
state and whose thresholds are degenerate. In that case, the S-matrix behavior is dominated
by the two-body s-wave state and pole approaches the thresholds from the negative axis in
the unphysical energy sheet, and consequently resonances do not appear. We also conrmed
numerically that poles very close to the threshold behave universally in the sense that they lie
on an identical curve and do not depend on details of the system. To summarize, we have found
a new form of resonance that lie in the vicinity of the two-body s-wave threshold generated by
the presence of three-body threshold lying nearby and they it behaves universally very close to
thresholds. This mechanism might be realized in a real-world hadron spectroscopy for exotic
candidates residing near the two-body and three-body thresholds that are lying close to each
other.
Future
The question everyone asks when we discuss exotic hadron candidates is, \Are they hadronic
molecule or something like more compact thing which we can refer to as tetraquark, pentaquark,
dibaryon, hybrid or gluball?". We consider Weinberg had given some hints to resolve the debate
in his papers [68], [69].
In his papers, he argued if the deuteron is an elementary, compact state or NN two-body
molecular state which we usually imagine when we hear the name of it. He constructed a \sum-
rule" which the elementary and NN molecular, composite components in the deuteron state
satisfy.
Z +
Z
djhjdij2 = 1 (5.1)
where ji is NN two-body scattering state and Z is a squared absolute value of elementary
components in the deuteron state jdi. He denes 1  Z as \compositness" for obvious reasons.
He showed that under mild assumptions, the compositness can be represented with the
scattering length and the lowest-order eective range as follows.
a = 2
1  Z
2  ZR+O
 
m 1

(5.2)
r =   Z
1  ZR+O
 
m 1

(5.3)
This result is interesting in a sense that the internal structure of the deuteron is determined
by the low-energy scattering quantities. Our common sense is that we need to perform higher
energy experiment if we want to know ner internal structures. The result he had given is quite
opposite.
A sum rule we should be interested in is, given the discrete energy eigenstate of the full
Hamiltonian in a two-body and three-body coupled-channels system, how much two-body and
three-body components the state contains. Systematic studies in this direction might be one of
our future research perspective.
Other subjects we are interested in is, to name a few, a deeper understanding of a relation
between the Emov physics and a degenerate two-body and three-body coupled-channels system,
a reformulation of our current coupled-channels formulation in terms of an eective eld theory
and application of our method to realistic channels.
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Appendix A
Notations
In this appendix, we summarize the notations we use throughout this thesis.
A.1 Channels
We consider a two-body and a three-body s systems which couple with each other. We denote
the three particles in the three-body channel as 123. We assume 12 couple to another
particle  3. The two-body channel is therefore consists of two particles  33. The channels are
summarized in the table ( ref table ) below.
A.2 Three-Body channel
We denote the masses of 123 as m1, m2 and m3 respectively. In three-body problems, we
often introduce the Jacobi coordinates. Let x1, x2 and x3 be position vectors in the Cartesian
coordinate. The Jacobi coordinates are then dened as
R =
P
imixiP
imi
(A.1)
Ri = xi   mjxj +mkxk
mj +mk
(A.2)
ri = xj   xk (A.3)
R, Ri and ri are center of mass, relative coordinate between i and the pair of jk and relative
coordinate between j and k respectively. i, j and k are cyclic permutation of 1; 2; 3.
Three-body channel Two-body channel
123  33
Table A.1: The two-body and three-body channels
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Let k1, k2 and k3 be momenta in Cartesian coordinate. The Jacobi momenta are then,
P =
X
i
ki (A.4)
qi =
(mj +mj)ki  mi (kj + kk)P
imi
(A.5)
pi =
mjkj  mkkk
mj +mk
(A.6)
where P is the center of mass momentum, qi are the relative momenta between i and the pair
of jk and pi are relative momenta between j and k.
We consider the problem in the three-body center-of-mass frame in which P = 0. The kinetic
energy in the three-body system which we denote as H
(3)
0 then is
H
(3)
0 =
3X
i=1
k2i
2mi
=
P 2
2M
+
q2i
2Mi
+
p2i
2i
=
q2i
2Mi
+
p2i
2i
(A.7)
where, M , Mi and i are dened as below
M = m1 +m2 +m3 (A.8)
M 1i = m
 1
i + (mj +mk)
 1 (A.9)
 1i = m
 1
j +m
 1
k (A.10)
M is the total mass, Mi is the reduced mass between i and the pair of j and k while i is
the reduced mass between j and k.
We next present notations for interactions and related quantities. We denote bare two-body
interactions between jk as V
(3)
i .
V
(3)
i = V
(3)
jk = V
(3)
jk
; i = 1; 2; 3 (A.11)
The (Faddeev-)AGS equation contains three two-body T -matrices which are sums of each inter-
actions Vi and we denote them as t
(3)
i (E) which satisfy the Lippmann-Schwinger equations
t
(3)
i (E) = V
(3)
i + V
(3)
i G
(3)
0 (E) t
(3)
i (E) ; i = 1; 2; 3 (A.12)
where we have introduced the three-body free Green function G
(3)
0 (E) dened as below
G
(3)
0 (E) =
1
E  H(3)0
(A.13)
An explicit expression in the momentum space is,
hqipijG(3)0 (E) jqi0pi0i =
1
E   q2i2Mi  
p2i
2i

 
qi   qi0


 
pi   pi0

= G
(3)
0 (Eqipi) 
 
qi   qi0


 
pi   pi0

(A.14)
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A.3 Two-Body Channel
The two particles in the two-body channel are  3 and 3. We denote their masses 3 and m3 and
their position vectors in the Cartesian coordinate as X3 and x3 respectively. The center-of-mass
and relative coordinates are,
R =
M3X3 +m3x3
M3 +m3 (A.15)
r3 = X3   x3 (A.16)
The center-of-mass momentum and the relative momentum are
P = K3 + k3 (A.17)
Q3 =
m3K3  M3k3
M3 +m3 (A.18)
In the two-body center-of-mass system, the center-of-mass momentum is zero P = 0 and there-
fore the kinetic energy which we denote as H
(2)
0 becomes
H
(2)
0 =
K23
2M3 +
k23
2m3
=
P2
2M +
Q3
2
23
=
Q3
2
23
(A.19)
where M and 3 are the total mass and the reduced mass of  3 and 3 respectively.
M = M3 +m3 (A.20)
 13 = M 13 +m 13 (A.21)
We denote the bare two-body interaction between  33 as V
(2).
V (2) = V 33 (A.22)
The T -matrix in which V (2) is summed is then expressed as t(2) (E)
t(2) (E) = V (2) + V (2)G
(2)
0 (E) t
(2) (E) (A.23)
with the non-interacting  33 two-body Green function dened as below
G
(2)
0 (E) =
1
E  H(2)0
(A.24)
An explicit representation in the momentum space is,
hQjG(2)0 (E) jQ0i =
1
E   Q223

 
Q Q0 = G(2)0 (EQ)   Q Q0 (A.25)
A.4 Two-Body and Three-Body Coupled-Channels
We denote the interaction which couples 12 and  3 as V
(23)
V (23) = V123! 33 and V
(32) = V123! 33 (A.26)
The matrix element of this interaction is diagonal with respect to momentum of 3, that is, the
momentum of 3 conserves because 3 does not interact with other particles
hk1k2k3jV (32)jK3k03i / 
 
k3   k03

(A.27)
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where ki are three Cartesian momenta of i in the three-body system while K3 is Cartesian
momentum of  3.
In case the three-body and two-body thresholds are degenerated, that is,
M3 = m1 +m2 (A.28)
the reduced mass in two-body  33 channel denoted as 3 is equal to reduced mass between 3
and the pair of 12 which we denote M3
3 =
M3m3
M3 +m3
=
(m1 +m2)m3
m1 +m2 +m3
=M3 (A.29)
We also note that if the two thresholds are degenerated, the momentum of  3 which we denote
K3 is equal to the sum of momenta of 1 and 2
K3 = k1 + k2 (A.30)
The matrix element of V (32) is then proportional also to  (K3   k1   k2)
hk1k2k3jV (32)jK3k03i /  (K3   k1   k2) 
 
k3   k03

=  (P  P)   k3   k03 (A.31)
The last equality indicates that the center-of-mass momentum in both of the two-body and the
three-body channel are equal
P = P (A.32)
If we consider in the two-body as well as the three-body center-of-mass coordinate, that is,
P = P = 0, the relative momentum between  3 and 3 which we denote Q3 is equal to ( up to
sign ) the relative momentum between 3 and the pair of 12
Q3 =
m3K3  M3k3
M3 +m3
=
m3 (k1 + k2)  (m1 +m2)k3
m1 +m2 +m3
=  q3 (A.33)
A.5 The Eective Interactions in The Three-Body Channel
We concentrate on the elastic 123 three-body scattering and we embed eects due to coupling
to the  33 two-body channels into interactions utilizing the Feshbach projection method. The
Feshbach projection method is reviewed in the appendix ( ref appendix ). We regard the three-
body channel as P -channel and the two-body channel as Q-channel. The eective interactions
in the three-body channel is therefore, (see appendix ( ref appendix ))
U (E) =
3X
i=1
V
(3)
i + V
(32)G(2) (E)V (23)
=
3X
i=1
V
(3)
i + V
(32)G
(2)
0 (E)V
(23) + V (32)

G(2) (E) G(2)0 (E)

V (23)
=
3X
i=1
Vi + V
(32)G
(2)
0 (E)V
(23) + V (32)G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)V
(23) (A.34)
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where we have introduced the full Green function in two-body channel which satises the Dyson-
Schwinger equation
G(2) (E) = G
(2)
0 (E) +G
(2)
0 (E)V
(2)G(2) (E) (A.35)
and used the fact that it has the following formal solution
G(2) (E) = G
(2)
0 (E) +G
(2)
0 (E) t
(2) (E)G
(2)
0 (E) (A.36)
where t(2) (E) is the T -matrix in two-body channel we presented in the previous subsection. The
three eective two-body interaction in the three-body channel are therefore
U1 (E) = V
(3)
1 (A.37)
U2 (E) = V
(3)
2 (A.38)
U3 (E) = V
(3)
3 + V
(32)G
(2)
0 (E)V
(23) (A.39)
while the eective three-body interaction is given as
U4 (E) = V
(32)G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)V
(23) (A.40)
By performing the Feshbach projection procedure above, we now have reformulated the two-
body and three-body coupled-channels problem as an eective three-body problem whose eects
due to coupling to the two-body channels are embedded into the eective interactions in three-
body channels. Diagrammatic representation of the eective interactions are given in gure (ref
gure).
The elements in the (Faddeev-)AGS equations are modied accordingly. Specically, three
two-body T -matrices which we denote t
(2)
k (E) k = 1; 2; 3 and the three-body T -matrix sand-
wiched by G
(3)
0 (E) which we denote as Z4 (E) are modied as shown in gure (ref gure).
t
(3)
i (E) = Ui (E) + Ui (E)G
(3)
0 (E) t
(3)
i (E) i = 1; 2; 3; 4 (A.41)
Z4 (E) = G
(3)
0 t
(3)
4 (E)G
(3)
0 (E) (A.42)
The energies E which have appeared so far does not necessarily be the q2i =2Mi   i in case of
the fragmentation scattering or q2i =2Mi + p
2
i =2i in case of free three-body scattering. When
the energy is those we mentioned, we need to replace E with E + i which ensures that the
transition amplitudes are actually the physical one.
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Appendix B
Some Algebras Related to the
Feshbach Projection
Our objective is to develop a two-body and three-body coupled-channels scattering equations.
To achieve that, we employ the Feshbach projection formalism developed by Feshbach [53], [54].
The Feshbach projection embed the eects due to coupling to other channels into interactions
of the channel we focus on. In our case, we consider three-body elastic scattering in which the
eects due to two-body channels are embedded as eective interactions in three-body channels.
In this appendix, we introduce the Feshbach projection procedure in detail and see how eects
due to couplings to other channels are embedded as eective interactions in the channel we are
interested in.
B.1 The Feshbach Projection
We start from the general perspective not limited to two-body and three-body coupled-channels
system. To simplify the argument, we consider a system in which two channels are coupled. Let
H be a full Hamiltonian of the system. H contains the kinetic term H0 and the interaction V .
H = H0 + V (B.1)
where V contains interactions which couple two channels in addition to interactions within each
channels. The T -matrix, from which we can extract scattering quantities such as scattering
cross sections, phase shift and decay width satises the Lippmann-Schwinger equation
T (E) = V + V G0 (E)T (E) (B.2)
where G0 (E) is the free Green function
G0 (E) =
1
E  H0 (B.3)
which has a formal solution below
T (E) = V + V G (E)V (B.4)
where G (E) is the full Green function
G (E) =
1
E  H =
1
E  H0   V (B.5)
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where E is a total energy of the system. The expression above is valid for analytically continued
o-shell T -matrix while if we are interested in physical energy regions, we need to introduce
the innitesimal quantity  and replace the argument by E + i. We next dene the projection
operators which project any state into each channels.
P = jchannel 1ihchannel 1j (B.6)
Q = jchannel 2ihchannel 2j (B.7)
where P and Q satises the relation
P +Q = 1 (B.8)
In the remaining part of this section, we call each channels as P -channel and Q-channel which
is often-used terminology. P -channel elastic scattering amplitude is obtained by sandwiching eq
( ref eq ) from both sides with P
T (E) = V + V G (E)V (B.9)
where V is the interaction and G (E) is a full Green function whose explicit expression is
G (E) =
1
E  H0   V (B.10)
With the aid of an identity for operators
1
A B =
1
A
+
1
A
B
1
A B (B.11)
G can be shown to satisfy the equation
G (E) = G0 (E) +G0 (E)V G (E) (B.12)
This equation leads to the Lippmann-Schwinger equation
T (E) = V + V G0 (E)T (E) (B.13)
The elastic scattering T -matrix for the channel P is obtained by applying the projection operator
P from left and right and using the identity P +Q = 1
TPP (E) = VPP + VPPGPP (E)VPP + VPQGQP (E)VQP + VPPGPQ (E)VQPVPQGQQ (E)VQP
(B.14)
We now need expressions for GPP , etc. Applying P and Q from left and right to the equation
(B.12), following simultaneous set of equations are obtained
GPP (E) = G
P
0 (E) +G
P
0 (E) (VPPGPP (E) + VPQGQQ (E))
GPQ (E) = G
P
0 (E) (VPQGQQ (E) + VPPGPQ (E))
GQP (E) = G
Q
0 (E) (VQPGPP (E) + VQQGQP (E))
GQQ (E) = G
Q
0 (E) +G
Q
0 (E) (VQPGPQ (E) + VQQGQQ (E))
which lead to
GPP (E) =
1
GP0 (E)
 1   VPP
(1 + VPQGQP (E)) =: GP +GPVPQGQP
GPQ (E) =
1
GP0 (E)
 1   VPP
VPQGQQ (E) =: GP (E)VPQGQQ (E)
GQP (E) =
1
GQ0 (E)
 1   VQQ
VQPGPP (E) =: GQ (E)VQPGPP (E)
GQQ (E) =
1
GQ0 (E)
 1   VQQ
(1 + VQPGPQ (E)) =: GQ (E) +GQ (E)VQPGPQ (E)
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where we have dened the channel Green functions GP and GQ as
GP (E) =
1
E  HP0   VPP
(B.15)
GQ (E) =
1
E  HQ0   VQQ
(B.16)
The simultaneous set of equations can be solved to give the following expressions
GPP (E) = GP (E) +GP (E)VPQGQ (E)VQPGPP (E)
GPQ (E) =
1
GP (E)
 1   VPQGQ (E)VQP
VPQGQ (E)
GQP (E) =
1
GQ (E)
 1   VQPGP (E)VPQ
VQPGP (E)
GQQ (E) = GQ (E) +GQ (E)VQP
1
GP (E)
 1   VPQGQ (E)VQP
VPQGQ (E) (B.17)
Substituting the expressions for GPP ; GPQ; GQP and GQQ into eq ( ref eq ), we nally obtain
TPP (E) = UPP (E) + UPP (E)
1
E  HP0   UPP (E)
UPP (E) (B.18)
UPP is the eective interactions in the channel P and we can see that the coupling to the channel
Q are embedded into the eective interactions.
UPP (E) = VPP + VPQGQ (E)VQP (B.19)
where GQ (E) is the Green function in Q-channel
GQ (E) = G
Q
0 (E) +G
Q
0 (E)TQ (E)G
Q
0 (E) (B.20)
where TQ (E) is the T -matrix in the Q-channel which satises the Lippmann-Schwinger equation
TQ (E) = VQQ + VQQG
Q
0 (E)TQ (E) (B.21)
We can see that the eective interaction in the P -channel UPP (E) consists of two parts. The
rst term is bare interactions in the P -channel while the other is an eective interaction which
is induced due to the coupling to the Q-channel. The second term is a sum of interactions
which contain transition to Q-channel once. That is, a P -channel state transfer to Q-channel
state, then particles in the Q-channel fully propagate with the interactions in the Q-channel
which we denote VQQ and transfer back to P -channel state. Processes that contain more than
once transition between the P -channel and the Q-channel appears when the scattering equation
is iterated. We show a diagrammatic expression of the example scattering equation after the
Feshbach projection in gure 2.1.
It is sometimes useful to represent TPP (E) with GQQ (E) and TP (E) and GP (E) as follows
TPP = P (V + V GV )P
= VPP + VPPGPPVPP + VPQGQPVPP + VPPGPQVQP + VQQGQQVQQ
= VPP + VPP (GP +GPVPQGQQVQPGP )VPP + VPQGQQVQPGPVPP
+ VPPGPVPQGQQVQP + VQQGQQVQQ
= VPP + VPPGPVPP + (1 + VPPGP )VPQGQQVQP (GPVPP + 1)
= TP +
 
1 + TPG
P
0

VPQGQQVQP
 
GP0 TP + 1

(B.22)
we note that
GQQ = G
Q
0
1
1  VQPGPVPQGQ0
=

GQ 10   VQPGPVPQ
 1
(B.23)
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B.2 Notes on the Induced Interaction
In this subsection, we focus on the induced interaction and briey discuss its notable physical
consequences. The full propagator G (E) = (E  H) 1 is replaced by the full propagator of the
P -channel GPP (E) = (E HP0  UPP (E)) 1 whose interaction is also replaced by the eective
interaction UPP (E). We can see that eects due to the coupling to Q-channel is embedded in
the eective interaction UPP (E) and do not appear elsewhere in the equation. As we mentioned
in the previous subsection, the induced interactions are sum of scattering processes that transfer
to Q-channel once in intermediate state and processes that transfer to the Q-channel more than
once appears when the scattering equation is iterated. The above discussion claries the meaning
of the Feshbach projection, that is, the procedure can be considered as a simple re-organization
of the scattering processes.
Whether the induced interaction is attractive or repulsive depends only on the relation
between the two thresholds. We consider the Q-channel problem without the coupling to the
P -channel. The full Hamiltonian in the Q-channel is QHQ =: HQQ and it has, as energy
eigenstates, scattering state which we denote jpi and if the interaction in the Q-channel VQQ is
attractive enough, it also has bound states.
HQQjbi = Ebjbi (B.24)
HQQjpi = Epjpi (B.25)
which forms the complete set of basisX
b
jbihbj+
Z
dpjpihpj = 1 (B.26)
The full Green function for the Q-channel GQ (E) is then be represented in a spectral form
GQ (E) =
Q
E  HQQ =
X
b
jbihbj
E  Eb +
Z
dp
jpihpj
E   Ep (B.27)
Let j i be an arbitrary state and the expectation value of the induced interaction is
h jPV Q Q
E  QHQQV P j i =
X
b
jh jPV Qjbij2
E   Eb +
Z
dp
jh jPV Qjpij2
E   Ep (B.28)
which becomes negative when the energy of the system E is lower than the lowest eigenenergy
of the Q-channel. Therefore, from the variational method point of view, the induced interaction
is attractive for the energy E < Eb if the bound state in Q-channel exists or for E < 0 if
the Q-channel has only scattering states as eigenstates. The conclusion is true no matter how
much the interactions in Q-channel are strong. In particular, the induced interaction might be
attractive (repulsive) if the Q-channel interactions are innitely repulsive (attractive).
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Appendix C
Two More Derivations of The
(Faddeev-)AGS Equations
In subsection 2.2.2, we derived the Faddeev equations from the fundamental set of Lippmann-
Schwinger equations, that is, by considering the boundary conditions the three-body scattering
amplitudes must satisfy. In this appendix, we introduce two more derivations of the Faddeev
equations.
C.1 Derivation By Considering Disconnected Processes
The denition of j i;ii and Faddeev decomposition (2.80) enable us to write
j i;ii = G0 (E)Vij	ii(+) = G0 (E)Vi
X
j
j i;ji = G0 (E)Vi
X
j
G0 (E)Vj
X
k
j i;ki (C.1)
repeating the same procedure leads to series like
G0 (E)ViG0 (E)VjG0 (E)Vk    (C.2)
in which contains a special term that particle i does not interact at all.
G0 (E)ViG0 (E)ViG0 (E)Vi    (C.3)
we then transpose this special term to the left-hand-side to give
j i;ii  G0 (E)Vij i;ii = G0 (E)Vi
X
j 6=i
j i;ji
, (1 G0 (E)Vi) j i;ii = G0 (E)Vi
X
j 6=i
j i;ji (C.4)
This equation can be solved for j i;ii by noting that 1 +Gi (E)Vi = (1 G0 (E)Vi) 1
j i;ii = (1 +Gi (E)Vi)G0 (E)Vi
X
j 6=i
j i;ji (C.5)
The resolvent identity G0 (E) + Gi (E)ViG0 (E) = Gi (E) let the above equation be simplied
as
j i;ii = Gi (E)Vi
X
j 6=i
j i;ji (C.6)
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We must note that jii do satisfy the homogeneous version of ( ref equation ), that is,
(1 G0 (E)Vi) jii = 0 (C.7)
the general solution of the equation ( ref equation ) is therefore given by
j i;ii = jii+Gi (E)Vi
X
j 6=i
j i;ji (C.8)
C.2 Derivation Based on Reorganization of The Green Function
Another derivation focuses on diagrammatic structure of a three-body scattering. The following
argument is closer to that in the original Faddeev's article [55].
The diagrammatic derivation explained above is equivalent to the following algebraic one.
We start from the resolvent identity
G (E) = G0 (E) +G0 (E)V G (E)
= G0 (E) +G0 (E)
3X
i=1
ViG (E)
=: G0 (E) +
3X
i=1
G(i) (E) (C.9)
Here we note the fact that G(i), the green function which the leftmost interaction is Vi is
expressed as G0ViG. We next use another resolvent identity for G to obtain
G(i) (E) = G0 (E)ViG (E) = G0 (E)Vi
 
Gi (E) +Gi (E)V
iG (E)

(C.10)
The rst term is rewritten using the resolvent identity as
G0 (E)ViGi (E) = Gi (E) G0 (E) (C.11)
and the second term as
G0 (E)ViGi (E)V
iG (E) = Gi (E)ViG0 (E) (Vj + Vk)G (E) = Gi (E)Vi

G(j) (E) +G(k) (E)

(C.12)
We thus obtain the three coupled equations for G(i)
G(i) (E) = Gi (E) G0 (E) +Gi (E)Vi

G(j) (E) +G(k) (E)

(C.13)
G(j) (E) = Gj (E) G0 (E) +Gj (E)Vj

G(k) (E) +G(i) (E)

(C.14)
G(k) (E) = Gk (E) G0 (E) +Gk (E)Vk

G(i) (E) +G(j) (E)

(C.15)
Here we note that applying iG(j) to jii gives j i;ji. Indeed,
iG(j) (E) jii = G0 (E)VjiG (E) jii = G0 (E)Vij	ii(+) = j i;ji (C.16)
We also note that applying ijii to the equation G = G0+
P
iG
(i) and noting that iG0jii = 0,
we retrieve the Faddeev decomposition
iG (E) jii = j	ii(+) =
X
j
iG(j) (E) jii =
X
j
j i;ji (C.17)
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equation (C.13) ijii with equations iGj (E) jii = ij jii leads to
j i;ii = jii+Gi (E)Vi (j i;ji+ j i;ki) (C.18)
j i;ii = Gj (E)Vj (j i;ki+ j i;ii) (C.19)
j i;ii = Gk (E)Vk (j i;ii+ j i;ji) (C.20)
which is equivalent to the Faddeev equations ( ref equation ) in the previous subsection.
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Appendix D
Reorganization Procedure with
Detailed Calculations
D.1 Detailed Calculation in section 3.3
In this appendix, we present detailed calculations of reorganization procedure we discussed in
chapter 3.
We rst present reorganization procedure when V3 = 0.
t
(3)
3 (E) = V
(32)G
(2)
0 (E)V
(23) + V (32)G
(2)
0 (E)V
(23) G(3)0 (E)  V (32)G(2)0 (E)V (23) +   
= V (32)

G
(2)
0 (E) +G
(2)
0 (E) (E)G
(2)
0 (E) +   

V (23)
= V (32)G
(2)
0 (E)
1
1  (E)G(2)0 (E)
V (23)
! V (32)G(2)0 (E)
1
1  ( (E) + )G(2)0 (E)
V (23)
= V (32)G
(2)
 (E)V
(23) (D.1)
The useful identity (3.95) is obtained as follows
A+A (B + C)A+    = A 1
1  (B + C)A = A
1
(1 BA)  CA
= A
1
1  CA 11 BA

(1 BA)
= A
1
1 BA
1
1  CA 11 BA
= SB
1
1  CSB (D.2)
equation (3.104) is derived as follows
G (E) = G(2) (E) 1
1  ( (E) + ) G(2) (E)
= G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)
1
1  ( (E) + )G(2)0 (E) t(2) (E)G(2)0 (E)
= G
(2)
0 (E) t
(2) (E)
1
1 G(2)0 (E) ( (E) + )G(2)0 (E) t(2) (E)
G
(2)
0 (E) (D.3)
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equation (3.106) is derived as follows
W4 (E) = Z4 (E) + Z4 (E)T3 (E)Z4 (E) +   
= G
(3)
0 (E)V
(32)G (E)V (23)G(3)0 (E)
+ G
(3)
0 (E)V
(32)G (E)V (23)G(3)0 (E) V (32)G(2) (E)V (23)
 G(3)0 (E)V (32)G (E)V (23)G(3)0 (E) +   
= G
(3)
0 (E)V
(32)

G (E) + G (E) (E)G(2) (E) (E)G (E) +   

V (32)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G (E) 1
1  (E)G(2) (E) (E)G (E)
V (32)G
(3)
0 (E) (D.4)
Adding the appropriate counterterms, we obtain
W4 (E) = G
(3)
0 (E)V
(32)G (E) 1
1  ( (E) + )G(2) (E) ( (E) + )G (E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32) G(2) (E)
1
1  ( (E) + ) G(2) (E)
 1
1  ( (E) + )G(2) (E) ( (E) + ) G(2) (E) 11 ((E)+) G(2)(E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32) G(2) (E)
 1
1 

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G(2) (E)
V (23)G
(3)
0 (E)
The intermediate factor can be represented a follows
G(2) (E)
1
1 

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G(2) (E)
= G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)
 1
1 

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)
= G
(2)
0 (E) t
(2) (E)
 1
1 G(2)0 (E)

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G
(2)
0 (E) t
(2) (E)
 G(2)0 (E) (D.5)
notice that the identity holds
G
(2)
0 (E)

( (E) + ) + ( (E) + )G
(2)
 (E) ( (E) + )

G
(2)
0 (E) = G
(2)
 (E) G(2)0 (E)
(D.6)
then the equation (D.5) becomes
G
(2)
0 (E) t
(2) (E)
1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E) (D.7)
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This can also be written in a following form
G
(2)
0 (E) t
(2) (E)
1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E)
= G
(2)
0 (E)V
(2) 1
1 G(2)0 (E)V4
1
1 

G
(2)
 (E) G(2)0 (E)

V (2) 1
1 G(2)0 (E)V4
G
(2)
0 (E)
= G
(2)
0 (E)V
(2) 1
1 G(2)0 (E)V (2)  

G
(2)
 (E) G(2)0 (E)

V (2)
G
(2)
0 (E)
= G
(2)
0 (E)V
(2) 1
1 G(2) (E)V (2)
G
(2)
0 (E)
=: G
(2)
0 (E) t
(2)
 (E)G
(2)
0 (E) (D.8)
W4 (E) is therefore written as
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2)
 (E)G
(2)
0 (E)V
(23)G
(3)
0 (E) (D.9)
Let us dene
G
(2)
 (E) = G
(2)
 (E) G(2)0 (E) G(2)0 (E) (E)G(2) (E)  (E)G(2)0 (E) (D.10)
then W4 (E) is rewritten as follows
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2) (E)
 1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E)V
(23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2) (E)
 1
1 

G
(2)
 +G
(2)
0 (E) (E)G
(2)
 (E) (E)G
(2)
0 (E)

t(2) (E)
G
(2)
0 (E)V
(23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2) (E)
1
1  G(2) (E) t(2) (E)
 1
1 G(2)0 (E)  (E)G(2) (E)  (E)G(2)0 (E) t(2) (E) 11  G(2) (E)t(2)(E)
 G(2)0 (E)V (23)G(3)0 (E)
(D.11)
We further dene
t
(2)
 (E) = t
(2) (E)
1
1  G(2) (E) t(2) (E)
(D.12)
then W4 (E) is written as
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2)
 (E)
 1
1 G(2)0 (E)  (E)G(2) (E)  (E)G(2)0 (E) t(2) (E)
G
(2)
0 (E)V
(23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2)
 (E)G
(2)
0 (E)
 1
1  (E)G(2) (E) (E)G(2)0 (E) t(2) (E)G(2)0 (E)
V (23)G
(3)
0 (E)
(D.13)
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then we dened the modied G (E)
G0 (E) = G(2)0 (E) t(2) (E)G(2)0 (E) (D.14)
W4 (E) =: G
(3)
0 (E)V
(32)G0 (E) 1
1  (E)G(2) (E) (E)G0 (E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G0 (E)
 1
1  V (23)G(3)0 (E)V (32)G(2) (E)V (23)G(3)0 (E)V (32)G0 (E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G0 (E)V (23)G(3)0 (E)
 1
1  t(3)3 (E)G(3)0 (E)V (32)G0 (E)V (23)G(3)0 (E)
= Z 04 (E)
1
1  t(3)3 (E)Z 04 (E)
(D.15)
where we have dened
Z 04 (E) = G
(3)
0 (E)V
(32)G0 (E)V (23)G(3)0 (E) (D.16)
A relation between G (E)
G0 (E) = G(2)0 (E) t(2) (E)G(2)0 (E)
= G(2) (E)
1
1 

(E) + + (E)G
(2)
 (E) +G
(2)
 (E) (E)

G(2) (E)
= G(2) (E)
1
1  ( (E) + ) G(2) (E)
 1
1 

(E)G
(2)
 (E) +G
(2)
 (E) (E)

G(2) (E) 1
1 ((E)+) G(2)(E)
= G (E) 1
1 

(E)G
(2)
 (E) +G
(2)
 (E) (E)

G (E)
(D.17)
(1 + Z0 (E)T3 (E))W4 (E) (T3 (E)Z0 (E) + 1)
=

1 + Z0 (E) I3t
(3)
3 (E)

G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2)
 (E)G
(2)
0 (E)
 V (23)G(3)0 (E)

t
(3)
3 (E) I3Z0 (E) + 1

=

1 + Z0 (E) I3V
(32)G
(2)
0 (E)V
(23)

G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2)
 (E)G
(2)
0 (E)V
(23)G
(3)
0 (E)


V (32)G
(2)
0 (E)V
(23)I3Z0 (E) + 1

=

G
(3)
0 (E)V
(32) + Z0 (E) I3V
(32)G
(2)
0 (E) (E)

G
(2)
0 (E) t
(2)
 (E)G
(2)
0 (E)


 (E)G
(2)
0 (E)V
(23)I3Z0 (E) + V
(23)G
(3)
0 (E)

(D.18)
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D.2 Direct Derivation of the Modied Kernel
We have been exploring how self-energies appear when the eective AGS equations are iterated
and how those counterterms can be incorporated into the kernel, that is, T3 (E) and Z4 (E). It
is however, possible to derive the modied kernel directly by transforming the bare kernel. The
key equation is the following
G
(2)
 (E) = G
(2)B
0 (E)
1
1   (E)G(2)B0
= G
(2)
0 (E)
1
1  ( (E) + )G0 (E) (D.19)
where G
(2)B
0 (E) and G
(2)
0 (E) are the bare and the physical free Green function
G
(2)B
0 (Eq) =
1
E   B3  m3   q
2
2B3
 
B3
 1
=
 
B3
 1
+m 13 (D.20)
G
(2)
0 (Eq) =
1
E   P3  m3   q
2
2P3
 
P3
 1
=
 
P3
 1
+m 13 (D.21)
We expressed the dressed propagator in two ways, one is the bare propagator and the self-energy,
while the other is the physical propagator and the self-energy plus counterterm. The second
equation can be transformed into the following form
G
(2)
 (E) = G
(2)
0 (E)
1
1 G(2)0 (E)
1
1   (E)G(2)0 (E) 11 G(2)0 (E)
(D.22)
comparing the above equation with the rst one, we obtain
G
(2)B
0 (E) = G
(2)
0 (E)
1
1 G(2)0 (E)
= G
(2)
0 (E) +G
(2)
0 (E)G
(2)
0 (E) +    (D.23)
Counterterms in 12 Two-Body T -Matrix t
(3)
3 (E)
We rst derive the countertermed  33 two-body T -matrix t
(3)
3 (E)
t
(3)
3 (E) = V
(32)G
(2)B
0 (E)V
(23) + V (32)G
(2)B
0 (E)V
(23)G
(3)
0 (E)V
(32)G
(2)B
0 V
(23) +   
= V (32)G
(2)B
0 (E)
1
1  (E)G(2)B0 (E)
V (23) (D.24)
= V (32)G
(2)
0 (E)
1
1 G(2)0 (E)
1
1  (E)G(2)0 (E) 11 G(2)0 (E)
V (23)
= V (32)G
(2)
0 (E)
1
1 G(2)0 (E)  (E)G(2)0 (E)
V (23)
= V (32)G
(2)
0 (E)
1
1  ( (E) + )G(2)0 (E)
V (23)
= V (32)G
(2)
 (E)V
(23) (D.25)
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The Remaining Counterterms; Those in Z4 (E) and in Cross Terms Between t
(3)
3 (E)
In the previous section, we considered the self-energies which appear in Z4 (E) and in cross
terms between Z4 (E) and t
(3)
3 (E) separately. However, we will see it is natural to consider
rather both of them at the same time.
Recall that the additional self-energies always appear as a set shown below
(1 + Z0 (E)T3 (E))W4 (E) (T3 (E)Z0 (E) + 1) (D.26)
We rst consider W4 (E)
W4 (E) = Z4 (E) + Z4 (E)T3 (E)Z4 (E) +   
= Z4 (E)
1
1  T3 (E)Z4 (E) (D.27)
Recall that
Z4 (E) = G
(3)
0 (E)V
(32)G (E)V (23)G(3)0 (E) (D.28)
G (E) = G(2)B (E) 1
1  (E) G(2)B (E) (D.29)
G(2)B (E) = G
(2)B
0 (E) t
B
4 (E)G
(2)B
0 (E) (D.30)
tB4 (E) = V
(2) 1
1 G(2)B0 (E)
(D.31)
W4 (E) is then rewritten as follows
W4 (E) = Z4 (E)
1
1  T3 (E)Z4 (E)
= G
(3)
0 (E)V
(32)G (E)V (23)G(3)0 (E)
1
1  T3 (E)G(3)0 (E)V (32)G (E)V (23)G(3)0 (E)
= G
(3)
0 (E)V
(32)G (E) 1
1  V (23)G(3)0 (E)T3 (E)G(3)0 (E)V (32)G (E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G (E) 1
1  (E)G(2) (E) (E)G (E)
V (23)G
(3)
0 (E) (D.32)
where we have used T3 (E) = V
(32)G
(2)
 (E)V23 to obtain
V (23)G
(3)
0 (E)T3 (E)G
(3)
0 (E)V
(32) = V (23)G
(3)
0 (E)V
(32)G
(2)
 (E)V
(23)G
(3)
0 (E)V
(32)
= (E)G
(2)
 (E) (E) (D.33)
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W4 (E) then becomes
W4 (E) = G
(3)
0 (E)V
(32)G (E) 1
1  (E)G(2) (E)  (E)G (E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32) G(2)B (E)
1
1  (E) G(2)B (E)
 1
1   (E)G(2) (E)  (E) G(2)B (E) 11 (E) G(2)B(E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32) G(2)B (E)
1
1 

(E) +  (E)G
(2)
 (E) (E)

G(2)B
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G(2)B (E)
 tB4 (E)
1
1 G(2)B0 (E)

(E) +  (E)G
(2)
 (E) (E)

G
(2)B
0 (E) t
B
4 (E)
 G(2)B0 (E)V (23)G(3)0 (E)
= G
(3)
0 (E)V
(32)G(2)B (E) tB4 (E)
1
1 

G
(2)
 (E) G(2)B0 (E)

tB4 (E)
 G(2)B0 (E)V (23)G(3)0 (E)
= G
(3)
0 (E)V
(32)G(2)B (E)V (2)
 1
1  V (2)G(2)B0 (E) 

G
(2)
 (E) G(2)B0 (E)

V (2)
G
(2)B
0 (E)V
(23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G
(2)B
0 (E)V
(2) 1
1 G(2) (E)V (2)
G
(2)B
0 (E)V
(23)G
(3)
0 (E) (D.34)
The left-most structure of

1 +G0 (E) t
(3)
3 (E)

W4 (E) is,
1 +G
(3)
0 (E)V
(32)G
(2)
 (E)V
(23)

G
(3)
0 (E)V
(32)G
(2)B
0 (E)
= G
(3)
0 (E)V
(32)

1 +G
(2)
 (E)  (E)

G
(2)B
0 (E)
= G
(3)
0 (E)V
(32)G
(2)
 (E) (D.35)
The right-most structure of of W4 (E)

1 + t
(3)
3 (E)G0 (E)

is similarly
G
(2)B
0 (E)V
(23)G
(3)
0 (E)

V (32)G
(2)
 (E)V
(23)G
(3)
0 (E)G
(3)
0 (E) + 1

= G
(2)
 (E)V
(23)G
(3)
0 (E)
(D.36)
1 +G0 (E) t
(3)
3 (E)

W4 (E)

t
(3)
3 (E)G0 (E) + 1

is therefore
G
(3)
0 (E)V
(32)G
(2)
 (E)V
(2) 1
1 G(2) (E)V (2)
G
(2)
 (E)V
(23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G
(2)
 (E) t

4 (E)G
(2)
 (E)V
(23)G
(3)
0 (E) (D.37)
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We now re-organize this using only the renormalized quantities. We rst concentrate on t4 (E)
t4 (E) = V
(2) 1
1 G(2) (E)V (2)
= V (2)
1
1 G(2)0 (E)V (2)  

G
(2)
 (E) G(2)0 (E)

V (2)
= V (2)
1
1 G(2)0 (E)V (2)
1
1 

G
(2)
 (E) G(2)0 (E)

V (2) 1
1 G(2)0 (E)V (2)
= t(2) (E)
1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
(D.38)
Note that it is written using only the renormalized terms. We further transform the above
equation to obtain the re-organized driving term Z 04 (E) as below
G
(2)
0 (E) t

4 (E)G
(2)
0 (E) = G
(2)
0 (E) t
(2) (E)
1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
G
(2)
0 (E)
= G
(2)
0 (E) t
(2) (E)
 1
1 

G
(2)
0 (E) (E)G
(2)
 (E) (E)G
(2)
0 (E) +
G
(2)
 (E)

t(2) (E)
 G(2)0 (E)
= G
(2)
0 (E) t
(2)
 (E)
1
1 G(2)0 (E) (E)G(2) (E) (E)G(2)0 (E) t(2) (E)
 G(2)0 (E)
= G0 (E) 1
1  (E)G(2) (E) (E)G0 (E)
(D.39)
we dene the rst factor, which also appear in the last factor of denominator to be T (E)
T (E) = t(2) (E) 1
1 

G
(2)
 (E) G(2)0 (E) G(2)0 (E) (E)G(2) (E) (E)G(2)0 (E)

t(2) (E)
= t(2) (E)
 1
1 G(2)0 (E)

(E) + + (E)G
(2)
 (E) +G
(2)
 (E)  (E)

G
(2)
0 (E) t
(2) (E)
= t(2) (E)
1
1 G(2)0 (E) (E)G(2)0 (E) t(2) (E)
(D.40)
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Figure D.1: A diagrammatic representation of another coupled-channels scattering equations
t4 (E) multiplied by G
(3)
0 (E)V
(32)G
(2)
0 (E) from both sides then is,
G
(3)
0 (E) T (E)
1
1 G(2)0 (E)  (E)G(2) (E)  (E)G(2)0 (E) T (E)
G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G
(2)
0 (E)
 T (E) 1
1 G(2)0 (E)V (23)G(3)0 (E)V (32)G(2) (E)V (23)G(3)0 (E)V (32)G(2)0 (E) T (E)
 G(2)0 (E)V (23)G(3)0 (E)
= G
(3)
0 (E)V
(32)G
(2)
0 (E) T (E)G(2)0 (E)V (23)G(3)0 (E)
 1
1  t(3)3 (E)G(3)0 (E)V (32)G(2)0 (E) T (E)G(2)0 (E)V (23)G(3)0 (E)
= G0 (E) 1
1  t(3)3 (E)G0 (E)
(D.41)

1 +G
(3)
0 (E) t
(3)
3 (E)

W4 (E)

t
(3)
3 (E)G
(3)
0 (E) + 1

= G
(3)
0 (E)V
(32)G
(2)
 (E) t

4 (E)G
(2)
 (E)V
(23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)

1 +G
(2)
 (E) ( (E) + )

G
(3)
0 (E) t

4 (E)G
(3)
0 (E)


( +  (E))G
(2)
 (E) + 1

V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)

1 +G
(2)
 (E) ( (E) + )

G
(3)
0 (E)G0 (E)
1
1  t(3)3 (E)G0 (E)
 G(3)0 (E)

( +  (E))G
(2)
 (E) + 1

V (23)G
(3)
0 (E)
which leads to the modied driving term Z 04 (E) to be
Z 04 (E) =

G
(3)
0 (E)V
(32) + Z0 (E)V
(32)I3G
(2)
 (E)

G0 (E)


G
(2)
 (E) I3V
(23)Z0 (E) + V
(23)G
(3)
0 (E)

D.3 Another Two-Body and Three-Body Coupled-Channels Equa-
tions
In the previous subsection, we saw that the transition amplitude X (E) is reorganized as a series
X (E) = X3 (E) +X3 (E) T3 (E)X3 (E) +    (D.42)
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Figure D.2: A diagrammatic representation of t3 (E)
the above series can obviously be rewritten as a following equation
X (E) = X3 (E) +X3 (E) T3 (E)X (E) (D.43)
where X3 (E) and T3 (E) is given in equations (3.93) and (3.94) respectively. A diagrammatic
representation of the equation (D.43) is given in gure D.1. Written in this form, there are no
iteratively appearing self-energies since they are all put into the X3 (E) as a set.
D.4 In Case of V3 6= 0
We have now obtained the modied or reorganized driving term Z 0 (E). We have however,
ignored the bare interaction between 12 which we denote V3. In this subsection, we briey
present how the modication is modied by the presence of V3. Discussion is carried out almost
in a parallel manner.
t
(3)
3 (E) = 
(3)
3 (E) +

1 + 
(3)
3 (E)G
(3)
0 (E)

V (32)G
(2)
 (E)V
(23)

G
(3)
0 (E) 
(3)
3 (E) + 1

(D.44)
where
G
(2)
 (E) = G
(2)
0 (E) +G
(2)
0 (E) (E)G
(2)
0 (E) +    (D.45)
and
 (E) = V (23)G3 (E)V
(32) (D.46)
where
G3 (E) = G
(3)
0 (E) +G
(3)
0 (E) 
(3)
3 (E)G
(3)
0 (E) (D.47)

(3)
3 (E) = V
(3)
3 + V
(3)
3 G
(3)
0 (E) 
(3)
3 (E) (D.48)
We decompose the  (E) into two terms one the same self-energy which has appeared so far and
the other which contain 
(3)
3 (E) as follows
 (E) = 0 (E) + V (E) = V
(23)G
(3)
0 (E)V
(32) + V (23)G
(3)
0 (E) 
(3)
3 (E)G
(3)
0 (E)V
(32) (D.49)
Counterterms in t
(3)
3 (E)
Written in the form (D.44), adding counterterm to self-energies appearing in t
(3)
3 (E) is trivial.
We just replace the self-energies in G
(2)
 (E) with the one to which the counterterm is added
 (E)! (E) +  (D.50)
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Figure D.4: A diagrammatic representation of equation (D.52)
Counterterms in Z4 (E) and Others
Z4 (E) is the same as before
Z4 (E) = G
(3)
0 (E)V
(32)
 G(2)0 (E) t(2) (E)G(2)0 (E)
1
1  0 (E)G(2)0 (E) t(2) (E)G(2)0 (E)
V (23)G
(3)
0 (E)
= G
(3)
0 (E)V
(32)G0 (E)V (23)G(3)0 (E) (D.51)
W4 (E) is however,
W4 (E) = Z4 (E) + Z4 (E) t
(3)
3 (E)Z4 (E) +   
= Z4 (E)
1
1  t(3)3 (E)Z4 (E)
= G
(3)
0 (E)V
(32)G0 (E) 1
1  V (23)G(3)0 (E) t(3)3 (E)V (23)G(3)0 (E)G0 (E)
V (23)G
(3)
0 (E)
The left-most structure Z4 (E) multiplied by t
(3)
3 (E) and the right-most structure of Z4 (E) is,
V (23)G
(3)
0 (E) t
(3)
3 (E)V
(23)G
(3)
0 (E) = V (E) +  (E)G
(2)
 (E) (E) (D.52)
W4 (E) is therefore,
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E) t
(2) (E)G
(2)
0 (E)
 1
1 

0 (E) + V (E) +  (E)G
(2)
 (E)  (E)

G
(2)
0 (E) t
(2) (E)G
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0 (E)
 V (23)G(3)0 (E) (D.53)
The self-energies in the denominator become, after adding counterterms,
 (E) + + ( (E) + )G
(2)
 (E) ( +  (E)) (D.54)
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Figure D.5: A diagrammatic representation of equation (D.52)
Noting that
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
G
(2)
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W4 (E) becomes simply
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which is formally equivalent to (3.109). It can also be written as
W4 (E) = G
(3)
0 (E)V
(32)G
(2)
0 (E)V
(2) 1
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The modied driving term is obtained by an appropriate reorganization
t(2) (E)
1
1 

G
(2)
 (E) G(2)0 (E)

t(2) (E)
= t(2) (E)
1
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ed Z4 (E)
where we have dened G
(2)
 (E) as
G
(2)
 (E) G(2)0 (E) = G(2) (E) +G(2)0 (E)

V (E) +  (E)G
(2)
 (E) (E)

G
(2)
0 (E) (D.57)
and further dene
t
(2)
 (E) = t
(2) (E)
1
1  G(2) (E)t(2) (E)
(D.58)
then,
t
(2)
 (E)
1
1 G(2)0 (E)

V (E) +  (E)G
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 (E) (E)

G
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 (E)
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W4 (E) is therefore written as
W4 (E) = Z
0
4 (E)
1
1  t(3)3 (E)Z 04 (E)
(D.59)
where Z 04 (E) is dened as
Z 04 (E) = G
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0 (E)V
(32)G
(2)
0 (E) t
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 (E)G
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0 (E)V
(23)G
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Modication on the right- and left-most parts are determined by the following arguments.
Multiplying t
(3)
3 (E) to the left-most structure of Z4 (E) gives
G
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0 (E) t
(3)
3 (E)G
(3)
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(32)G
(2)
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
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
V (32)G
(2)
 (E) (E)G
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which should be countertermed as below
G
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
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We need to take the last term
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
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Considering the matrix structure, the modication we need to do is,
Z 04 (E) =

G
(3)
0 (E) +
I3G
(3)
0 (E)

1 + 
(3)
3 (E)G
(3)
0 (E)

V (32)G
(2)
 (E)

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

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(23)

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(3)
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
G
(3)
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 +G
(3)
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
(D.64)
where G0 (E) is,
G0 (E) = G(2)0 (E) t(2) (E)G(2)0 (E)
= G
(2)
0 (E) t
(2) (E)
1
1  G(2) (E) t(2) (E)
G
(2)
0 (E) (D.65)
where, G
(2)
 (E) is dened as
G
(2)
 (E) = G
(2)
 (E) G(2)0 (E) G(2)0 (E)

V (E) +  (E)G
(2)
 (E) (E)

G
(2)
0 (E)
= G
(2)
 (E) G(2)0 (E) G(2)0 (E)V (23)G(3)0 (E) t(3)3 (E)G(3)0 (E)V (32)G(2)0 (E)
A relation between G0 (E) and the modied one G0 (E) is given as below
G0 (E) = G(2)0 (E) t(2) (E)
1
1  G(2) (E) t(2) (E)
G
(2)
0 (E)
= G0 (E) 1
1 

+G
(2)
 (E) (E) +  (E)G
(2)
 (E) +G
(2)
 (E)

G0 (E)
In practice, we just replace the original Z4 (E) with the modied one in (D.64).
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Appendix E
Formal Treatment of Two-Body
Potential Scattering
In this appendix, we briey review elements of formal potential scattering theory.
E.1 The Moller Operator and The Green Function
The initial state obeys the following time-dependent Schroedinger equation
i
d
dt
j 0 (t)i = H0j 0 (t)i (E.1)
where H0 is the free Hamiltonian
H0 =
p2
2m
(E.2)
As the particle enters into the region where it feels the potential, the initial state j 0i develops
into the state which obeys the full time-dependent Schroedinger equation
i
d
dt
j (t)i = Hj (t)i (E.3)
H is the full Hamiltonian including the potential
H = H0 + V (E.4)
the question is, how is j i related to the initial state j 0i ? Since j i coincide with j 0i in the
innite past, we require the following equation to be satised
lim
t! 1 k j (t)i   j 0 (t)i k= 0 (E.5)
let us remind that j 0i and j i can be formally solved and written as
j (t)i = e iHtj (0)i (E.6)
j 0 (t)i = e iH0tj 0 (0)i (E.7)
(E.5) then equals to
lim
t! 1 k j (0)i   e
iHte iH0tj 0 (0)i k= 0 (E.8)
where we have used the fact that e iHt is a unitary operator. We thus arrive at an equation
which relates the initial state and the full scattering state
j (0)i = 
(+)j 0 (0)i (E.9)
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(+) is called the Moeller operator and dened as follows

(+) = lim
t! 1 e
iHte iH0t (E.10)
Since the above expression is not practical, we use the identity
lim
t! 1 f (t) = lim! 1 
Z 0
1
dtetf (t) (E.11)
and rewrite (E.9)
j (0)i = lim
t! 1 e
iHte iH0tj 0 (0)i
= lim
!0

Z 0
1
dteteiHte iH0tj 0 (0)i
= lim
!0

Z 0
1
dteteiHt
Z
dpe iEptjpihpj 0 (0)i
= lim
!0
Z
dp
i
Ep + i H jpihpj 0 (0)i (E.12)
which leads to the equation relating momentum representations of each states
hpj i = lim
!0
i
Ep + i H hpj 0i (E.13)
Now we are facing the Green function which plays the central role in the scattering theory.
G (z) =
1
z  H (E.14)
Here we dened G (z) on the complex energy z. This generalization is necessary when we
consider resonances as well as bound states. Obviously, z cannot lie on the spectrum of the H.
We now dene
jpi(+) = lim
!0
i
Ep + i H jpi
= lim
!0
iG (Ep + i) jpi (E.15)
In the following, we omit lim!0 for the notational simplicity and always assume that  ! 0
limit is taken. Note that jpi(+) is an eigenstate of the full Hamiltonian H.
(H   Ep) jpi(+) = 0 (E.16)
jpi(+) thus form the complete set of states.Z
dpjpi(+) (+)hpj = 1 (E.17)
E.2 Transition Amplitude
The Transition Amplitude at time t is dened as a probability of nding plane-wave state with
momentum p in j	(t)i.
Apf (t) = hpf (t) j	(t)i
=  ihpf (0) jeiH0te Htj	(0)i (E.18)
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Scattering Cross section, which is observed in experiments, is proportional to d=dtjAj2. Thus
we also need time derivative of the transition amplitude
d
dt
Apf (t) =  ihpf (0) jeiH0tV e Htj	(0)i
=  i
Z
dpe
i

Epf Ep

thpf (0) jV jpi(+) (+)hpj	(0)i (E.19)
The matrix element hpf jV jpi(+) is called the scattering amplitude or the T -matrix element and
written as Tpfp
Tpfp = hpf jV jpi(+) (E.20)
A physical meaning of the scattering amplitude can be seen from the following discussion. The
Green function satises the identity G = G0 +G0V G which leads to the scattering equation
jpi(+) = jpi+G0V jpi(+) (E.21)
its plane-wave component is,
hpf jpi(+) =  (pf   p) + hpf jV jpi
(+)
Ep   Epf + i
(E.22)
That is, the scattering amplitude represents the probability of nding a plane-wave state with
momentum pf in the perturbed part of jpi(+).
The transition amplitude is now simply written as
Apf (t) =
Z
dpe
i

Epf Ep

thpf (0) jpi(+) (+)hpj	(0)i
=
Z
dpe
i

Epf Ep

t

 (pf   p) +
Tpfp
Ep   Epf + i

(+)hpj	(0)i
=
Z
dp

 (pf   p)  2i
 
Ep   Epf

Tpfp
	
(+)hpj	(0)i
=
Z
dpSpfp
(+)hpj	(0)i (E.23)
where we have dened the S-matrix element
Spfp =  (pf   p)  2i
 
Ep   Epf

Tpfp (E.24)
Its physical meaning is obvious that the S-matrix element is the probability from p to pf .
E.3 Analytic Properties of The Green Function and The T -
Matrix
The eigenstates of the free-Hamiltonian H0 are plane-wave jpi which forms the complete set of
states.
H0jpi = Epjpi ;
Z
dpjpihpj = 1 (E.25)
The corresponding free Green function G0 can be written as the following spectral representation
form
G0 (z) =
1
z  H0 =
Z
dpjpi 1
z   Ep hpj (E.26)
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Using the above expression and the formula
1
E  i  Ep = P
1
E   Ep  i (E   Ep) (E.27)
we obtain
G0 (E + i) G0 (E   i) =  2i
Z
dpjpi (E   Ep) hpj (E.28)
which means that the G0 has a branch cut along the real axis.
Similar argument is carried out for the full Green function G. The full Hamiltonian H has
the scattering state jpi(+) and if the interaction is attractive enough, it also has the bound states
jbi as eigenstates.
Hjpi(+) = Epjpi(+) (E.29)
Hjbi = Ebjbi (E.30)
the spectral representation of the full Green function G is then
G (z) =
X
b
jbihbj
z   Eb +
Z
dp
jpihpj
z   Ep (E.31)
We can see that the G has poles at z equals to energy of the bound states Eb in addition to the
branch cut along the real axis
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Appendix F
Analytical Approach to The
Near-Threshold S-Matrix Pole
Behavior
In this chapter, we investigate the degenerate two-body and three-body coupled-channels system
from the dispersion relation and the two-body and three-body coupled-channels optical theorem
perspective. We have so far been considering three-body elastic scattering amplitudes. In this
chapter however, we focus on two-body elastic scattering amplitudes instead of the three-body
scattering amplitudes.
We start our discussion by constructing the elastic two-body T -matrix by using the Feshbach
projection method. We then apply the multi-channel optical theorem we introduced in section
2.1 and examine the leading behavior of the imaginary part of the T -matrix. Once the leading
behavior of the spectral function is obtained, dispersion relation enables us to estimate the
leading behavior of inverse of the T -matrix which gives us behavior of poles of the T -matrix
near the threshold.
F.1 Elastic Two-Body T -Matrix In The 123    33 Coupled-
Channels System
In this section, we derive the fully-connected elastic two-body T -matrix using the Feshbach
projection method.
Let P and Q be projection operators which projects any state into three-body and two-body
channels respectively. The Feshbach projection procedure gives the following expression of the
elastic two-body T -matrix which we denote TQQ (E)
TQQ (E) = UQQ (E) + UQQ (E)
1
E  HQ0   UQQ (E)
UQQ (E) (F.1)
We dene the intermediate part of the second terms as GQQ (E)
GQQ (E) =
1
E  HQ0   UQQ (E)
(F.2)
The eective interactions in the two-body channel UQQ in which the eects originating from the
coupling to the three-body channel are embedded in are,
UQQ (E) = VQQ + VQPGP (E)VPQ
= V (2) + V (23)GP (E)V
(32) (F.3)
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GP is a three-body propagator with the bare interactions in three-body channel
GP (E) =
1
E   PHP =
1
E  HP0   VPP
(F.4)
and satises the Dyson-Schwinger equation
GP (E) = G
P
0 (E) +G
P
0 (E)V3GP (E) (F.5)
GP (E) can also be expressed with the three-body T -matrix TP (E) as below
GP (E) = G
P
0 (E) +G
P
0 (E)TP (E)G
P
0 (E) (F.6)
where TP (E) is the fully-connected three-body scattering T -matrix whose interactions are bare
two-body interactions which we have been denoting V
(3)
i . It is related to the fragmentation
amplitudes Uij (E) which are obtained by solving the (Faddeev-)AGS equations [70]
TP (E) =
3X
i;j
t
(3)
i (E)G
(3)
0 (E)Uij (E)G
(3)
0 (E) t
(3)
j (E) (F.7)
By denition, TP (E) formally satises the Lippmann-Schwinger equation
TP (E) = VPP + VPPG
(3)
0 (E)TP (E) (F.8)
The above equation is of course ill-dened and that is the very reason that we need to introduce
the (Faddeev-)AGS equations. The above equation is however, still valid keeping in mind that
we drop the disconnected parts. We rewrite the equation (F.3) using the equation (F.8) as
follows
UQQ = V
(2) + V (23)G
(3)
0 (E)V
(32) + V (23)G
(3)
0 (E)TP (E)G
(3)
0 (E)V
(32) (F.9)
The second term is a \disconnected" interaction which is equal to the self-energy  (E). We
therefore separate the second term and write UQQ (E) as
UQQ (E) = UQQ (E) +  (E) (F.10)
The full elastic two-body T -matrix is then written as
TQQ (E) = (UQQ (E) +  (E)) + (UQQ (E) +  (E))GQQ (E) (UQQ (E) +  (E)) (F.11)
The rst two terms UQQ (E) + UQQ (E)GQQ (E)UQQ (E) are fully connected and we denote it
as Tc (E).
Tc (E) = UQQ (E) + UQQ (E)GQQ (E)UQQ (E) (F.12)
Here we note that using the identity
1
A B =
1
A
+
1
A

B +B
1
A BB

1
A
(F.13)
gives the relation between Tc (E) and GQQ (E) shown below
GQQ (E) = G
(2)
 (E) +G
(2)
 (E) (UQQ (E) + UQQ (E)GQQ (E)UQQ (E))G(2) (E)
= G
(2)
 (E) +G
(2)
 (E)Tc (E)G
(2)
 (E) (F.14)
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where we have dened G
(2)
 (E) as the dressed propagator of  33 whose explicit expression is
G 1 (E) = G
 1
0 (E)  (E) (F.15)
We also note that the identity
1
A B =
1
A
+
1
A
B
1
A B =
1
A
+
1
A BB
1
A
(F.16)
gives the following equations
GQQ (E) = G
(2)
 (E) +G
(2)
 (E)UQQ (E)GQQ (E) (F.17)
= G
(2)
 (E) +GQQ (E)UQQ (E)G
(2)
 (E) (F.18)
comparing with the equation (F.14), we obtain
GQQ (E)UQQ (E) = G
(2)
 (E)Tc (E) (F.19)
UQQ (E)GQQ (E) = Tc (E)G
(2)
 (E) (F.20)
Substituting the above expression to equation (F.11), we obtain
TQQ (E) =  (E) +  (E)G
(2)
 (E) (E) +

1 +  (E)G
(2)
 (E)

Tc (E)

G
(2)
 (E) (E) + 1

(F.21)
The rst two terms are the disconnected diagrams and do not contribute to the T -matrix. The
third term contains the factors 1 +  (E)G
(2)
 (E) and G
(2)
 (E) (E) + 1 which are Moeller
operators which make the bare propagator G
(2)
0 (E) the dressed one G
(2)
 (E). They therefore
do not contribute to scattering and we drop them. The appropriate T -matrix we focus on is
therefore contained in Tc (E) in the above equation. The identity (F.16) also gives the following
Lippmann-Schwinger equation that Tc (E) satises
Tc (E) = UQQ (E) + UQQ (E)G(2) (E)Tc (E) (F.22)
In the preceding discussion, we followed closely an article by Lee and Matsuyama [71].
F.2 The Dispersion Relation and The Optical Theorem
In this section, we present another useful methods, the dispersion relation [72, 73, 74] and the
optical theorem [75, 76]. The dispersion relation is based only on analyticities of the S-matrix
and all it need is the spectral function which enables us to discuss some physics in a model-
independent manner. The optical theorem states that an imaginary part of the T -matrix is
proportional to inclusive scattering cross section. It is this very imaginary part of the T -matrix
which we need to input into the dispersion relation, that is, it is a spectral function. Note also
that the optical theorem most manifestly relates the leading behavior of the spectral function
with the phase space of the system. In this section, we consider two-body problem for simplicity.
F.2.1 The Dispersion Relation
Since the S-matrix and the T -matrix have the same analyticities, and that we are interested in
poles of the S-matrix, we consider the T -matrix instead of the S-matrix. Analyticities of the
T -matrix are most manifestly represented in the form of the spectral decomposition.
T (E) = V +
X
b
V jbihbjV
E   Eb +
Z
dp
V jpi(+)(+)hpjV
E   Ep (F.23)
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where jbi and jpi(+) are bound state and scattering state vectors of the full Hamiltonian.
Hjbi = Ebjbi (F.24)
Hjpi(+) = Epjpi(+) (F.25)
The T -matrix obviously has poles at the energies corresponding to bound states and branch cut
starting from the energy corresponding to the two-body threshold. A function which has such
analyticities satises the so called dispersion relation.
T (E0) =
1

Z 1
0
dE
ImT (E)
E   E0   i
=
P

Z 1
0
dE
ImT (E)
E   E0 + i
Z 1
0
dE ImT (E)  (E   E0)
=
P

Z 1
0
dE
ImT (E)
E   E0 + i ImT (E0) (F.26)
where we have used the fact that
1
E   E0   i = P
1
E   E0 + i (E   E0) (F.27)
The last equation of the dispersion relation shows that the real part of the T -matrix can be
calculated as integration of its imaginary part. The imaginary part of the T -matrix is therefore
called the spectral function. In theoretical calculations in practice, it is often hard to obtain a
full spectral function and the dispersive part diverges due to its imperfect form of the spectral
function. In such cases, we perform 'subtraction' to obtain nite expressions of the T -matrix.
For example, once subtracted form of the dispersion relation is, for example, given as below
T (E0) = T (0) + E0
P

Z 1
0
dE
1
E
ImT (E)
E   E0 + i ImT (E0) (F.28)
F.2.2 The Optical Theorem
The optical theorem states that the imaginary part of the T -matrix is proportional to the cross
section. We discuss the optical theorem for a single channel as well as generalized multi-channel
case.
A Single-Channel Case
The single-channel optical theorem which is identical to the unitary nature of the S-matrix is
derived as follows. Recall that the T -matrix satises the Lippmann-Schwinger equation
T (E) = V + V G0 (E)T (E) = V + T (E)G0 (E)V (E) (F.29)
T   T y is calculated as
T (E)  T y (E) = (V + V G0 (E)T (E)) 

V y + V yGy0 (E)T
y (E)

= V

G0 (E) Gy0 (E)

T + V Gy0 (E)

T (E)  T y (E)

) T (E)  T y (E) = 1
1  V Gy0 (E)
V

G0 (E) Gy0 (E)

T (E)
where we have used the Hermiticity of the interaction V which gives the following equation
T (E)  T y (E) = T y (E)

G0 (E) Gy0 (E)

T (E) (F.30)
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=
Z
d
2
2
Æ

E  
p
2
2

Figure F.1: A diagrammatic representation of the single-channel optical theorem
The factor in the center of the equation on the right-hand side gives, after taking matrix element,
a condition that the momentum in intermediate state to be that of the external one.
Inserting the completeness relation of the plane-wave states and taking the matrix element
of the above equation gives
2i ImT
 
Epp0

=
Z
dp00T 
 
Epp00

2i ImG0
 
Ep00

T
 
Ep00p0

) ImT  Epp0 =   Z dp00T   Epp00 E   p002
2

T
 
Ep00p0

The second equation represents that ImT is proportional to absolute value of the on-shell T -
matrix jT j2 which is why ImT is called the spectral function.
Two-Channels Case
A generalization to multi-channel case is easily done with the Feshbach projection method. We
consider a system in which two channels are coupled for simplicity. Sandwiching the equation
(F.30) with P from both sides, we obtain an obvious equation
TPP (E)  T yPP (E) = T yPP (E)

GP0 (E) GP y0 (E)

TPP (E)
+ T yPQ (E)

GQ0 (E) GQy0 (E)

TQP (E) (F.31)
The inelastic operators TPQ (E) can be re-written as
T yPQ (E) =

1 + T yPP (E)G
P y
0 (E)

VPQ

1 +GQy0 (E)T
y
Q (E)

(F.32)
TQP (E) =

1 + TQ (E)G
Q
0 (E)

VQP
 
1 +GP0 (E)TPP (E)

(F.33)
See appendix ( ref appendix ) for the derivation. The equation (ref eq) is therefore rewritten as
TPP (E)  T yPP (E) = T yPP (E)

GP0 (E) GP y0 (E)

TPP (E)
+

1 + T yPP (E)G
P y
0 (E)

VPQ

1 +GQy0 (E)T
y
Q (E)



GQ0 (E) GQy0 (E)



1 + TQ (E)G
Q
0 (E)

VQP
 
1 +GP0 (E)TPP (E)

(F.34)
We have decomposed the spectral function into two parts, one is those whose nal states are the
P -channel and the other whose nal state is the Q-channel. The rst factor in the second term
indicates that the left-most interaction is proportional to the full T -matrix TPP (E) or not. The
term whose left-most interaction is not proportional to TPP (E) is proportional to interaction
which couples P -channel to Q-channel.
In chapter F, we apply this multi-channel optical theorem to analyze the two-body and
three-body coupled-channels system.
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Figure F.2: A diagrammatic representation of the two-channel optical theorem
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Figure F.3: A diagrammatic representation of the coupled-channels optical theorem
F.3 The Two-Body and Three-Body Coupled-Channels Optical
Theorem
Having got rid of the disconnected parts which do not contribute to scattering between  33,
our next task is to write down the optical theorem for Tc (E) and estimate the leading behavior
of it near the threshold. Tc (E) and T
y
c (E) satises the Lippmann-Schwinger equations
Tc (E) = UQQ (E) + UQQ (E)G(2) (E)Tc (E) (F.35)
T yc (E) = UyQQ (E) + UyQQ (E)G(2)y (E)T yc (E) (F.36)
Subtracting the second equation from the rst one, we obtain
Tc (E)  T yc (E) = T yc (E)

G
(2)
 (E) G(2)y (E)

Tc (E)
+

1 + T yc (E)G
(2)y
 (E)

UQQ (E)  UyQQ (E)

G
(2)
 (E)Tc (E) + 1

(F.37)
The second term gives the spectral function whose nal state is the three-body state while the
rst term contains spectrum whose nal states are both of two-body and three-body states. In
gure F.3, we show a diagrammatic representation of the equation (F.37).
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G
(2)
 (E) G(2)y (E) = G(2)0 (E) G(2)y0 (E) +

G
(2)
0 (E) G(2)y0 (E)

(E)G
(2)
 (E)
+ G
(2)y
0 (E)

 (E)  y (E)

G
(2)
 (E)
+ Gy0 (E)
y (E)

G
(2)
 (E) G(2)y (E)

G
(2)
 (E) G(2)y (E) =
1
1 G(2)y0 (E)y (E)

G
(2)
0 (E) G(2)y0 (E)

(E)G
(2)
 (E) + 1

+ G
(2)
0 (E)

(E)  y (E)

G
(2)y
 (E)

G
(2)
 (E) G(2)y (E) =

1 +G
(2)y
 (E)
y (E)

G
(2)
0 (E) G(2)y0 (E)

 (E)G
(2)
 (E) + 1

+ G
(2)y
 (E)

 (E)  y (E)

G
(2)
 (E) (F.38)
TQQ (E) = (UQQ (E) +  (E)) + (UQQ (E) +  (E))GQQ (E) (UQQ (E) +  (E))
= UQQ (E) + UQQ (E)GQQ (E)UQQ (E) +  (E) +  (E)GQQ (E) (E)
+ UQQ (E)GQQ (E) (E) +  (E)GQQ (E)UQQ (E) (F.39)
Tc (E)  T yc (E) =

UQQ (E)  UyQQ (E)

1 +G
(2)
 (E)Tc (E)

+ UyQQ (E)

G
(2)
 (E) G(2)y (E)

Tc (E)
+ UyQQ (E)Gy (E)

Tc (E)  T yc (E)

) Tc (E)  T yc (E) = T yc (E)

G
(2)
 (E) G(2)y (E)

Tc (E)
+

1 + T yc (E)G
(2)y
 (E)

UQQ (E)  UyQQ (E)

G
(2)
 (E)Tc (E) + 1

(F.40)
Tc (E)  T yc (E)
= T yc (E)

G
(2)
 (E) G(2)y (E)

Tc (E)
+

1 + T yc (E)G
(2)y
 (E)

UQQ (E)  UyQQ (E)

G
(2)
 (E)Tc (E) + 1

= T yc (E)

1 +G
(2)y
 (E)
y (E)

G
(2)
0 (E) G(2)y0 (E)

(E)G
(2)
 (E) + 1

Tc (E)
+ T yc (E)G
(2)y
 (E)

(E)  y (E)

G
(2)
 (E)Tc (E)
+

1 + T yc (E)G
(2)y
 (E)

UQQ (E)  UyQQ (E)

G
(2)
 (E)Tc (E) + 1

= T yc (E)

1 +G
(2)y
 (E)
y (E)

G
(2)
0 (E) G(2)y0 (E)

(E)G
(2)
 (E) + 1

Tc (E)
+ T yc (E)G
(2)y
 (E)V
(23)

G
(3)
0 (E) G(3)y0 (E)

V (32)G
(2)
 (E)Tc (E)
+

1 + T yc (E)G
(2)y
 (E)

V (23)G
(3)
0 (E)

TP (E)  T yP (E)

 G(3)0 (E)V (32)

G
(2)
 (E)Tc (E) + 1

We now further decompose the spectrum in equation (F.37) into two-body and three-body
channels as follows. G
(2)
 (E) satises the Dyson-Schwinger equations
G
(2)
 (E) = G
(2)
0 (E) +G
(2)
0 (E) (E)G
(2)
 (E) (F.41)
G
(2)y
 (E) = G
(2)y
0 (E) +G
(2)y
0 (E)
y (E)G(2)y (E) (F.42)
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Subtracting the second equation from the rst one, we have
G
(2)
 (E) G(2)y (E) =

1 +G
(2)y
 (E)
y (E)

G
(2)
0 (E) G(2)y0 (E)

 (E)G
(2)
 (E) + 1

+ G
(2)y
 (E)

 (E)  y (E)

G
(2)
 (E) (F.43)
The rst term corresponds to a scattering process whose nal state is two-body channel while
the second term is those whose nal state is three-body channel. Substituting the expression in
equation (F.43), equation (F.37) becomes
Tc (E)  T yc (E)
= T yc (E)

1 +G
(2)y
 (E)
y (E)

G
(2)
0 (E) G(2)y0 (E)

(E)G
(2)
 (E) + 1

Tc (E)
+ T yc (E)G
(2)y
 (E)V
(23)

G
(3)
0 (E) G(3)y0 (E)

V (32)G
(2)
 (E)Tc (E)
+

1 + T yc (E)G
(2)y
 (E)

V (23)G
(3)
0 (E)

TP (E)  T yP (E)

 G(3)0 (E)V (32)

G
(2)
 (E)Tc (E) + 1

Noting that the identity TP (E) T yP (E) = T yP (E)

G
(3)
0 (E) G(3)y0 (E)

TP (E) holds, the last
term becomes 
1 + T yc (E)G
(2)y
 (E)

V (23)G
(3)
0 (E)T
y
P (E)

G
(3)
0 (E) G(3)y0 (E)

 TP (E)G(3)0 (E)V (32)

G
(2)
 (E)Tc (E) + 1

(F.44)
The full explicit expression for Tc (E)  T yc (E) is therefore,
Tc (E)  T yc (E)
= T yc (E)

1 +G
(2)y
 (E)
y (E)

G
(2)
0 (E) G(2)y0 (E)

(E)G
(2)
 (E) + 1

Tc (E)
+ T yc (E)G
(2)y
 (E)V
(23)

G
(3)
0 (E) G(3)y0 (E)

V (32)G
(2)
 (E)Tc (E)
+

1 + T yc (E)G
(2)y
 (E)

V (23)G
(3)y
0 (E)T
y
P (E)

G
(3)
0 (E) G(3)y0 (E)

 TP (E)G(3)0 (E)V (32)

G
(2)
 (E)Tc (E) + 1

(F.45)
Diagrammatic representation of the above optical theorem is given in gure F.4.
The decomposition we have performed is most intuitively understood in the form of the
diagrammatic representation of the equation in gure F.4. The rst term gives spectrum cor-
responding to scattering processes whose nal states are  33 two-body state while the rest
correspond to scattering processes whose nal states are 123 three-body states. The factor
in the rst term (1 + G
(2)
 (E) (E)) is the Moller which projects the bare  3 state jpi into
dressed one jpi which satisfy
HQ0 jpi = Epjpi and

HQ0 +(E)

jpi = Epjpi (F.46)
respectively. The latter eigenstate is expressed with former one as below
jpi =

1 +G
(2)
 (E + i) (E + i)

jpi = iG(2) (E + i) jpi (F.47)
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Figure F.4: A diagrammatic representation of the coupled-channels optical theorem
which satises
G
(2)
 (E)
 1 jpi = E + i HQ0   (E) iG(2) (E + i) jpi = ijpi = 0 (F.48)
and is equivalent to equation (F.46). The second term in the gure F.4 corresponds to scat-
tering processes which contain no bare interactions in the three-body channel which we have
been denoting V1; V2; V3 respectively. Note that there are no \disconnected" term such as
V (23)G
(3)
0 (E)V32 since we have dropped such terms in the previous subsection. The last term in
gure F.4 represents the scattering processes whose nal states are the three-body ones which
contain the bare interactions in the three-body channel. We can see that it is composed of two
parts, that is, the part whose initial state is proportional to the full T -matrix Tc (E) and the
part which is not.
F.4 The Leading Behavior of The Spectral Function and The
S-Matrix Near The Threshold
Having introduced the two-body and three-body coupled-channels optical theorem and its de-
composition to each channel, we now turn to examining the leading behavior of the spectral
function near the threshold. The self energy of  3 induced by the coupling to the 12 two-
body s-wave state has in general following form for energies close to the threshold.
 (E) = c0 + c1i
p
E +O (E) (F.49)
where we have suppressed the index of momentum by assuming  3 is in the rest frame. Since
two-body and three-body thresholds are degenerate, we subtract the constant term using the
counter term to obtain the dressed Green function G
(2)
 (E) which therefor behaves as below
G
(2)
 (E) 
1
E + i  c1i
p
E + i
as E  0 (F.50)
The crucial point is that for energies close to the threshold, in this case, when E  0 the
self-energy part dominates the (G0 (E))
 1 = E part and thus the dressed propagator and its
imaginary part behaves
G
(2)
 (E) 
1p
E
and ImG
(2)
 (E) 
1p
E
as E  0 (F.51)
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We will see how this behavior of the dressed Green function aects the imaginary part of the
T -matrix in the following. We examine a leading behavior of each terms in equation (F.45) with
respect to energy.
The leading behavior of the rst term in equation (F.45) corresponding to scattering processes
whose nal states are the  33 two-body state can be estimated as followsZ 1
0
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(F.52)
The factors in the above equation become zero as the two-body state goes on-shell as shown
below
 (Eq3)G
(2)

 
Eq003

+ 1 =

G
(2)
0 (Eq3)
 1
G
(2)
 (Eq3)
=
E   q2323
E   q2323   ic1
q
E   q2323
! 0 as E ! q
2
3
23
(F.53)
The rst term in equation (F.45) therefore vanishes. In case of two-body and three-body thresh-
olds are degenerate, the spectrum for  33 two-body state vanishes.
The second term in equation (F.45) isZ
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(F.54)
and can be estimated as follows leveraging the hyperspherical coordinatesZ
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It can be shown that the third term in the generalized optical theorem which is induced by the
interactions in the three-body state gives higher order in k. The leading behavior of ImT is
therefore k2.
ImT
 
Eqq0
  k2 as k  0 (F.56)
Noting that k2 is proportional to total energy E, we can also express it as
ImT
 
Eqq0
  E as E  0 (F.57)
the leading behavior of Im (T (Eqq0)) 1 is also E
Im
 
T
 
Eqq0
 1  c1E (F.58)
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We now leverage the dispersion relation which (T (Eqq0)) 1 satises. Its explicit expression is,
 
T
 
Eqq0
 1
=
1

Z 1
0
dE0
Im (T (E0qq0)) 1
E0   E   i (F.59)
What we wan to know is how inverse of the T -matrix behaves near the threshold. We therefore
perform one subtraction (see section F.2) and introduce a cut-o  to regularize the integral.
The cut-o is taken to be a upper bound in which the expression (F.57) is valid. The leading
behavior of T 1 (Eqq0) is therefore evaluated to be
T 1 (E) = c0 +
1

E
Z 
0
dE0
1
E0
c1E
0
E0   E   i  c0   c1E log ( E) as E  0 (F.60)
F.5 Pole Behavior Near The Threshold
In this section, we perform a close analysis of the pole trajectories near the threshold which is
governed by the equation (F.60)
c0   c1E log ( E) = 0) c0
c1
  E log ( E) = 0) g   E log ( E) = 0 (F.61)
where g is a dimensionless coupling constant. For notational simplicity, we let  E = rei and
rewrite the above equation as below
g + r f(cos  log r    sin ) + i (sin  log r +  cos )g = 0 (F.62)
Since the coupling constant g is real, the imaginary part vanishes to give a following constraint
between r and 
r (sin  log r +  cos ) = 0 (F.63)
The equation we must solve is therefore,
g + r (cos  log r    sin ) = 0 (F.64)
r (sin  log r +  cos ) = 0 (F.65)
equation (F.65) has two obvious solutions
r = 0 and  = any (F.66)
 = 0 and r = any (F.67)
which correspond to zero energy and non-zero energy bound states respectively. For  = 0, that
is, for bound states, the equation (F.64) becomes
g + r log r = 0 (F.68)
This equation has real solution r for g > 0 and r ' 0 when g ' 0. This is most obviously
understood in a graphical manner as shown in gure F.5. The intersection between a curve r log r
and the horizontal line g = const: gives the binding energy in the form Eb = r. Intersection
which gives r  0 is meaningless one since it is a solution far from threshold.
Other possible solutions are, those satisfy the following equation which is equivalent to
equation (F.65)
r (sin  log r +  cos ) = 0) log r =   
tan 
) r = exp

  
tan 

(r 6= 0;  6= 0) (F.69)
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Figure F.5: A graphical expression of the equation (F.68). The x component of the intersection
between the curve r log r and horizontal line  g = const: < 0 give the binding energy. The
intersection on the right hand side is irrelevant since the equation (F.68) is valid for small r.
The third equation clearly determines the relation between r and  and therefore the shape of
the trajectories. Since the equation (F.64), (F.65) is valid only for the energy regions close to
the threshold E  1, we require r  1 which restricts  to be
 ' n n = 1;2;    (F.70)
Substituting the expression in equation (F.69) into (F.64) and with a bit of algebra, we obtain
g   exp

  
tan 


sin 
= 0 (F.71)
This equation might also be the easiest to understand in a graphical manner (see gure F.5
). The intersections between exp (= tan ) = sin  and the horizontal line g = const: gives the
argument . When g approaches zero from a negative sign, innite number of poles lying on
each Riemann surfaces approach threshold and they eventually merge when g = 0 then as g
gradually become bigger g > 0, each poles goes away from threshold on each Riemann surfaces
except the one which goes on through the negative real axis to become bound state.
As we mentioned earlier in this section, in case of single-channel two-body s-wave scattering,
pole of the S-matrix approaches to threshold which we take to be the origin on the complex
momentum plane, from the negative imaginary axis, going upward to become bound state. This
can be clearly seen in the eective range expansion of the T -matrix [67]
Ts
 
Eqq0

=
1
  1a + r2p2 +      ip
' 1  1a   ip
(F.72)
The S-matrix pole trajectory close to threshold is therefore determined only by one parameter,
namely the scattering length a. In 123  33 system, a same circumstances occur. The poles
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Figure F.6: The x component of the intersections between a curve   exp    tan  sin  and hor-
izontal line  g = const: give argument of the S-matrix poles. We can see that for g > 0,
the equation has a solution  = 0 which corresponds to a bound state. As g approaches zero
from negative side, poles approach the threshold from the rst and the fourth quadrant of the
unphysical complex energy sheets and they eventually merge at threshold when g = 0. As we
gradually increase g from zero, poles scatter away into the second and the third quadrant of the
unphysical complex energy sheet except the one that becomes a bound state.
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Figure F.7: The S-matrix pole trajectories characterized by (F.74) which lie on the relevant
complex energy sheets are shown.
of the S-matrix in the two-body and three-body coupled-channels system satisfy the equation
(F.61)
g   E log ( E) = 0 (F.73)
We can see that for poles very close to threshold, trajectories of poles are determined by a single
parameter g. Ep in the above equation can be expressed with the so-called Lambert W function
W (E) as below
Ep =
g
W ( g) (F.74)
The Lambert W function W (z) is a multi-valued function and whose denition is
z =W (z) eW (z) (F.75)
The physical pole trajectory is given by one of branch often referred to W 1 (x) which satises
W 1 (xex) = x for x   1 (F.76)
The S-matrix pole trajectories very close to threshold is determined by equation (F.74), and are
given in gure F.7. This behavior is universal in a sense that any pole trajectories which are
generated in a degenerated two-body and three-body coupled-channels system lie on the same
curve (F.74) as we showed in the previous chapter (see gure 4.3.2).
F.6 Relation Between The Present Work and The Emov States
We briey discuss the relation between our work and the Emov physics which is a characteristic
phenomenon in quantum mechanical three-body (and more-body) physics.
It was Emov [77, 78, 79, 80] who showed that in quantum mechanical three-body system,
innite number of arbitrarily shallow bound states appear when at least two of three interaction
are tuned so that they form zero-energy bound states. The binding energies form geometrical
series
EN+1=EN = e
 2=s0 (F.77)
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where s0 is a constant which is a solution of the following equation
s0 cosh
s0
2
=
8p
3
sinh
s0
6
(F.78)
It is however, in a decade or so that the relation between the Emov eect and the renormaliza-
tion group limit cycle was revealed (see [81, 82, 83, 84, 85, 86, 87, 88, 89] and [50, 90] for a recent
review). In the following, we will see how the Emov physics and the system we investigated in
this thesis are related, specically, why we did not encounter the Emov spectrum.
We consider 123    11    22    33 coupled-channels system. It is always possible
to formally take eects induced by the coupling to the three-body state 123 into account
as eective interactions in the  11    22    33 coupled-channels problem. The Lippmann-
Schwinger equation which the T -matrix satises is,
T (E) = V + V G (E)T (E) (F.79)
where, all quantities are now 3  3 matrix whose indices correspond to each  ii two-body
channels.
It is shown by authors [82, 83, 84, 85, 86, 87, 88, 89] that in case of three identical bosons, the
scattering equation between a pair of two-particles (they call it \dimeron") and another particle
satises the formally equivalent equation to (F.79) except that the equation is one-dimensional
instead of 3  3 and the Emov spectrum does appear. Therefore, if we set all corresponding
parameters equal in the 123    11    22    33 coupled-channels system, we expect the
solution contains symmetric solution, that is, a solution they derived which manifests the Emov
eect. The logic is almost trivial as we will demonstrate it in the following.
Since all the corresponding parameters are set to equal, T (E) and V then has only two
independent components (one is diagonal and the other is o-diagonal element), the T (E) and
V in the Lippmann-Schwinger equation (F.79) is explicitly written as follows
T (E) =
0@ T1 (E) T2 (E) T2 (E)T2 (E) T1 (E) T2 (E)
T2 (E) T2 (E) T1 (E)
1A V =
0@ V1 V2 V2V2 V1 V2
V2 V2 V1
1A (F.80)
The T (E) and so is the Lippmann-Schwinger equation (F.79) is then diagonalized as
U yT (E)U =
0@ T1 (E)  T2 (E) 0 00 T1 (E)  T2 (E) 0
0 0 T1 (E) + 2T2 (E)
1A (F.81)
the third component is symmetric one and written explicitly, it becomes
t (E) = (V1 + 2V2) + (V1 + 2V2)G0 (E) t (E) where t (E) = T1 (E) + 2T2 (E) (F.82)
Though the o-diagonal components are doubled, it can be absorbed into the o-diagonal in-
teraction strength. The fully-coupled system therefore does contain the Emov phenomena.
We then consider the case that  3 is much heavier and  33 decouples so that the equation
reduces to 2 2 matrices. T and V then has only two independent components.
T (E) =

T1 (E) T2 (E)
T2 (E) T1 (E)

V =

V1 V2
V2 V1

(F.83)
The Lippmann-Schwinger equation (F.79) and so is the T -matrix then diagonalized to give
U yT (E)U =

T1 (E) + T2 (E) 0
0 T1 (E)  T2 (E)

(F.84)
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that is, the solution to the equation (F.79) still has symmetric part.
t (E) = (V1 + V2) + (V1 + V2)G0 (E) t (E) where t (E) = T1 (E) + T2 (E) (F.85)
Its meaning is that 123    11    22 coupled-channels system do exhibit the Emov phe-
nomena.
It is however, obvious that in case of  22 is also decoupled, the structure of the Lippmann-
Schwinger equation (F.79) is no longer the same as it were for previous two coupled-channels
system. Written explicitly,
T1 (E) = V1 + V1G0 (E)T1 (E) (F.86)
More specically, it does not contain the o-diagonal element and therefore Emov eect does
not manifest itself in the 123    11 system, the very system we investigated in this thesis.
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