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Abstract— Data-driven approaches to tactile sensing aim
to overcome the complexity of accurately modeling contact
with soft materials. However, their widespread adoption is
impaired by concerns about data efficiency and the capability
to generalize when applied to various tasks. This paper focuses
on both these aspects with regard to a vision-based tactile
sensor, which aims to reconstruct the distribution of the three-
dimensional contact forces applied on its soft surface. Accurate
models for the soft materials and the camera projection, derived
via state-of-the-art techniques in the respective domains, are
employed to generate a dataset in simulation. A strategy is
proposed to train a tailored deep neural network entirely
from the simulation data. The resulting learning architecture
is directly transferable across multiple tactile sensors without
further training and yields accurate predictions on real data,
while showing promising generalization capabilities to unseen
contact conditions.
I. INTRODUCTION
Understanding physical contact with the environment is
a crucial requirement for the safe and reliable operation of
robots interacting with their surroundings. As an example, a
robot that aims to grasp objects in a cluttered box benefits
from sensory feedback about the contact with these objects,
in order to infer the quality of the grasp and correct its behav-
ior [1], [2]. Research on tactile sensing focuses on providing
such feedback, generally by processing the information about
the deformation of a soft sensing surface when interacting
with external bodies.
Among the various quantities of interest, the distribu-
tion of the contact forces applied to the sensing surface
offers high versatility in terms of tasks and conditions. In
fact, the contact force distribution retains information about
the total force applied and it densely encodes the surface
patches in contact with external objects. Additionally, its
distributed nature provides a representation that generalizes
to various contact conditions, i.e., interaction with a generic
number of objects, sensing surfaces of arbitrary shape and
size. However, the complexity of accurately modeling soft
materials has hindered the development of sensors that
can accurately reconstruct the contact force distribution in
real-time, especially in the case of large deformations of
the soft sensing surface. As a matter of fact, when soft
materials, e.g. rubber, deform beyond a limited linear elastic
region, the stress-strain relation becomes nonlinear [3]. As a
result, accurately mapping the information about the material
deformation to the contact forces generating it becomes
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(a) Simulated indentation (b) Real-world indentation
(c) Synthetic OF features (d) Real-world OF features
(e) Ground truth (f) Real-world prediction
Fig. 1: In this work, a fully synthetic dataset (see (a), (c) and (e)) is generated
to train an artificial neural network, which aims to reconstruct the three-
dimensional contact force distribution applied to the soft surface of a vision-
based tactile sensor from optical flow (OF) features. The networks exhibits
accurate predictions on real-world data (see (b), (d) and (f)). Note that in
(e) and (f) only the vertical component of the contact force distribution is
shown.
challenging and often computationally infeasible in real-time
for general cases.
In order to overcome this limitation, machine learning
approaches have been proposed to obtain a data-driven
model, which approximates the mapping of interest and
yields appropriate inference times. A drawback in these
approaches is the large amount of data typically required
for each sensor produced and their limited generalization
capabilities when applied to data not seen during the training
time. This paper proposes a strategy to train a deep neural
network with data obtained via highly accurate, state-of-the-
art simulations of a vision-based tactile sensor, exploiting
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hyperelastic material models and an ideal camera projection.
The network is directly deployed to a real-world application,
where the images are transformed to the reference simulation
camera model. In this way, the network does not need to
be trained for each sensor, but only the appropriate camera
calibration parameters need to be extracted. The real-world
evaluation shows an accurate transfer from simulation to
reality (sim-to-real, or sim2real), and a refinement strategy
is proposed to further improve the real-world performance
with a single indentation. In the case considered in this
paper, the training dataset only consists of simulations of
single spherical indentations. However, the model deployed
in reality shows promising generalization capabilities to
multiple contact conditions and to indenters of different
shapes. The sensing pipeline presented here runs on the
CPU of a standard laptop computer (dual-core, 2.80 GHz)
at 50 Hz.
A. Related work
The estimation of contact forces using tactile sensors has
been largely investigated in the context of contact with single
objects, where the force magnitude and location, or the
object shape is of interest. Several approaches have been
developed for resistive [4], barometric measurement-based
[5], capacitive [6], and optical [7] tactile sensors, either using
model-based or data-driven methods. Compared to these
categories, optical (or vision-based) tactile sensors exhibit
very high resolution, low cost and ease of manufacture, at
the expense of non-trivial data processing.
In the context of vision-based tactile sensors, the recon-
struction of the contact force distribution was first addressed
in [8]. The soft material was modeled as an infinite, linear
elastic half-space and a closed-form solution was proposed
to map the deformation of the material to the contact force
distribution. In [9], a technique based on the finite element
method (FEM) was proposed to estimate the force distribu-
tion in real-time, given the assumption of linear elasticity.
The same assumption was used in [10] to formulate an
optimization-based method that estimated the surface patches
in contact with external objects. While data-driven tech-
niques are potentially suitable to overcome the complexity
of modeling soft materials without introducing assumptions
only valid for small deformations, their application to the es-
timation of distributed quantities has mainly been prevented
by the lack of a ground truth source, which is crucial for
supervised learning approaches. However, in [11] a strategy
based on offline finite element simulations was recently
proposed to address this problem and provide ground truth
labels for generic data-driven tactile sensors. A hyperelastic
model was shown to outperform a linear elastic formulation
also for rather small deformations.
The major drawback of learning-based approaches to
tactile sensing, either estimating total forces or distributed
quantities, lies in their high data requirements. To partially
address this issue, a transfer learning approach was proposed
in [12] to reduce the amount of data needed to transfer a
learning architecture across the different sensors produced.
Recently, simulation approaches have been investigated for
different sensing principles in order to perform most of the
training phase with synthetic data. In [13], a simulation
model was presented to generate raw data for a sensor
based on barometric measurements, with the location and
magnitude of the force applied at a contact point as inputs.
Tactile images for an optical sensor based on multi-color
LEDs were generated in simulation in [14] for various
deformations of the sensing surface. Binary tactile contacts
were simulated in the context of a grasping scenario in [15],
while a sim-to-real approach was investigated in [16] for the
estimation of conductivity on the surface of a tactile sensor
based on electrical impedance tomography.
This work aims to provide a simulation strategy to gener-
ate an entire supervised learning dataset for a vision-based
tactile sensor, with the objective of estimating the full contact
force distribution from real-world tactile images. The sensor
was first presented in [17] and is based on a camera that
tracks a random spread of particles within a soft, transparent
material to infer information about the forces applied to the
sensing surface. In the proposed design, all pixels of the
camera provide informative data, which can be leveraged
via a machine learning architecture aiming to reconstruct the
three-dimensional contact force distribution with high accu-
racy, as shown in [11]. As opposed to [11], where simulated
ground truth labels for the force distribution were matched
to real-world images, this work proposes to also generate the
tactile images in simulation and to use the entire synthetic
dataset in a supervised learning fashion. To this purpose,
deformation data were generated via FEM simulations based
on hyperelastic material models and fed through an ideal
pinhole camera model. For real-world deployment, the tactile
images obtained on a real tactile sensor were transformed to
the pinhole reference model, by employing state-of-the-art
calibration methods. In this way, not only can the model
trained in simulation be deployed to real-world sensors, but
it can also be easily transfered across multiple instances of
the sensors produced, provided that the calibration model has
been extracted.
B. Outline
The sensing principle and the hardware used to evaluate
the approach presented here are discussed in Section II. The
generation of synthetic tactile images and ground truth labels
are described in Section III. In Section IV, the transformation
applied to real-world data is presented, as well as the
procedure to obtain an accurate camera projection model.
The results are discussed in Section V, while Section VI
draws the conclusions and gives an outlook on future work.
In the remainder of this paper, vectors are expressed as tuples
for ease of notation, with dimension and stacking clear from
the context.
II. SENSING PRINCIPLE
The sensor employed in this paper follows the principle
introduced in [17]. Three soft silicone layers are poured
on top of an RGB fisheye camera (ELP USBFHD06H),
Fig. 2: An exploded view of the tactile sensor employed in this paper is
shown in the figure above.
surrounded by LEDs. From the bottom: a stiff transparent
layer (ELASTOSIL R© RT 601 RTV-2, mixing ratio 7:1,
shore hardness 45A), which serves as a spacer and for light
diffusion; a very soft transparent layer (EcoflexTM GEL, ratio
1:1, shore hardness 000-35), which embeds a spread of ran-
domly distributed polyethylene particles (microspheres with
a diameter of 150 to 180 µm); a black layer (ELASTOSIL R©
RT 601 RTV-2, ratio 25:1, shore hardness 10A), which is
more resistant to repeated contact than the middle layer and
shields the sensor from external light. An exploded view
of the sensor layers is depicted in Fig. 2. The volume of
the gel containing the particles is 30×30×4.5 mm, while
the joint volume of the particle layer and the black layer is
32×32×6 mm.
When the soft sensing surface is subject to force, the
material deforms and displaces the particles tracked by
the camera. This motion generates different patterns in the
images, which can be processed to extract information about
the contact force distribution causing the deformation.
III. LEARNING IN SIMULATION
The contact force distribution is modeled here in a dis-
cretized fashion, by dividing the square sensing surface in
n× n bins of equal area. Three matrices FGx , FGy , FGz of size
n× n represent the force distribution in the gel coordinate
system, where the origin is placed at one of the surface
corners, xG and yG are aligned with two perpendicular
surface edges and zG is the vertical axis, pointing from the
camera towards the surface, as shown in Fig. 4. Each matrix
element represents the respective force component applied at
the respective bin.
The reconstruction of the force distribution can be posed as
a supervised learning problem, even if there are no readily
available commercial sensors that can measure the ground
truth, i.e., the three-dimensional contact force distribution
applied to soft materials, without altering the sensing surface.
In fact, in [11] it was shown how highly accurate ground truth
force distributions can be obtained by means of FEM simu-
lations, where the corresponding nodal forces are summed
within each bin to obtain the force distribution matrices.
In [11], hyperelastic models of the soft materials employed
were obtained via state-of-the-art characterization methods
and used to simulate thousands of indentation experiments.
In order to create a supervised learning dataset (see Fig. 3),
the resulting ground truth labels were then matched to optical
flow features extracted via an algorithm based on dense
FEM simulations
Real-world indentations
Training
+
Evaluation
Ground truth
force distribution
DIS optical flow
(a) Dataset generation as in [11]
FEM simulations
Real-world indentations
Training
Evaluation
Synthetic
optical flow
Ground truth
force distribution
DIS optical flow
from
remapped images
(b) Dataset generation proposed here
Fig. 3: As shown in (a), the strategy proposed in [11] was based on the
collection of real-world images, from which optical flow features were
extracted. Ground truth labels were obtained in simulation and assigned
to these features to train a supervised learning architecture. The resulting
architecture was then evaluated on a portion of this dataset, not used
during training. Here the training dataset is fully generated in simulation
by extracting synthetic optical flow features from FEM indentations. In this
step, a reference pinhole camera model is employed. The sim-to-real transfer
is evaluated on a dataset composed of real optical flow features, which
are computed after the real-world (distorted) images are remapped to the
reference pinhole model.
inverse search (DIS [18]). These features were obtained
by replicating in reality the same indentation experiments.
Conversely, in this paper the optical flow features, which
are the input to the learning algorithm, are obtained as well
from the simulated indentations and together with the ground
truth labels contribute to generating a fully synthetic training
dataset, greatly reducing the data collection efforts. The
sim-to-real transfer is evaluated on real-world indentations
performed at sampled surface locations, as discussed in
Section IV.
A. Generating optical flow features
The DIS optical flow algorithm estimates the displacement
of the particles at each pixel between a reference frame
(with the gel at rest) and the current frame. In order to
replicate this functionality on the simulated indentations,
the undeformed gel volume containing the particles is first
sampled on a fine uniform grid of points. In the remainder of
this paper, the positions of these points with the gel at rest are
zG
xG
zP
xP
∆sj
∆pj
Fig. 4: The figure depicts the coordinate systems employed, here shown
in the two-dimensional case. The displacement vectors are retrieved from
the FEM simulations in the gel coordinate system (superscript G) and
transformed to the pinhole coordinate system (superscript P ). Finally, the
projected pixel displacements are computed as described in (5)-(6).
denoted as undeformed locations, while their positions after
deformation are denoted as deformed locations. For each
indentation, the respective displacement vectors are assigned
to the undeformed locations, via an inverse distance weighted
interpolation [19] of the displacement field obtained from the
FEM simulations. This step ensures that 3D displacement
vectors are estimated at uniformly spaced locations, since the
FEM mesh is generally refined at sections of interest. Each
of these displacement vectors emulates the motion that a
particle located at the respective undeformed location at rest
would experience during an indentation. Within a specific
indentation, this means that a particle with an initial location
in the gel coordinate system at
sGj := (x
G
j , y
G
j , z
G
j ) (1)
is expected to move to a deformed location sGj +∆s
G
j , where
∆sGj := (∆x
S
j ,∆y
S
j ,∆z
S
j ) (2)
represents the corresponding displacement vector, for
j = 0, . . . , Ns − 1, with Ns the number of sampled loca-
tions. In order to simulate an optical flow estimation, the
displacement vectors are projected to the image plane. This
involves a coordinate transformation, from the gel coordinate
system (aligned with the simulation coordinate system) to
the image, employing an ideal pinhole camera model [20,
p. 49], as depicted in Fig. 4. To this purpose, a displacement
vector and its corresponding undeformed location are first
transformed to the 3D pinhole camera coordinate system as
∆sPj = R
GP∆sGj , (3)
sPj = R
GP sGj + t
GP , (4)
where RGP and tGP := (tGPx , t
GP
y , t
GP
z ) are the correspond-
ing rotation matrix and a translation vector, respectively,
comprising the reference camera’s extrinsic parameters. The
choice of these parameters is further discussed in Section IV.
The resulting pixel displacement and the projection of
the corresponding undeformed location on the image, i.e.,
∆pj := (∆uj ,∆vj) and pj := (uj , vj), respectively, are
then computed as
∆pj = Ka,j(s
P
j + ∆s
P
j )−Kb,jsPj , (5)
pj = Kb,js
P
j , (6)
with
Ka,j =
1
zPj + ∆z
P
j
[
f 0 uc
0 f vc
]
, (7)
Kb,j =
1
zPj
[
f 0 uc
0 f vc
]
, (8)
where |f | is the focal length and the camera center coordi-
nates uc, vc are set at the image center. Since the particle
layer has a square horizontal section of 30×30 mm, the
image region of interest is set as a square of (arbitrary)
dimension 440×440 pixels and the focal length is equally
chosen for both the image coordinates as
f :=
440
30
tGPz , (9)
to exactly fill the image with the particle layer. Note that
f is negative, due to the definition of the pinhole camera
coordinate system.
In order to create a compact set of features, the image
is divided into m × m regions of equal area. The pixel
displacements are assigned to the image regions, based on
the coordinates of the corresponding pj . Then, the average
of these displacements within each image region (i, l), for
i = 0, . . . ,m−1 and l = 0, . . . ,m−1, is computed for both
components as
∆uil =
1
‖wil‖
∑
j∈Jil
wj∆uj , (10)
∆vil =
1
‖wil‖
∑
j∈Jil
wj∆vj , (11)
where Jil ⊆ {0, . . . , Ns − 1} is the set of the displacement
indices assigned to the region (i, l), wj are averaging weights
and ‖wil‖ :=
∑
j∈Jil wj .
The weights are introduced to account for occlusions
occurring in real-world images. In fact, since the synthetic
optical flow emulates the displacement of the particles in
reality, one must consider the fact that on real images some
of the particles might be occluded by the particles closer
to the camera. For this reason, each projected displacement
is weighted in (10)-(11) with the probability of both its
deformed and undeformed locations being visible in the
image, that is,
wj := ρjσj , (12)
where ρj is the probability that a particle located (in the gel
coordinate system) at sGj is visible in the image frame taken
with the gel at rest, and σj is the probability that a particle
located at sGj +∆s
G
j is visible in the image frame taken after
deformation, that is, at the time the optical flow is being
computed. Note that here the two visibility events in the
respective frames have been considered to be independent,
which might not be a valid assumption for some special cases
(e.g., for particles placed on the camera optical axis during
centered vertical indentations). However, this simplifies the
derivation and has proved to be a reasonable assumption in
practice. The two probability values for each weight can
be computed via Monte Carlo simulations, assuming that
the density of the particles does not considerably change
during an indentation. This is done by randomly drawing
100 different particle configurations and projecting them to
the image plane using (4) and (6). Assuming that a spherical
particle is projected to a circle in the image, the radius r of
the projected circle is computed as shown in the Appendix,
and a particle is considered as occluded if its center in the
image is covered by any other circle generated by a particle
closer to the camera. Note that in the calculation of the
weights, the particle configurations are sampled using the
known particle-to-silicone ratio. The resulting particles are
generally less than Ns, which is chosen to be large enough
to enhance robustness to numerical noise in the FEM results.
The probability of a visible particle is approximated in
discrete 3D bins, to which particles are assigned depending
on their position within the gel, dividing the number of
visible particles in the bin by the total number of parti-
cles assigned to the respective bin. This is done for each
particle layer configuration and the resulting probabilities
are averaged over the 100 configurations. Both the values
ρj and σj are retrieved from this probability discretization,
depending on the locations sGj and s
G
j + ∆s
G
j for the j-
th displacement vector. Note that this is a valid procedure
for computing σj only if the density of the particles is
constant over an indentation. This assumption is justified by
the large number of particles spread within the gel at varying
depths. However, this approximation becomes more severe
for large deformations, when the particles tend not to spread
homogeneously.
B. Learning architecture
The learning task is addressed here as an image-to-image
translation, also known as pixel-wise regression. In fact, the
quantities obtained from (10)-(11) are rearranged to form
an image-like tensor with two channels each with m × m
elements. Similarly, the three matrices FGx , F
G
y , F
G
z repre-
senting the force distribution are grouped in three channels
each with n×n elements. In the following, the case subject
of evaluation, i.e., m = 40, n = 20, will be considered.
In this paper, the neural network architecture is largely
inspired by u-net [21], a well-known architecture widely
employed for image segmentation tasks. The original version
in [21] exhibited a fully convolutional structure, with a
contracting path to extract context from the image patches
and a symmetric expanding path (via upsampling) to assign a
label to each pixel. Additionally, high resolution information
was fed to the upsampled layers to perform pixel-wise
regression. Here, the blocks inspired by u-net are placed after
a spatial transformer network (STN [22]), which learns an
affine transformation of the input features conditioned to the
input itself, with the purpose of aligning the optical flow with
the contact force distribution. The architecture is depicted in
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(b) The STN localization network
Fig. 5: The learning architecture is built upon an STN part and a slimmer
version of u-net. For ease of visualization, some abbreviations have been
introduced above. For instance, the label “3×3 conv, 4” indicates a con-
volutional layer with four output channels and a 3×3 kernel, while “1/2
max pooling” refers to a maximum pooling layer, which subsamples the
input to half of its original size. Finally, “3×3 upconv, 4” represents an
upconvolutional layer, which doubles the input size, and “FC 32” denotes
a fully connected layer with 32 units. In (a), the dashed arrow indicates the
concatenation of the high resolution content with the upsampled information.
For all 3×3 convolutional layers, unitary zero-padding and a stride of 1
were used to retain the input size, as opposed to the last layer, where no
padding and a stride of 2 halve the input to obtain 20×20 force distribution
matrices. In (b), the localization network of the STN is shown, which learns
a 6D affine transformation. No padding and a stride of 1 were used for the
convolutional layers. In both (a) and (b), batch normalization and rectified
linear unit activations were used at all convolutional and fully connected
layers, with the exception of the respective output layers (in green).
Fig. 5. Note that the STN block only transforms the input
image using the learned affine transformation, retaining the
initial input size.
In order to close the sim-to-real gap, the synthetic optical
flow features are perturbed during training via elastic de-
formation noise (see Fig. 6), which has been proven to be
especially suitable for pixel-wise regression tasks [23].
IV. REAL DATA ADJUSTMENT
In real-world applications, the pinhole camera model
does not capture the full camera projection, which exhibits
lens distortion and various non-idealities. Camera calibration
techniques aim to find the actual camera model from real
images taken with the camera of interest. In this section,
a procedure is proposed that enables the deployment of
the neural network trained in simulation as described in
Section III (assuming a pinhole projection) to a real-world
sensor with a generic camera model. First, the employed
camera calibration technique is presented. Then, an algorithm
(a) Original OF features (b) Deformed OF features
Fig. 6: In this figure, an example of the synthetic optical flow (OF) features
before (a) and after (b) elastic deformation is shown. The color represents
direction, while darker regions represent smaller displacements.
(a) Calibration procedure (b) Calibration image
Fig. 7: Six calibration images were used to obtain the real-world camera
model. The images were taken before casting the two upper silicone layers,
by placing a grid pattern at different positions, with only a transparent
silicone medium of different shapes between the camera and the pattern.
The calibration using the toolbox described in [24] obtained a subpixel
reprojection error.
to remap the real world images to the pinhole reference
model introduced in Section III is described.
A. Camera calibration
Given the large field of view of the fisheye lens employed,
a calibration technique that accounts for the lens distortion
is required to accurately match the camera projection. The
strategy presented in [24] was employed in this paper, since
it is tailored to omnidirectional and fisheye cameras and
enables straightforward calibration via a MATLAB toolbox.
However, given the fact that in the application discussed here
the camera is surrounded by silicone, the different refraction
index with respect to air causes the light rays to deviate.
Although the calibration method presented in [24] does not
account for these refraction effects, shooting the calibration
images directly through the same silicone medium (the stiffer
rubber described in Section II) yielded accurate results. One
of the calibration images is shown in Fig. 7. As a result of
the calibration, the toolbox provides a function denoted as
world2cam, which accounts for the intrinsic parameters
and projects a 3D point in the coordinate system of the
real-world camera to the corresponding pixel in the image.
By feeding an image in which the origin of the calibration
pattern is aligned with the FEM coordinate system, the
toolbox also outputs the extrinsic parameters of interest,
RGC and tGC . These parameters represent a transformation
from the FEM (or gel) coordinate system to the coordinate
system of the real-world camera (see Fig. 8).
zG
xG
zP x
P
zC
xC
tGPz
Fig. 8: The remapping procedure is shown in this figure. A new pinhole
camera image is generated by filling each pixel with the corresponding real
image pixel, found by reflecting the appropriate image ray on the bottom
of the particle layer. Note that this approximation is exact when the origins
of the pinhole (superscript P ) and real (superscript C) camera coordinate
systems coincide.
B. Images remapping
The camera model obtained via calibration is employed
to remap the images as if they were shot with the reference
pinhole camera described in Section III. In this way, the
neural network trained on the simulation data obtained via
the pinhole model can be deployed to real tactile sensors with
different intrinsic and extrinsic parameters, provided that they
share the same gel geometry and mechanical properties.
The procedure is based on reprojecting the pixels in the
distorted image onto the pinhole image via the corresponding
3D world points. Since the images provide 2D information,
only the direction of the corresponding 3D points can be
retrieved. To overcome this limitation, the vertical coordinate
of the 3D points is considered to be fixed and known. Since
the majority of the particles visible in the image are the
ones closer to the camera, this vertical coordinate is set to
the lowest point zP := tGPz of the silicone layer containing
the particles. Fig. 8 depicts the remapping procedure.
For each pixel p := (u, v) in the pinhole image, the
respective 3D world approximation sP := (xP , yP , tGPz ) is
retrieved inverting the pinhole projection (see (6)) as
xP =
tGPz
f
(u− uc), (13)
yP =
tGPz
f
(v − vc). (14)
The 3D point is then transformed to the coordinate system
of the real-world camera via the appropriate rotation and
translation,
sC = RGC
(
RGP
)−1 (
sP − tGP )+ tGC . (15)
Note that the reference pinhole extrinsic parameters RGP
and tGP , which can be arbitrarily chosen, are set in the
vicinity of the expected RGC and tGC , respectively, to limit
the impact of the approximation introduced above. These
parameters depend on the design and assembly of the real-
world tactile sensors. Finally, the corresponding pixel in the
real-world image is retrieved via the world2cam function.
An example of a remapped image is shown in Fig. 9.
(a) Original image (b) Remapped image
Fig. 9: As shown in this figure, the remapping procedure removes most of
the image distortion (see (a)), with the particle layer captured as a square
in (b).
V. RESULTS
A fully synthetic dataset including 13,448 vertical inden-
tations over the entire sensing surface was generated as
described in Section III. A stainless steel, spherical-ended
cylindrical indenter with a diameter of 10 mm was modeled
and used for all the indentations. The simulations were of
the same type as in [11], where additional details are given.
The same setup was prepared in reality, where an equal
indenter was attached to the spindle of an automatically
controlled milling machine (Fehlmann PICOMAX 56 TOP).
In this real-world scenario 200 indentations were performed,
where the images were collected and matched to simulated
ground truth labels, as described in [11]. These indentations
were in the same range as the synthetic data and spanned a
depth of 2 mm and normal forces up to 1.7 N. The simulation
and real-world scenarios are depicted in Fig. 3.
The neural network was trained on the fully synthetic
dataset, by minimizing the mean squared error via the Adam
optimizer [25], as implemented in Pytorch1. The network
was then evaluated on the real-world data, composed of
real images and respective synthetic labels. As described
in Section IV, the real-world images were remapped to the
reference pinhole camera frame via the calibrated camera
model, using both the intrinsic and extrinsic parameters.
Additionally, a strategy was implemented to compensate for
the mismatches introduced during production, assembly and
calibration. In fact, in the current setup the exact alignment of
the calibration pattern with the gel frame, which is necessary
to retrieve the extrinsic parameters, is challenging. In order
to take these deviations into account, a single real-world
indentation taken in the center of the sensor at a depth of
1.25 mm was used to perform a local refinement of tGC . This
refinement was performed via a grid search around tGC , by
minimizing the mean squared error between the synthetic
and real-world optical flow features. The magnitude of the
resulting deviation was 0.7 mm, which is compatible with
the hypothesis that this error was mainly introduced during
the placement of the calibration pattern. A sample prediction
on real-world data after refinement is shown in Fig. 1.
The evaluation results on the full real-world dataset are
shown in Table I for the cases with and without refinement.
The RMSE rows show the root mean squared error on the
1https://pytorch.org/
(a) Multi-contact indentation (b) FGz prediction
Fig. 10: In (a), the indentation experiment involving multiple contact points
is shown. The network fully trained on simulated single indentations detects
both the distinct contact locations (see (b)), as well as the different pressure
intensity (the two indenters have indeed a difference in length of 1 mm).
respective components of the 3D contact force distribution.
Additionally, the root mean squared error on the total force
applied is shown, denoted as RMSET. The performance after
the one-point refinement is comparable to the resolution of
commercial force sensors, as was the case in [11] using real-
world training images. The remaining gap is in large part due
to artifacts introduced by the DIS algorithm (see Fig. 1) and
to the modeling approximations. The convolutional nature of
the learning architecture presented here exhibits promising
generalization capabilities. In fact, the network was only
trained on vertical indentations with a single, spherical-ended
indenter, but exhibits sensible predictions for contacts with
multiple bodies, as shown in Fig. 10. The real-time prediction
at 50 Hz on a standard laptop CPU is shown in the video
attached to this paper, which also includes the prediction of
the horizontal force distribution and the contact with objects
of different shape.
Metric FGx F
G
y F
G
z
RMSE 0.002 N 0.002 N 0.005 N
RMSET 0.032 N 0.043 N 0.150 N
RMSE (refined) 0.001 N 0.001 N 0.004 N
RMSET (refined) 0.032 N 0.041 N 0.131 N
TABLE I: Resulting errors on force distribution and total force
VI. CONCLUSION
In this paper, a strategy has been presented to train an
artificial neural network, which aims to reconstruct the three-
dimensional contact force distribution applied to the soft
surface of a vision-based tactile sensor. The generation of
a fully synthetic dataset enables the training of the network
in simulation, exhibiting accurate sim-to-real transfer when
evaluated on real-world data. Additionally, the convolutional
structure of the network facilitates generalization to a variety
of contact conditions.
The remaining errors can mainly be explained by two
factors: the discrepancies between real and synthetic optical
flow features; and the fact that the elastic deformation noise
injected during training and found to be essential for the sim-
to-real transfer may excessively deteriorate the information
relating to shear forces, which are rather small in the vertical
indentation setup. Future work will focus on both these
issues, by investigating appropriate noise characteristics that
aim to emulate the imperfections of the real optical flow,
and by augmenting the dataset with contact conditions that
exhibit higher shear forces.
α(x˜Pp , z
P
p )
(x˜Pr , z
P
r )
r
zP
x˜P
β
γ
Fig. 11: As shown in this figure, the pixel radius r on the image is computed
by taking the difference between the pixel coordinate of the particle center
and the projection of the point where the image ray is tangent to the particle.
APPENDIX
Let sPp :=
(
xPp , y
P
p , z
P
p
)
be the position of a particle of
radius R in the pinhole camera frame. In general, a spherical
particle is projected onto an ellipse in the image plane, which
has its major axis in the plane containing the camera optical
axis and the camera ray passing through the center of the
sphere. A proof of this fact can be found in [26]. Therefore,
the half-length r of the major axis can be computed by a 2D
analysis on this plane, see Fig. 11, via the following steps:
x˜Pp =
√(
xPp
)2
+
(
yPp
)2
, (16)
α = arctan
(
− z
P
p
x˜Pp
)
, (17)
β = arcsin
 R√(
x˜Pp
)2
+
(
zPp
)2
 , (18)
γ = α− β, (19)
x˜Pr = x˜
P
p +R sin γ, z
P
r = z
P
p +R cos γ, (20)
r =
∣∣∣∣∣f
(
x˜Pr
zPr
− x˜
P
p
zPp
)∣∣∣∣∣ . (21)
In Section III, considering the small size of the particles, the
projected ellipse is approximated as a circle with radius r,
computed as in (21).
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