Abstract-Recent work has shown how the support veclor machine (SVM) framework can be used for blind equalization of constant modulus (CM) 
INTRODUCTION
In this work we consider the problem of separating and estimating multiple CM signals (e.g., QPSK) mixed through an unknown matrix. This is a common problem in wireless communications, where an array of antennas receives a number of signals from distinct locations at the same frequency and at the same time (blind beamforming) [I] .
In the context of blind beamforming, the constant modulus algorithm (CMA) has been applied to train a set of linear filters (beamformers) to restore the constant modulus property of the sources [2]. Different variations and implementations (block or iterative) of the CMA for beamforming have been proposed [31, [41, (51. In particular, the analytical constant modulus algorithm (ACMA) [6] is a block technique which finds the solution for P beamformers by solving a generalized eigenvalues problem. The ACMA is a robust algorithm in the presence of noise; however, its perfomance degrades substantially whit rank-deficient or ill-conditioned covariance matrices. This is a typical situation, for instance, in passive sonar, where large aperture arrays that require larger duration snapshots are used [7] . Also, in wireless communications, the use of blind beamforming techniques which are able to work with only a few snapshots, can reduce unnecessary delays and increase the throughput.
To solve this drawback, in this paper we propose a new technique for blind beamforming based on regression via support vector machines (SVM). The SVM-based learning 11. PROBLEM FORMULATION A set of L signals that simultaneously impinges on a linear array of M antennas is considered. Observations at the output of the array can be modeled as
where X is a matrix of dimensions M x N that contains N samples of the signals (baseband) received by each of the M antennas, S is an L x N matrix with the CM source signals, and A is an M x L matrix that represents the array response.
Finally, N is an M x N matrix that takes into account the additive noise present at the observations, which is modeled as spatially white and Gaussian. For a n uniform linear array of omnidirectional antennas, matrix A is given by where d . 
In the conventional SVM formulation, the constraints are linear with respect to the unknowns w. Then, a quadratic programming (QP) problem results that can he efficiently solved [13] . However, inequalities (1) and (2) are quadratic with respect to the heamformer weights. The method proposed in [SI, [9] is used to solve this problem. In particular, the squared modulus at the beamformer output can be rewritten as
where we have defined and (.)* denotes complex conjugated.
It is important to note that in (3) we have considered the heamformer output y[n] fixed. In this way, inequalities ( I ) and (2) become In summary, by considering the weighted input patterns,
we have shown that the problem can be reformulated as a conventional Q P problem with real variables. Its solution is given by
Finally, it is straightforward to show that the beamformer coefficients can he expanded as where a new set of weighted Lagrange multipliers have been defined as
Typically, the linear regressor in a SVM framework includes a bias term: y[n] = wTx[n] + 6. For this particular problem.
however, b = 0 is needed; otherwise, the trivial solution w = 0 and 6 = 1 would be always obtained.
IV. ITERATIVE REWEIGHTED Q P
The problem formulated in the previous section cannot be directly solved in a single step, because the weighted Lagrange multipliers depend on y[n] (see (8)). Consequently.
an iterative procedure must be applied to find the solution. Here we use the algorithm introduced in [SI: it is called the Iterative Reweighted Quadratic Programming (IRWQP) algorithm, because its similarity with the Iterative Reweighted Least Squares (IRWLS) algorithm used in some approximation and regression problems [141.
The IRWQP method is summarized in three steps: 1) Solve the QP problem (6). assuming y[n] fixed.
2) Obtain new heamformer coefficients with (7) 
Initialization stage
Compute yk for wp-1,k and Xk.
Solve Q P problem (6) and obtain WQP.
Compute yk for wp,k, and Xk+l with (9). Finally, a maximum of 5 iterations of the IRWQP procedure described in Section IV, were applied for the initiali&tion and convergence stages. As a figure of merit for the extracted signals, we have used the Average Modulus Error (AME), which measures the deviation over the ideal CM property of the sources and is defined as Figure I shows the evolution of the AME for each source (in logarithmic scale) versus the number of iterations for one realization of the IRWQP procedure. The first 5 iterations correspond to the initialization stage, whereas the last 5 correspond to the convergence stage: the final AME of the second and third sources is reduced during the convergence stage, Although we have not been able to theoretically prove the convergence of the proposed procedure yet, in all the examples the algorithm always converged to a solution for which the AME was a minimum. Note, however, that a minimum of [he AME does not necessarily mean that one of the original has been extracted. niS point is further clarified in Fig. 2 that shows the probability of correct signal extraction as a function of the number of snapshots for the blind SVM. based method and the ACMA. For both methods an extracted signal is considered correct if the quadratic error to signal power Finally, the proposed method for the simultaneous separa-
VI. SIMULATION RESULTS
In this section the proposed method is compared with the ACMA [6] . An example with four signals is considered. Three. where Sk is the original QPSK signal, and y k is a scaled version of yk that minimizes the quadratic error with respect to SL. The scale factor applied to y r is needed due to the phase ambiguity (i.e. a rotation of the constellation) inherent 0.3
to blind equalization and beamforming problems. From Fig. 2 we can see that the proposed blind-SVM method provides a better extraction probability than the ACMA, mainly when the number of snapshots is small (N 4 25, which is a moderate number for array processing Finally, Fig. 3 depicts the mean value of the final AME ACMA and blind-SVM approaches: again, for examples with lower AME than the ACMA. 
VII. CONCLUSIONS
In this paper, blind beamforming for CM signals problem has been formulated as a regression problem and a SVM based technique has been applied to solve it. An iterative algorithm has been proposed, it converges to one of the constant-modulus signals present at the observations. This method has been used to elaborate a new method with a number of beamformers working in parallel for the extraction of multiple CM signals.
Simulation results show that the proposed method offers a better performance than the ACMA, mainly in the cases with a small number of snapshots, which is of interest in wireless as well as in passive sonar applications. The proposed algorithm, however, has a high computational cost. 
