Translated by P. Curtis 1. The long-term strength of polymers manifests itself in practice as the temperature and time dependence of strength (TTDS). The phenomenon of the TTDS has been studied systematically since the 1950s. The TTDS is the most important strength property of polymers. It shows itself in many materials of the most diverse nature, but primarily the TTDS is characteristic of polymers.
1.
The long-term strength of polymers manifests itself in practice as the temperature and time dependence of strength (TTDS). The phenomenon of the TTDS has been studied systematically since the 1950s. The TTDS is the most important strength property of polymers. It shows itself in many materials of the most diverse nature, but primarily the TTDS is characteristic of polymers.
For solid polymers (crystalline and amorphous), the TTDS is most often described by Zhurkov's formula [1] 
where τ is the durability under constant tensile stress σ and constant temperature T, k is Boltzmann's constant, and τ 0 , U 0 , and γ are empirical constants to be determined from experimentally obtained values of durability. It is not our purpose to discuss their physical signifi cance; such a discussion can be found in an earlier monograph [1] . These constants are generally determined graphically from the data of isothermic and isobaric experiments on durability. The procedure for graphic determination of the parameters of formula (1) is described in detail in reference [1] .
However, deviations from Zhurkov's formula are quite common. The most well known of them is the so-called pole displacement effect, where the TTDS is described by a generalised formula that we have called the Regel'-Ratner formula:
Another constant, T p , has been added to formula (2) -the pole temperature of the pencil of lines of durability in (1/T, lg τ) coordinates.
The effect of pole displacement was fi rst published in studies by representatives of the Zhurkov school, V. R. Regel' et al., and gave rise to a lively discussion at scientifi c conferences and in the literature. Different opinions were aired concerning the causes of pole displacement, and at the same time many researchers cast doubt on the existence of this effect, ascribing it to errors in the processing of experimental data. A fervent supporter of the reality of this effect was S.B. Ratner. He not only confi rmed it by his own experiments but also discovered a new type of TTDS, different from equations (1) and (2) [2] , which nevertheless is not discussed in this paper.
After the death of S.B. Ratner, the attention paid to this question by the scientifi c community decreased, and it remained open. We believe it is time to return to this problem, given that it is naturally engrained in our ideas concerning non-linear effects in the kinetics of fracture of polymers [3] . From this viewpoint, pole displacement is simply one of these non-linear effects. Furthermore, in the present paper we will show that the basic question of the presence or absence of pole displacement is naturally solved by statistical methods.
2.
It must be noted that, in experimental research into the strength of polymers, statistical methods are used quite inadequately in the processing of experimental data. Thus, of the rich arsenal of regression analysis tools, use is made only of the simplest one-dimensional form of the least-squares method (LSM), and, what is more, without statistical analysis. A multidimensional regression analysis that would make it possible to construct and investigate statistical models described by multivariable functions is almost entirely unknown; in reference [4] we tried partly to fi ll this gap.
In durability tests, the values of stress and temperature (arguments or factors) are recorded with an error much lower than the measured durability. Therefore, the error in recording the stress and temperature is normally ignored, and they are considered to have been recorded accurately. The measured values of durability, however, are recorded with considerable spread.
There are two chief reasons for this spread:
(a) the infl uence on the measurement result of random instrumental factors;
(b) the infl uence of random inhomogeneities of the material of the specimens tested.
The second factor is particularly evident in tests on small specimens (thin fi bres and fi lms) [5] . Therefore, the durability values obtained in experiment are essentially random quantities, and the dependence of durability on stress and temperature is statistical. However, the dependence of the average value of several measurements of durability on the same arguments is functional. Such a dependence is generally termed a correlation relationship or a regression. From this viewpoint, all empirical formulae of durability are essentially regression equations.
The tasks of regression analysis are:
(a) from experimental data, to construct a regression model and to find the optimum regression equation;
(b) to estimate the coeffi cients of the selected model (regression coeffi cients or regressors) and to fi nd their statistical characteristics;
(c) to estimate the goodness of fi t of the selected model to available experimental data and, in the case of lack of fi t, to switch to a different model.
By successive 'tuning', the best regression model is found.
For subsequent presentation, it is convenient to present equations (1) and (2) in a slightly different form:
Zhurkov formula (1):
Regel'-Ratner formula (2):
According to the terminology of regression analysis, x and y are called predictors, β 0 , β 1 , β 2 , and β 12 are called the regression coeffi cients or regressors, and η is called the measured response. Formulae (3a) and (4a) will be called the Zhurkov and Regel'-Ratner regression models respectively. From the available experimental values of response η, it is necessary to fi nd the optimum estimates of the regressors and their accuracy. The relationship between the regression coeffi cients and the physical parameters of durability is expressed by formulae (3b) and (4b). Therefore, we obtain:
Zhurkov formula:
Regel'-Ratner formula:
By these formulae, knowing the estimates of the regressors, it is possible to fi nd estimates of the physical parameters of durability.
From here on, a geometric viewpoint will be convenient. The series of values of predictors x and y form a factorial plane. Measurement of the response (durability) is carried out under certain values of stress and temperature, i.e. on a certain "experimental" set of points of the factorial plane. The confi guration of these points dictates the strategy or experimental design. Suppose that, in all, there are N "experimental" points, and suppose that, at the jth point, the response lg τ is measured p j (j = 1, 2, 3, …, N) times, i.e. at this point p j repeated measurements are carried out. The total number of measurements of durability at all points is equal to
It is clear that N 0 ≥ N. We will use w ij (i = 1, 2, 3, …, p j , j = 1, 2, 3, …, N) to denote the ith measurement of the response at the jth "experimental" point, and we will use
to denote the mean of the results of repeated measurements of the response at the same point.
Regression analysis is based on the following prerequisites:
(a) The observed value of the response w ij at each "experimental" point consists of the regular part η i and the random error ε ij , i.e.
Neither of these is known; only their sum is measured. Useful information is provided only by the regular component. The random component is the noise created by the action of random uncontrolled factors;
(b) The regular part η i is postulated by regression model (3a) or (4a);
(c) The random component ε ij of the measured response at each "experimental" point M j is distributed normally, with zero mathematical expectation and variance:
Factor ω j is called the statistical weight of the jth "experimental" point and refl ects the fact that, at different "experimental" points, measurement of the response (durability) can be inequivalent. The variance of measurement of the response may depend on specifi c values of the predictors. This effect is called heteroskedacity, as opposed to homoskedacity, where the variances at all "experimental" points are identical. The statistical weight depends on the properties of the measuring unit and on the specimens tested. Durability tests can be conducted on different units, by different researchers, at different times, and in different laboratories. Furthermore, the specimens have an inherent, irremovable statistical nature on account of the microinhomogeneity of their structure and strength properties, especially if they are taken from different batches of material. All this accumulates in the statistical weight. If, however, all measurements at different "experimental" points are equivalent and equally accurate, i.e. are homoskedatic, then it can be assumed that ω j = 1, j = 1, 2, 3, …, N.
The statistical weights can be determined explicitly in the following way. From formula (9) it can be seen that the ratio of the variances of reproducibility at two points is equal to the ratio of their statistical weights, i.e. the statistical weight is a relative quantity. Therefore, after selecting some control point (a point that may even not take part in subsequent processing), we will calculate the estimate of the variance of reproducibility at this point by means of the formula
At all remaining points, we will calculate the estimates of the variance of reproducibility by an analogous formula. As a result we will fi nd
Finding the statistical weights, thereby we will determine the weight matrix
This is a diagonal matrix of N × N dimensions.
The mean of the measured values of the response at all "experimental" points is likewise presented in the form of regular and random parts:
In this formula, ε j is the mean of the errors of random measurements at the same point. The quantity ε j is also distributed normally, with zero mathematical expectation and variance:
The regression models (3a) and (4a) can be combined into a single generalised model. Taking formula (13) into account, this will be
In this formula, z = xy. The Zhurkov model is hence obtained when the term with predictor x is absent.
Trial data about the predictors and about the response usually have different physical signifi cance and different dimensionalities. This causes computing diffi culties, since it is necessary to work both with very large and with very small numbers, which entails considerable computing errors. To reduce this undesirable effect, the predictors and the response are coded. The coded variables for generalised model (15) have the form
In the coded variables, the regression model (15) acquires the form
In this formula, the coded regression coeffi cients α 1 , α 2 , and α 3 are related to the uncoded coeffi cients by the equations 
3. Below, it will be convenient to present everything in matrix form. To this end, we will introduce the following vectors and matrices: the vector of observations (column matrix of N × 1 dimensions) w T = (w 1 , …, w N ) , where the superscript 'T' denotes transposition (the vector of observations w consists of coded values of the measured response); the vector of empirical regression
consisting of the response values predicted by the adopted model; the vector of errors
(all column matrices w , w , and ε have dimensions N × 1); the vector of regressors α T = (α 1 , α 2 , α 3 ) and the vector of their statistical estimates α T = ( α 1 , α 2 , α 3 ) ; the column matrices α and α have dimensions 3 × 1. Finally, we will introduce matrix F, the dimensions of which for the generalised model and the Regel'-Ratner model are N × 3, consisting of coded values of predictors at all "experimental" points:
For the Zhurkov model, in the plan matrix there is no fi rst column. The sum of elements of each column of the plan matrix, weighted with weights ω j p j , is equal to zero, and the sum of squares, weighted with the same weight, is equal to unity. The random vector of errors ε has zero mathematical expectation and the diagonal variance matrix
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In this formula, G −1 is the inverse matrix to the weight matrix G (expression (12)), and σ 2 is the variance of reproducibility of homoskedatic repeated measurements of response lg τ at the "experimental" points.
The postulated coded regression model (17) in matrix form is written as
Based on experimental data on durability, it is possible to fi nd the statistical estimate of the vector of regressors α . Using this estimate, the vector of empirical regression w is calculated, i.e. the response values predicted by the model:
Formula (22b) comprises a system of linear equations in relation to the vector of regressors α . By solving it by the least-squares method, we obtain the estimate
In this formula, matrix B measuring 3 × 3 for the Regel'-Ratner model and 2 × 2 for the Zhurkov model is called the information matrix and is expressed by the equation
The components of vector α , defi ned by formula (24), are statistical estimates of the regressors of the coded model. Since these estimates are based on the observed response values containing a random component, the estimates themselves are random quantities with their own statistical properties. If the postulated regression model fi ts the experimental data, then estimates (24) are unbiased, i.e.
The variance matrix of the vector of estimates α is
This is a symmetrical quadratic matrix measuring 3 × 3 for the Regel'-Ratner model and 2 × 2 for the Zhurkov model. Its diagonal elements are equal to the variances of the estimates of the regressors α i , while the off-diagonal elements are equal to covariations of the estimates. The off-diagonal elements differing from zero indicate the correlation of the estimates. If the postulated regression model has goodness of fi t, then the estimates α i , besides being unbiased, are still effective and consistent.
The response values predicted using the selected model determine the vector of empirical regression, defi ned by formula (23). It is a statistical estimate of the vector of theoretical regression η . If the model has goodness of fi t, then estimate (23) is unbiased, i.e.
Unknown quantity σ 2 enters formula (27). This appeared in formula (9) and determines the variance of reproducibility of individual measurements of durability. From experimental data it is possible to construct two statistical estimates of the variance:
In this formula, q = 2 for the Zhurkov model and q = 3 for the Regel'-Ratner model. The sampling variance S l 2 is determined by deviations of the individual measured values of the response from their average value at each "experimental" point; it is due only to errors of reproducibility of durability measurements and does not depend on the selected model. The second sampling variance S r 2 is determined by the deviations of measured response values at each experimental point from values predicted by the postulated model; it is governed by the selected model and is called the residual variance. Both variances are calculated for coded data. The sampling variance S l 2 is an unbiased estimate, provided the regression model is selected correctly, i.e. provided it fi ts the experimental data. The procedure for checking the model for goodness of fi t will be described below. If the model has goodness of fi t, then both sampling variances S l 2 and S r 2 are unbiased estimates of variance σ 2 . It is then possible to construct a combined estimate:
Note that, if durability measurements at each "experimental" point are one-off measurements, i.e. there are no remeasurements, then the sampling variance S l 2 has no signifi cance. In this case, the combined estimate (30) does not exist, and the variance σ 2 has to be estimated only from S r 2 . The estimate of variance σ 2 from repeated measurements is more reliable than estimates obtained from any other sources. Therefore, in the experimental design, it is necessary to endeavour to set up experiments with repetitions. When an estimate of the variance σ 2 is found, from formula (27) it is possible to calculate estimates of variances and covariations of regressors and the regression itself.
Checking of the goodness of fi t of the postulated model is the most important element of regression analysis. The postulated regression model has goodness of fi t if the empirical regression vector w predicted by it is an unbiased estimate of the response values determined by the true model, i.e. if the selected model is an unbiased estimate of the true model. Usually, the model is gradually "tuned", checking for goodness of fi t each time.
The goodness of fi t of the model is checked by comparing two sampling variances S l 2 and S r 2 . The residual variance S r 2 is formed for two reasons: (a) the infl uence of random errors of reproducibility during response measurements; (b) the infl uence of lack of fi t of the model. Lack of fi t of the model is manifested by bias of the estimates of regressors and the empirical regression vector. In contrast to this, the sampling variance of reproducibiity S l 2 does not depend on the type of model and represents the "pure" error of reproducibility. If the variances S l 2 and S r 2 are similar, then the infl uence of lack of fi t can be regarded as insignifi cant and the model has goodness of fi t. However, if S r 2 is considerably greater than S l 2 , then the infl uence of lack of fi t cannot be ignored, and the model must be revised.
The sampling variances S l 2 and S r 2 are compared using Fisher's variance ratio in the following way. The following ratio is drawn up:
The F-statistic has a Fisher distribution with degrees of freedom v r = N − q and v l = N 0 − N. It is then necessary to set the level of signifi cance Y, and, for these numbers of degrees of freedom, according to tables of the Fisher distribution to fi nd the quantile F T = F(1 − Y, v r , v l ). Then, the observed F-statistic value calculated by formula (31) (i.e. the actual value) is compared with the tabular value F T . If F T < F, then the variance S r 2 differs signifi cantly from S l 2 , and the model has lack of fi t; however, if F < F T , then the difference in variances is insignifi cant, and the model has goodness of fi t with reliability 1 − Y.
As an additional measure characterising the quality of the selected regression model, use is made of the multiple correlation coeffi cient; in the absence of repeated measurements of the response, this coeffi cient is the only means of assessing the suitability of the model. The multiple correlation coeffi cient determines the proportion of the total spread of experimental values of the response (the logarithm of durability) that can be explained by the chosen regression model. The closer this coeffi cient is to its limiting value (unity), the better the chosen model describes the experimental data. It is defi ned by the relation
The sum of squares of regression
It is governed by the deviation of response values predicted by the model w j from the average value of all measurements w on account of regression, i.e. the dependence of the response on the selected predictors (the dependence of lg τ on stress σ and temperature T).
The total sum of squares is equal to
It determines the deviation of the measured response w j from the total average w , which arises for two reasons: fi rstly, on account of the infl uence of change in the predictors (stress and temperature) on the results of measurements, i.e. on account of regression, and, secondly, on account of the infl uence of random errors of measurements.
It is necessary to clarify whether there is no difference in R 2 from zero owing to random perturbations, in other words, it is necessary to clarify whether this coeffi cient is signifi cant. For this, we calculate the ratio
Then we compare F with F T = F(1 − Y, v r , v l ). If F T < F, then the multiple correlation coeffi cient is signifi cant and the regression is signifi cant, and the model has goodness of fi t, but, if F < F T , then the model has lack of fi t.
With erroneous selection of a model of type (15), (17), two cases are possible:
(a) the selected model contains fewer predictors and regressors than the actual model;
