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Abstract In this paper we present the design and
evaluation of our biomedical literature searching approaches
using the TREC 2004 ad hoc retrieval task in the Genomics
track. The main approach taken in our system is to expand
queries by exploiting the three widely used strategies - local
analysis, global analysis, and ontology-based term re-weighting
across various search engines. The experimental results show
that (1) ontology-based term re-weighting provides the best
results among the three query expansion strategies, (2)
expanding the initial query with more precise ontology-based
term enhances LSI based local analysis substantially, and (3)
including context to term re-weighting and LSI further
improves the precision. Experimental results also show that the
ontology-based term re-weighting with LUCENE or LEMUR
search engines increases the average precision by up to 20.3%
or 12.1%, respectively, compared to that of the baseline runs. In
addition, the LSI-based local analysis increases the average
precision by 9.2% with LEMUR search engine. We believe the
approaches of the term re-weighting and LSI-based local
analysis may be exploited in other bio-medical domains.
I. INTRODUCTION
T he volume of bio-medical literature produced has
increased dramatically over the past several decades. In
order to improve the efficiency and effectiveness of
bio-medical literature searching, various search engines with
different models have been used. However, the unexpected
results due to inherent difficulties of using search engines
have continued to occur: for instance, the search results may
contain a large number of irrelevant results (low precision);
the search results may contain only some portion of the
documents requested by the users (low recall). It has not been
easy for search engines to meet the users' expectations and
information needs to search what they want, especially when
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the users don't have enough domain knowledge. The
fundamental issue is synonymy and polysemy [3].
To overcome these problems, researchers have focused on
using query expansion techniques, manually or
automatically, to help the users reformulate a better query and
eventually help the users to achieve high precision and high
recall. Query expansion appends new additional critical terms
beyond the initial query terms provided by the users to
improve the precision and/or recall. Query expansion could
be done automatically by adding terms to the initial query or
manually by dynamically providing high-level domain
information about the collections, such as domain structure,
as well as providing the higher frequencies terms about the
global or local collections, etc. to the users with the
suggestions to refine the initial query.
In this research work, local analysis, global analysis, and
ontology-based term re-weighting three query expansion
strategies integrated with the UMLS (Unified Medical
Language System) are explored to improve the effectiveness
of the queries and precision. These methods are used to the ad
hoc retrieval task of the TREC 2004 Genomics task. Larger
efforts are focused on combining ontology-based and
semantic-based query expansion. A set of experiments for
Latent Semantic Indexing (LSI) and Association Rule (AR) is
described in the paper. Also the number of terms expanded on
the initial query that could produce promising precision is
evaluated.
The rest of this paper is organized as follows: Section 2
reviews various techniques in query expansion strategies.
Section 3 introduces our system architecture, while Section 4
discusses the three major query expansion strategies. Section
5 provides experimental design environments. Section 6
presents experimental results and discussions. Section 7
concludes our paper and presents our future work.
II. RELATED WORK
In general, the performance of various search engines
largely depends on the quality of the query expansion. The
text retrieval community has been researching and
implementing many query expansion methods to improve the
precision and/or recall and building various query expansions
into the IR systems. There are two general strategies for query
expansion: ontology-based and semantic-based. Expanding a
query with synonyms or hyponyms is one example of an
ontology-based query expansion. Shi et al built an IR system
integrating EntrezGene, HUGO, Eugenes, ARGH, GO,
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MeSH, UMLSKS and WordNet into a large reference
database and then using a conventional Information Retrieval
(IR) toolkit [13]. Some promising results have been reported
by using ontology-based methods. However ontology-based
methods have only a limited effect on bio-medical
information retrieval performance [4, 6]. Some researchers
reported a hybrid approach that combines different weights
and ontology but few published the details on how the
weights were used in conjunction with the ontology.
On the other hand, semantic-based methods focus on the
collection of documents, and they can be further classified
mainly into two sub-categories: global analysis and local
analysis [8].
Global analysis extracts co-occurrences of the related
terms and results in a similarity matrix by analyzing the whole
collection of documents. Global analysis includes term
clustering, latent semantic indexing, finding phrases, and
similarity thesauri. Although it is relatively robust, global
analysis has some drawbacks. Corpus-wide statistical
analysis consumes a considerable amount of computing
resources. Moreover, since it only focuses on the document
side and does not take the query side into account, global
analysis cannot address the term mismatch problem well.
Lastly, global analysis requires semantic similarity and
disambiguation of terms.
Different from global analysis, local analysis extracts
highly-related terms from the top documents initially
retrieved by an initial query or from data mining results.
Local analysis takes the query itself into account. For
instance, Local Context Analysis uses the top documents
returned by an initial query but selects the terms based on
co-occurrence with query terms [9]. The benefits of this
approach include saving computing resources and less human
intervention. Since it assumes that the top documents
returned by the initial query are actually relevant
("pseudo-relevance feedback"), expansion terms are
extracted from the top-ranked documents to formulate a new
query for a second cycle retrieval. However, in contrast to
global analysis, local analysis is not that robust since it is
nearly impossible for search tools or mining methods to
return documents that are only relevant to the users'
information needs.
In our previous study, we showed that ontology-based term
re-weighting worked best and LSI-based local analysis only
slightly improved the performance of search engines, but it
showed a positive trend [10]. In the current study we expand
the previous study with a focus on LSI-based local analysis.
The number of terms expanded on the initial query that could
produce promising precision is evaluated. In addition, local
analysis, global analysis and ontology-based term
re-weighting are broadly investigated and the ways of
combining these methods together are also explored as
described in Section 4.
III. SYSTEM ARCHITECTURE
Our system consists of two major parts, as shown in Figure
1. In the first part (above the dashed line in Fig 1), we apply
global analysis, local analysis, and term re-weighting
expansions. The details of our query expansion strategies and
constructions are discussed in Section 4. The second part
(below the dashed line) is a LUCENE or LEMUR search
engine to demonstrate the generality of our results. Section 5
describes their implementation details, experiments and
evaluations of the results.
Figure 1: The system architecture
In this work, LUCENE and LEMUR use different ranking
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algorithms to rank/re-rank the list of retrieved documents
from the initial query or expanded query.
In LEMUR, we select both the TF-IDF based VECTOR
SPACE Model and the OKAPI BM25 Model to verify the
effectiveness of the local analysis, global analysis and term
re-weighting approaches. OKAPI term frequency (TF)
formula are calculated for both models [14]. It is noted that
key terms or phrases in queries are re-weighted simply by
increasing their query term's frequency according to assigned
boost numbers.
The LUCENE search engine's rank algorithm supports
term boost as described in the formula below [11 ]:
sim(q,6d) sum,(ffq *idf / norm * tfd * 1d/f
normd *boost) *coordqd,
where
sim(q,d): a similarity score between query q and document
d
sum,: sum weight score for all terms t
tfq: the square root of the frequency of t in the query
tfd: the square root of the frequency of t in d
idf;: log(numDocs/docFreqt+1) + 1.0
numDocs: the number of documents in index
docFreqt: the number of documents containing t
normq: sqrt(sumt((tfq*idft)A2))
normd: square root ofthe number oftokens in d in the same
field as t
boost,: the user-specified boost for term t
coordqd: the number of terms in both query and document
/number of terms in query
IV. OUR QUERY STRATEGIES
4.1 Local Analysis
This method determines the expanded terms to the original
query based on "pseudo-relevance feedback", which assumes
that the top documents returned by a query are all relevant to
the users' information needs. In this work, Latent Semantic
Indexing (LSI) or Association Rule (AR) algorithm is used to
find the top co-occurrence terms of each original term from
the top N retrieved documents. Particularly, a larger effort is
on LSI since it shows positive gains for the performance of
the system.
The Latent Semantic Indexing (LSI) takes advantage of the
association ofterms with documents ("semantic structure"). It
starts with a matrix of terms by documents [3, 9]. This matrix
is then evaluated by the singular-value decomposition (SVD)
to gain the latent semantic structure [10]. The SVD
decomposes a term-document matrix into three separate
matrices, by which documents and terms are projected into
the same dimensional space.
For example, the SVD X of t x d matrix of terms and
documents is decomposed into the product of three other
matrices:
X =ToS oDo',
where To (t x m matrix) and Do' (m x d matrix) have
orthogonal, unit-length columns (To'To=I, DO'DoI), and So
(m x m matrix) is diagonal. To and Do are the matrices of left
and right singular vectors, and SO is the diagonal matrix of
singular values.
In general, the SVD can be easily calculated by a reduced
model, which is the rank-k model with the best possible
least-squares-fit toX [3]:
X z Xhihat =TSD'
The new matrix Xhihat is the matrix of rank k which is
closest in the least squares sense to X. D' is orthonormal
matrix [3, 9]. The dimensions of matrices T, S, and D' are t x
k, k x k, and k x d, respectively.
More importantly, the SVD can be used for information
retrieval purposes to derive a set of uncorrelated indexing
variables or factors; each term and document is represented
by its vector of factor values. Therefore, the dot product
between two row vectors of Xhihat reflects the extent to
which two terms have a similar pattern of occurrence across
the set of documents. The matrix XhihatXhihat is defined:
XhihatXhihat'= TS'2T'
Here, both S and T' are diagonal matrices [3].
In this research, we use this technique to compare the
similarities between the terms in the matrix extracted from the
documents.
An Association Rule (AR) finds frequent patterns,
associations, correlations, or casual structure relationships
among a set of data items. A matrix of terms by-documents,
similar to the LSI-based algorithm, is produced and then
analyzed. For details of Association Rule, please refer to [1,
2, 7].
The steps of expanding the query terms based on LSI or
AR algorithm is described in the following:
Step 1: Obtain a term matrix based on the top N (in our
experiment, N=300) retrieved documents for the individual
initial query returned by the search engine.
Step 2: Run LSI or AR algorithm to generate the related
terms to each of the original query terms.
Step 3: Expand the query terms by including the
top-ranked M terms acquired in Step 2. We seek the top M
(M=5/4/3/2/1; the best result is achieved when M= 1)
co-occurrence terms of the original terms from the top N
(N=300) retrieved documents. We then evaluated the impact
of the number of expanded terms on precision.
4.2 Global Analysis
In contrast to local analysis, in global analysis, terms to be
expanded are extracted from all the documents in the
collection. UMLS provides co-concepts and related
co-occurrence frequencies for many medical terms appeared
in MEDLINE during the past 10 years. Thus, we expand the
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initial query with UMLS co-concepts of the original key
terms with the same semantic types. It is noted that we use
LingPipe, which is an efficient tool for bio-medical name
extraction, in extracting key-terms. For instance, a high
frequent co-concept "mice, knockout" in UMLS of the term
"transgenic mice" has the same semantic type and will be
added to the initial query [10].
4.3 Term Re-weighting
This approach takes the weights of key original terms or
co-occurrence terms into account according to their relative
importance in queries. Our earlier study [5, 10] shows that
expanding queries with synonyms generated from UMLS and
assigning equal weights to both the initial query terms and
new terms are not effective. Therefore, in this work, we
boosted the weight of the original query term. Specifically, if
an original term has a higher term frequency in the initial
query with a specific major UMLS semantic type, the term
should be given a higher weight (e.g. 8) in the expanded
query. Additionally, if a key query term or an expanded term
has a major UMLS semantic type, its preferred MeSH term
synonym defined in UMLS will be expanded and given a
higher weight [10]. Note the selection of key query terms is
again decided by the tagging of a Name Entity Extraction
tool, LingPipe.
V. EXPERIMENT DESIGN AND IMPLEMENTATION
The goal of the TREC 2004 Genomics Track is to create
test collections for evaluation of information retrieval (IR)
and related tasks in the genomics domain [12]. It consists of
the ad hoc retrieval task and the categorization task. In this
research, we focus on ad hoc retrieval task.
The TREC 2004 Genomics ad hoc retrieval task aims at
retrieving MEDLINE records to the official 50 topics from
the whole corpus. The structure of this task was a
conventional searching task based on a 10-year MEDLINE
subset (1994-2003), about 4.5M documents and 20G bytes in
size with NLM XML format. The official 50 topics derived
from information needs were obtained via interviews with
bio-medical researchers [12].
Two search engines are used in this research, LEMUR (v.
4.0) and LUCENE (v. 1.4.3). While LUCENE is a high
performance, scalable Information Retrieval tool and
provides indexing and searching capabilities, LEMUR is a
tool set designed to facilitate research in language modeling
and information retrieval and supports the construction of
basic text retrieval systems using language modeling
methods, as well as traditional methods such as those based
on the vector space model and statistical model (for instance
OKAPI BM25) [10].
5.1 Building the Index
LEMUR provides a couple of parsers to index TREC
format documents. Invlndex type of BuildIndex module was
used to transform the XML format data on TREC 2004
Genomics into general TREC format and then TREC format
data was inverted indexed. For LUCENE, the original XML
data set was converted into HTML format. Only the content
from fields such as "TITLE", "ABSTRACT", "MESH", and
"CHEMICAL SUBSTANCE" is kept in the HTML files.
Transformed HTML documents were indexed accordingly
[10].
5.2 Preprocessing Query to Search Engines
The TREC 2004 Genomics topics for the ad hoc retrieval
task is developed from the information needs of actual field
experts. The topics consist of four parts: ID, title, information
need, and context formatted in XML. The titles are
abbreviated statements of information needs, and they are
most similar to queries entered by end users since there are
only a few words. In this research, the title of each topic is
selected for baseline runs.
In addition, the two-step approach was used to preprocess
queries to the LEMUR search engine:
First, a query was tokenized and filtered by stop-word lists.
Additionally, a query was stemmed before it is fed to
LEMUR for retrieval [10].
We noted that context is background information to place
information need and it describes information about the
environment in which queries may occur. So it may be
helpful to expand the original query, i.e. the titles, to include
context. In this research, we only selected those key terms or
phrases labeled by LingPipe in context information of the
topics to expand the original queries.
5.3 Evaluation
The evaluation measure for the topics ad hoc retrieval task
is the mean average precision (MAP). Precision and Recall
results are calculated using Buckley's trec eval program. In
addition, we also assess precision at 10 documents (P@10) in
this research.
VI. EXPERIMENTAL RESULTS AND DISCUSSION
6.1 Results
Table 1
Experiment Results from LEMNR Search Tool
(OKAPI BM25 MODEL)
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Run Average Pg1O Ratio Change
Precision
Baseline 0.3010 5.16
UMLS Global 0.2562 4.64 -14.9%
LSI Local 0.3035 5.16 +0.8%
AR Local 0.2840 4.40 -5.6%
Baseline+ReWeighting 0.3131 5.06 +4.0%
Baseline+Context 0.3107 5.54 +3.2%
Baseline+Context+Re-W 0.3374 5.28 +12.1%
eighting
Baseline+Context+ 0.3288 5.16 +9.2%
LSI_Local
Table 2
Experiment Results from LEMUR Search Tool
(VECTOR SPACE MODEL)
Run Average P@10 Ratio Change
Precision
Baseline 0.3024 5.04
UMLS Global 0.3007 4.76 -0.6%
LSI Local 0.3039 5.04 +0.5%
AR Local 0.2842 4.62 -6.0%
Baseline+ReWeighting 0.3092 5.10 +2.2%
Baseline+Context 0.3231 5.04 +6.8%
Baseline+Context+Re-W 0.3252 4.98 +7.5%
eighting
Baseline+Context+ 0.3251 5.04 +7.5%
LSI Local _ I_ _
Table 3
Experiment Results from LUCENE Search Tool
(VECTOR SPACE MODEL)
Run Average P@10 Ratio Change
Precision
Baseline 0.2404 4.36
UMLS Global 0.1858 3.34 -22.7%
Baseline+ReWeighting 0.2512 4.42 +4.5 0
Baseline+Context 0.2488 4.82 +3.5%
Baseline+Context+Re-W 0.2891 4.68 +20.3%
eighting I_ I___ I__
6.2 Discussion
As shown in Table 1, there are eight types of runs designed
in the experiments, Baseline, UMLS Global (title +
co-concepts in UMLS), LSI_local (title + local co-occurrence
terms), AR-local (title + local co-occurrence terms),
Baseline+Re-weighting (title + term re-weighting approach),
Baseline+context (title + key terms or phrases in context of
query), Baseline+Context+LSI_Local (title + key terms or
phrases in context of query + local co-occurrence terms) and
Baseline+Context+Re-weighting (title + key terms or phrases
in context of query + term re-weighting approach). The ratio
of change is compared to Baseline. We run all eight types of
experiments for LEMUR search tool and five for LUCENE
search tool.
We obtained the best results with the method of
Baseline+Context+Re-weighting, showing improved average
precision by 33.74% and 28.91% over Baseline for LEMUR
(OKAPI BM25 Model) and LUCENE, respectively.
Co-occurrence terms expansion with LSI local analysis is
applied to four runs on LEMUR in those queries produced
from Baseline and Baseline+Context (Table 1 and 2). These
four runs are based on two different information retrieval
models, the OKAPI BM25 Model and the VECTOR SPACE
Model. The results suggest that co-occurrence terms
expansion with LSI local analysis on the OKAPI BM25
Model that increases average precision by 9.2% could work
better than one on the VECTOR SPACE Model that increases
average precision by 7.5% with context taken into account.
Apparently, the LSI-based local analysis approach improves
the average precision of the Baseline+Context than that of
Baseline run. This also suggests context information of
queries is critical in enhancing the retrieval performance. If
without context, co-occurrence terms expansion with LSI
local analysis approach on the OKAPI BM25 Model only
increases the average precision by 0.8%, and the performance
enhancement on the VECTOR SPACE model is about 0.5%.
If the Baseline+Context runs are treated as baselines, through
LSI local analysis, the OKAPI BM25 Model could elevate the
average precision by 5.8%, and the VECTOR SPACE Model
could only enhance the average precision by 0.6%. We note
that the best results we achieved with the LSI local analysis
are the cases we added only one extended term to each
original query term.
AR produces worst results among all the methods we
experimented. AR decreases the average precision by 5.6%
in Table 1 and 6.0% in Table 2 for AR_Local. Therefore, we
did not run Baseline+Context+AR Local. We note that
co-concepts expanded from global analysis also make the
results worse. The average precision of the UMLS+Global
run on LEMIJR decreases 14.9% (OKAPI BM25 Model) and
by 0.6% (VECTOR SPACE Model), compared to Baseline
run. This result is consistent when we used LUCENE. Table
3 shows that the average precision of the UMLS+Global run
on LUCENE also decreases by 22.7% (VECTOR SPACE
Model).
We experimented the impact of using the term
re-weighting strategy on LEMUR over the Baseline and
Baseline+Context without using the term re-weighting
strategy. The experimental results of those methods are
shown in Table 1 and 2. Table 1 shows the experimental
results with the OKAPI BM25 Model, while Table 2 with the
VECTOR SPACE Model. Baseline+Context+Re-weighting
method with the OKAPI BM25 Model increases the average
precision over the Baseline by 12.1%. Table 2 shows that
Baseline+Context+Re-weighting method with the VECTOR
SPACE Model increases the average precision over the
Baseline by 7.5%. We note that the Baseline+Re-weighting,
without context, increases the average precision only by 4.0%
in the OKAPI BM25 Model, and the performance
enhancement on the VECTOR SPACE model is only 2.2%.
We therefore contend that using context is important in
improving precision.
We also experimented the impact of using the term
re-weighting strategy on LUCENE over the Baseline and
Baseline+Context. The experimental results of those methods
are shown in Table 3. The results show the term re-weighting
strategy increases the average precision over Baseline by
4.5% and 20.3%, respectively.
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VII. CONCLUSION
In this paper we presented the design and evaluation of
query expansion strategies by using three widely used
approaches for bio-medical domain. The three approaches are
local analysis, global analysis, and term re-weighting.
The important insights we obtained through our study are
summarized as follows:
* ontology-based term re-weighting provides the best
results among the three query expansion strategies.
* expanding the initial query with more precise
ontology-based term enhances LSI based local
analysis substantially.
* including context to term re-weighting and LSI further
improves the precision.
* adding only one extended term to each original query
term of the LSI local analysis increases the precision
over adding more than one term.
* using OKAPI BM25 Model helps achieve better
precision than using VECTOR SPACE Model on
LEMUR.
For our future work, we plan to verify if LSI based local
analysis with retrieval feedback by adding a post processing
component for re-ranking retrieved documents could increase
the performance of the system.
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