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Preface 	  
“It is the mark of an educated mind to be able 
to entertain a thought without accepting it.” 
Aristotle (384 BC – 322 BC) 	  	  	  	  	  	  
The present thesis was submitted in partial fulfillment of Ph.D. studies at the 
Center for Biological Sequence Analysis, Department of Systems Biology at 
the Technical University of Denmark (CBS-DTU). The experimental and 
computational work described herein was performed in the period 2009-2012. 
Research conducted during these years -included in the thesis or not- was 
part of the European Union (EU) project PhenOxiGEn (EC FP7 funding). The 
unicellular organism Schizosaccharomyces pombe was chosen as the model 
system to study the dynamics of eukaryotic gene expression in conditions of 
oxidative stress. The conducted research contributes to our understanding on 
how cells coordinate gene expression at the transcriptional and post-
transcriptional level to mount a successful response to elevated levels of 
hydrogen peroxide. This work also provides an overview of the altered 
physiology of fission yeast cells in conditions of oxidative stress.  
 
The thesis consists of an introduction (Chapters 1-3) and three manuscripts 
(Chapter 4-6). The experiments and the analysis of the collected data were 
carried out at the CBS-DTU under the supervision of Associate Professor 
Christopher T. Workman (CBS-DTU). 
 
 
 
Kongens Lyngby, June 2012 
 
 
 
 
 
Manos A. Papadakis 
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Abstract 
 
Changes in the environment continuously challenge living organisms during 
their lifetime. A cell’s survival depends on its ability to coordinate a rapid and 
successful stress response when exposed to acute doses of damaging agents. 
Oxidative stress caused by an excess of reactive oxygen species, is known to 
damage cellular components. In humans, redox imbalance is associated with 
aging, cancer, atherosclerosis, Alzheimer’s and Parkinson’s disease among 
others. Therefore, studies investigating the cellular mechanisms employed in 
response to oxidative stress have markedly increased in recent years, 
especially using model organisms.  
The fission yeast Schizosaccharomyces pombe is a unicellular eukaryotic 
organism that possesses genome features and molecular pathways that are 
highly conserved in humans. Moreover, the limited redundancy of its genome 
make S. pombe well suited for phenotypic studies and the investigation of 
stress responses in particular. Notably, the fission yeast stress-activated 
protein kinase pathway is activated in multiple stress conditions including 
oxidative stress, and it activates transcription factors that are conserved in 
humans (Chapter 4). Several gene expression studies have uncovered the 
transcriptional program of fission yeast cells in response to oxidative stimuli. 
Thus, a solid basis of stress response data is available for this yeast and 
constitutes a valuable framework for further studies on gene expression in 
stress.  
Post-transcriptional control of gene expression is, however, less well 
understood. Only few reports describing the correlation between mRNA and 
protein levels in different species exist. Also, the vast majority of these studies 
were conducted at low time-resolution and primarily in normal growth 
conditions. We were interested in investigating the correlation between mRNA 
and protein expression and define their time dynamics in the oxidative stress 
response. Towards this goal, we measured the mRNA and protein levels in 
samples collected from exponentially growing fission yeast cultures at multiple 
points after cellular treatment with hydrogen peroxide (HP, 0.5 mM). The 
applied experimental design allowed us to measure both the activation and 
recovery phases of the response at a sufficiently high time resolution to model 
transcription and translation dynamics.  
Absolute expression levels (copies per cell) and time-resolved expression 
profiles for 4,972 mRNAs and 2,310 proteins were determined, and a web 
application for profile visualization was developed. We found a high 
correlation between mRNA and protein levels both at the steady state and the 
time of the maximum expression response. In most cases increase in protein 
abundance was concomitant with transcript induction, while the mRNA and 
protein levels of repressed genes were not correlated. Changes only at the 
level of mRNA (futile transcription) or protein (translational regulation) were 
common. For coherently induced proteins the time of maximum production 
rate was reached when mRNA levels peaked. Accordingly, for coherently 
repressed proteins the maximum degradation rate was often observed at the 
time of the minimum mRNA response (Chapter 5). 
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To date, gene expression in the stress response of fission yeast cells to HP 
has been studied in batch cultures of different starting cell densities, while HP 
decay profiles in these populations have not been described. Also, contrary to 
the budding yeast, high-throughput growth profiling studies in normal and 
stress conditions are missing for fission yeast.  
Using time-resolved mRNA profiles of low and high cell density populations 
in stress, we found a close relationship between cell density and HP depletion 
rate, and thus, the exposure time and mRNA response dynamics. Based on 
the dependence of response times (or other time dynamics features) of mRNA 
profiles on cell density, we defined different transcriptional responses. We 
observed that most mRNAs of commonly regulated genes in stress reached 
the time of the maximum (or minimum) response earlier in cultures of higher 
densities (negative cell concentration-dependent response, CCDRn). Similar 
response dynamics in high and low cell populations (cell concentration-
independent response, CCIR) were often observed. Finally, core oxidative 
stress genes showed a positive correlation between the response time and 
cell density (positive cell concentration-dependent response, CCDRp). We 
also determined the rapid response of fission yeast cells to oxidative stress by 
assessing the maximum response times of all significant mRNA responses. 
We found gene functions associated with cellular redox homeostasis and the 
fate of the cell to become rapidly regulated in response to HP (Chapter 6).  
Moreover, we characterized the growth physiology of yeast cells in multiple 
conditions of HP stress and resolved individual growth variables with high 
precision for hundreds of segregants in a high-throughput setting. The extent 
of the dosage dependent, negative-effects on growth of segregant strains was 
observed to be non-trivially related to the stress phenotypes of the parental 
strains. Accordingly, segregants could be grouped by the extent of stress 
effects exerted on each growth variable. These findings are currently under 
investigation in a larger quantitative trait loci (QTL) study.  
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Dansk resumé 
 
Løbende ændringer i miljøet udfordrer levende organismer i løbet af deres 
levetid. En celles overlevelse afhænger af dens evne til at koordinere et 
hurtigt og vellykket stressrespons, når den udsættes for akutte doser af 
skadelige stoffer. Oxidativt stress, forårsaget af et overskud af reaktive 
oxygenformer, beskadiggør cellulære komponenter. Hos mennesker er redox-
ubalance forbundet med aldring, cancer, arteriosklerose, Alzheimers og 
Parkinsons sygdom blandt andre. Studier af cellulære mekanismer anvendt 
som reaktion på oxidativt stress er derfor markant forøget i de seneste år, 
især ved anvendelse af modelorganismer. 
Fissionsgæren Schizosaccharomyces pombe er en encellet eukaryot, der 
besidder genomiske træk og molekylære signaleringsveje, der er højst 
velbevarede i mennesker. Desuden gør dets genoms begrænsede størrelse S. 
pombe velegnet til fænotypiske studier og i særdeleshed studier af 
stressreaktioner. Fissionsgærens stress-aktiveret protein kinase 
signaleringsvej er aktiveret i mange stressbetingelser, herunder oxidativt 
stress, og den aktiverer transkriptionsfaktorer, som er velbevarede i 
mennesker (kapitel 4). Adskillige genekspressionsstudier har afsløret 
fissionsgærcellers transkriptionelle program i respons på oxidative stimuli. 
Således er en stor mængde stressresponsdata  allerede tilgængelig for denne 
gær og udgør et værdifuldt udgangspunkt for yderligere studier af 
genekspression under stress. 
Post-transkriptionel kontrol af genekspression er imidlertid mindre klarlagt. 
Der findes kun få rapporter, der beskriver sammenhængen mellem mRNA og 
protein-niveauer i forskellige arter. Ligeledes blev størstedelen af disse studier 
udført ved lav tidsopløsning og fortrinsvis under normale vækstbetingelser. Vi 
var interesseret i at undersøge sammenhængen mellem mRNA og protein-
ekspression og definere deres tidsdynamik under den oxidative stressrespons. 
Med udgangspunkt i denne målsætning, målte vi mRNA og protein-niveauer i 
prøver indsamlet fra eksponentielt voksende fissionsgærkulturer i en tidsserie 
efter cellulær behandling med hydrogenperoxid (HP, 0,5 mM). Det anvendte 
eksperimentelle design tillod os at måle både aktiveringen og 
genanvendelsesfaser af respons ved en tilstrækkelig høj tidsopløsning til at 
modellerer transkriptions- og translationsdynamik. 
Absolutte ekspressionsniveauer (kopier per celle) og tidsopløste 
ekspressionsprofiler for 4.972 mRNAer og 2.310 proteiner blev bestemt, og 
en webapplikation til profilvisualisering blev udviklet. Vi fandt en høj 
korrelation mellem mRNA og protein-niveauer både i steady state og ved 
tidspunktet for det maksimale ekspressionsrespons. I de fleste tilfælde 
korrelerede en stigning i proteinkoncentration med transcriptionsinduktion, 
mens vi ikke fandt en korrelation mellem lavt-udtrykte proteiner og deres 
mRNA koncentration. Ændringer kun på mRNA niveau (formålsløs 
transskription) eller protein niveau (translationel regulering) var almindelige. 
For kontinuerligt inducerede proteiner blev tidspunktet for maksimale 
produktionsrate nået, når mRNA niveauerne toppede. Således var den 
maksimale nedbrydningshastighed for sammenhængende lavt-udtrykte 
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proteiner ofte observeret ved tidspunktet for det minimale mRNA respons 
(Kapitel 5).  
Til dato er genekspression i HP stressrespons af fissionsgærceller blevet 
undersøgt i batchkulturer med forskellige celledensiteter, mens HP 
henfaldsprofiler i disse populationer ikke er blevet beskrevet. Desuden 
mangler high-throughput vækstprofileringsstudier under normale forhold og 
under stress for fissionsgær i modsætning til den spirende gær. 
Ved brug af tidsopløste mRNA profiler fra lave og høje celledensitet 
populationer under stress fandt vi en tæt sammenhæng mellem celledensitet 
og HP udtømningshastighed, som således påvirker eksponeringstiden og 
mRNA responsdynamikken. Baseret på afhængigheden mellem responstider 
eller andre tidsdynamiske træk ved mRNA profiler af celledensitet definerede 
vi forskellige transkriptionelle responser. Vi observerede, at de fleste mRNAer 
udtrykt fra fællesregulerede gener under stress nåede tidspunktet for den 
maksimale (eller minimum) respons tidligere i kulturer med højere densitet 
(negativ cellekoncentration-afhængig reaktion, CCDRn). Lignende 
responsdynamik i høje og lave cellepopulationer (cellekoncentrationen-
uafhængig respons, CCIR) blev ofte observeret. Endelig, centrale oxidative 
stress gener viste en positiv korrelation mellem responstid og celledensitet 
(positiv celle koncentration-afhængig respons, CCDRp). Vi har også 
identificeret den hurtige respons af fissionsgærceller til oxidativt stress ved at 
studere de maksimale responstider for alle væsentlige mRNA reponser. Vi 
fandt, at genfunktioner forbundet med cellulær redox homeostase og med 
cellens skæbne hurtigt bliver reguleret som reaktion på HP (Kapitel 6). 
Desuden har vi karakteriseret gærcellers vækstfysiologi under flere 
betingelser for HP stress og løst individuelle vækstvariabler med høj 
præcision for hundredvis af segreganter i en high-throughput opsætning. 
Graden af den dosisafhængige, negative effekt på vækst af segreganter 
gærstammer blev observeret til at være ikke-trivielt relateret til stress 
fænotyper af de parentale stammer. Derfor kunne segreganterne grupperes 
efter omfanget af stresseffekter, de udøvede på hver vækstvariabel. Disse 
resultater er i øjeblikket under efterforskning i et større studie af kvantitative 
fænotypiske loci (QTL). 
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Chapter 1 
Schizosaccharomyces pombe 
 
 
 
 
Schizosaccharomyces pombe is a unicellular eukaryote phylogenetically 
classified as an archiascomycete in the ascomycetes lineage (Hedges, 2002). 
S. pombe has been subject to extensive experimental research for more than 
50 years and, thus, has become synonymous with “fission yeast”. S. pombe 
was originally described in 1893 when it was isolated from East African millet 
beer and, ‘pombe’ is the word for beer in Swahili (Lindner, 1893). Urs Leopold 
derived genetic strains (Leopold, 1950) from a S. pombe strain isolated in 
1924 from grape juice originating from Southern France (Osterwalder, 1924). 
In the 1950’s Murdoch Mitchison recognized the power of fission yeast for 
studies of cell division and growth. Paul Nurse merged Mitchison’s cell cycle 
studies and Leupold’s genetic approach and was awarded the 2001 Nobel 
Prize in Physiology or Medicine together with Tim Hunt and Lee Hartwell. 
S. pombe is primarily found in alcoholic beverages. Dozens of strains have 
been isolated from substrates ranging from fruit juice and molasses to 
fermented beverages from all inhabited continents of the world. For instance, 
S. pombe plays an important role in the ecology of Kombucha fermentation, 
which is a traditional fermentation of sweetened tea. Together with other yeast 
species, such as Brettanomyces bruxellensis and Candida stellata, S. pombe 
ferments the sugar present in the tea to ethanol, which is then oxidized to 
acetate by symbiotic acetic acid bacteria (Teoh et al, 2004). 
Taxonomically, fission yeasts include four species that form the 
Schizosaccharomyces genus: one four-spored species, S. pombe, and three 
eight-spored species, S. japonicus, S. octosporus and S. cryophilus (Figure 
1.1) (Sayers et al, 2009; Sipiczki, 1995). S. cryophilus is closely related to S. 
octosporus, but the two yeasts are still as distantly related as humans and 
mouse (Helston et al, 2010). Though the protein sequence of orthologous 
genes diverges significantly between the different fission yeast species, their 
gene content and structure are remarkably conserved (Rhind et al, 2011). 
The Schizosaccharomyces genus is phylogenetically highly divergent from 
budding yeasts (hemiascomycetes) such as Saccharomyces cerevisiae or 
Candida albicans (Kurtzman & Robnett, 1998; Sipiczki, 2000). According to 
some estimations S. pombe and S. cerevisiae diverged either around 330-420 
million or 1.07-1.22 billion years ago. The evolutionary distance of the two 
yeasts is particularly high, given that fungi and metazoa are believed to have 
diverged between 1.0 to 1.6 billion years ago (Sipiczki, 2000; Heckman et al, 
2001). It appears that the S. cerevisiae lineage has evolved faster and, thus, 
has diverged more from the common ancestors of fungi and animals, than 
fission yeast has (Sipiczki, 2000). 
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Though extensive research has been conducted on genetic strains of S. 
pombe, relatively few studies have been carried out on natural variants of this 
yeast species. According to a recent study, where 81 independent natural 
isolates and three laboratory strains were studied, S. pombe seems to vary 
significantly in cell size, but shows only limited variability in growth rate in 
different environments compared to S. cerevisiae. S. pombe should exist in 
small, incompletely isolated populations, which occupy a limited range of 
environments and favor the accumulation of weakly deleterious mutations, 
including extensive karyotypic rearrangements (Brown et al, 2012).  
 
 
Figure 1.1 Taxonomic classification of fission yeasts. 
 
1.1. The life cycle of S. pombe  
 
S. pombe has a haplontic life cycle, where somatic development occurs only 
in the haploid phase and the diploid phase is confined to the zygote. An 
apparent advantage of haploid compared to diploid populations is the ability to 
efficiently eliminate mutations and, thus, show higher average fitness at 
equilibrium (Valero et al, 1992).  
During vegetative growth and high nutrient availability, haploid cells divide 
by medial fission, producing two essentially identical daughter cells. Upon 
nitrogen starvation, fission yeast cells enter the quiescent state (G0) or, 
alternatively, cells become synchronized in the G1 phase of the cell cycle 
(Forsburg, 2003). Subsequently, starvation-induced expression of P (Plus, h+) 
or M (Minus, h-) mating-type factors from the mat1 locus leads to conjugation 
in the presence of cells of the opposite mating type (Willer et al, 1995). 
Following conjugation, transient diploids are produced and the newly formed 
zygotes immediately enter meiosis and sporulation to produce zigzag- or 
banana-shaped zygotic asci (Sabatinos & Forsburg, 2010). In rare cases, the 
formation of zygotes is not followed by nuclei fusion prior to meiosis. In these 
occasions, both nuclei undergo meiosis separately and eight haploid spores 
are generated (Gutz, 1967).  
Complementing markers can be used to trap diploids generated after 
conjugation, which can enter a diploid vegetative growth cycle if maintained in 
Superkingdom Eukaryota
Domain   Fungi
Kingdom   Mycota
Phylum    Ascomycota
Subphylum   Archiacomycotina/Taphrinomycotina
Class    Schizosaccharomycetes
Order    Schizosaccharomycetales
Family    Schizosaccharomycetaceae
Genus    Schizosaccharomyces
Species     Schizosaccharomyces pombe
       Schizosaccharomyces japonicus
     Schizosaccharomyces octosporus
     Schizosaccharomyces cryophilus
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rich medium and higher temperatures. Upon nitrogen starvation, the diploids 
will follow the meiotic program and produce four spores in a linear azygotic 
ascus. Interestingly, haploid-specific genes are expressed in diploids 
(Sabatinos & Forsburg, 2010). An overview of fission yeast life cycle is 
provided in Figure 1.2.  
Heterothallic (h+ or h-) strains are mating-type stable and require a partner 
of the opposite mating type for conjugation. Notably, most h- lab strains do not 
carry the P-information (mat2 silent locus), while h+ lab strains possess both 
M- (mat3 silent locus) and P-information in a rearranged configuration. Thus, 
the latter can switch from the h+ to the h- type, but at a low frequency in the 
population (<10-3 per generation). Homothallic (h90) strains are capable of 
switching between mating types every second generation and half of the cells 
in a h90 population are expected to be h+ (or h-) at a given time (Klar, 1992).  
 
 
Figure 1.2 The life cycle of S. pombe (Sabatinos & Forsburg, 2010). 
 
1.2. The genome of S. pombe  
 
Fission yeast became the sixth model organism to have its genome 
sequenced in 2002 (Wood et al, 2002). S. pombe has a small and compact 
genome, consisting of 12.57 Mb distributed among three linear chromosomes 
(2.45-5.58 Mb), together with a 19.43-kb mitochondrial genome (Wood et al, 
2012). The 5.8S, 18S and 25S ribosomal RNA (rRNA) genes are contained in 
a 10.4-kb fragment and tandem arrays of 100-120 repeats of this fragment 
cover 1.1 Mb of the genome. There are 174 transfer RNA (tRNA) and all the 
tRNA families needed to decode all codons are present (Wood et al, 2002).  
Fission yeast has the lowest number of genes yet identified in a free-living 
eukaryotic cell. There are 5,122 open reading frames (ORFs), including 33 
pseudogenes. The mean gene length (excluding introns) does not vary 
significantly between the three chromosomes (1,407-1,446 bp) and there are 
approximately 560 genes per Mb (Wood et al, 2002; Wood et al, 2012). To 
date, 1,936 (~38%) ORFs have been characterized and the function of 2,165 
(~42%) genes has been inferred by homology (Figure 1.3) (Wood et al, 2012). 
Approximately 65% of fission yeast genes have homologs in S. cerevisiae 
and Caernohabditis elegans, while 14% of S. pombe genes do not have 
homologs in either S. cerevisiae or in C. elegans (Wood et al, 2002). The 
latter constitute the group of “pombe-specific” genes, which favors speciation 
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by preventing meiosis between closely related organisms and has specialized 
roles in ascospore development (Mata & Bahler, 2003). 
Unlike S. cerevisiae, the genome of S. pombe did not undergo large-scale 
genome duplications. Only some large blocks of duplicated sequences (~50 
kb) can be found at the sub-telomeric regions of chromosomes I and II. 
Twenty-four genes, organized in groups of two or four, have identical DNA 
sequences. Most of these genes are localized in sub-telomeric regions and 
are predicted to encode cell-surface proteins belonging to S. pombe specific 
protein families. It has been suggested that a major mechanism for generating 
cell-surface proteins that are specific to fission yeast involves recombination 
events between telomeric regions. Notably, the level of recombination is 
similar throughout the three chromosomes (Wood et al, 2002) and mitotic 
intragenic recombination is associated with 2% crossing over (Virgin et al, 
2001).  
 
 
Figure 1.3 Characterization status of the 5,122 fission yeast genes. Experimentally 
characterized; genes with completely or partially characterized function in a small-scale 
experiment and some published information about their biological role. Role inferred from 
homology; genes with a biological role inferred from homology to an experimentally 
characterized gene product. Conserved (unknown biological role); genes that are conserved 
outside the Schizosaccharomyces genus, but with unknown biological role in any organism. S. 
pombe specific families; gene duplications of unknown role that are found only in fission 
yeasts. Sequence orphans; genes with unknown role that are found only in fission yeasts. 
Dubious; genes unlikely to code for proteins. 
 
The length of fission yeast centromeres (Cnt-1, -2 and -3) is comparable to 
that of higher eukaryotes and 300-1,000 times longer than that of budding 
yeast centromeres. Specifically, the length of the three centromeres is 
inversely proportional to the length of chromosomes, being 35, 65 and 110 kb 
long for chromosomes I, II and III, respectively (Wood et al, 2002). Contrary to 
S. cerevisiae, fission yeast centromeres do not harbor short consensus 
sequences (Wilhelm et al, 2008). The long fission yeast centromeres contain 
many tRNA genes (but no protein-coding genes) and a highly conserved 1.8-
kb element, which is essential for centromere function. Unique centromeric 
sequence regions account for 12.5 Mb, a fraction that is similar to that in S. 
cerevisiae (Wood et al, 2002). The main features of fission yeast genome are 
summarized in Figure 1.4A. 
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Several studies have provided insight into the functional organization of the 
genome in S. pombe. Though the basic organization unit of eukaryotic 
chromatin, the nucleosome, is similar in fission yeast and humans, the length 
of the nucleosome repeat is shorter in S. pombe (154 bp) than in humans 
(185 bp) (Jiang & Pugh, 2009; Lantermann et al, 2010). However, similarly to 
humans, fission yeast chromosomes localize in distinct territories of the 
interphase nucleus in the so-called Rabl formation (i.e. linearly packed side by 
side) (Cremer & Cremer, 2006; Scherthan et al, 1994). There are no lamins in 
S. pombe, but yet undefined nuclear membrane proteins should exhibit lamin-
like functions in fission yeast nuclei (Olsson & Bjerling, 2011). 
Heterochromatic regions, tRNA and 5S rRNA genes co-localize in specific 
foci at the nuclear periphery. The centromeres (CEN) are attached to the 
spindle pole body (SPB) and are closely associated with the mating-type 
(MAT) region (Chikashige et al, 1997). Proximal to the nucleolus, two bouquet 
formation proteins (Bqt3 and Bqt4) tether telomeres (TEL) to the nuclear 
membrane at the opposite side of the nucleus as compared to the SPB 
(Chikashige et al, 2009). In addition, clustering of the Tf2 transposal elements 
in one to three nuclear foci is dependent on CENP-B proteins (Cam et al. 
2008).  
During normal growth, a cluster of nitrogen-repressed genes (Chr1) is 
found at the nuclear periphery together with the histone deacetylase Clr3, 
which reduces the histone acetylation levels of the cluster and retains it at the 
periphery. Upon nitrogen starvation, genes of the Chr1 cluster shift in 
localization away from the periphery towards the nucleus interior (Alfredsson-
Timmins et al, 2009). The driving force behind the gene repositioning 
observed during transcriptional activation remains elusive. A graphical 
representation of genome organization in the fission yeast nucleus is provided 
in Figure 1.4B. 
 
 
Figure 1.4 Fission yeast genome structure and organization. (A) Main features and (B) 
functional organization of the genome (Olsson & Bjerling, 2011).  
 
Almost the entire genome of S. pombe is transcribed to some degree and 
the overlap between transcripts is extensive. Transcription is mostly bi-
directional, although most regions produce transcripts from one strand. 
Antisense RNAs are particularly enriched for highly regulated transcripts, 
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many of which peak during meiosis. Transcription termination sites are less 
well defined than start sites and vary across different conditions. Moreover, 
the untranslated regions (UTRs) of fission yeast genes are substantially larger 
than those of budding yeast with a mean length of 211 nucleotides. The UTR 
length is indicative of transcript stability with less stable transcripts 
characterized by longer 5' and 3' UTRs. Also, short transcripts show 
increased levels compared with mRNA populations of higher length (Wilhelm 
et al, 2008).  
S. pombe has 4,730 confirmed and predicted introns, which are particularly 
short (mean length of 81 nucleotides). This large number of introns is 
distributed among ~43% of S. pombe genes, with 15 being the largest number 
of introns found within a single gene. Notably, as intron number increases 
from two to six per gene, the number of genes with an extra intron decreases 
by half (Wood et al, 2002). Regulation of gene splicing in fission yeast is 
genome-wide and optimization of gene expression programs is achieved 
through a global and condition-specific coupling between splicing efficiency 
and transcription. The efficiency of splicing is similar for different intron 
positions within genes and increased transcription is accompanied by 
increased splicing efficiency. Interestingly, there is no evidence of alternate 
splicing in S. pombe and, a relatively large fraction of transcripts remain 
unspliced (Wilhelm et al, 2008). 
Furthermore, the protein content of fission yeast genome has been 
assessed in terms of encoded protein domains. The most frequent protein 
domains found in S. pombe can be grouped in three categories. The first 
category (A) consists of domains that are commonly exploited by many 
different eukaryotes. The second category (B) includes domains that are 
present in a similar absolute number in the eukaryotic genomes of S. 
cerevisiae, C.elegans, Arabidopsis thaliana, Homo sapiens and Drosophila 
melanogaster. The third category (C) includes domains that occur with higher 
frequency in larger metazoan genomes (Table 1.1) (Wood et al, 2002).  
 
 
Table 1.1 The most frequent protein domains encoded by the fission yeast genome. 
 
The Ascomycota phylum of the kingdom Fungi includes three subphyla: 
Taphrinonomycotina (S. pombe), Pezizomycotina (Penicillium chrysogenum) 
and Saccharomycotina (S. cerevisiae) (Cavalier-Smith, 1998). In regard to 
protein domains, S. pombe is quite different from its ascomycete relatives. For 
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instance, fission yeast has a much lower density of HATPase_c (ATPase 
catalytic activity) domains and a higher percentage of “Rapamycin_bind” and 
HEAT domains. It is uncertain whether such differences reflect aspects of 
fission yeast lifestyle, or the evolutionary distance among the species (Kosti et 
al, 2010). Interestingly, the number of sugar and ATP-binding cassette (ABC) 
transporter domains is much higher in S. cerevisiae than in S. pombe, which 
could explain the ability of the former to grow in a greater range of media. 
However, the chromodomain is found more frequently in S. pombe than in S. 
cerevisiae, which points to differences in higher-order chromatin structure 
between the two yeasts (Wood et al, 2002).  
 
1.3. Overview of fission yeast cell cycle  
 
S. pombe cells are rod-shaped and grow by linear extension at the cell tips, 
while maintaining a constant cellular width. Unlike S. cerevisiae, cell division 
is symmetrical and mediated by the formation of a medial septum (Kelly & 
Nurse, 2011). These morphogenetic events are tightly connected to the 
progression of the cell cycle, with cellular length being a sensitive indicator of 
the position in the cycle. Fission yeast cell cycle is divided into distinct G1, S, 
G2 and M phases, with cells spending most of the cycle time (70%) in G2 
(Figure 1.5A) (Forsburg, 2003).  
During G1, cells grow through the old end in a monopolar manner. In 
exponentially growing cells, cell size is controlled in G2, though a second 
cryptic size control mechanism exists in G1 (Fantes & Nurse, 1981). At the 
onset of G2, when cells reach a critical size, growth proceeds from the new 
end to produce bipolar growing cells in a process called NETO (new end take 
off) (Hayles & Nurse, 2001). When cells enter mitosis, tip growth stops and, 
upon nuclear division, an actomyosin ring forms and then contracts. Following 
deposition of membrane and cell wall material, daughter cells become 
separated and are released after controlled digestion of the primary septum. 
The new cells begin to grow through their old ends (Perez & Rincon, 2010). 
The proteins required for cell cycle progression are synthesized in G1, 
when cells are also primed for DNA replication in preparation for the S phase, 
in a process called DNA licensing (Ritzi & Knippers, 2000). The first major 
event of the cell cycle is the replication of chromosomes during the S phase. 
Replication initiation starts simultaneously at many sites in the genome, called 
replication origins. DNA should be replicated only once per cycle and re-
replication has to be prevented to maintain genome integrity (Snaith & 
Forsburg, 1999). Cells progress into the G2 phase, in which they grow until 
they reach an appropriate size for mitosis to occur. Chromosomes are equally 
distributed into two nuclei in preparation for cell division during the M phase 
(mitosis), which constitutes the second major event of the cell cycle. 
Eventually, cytokinesis occurs and the cell divides to produce two identical 
daughter cells (Moser & Rusell, 2000). 
In exponentially growing cells, the nuclear division cycle is staggered 
relative to cell division and, newly replicated nuclei enter the next cell cycle 
and undergo G1 and S phase prior to cytokinesis. In this manner, a single cell 
particle has 2C DNA content for a large fraction of the cycle time and, upon 
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completion of cell division, the newly formed cell is already in the G2 phase 
(Figure 1.5A) (Sabatinos & Forsburg, 2010).	  	  	  
1.3.1. Cell cycle checkpoints  
The orderly progression of fission yeast through the cell cycle is important to 
maintain genomic integrity and balanced growth. Like all eukaryotes, S. 
pombe possesses the required mechanisms to avoid the adverse effects of 
cell cycle deregulation. Molecular pathways by which an uncompleted cell 
cycle event sends an inhibitory signal to later events, called ‘checkpoints’, 
serve this purpose (Hartwell & Weinert, 1989). When nutrient and cell size 
requirements are met, progress through the cell cycle is enabled, while when 
genome integrity is questioned the cell cycle is halted at the checkpoints to 
allow time for repair and correct completion of a particular event. The 
eukaryotic cell cycle is controlled by three checkpoints. The first one is at the 
G1/S transition (i.e. prior to DNA replication), the second at the G2/M 
boundary (i.e. prior to mitosis), and the third at the metaphase/anaphase 
boundary (i.e. during mitosis) (Alberts et al, 1994).  
The core components of the eukaryotic cell cycle engine include cyclin-
dependent protein kinases (cdks) and their regulatory subunits (cyclins). 
Though higher eukaryotes possess more cdk forms than lower eukaryotes, 
cdks and cyclins are conserved throughout evolution (Alberts et al, 1994). 
Fission yeast has a single essential cdk, Cdc2, the activity of which is 
determined in part by its associated cyclin. Cdc2 is known to associate with 
the Cig1, Cig2, Puc1 and Cdc13 cyclins. The amount of Cdc2 remains 
constant throughout the cell cycle, while cyclin levels oscillate (Moser & Rusell, 
2000; Stern & Nurse, 1996). The fission yeast cell cycle is driven by 
oscillations in the activity of the M-phase promoting factor (MPF), which is a 
heterodimer of cyclin Cdc13 and cdk Cdc2. MPF levels are low in G1, 
intermediate in S and G2, and high in M (Sveiczer & Novak, 2002). In G1, 
Ste9/APC ubiquitinates the Cdc13 subunit and marks it for degradation 
(Kitamura et al, 1998). Also, the Cdc2 inhibitor, Rum1, inhibits the kinase 
activities of Cdc2-Cdc13 and Cdc2-Cig2, and targets Cdc13 for degradation 
(Benito et al, 1998).  
At the G1/S boundary (Figure 1.5B), the Cdc2-Puc1 and Cdc2-Cig1 
heterodimers phosphorylate and induce the degradation of the cdk-inhibitor 
Rum1, while MPF phosphorylates and inactivates Ste9/APC. These events 
coordinately allow MPF to induce entry into the S phase. The kinase activity of 
MPF is though not fully activated in this phase (Lundgren et al, 1991). Cig2 is 
the major S-phase cyclin that accumulates late in the G1 phase. The Cdc2-
Cig2 heterodimer phosphorylates and destabilizes Cdc18, which is recruited 
together with the Cdt1 protein to the heterohexameric (Orc1-Orc6) origin-
recognition complex (ORC) at the replication origins to form the pre-replication 
complex (pre-RC) (Lopez-Girona et al, 1998). Furthermore, late in G1, 
formation of the Hsk1-Dfp1 heterodimer and hyperphosphorylation of the 
Hsk1 kinase result in the phosphorylation of a protein of the minichromosome 
maintenance (MCM) complex, Cdc19, which is involved in DNA replication 
(Brown & Kelly, 1998). 
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At the G2/M boundary (Figure 1.5C), MPF stimulates its own activation 
through positive feedback loops that remove or inhibit the addition of 
phosphate groups on its molecule. Thus, MPF-mediated phosphorylation 
inhibits the Wee1 kinase and activates the tyrosine phosphatase Cdc25 
(Sveiczer & Novak, 2002). Another phosphatase, Pyp3, can also remove the 
inhibitory phosphate from Tyr-15 of the MPF molecule (Millar et al, 1992). 
Moreover, two SAD kinases, Cdr1 and Cdr2, phosphorylate and inactivate 
Wee1 (Kanoh & Russell, 1998). Translation of the mRNA encoding Cdr2, but 
not that encoding Cdr1, is positively regulated by a structural component of 
the 40S ribosomal subunit, Cpc2, and, possibly, the Cpc2-binding partners 
Moc1 and Moc2 (Nunez et al, 2010). Gradients from the cell-ends involving 
the DYRK family kinase Pom1 couple cell length and G2/M transition. When 
cell reaches the required size, Pom1-mediated phosphorylation of Cdr2 is 
inhibited and the cell enters mitosis (Martin, 2009). An additional protein, Slm9, 
activates Cdc2 through inhibition of Wee1 by a mechanism different from the 
one involving Cdr1 and Cdr2 (Moser & Rusell, 2000). 
Though not being a checkpoint, mitotic exit (M/G1) is tightly regulated and 
constitutes another main event of the cell cycle. At the M/G1 boundary, MPF 
activity is reduced and mitotic exit is induced by a negative feedback loop, 
where MPF indirectly activates Slp1/APC (Matsumoto, 1997), which (like 
Ste9/APC) targets Cdc13 to the APC core for degradation. Similarly to 
Ste9/APC, Slp1/APC is also phosphorylated by MPF, but this event is rather 
activating. Reduction of MPF activity by Slp1/APC re-activates Ste9/APC, 
thereby resetting the cell back to G1 (Sveiczer & Novak, 2002).  
 
 
 
 
Figure 1.5 The fission yeast cell cycle. (A) Main characteristics. (B) Key molecular events 
that take place at the G1/S and (C) G2/M checkpoints. 
 
1.3.2. Periodically expressed genes  
Genome-wide studies in budding and fission yeasts have identified numerous 
genes that are expressed in a specific stage of the cell cycle and are 
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commonly referred to as ‘periodically expressed’ or cell cycle-regulated’. 
These studies showed that phase-specific transcription is a conserved theme 
in cell division (Cho et al, 1998; Oliva et al, 2005; Peng et al, 2005; Rustici et 
al, 2004; Spellman et al, 1998). 
In fission yeast, three cell cycle studies identified 400-700 periodically 
expressed genes. However, the number and identity of the reported genes 
differ significantly between data sets and, only 156 genes were declared to be 
periodic by all three studies (Oliva et al, 2005; Peng et al, 2005; Rustici et al, 
2004). These discrepancies originate from the different data analysis methods 
applied and the existence of random experimental noise, among others. 
Importantly, evaluation of the three data sets showed that no more than 500 
periodically expressed genes can be reliably identified given the data 
available (Marguerat et al, 2006). 
Overall, there are three major transcriptional waves during the S. pombe 
cell cycle, which roughly coincide with the three main cell cycle transitions 
(G1/S, G2/M and mitotic exit) (Bahler, 2005a). The most active phase-specific 
gene expression occurs during M and G1. The M-G1 cluster contains genes 
that are targets of transcription factors (TFs) that control the expression of 
mitotic genes (Sep1), cell division (Ace2) and DNA replication (MBF). Notably, 
ace2 is part of the transcriptional wave regulated by Sep1. The Polo kinase 
Plo1, the MADS-box-like protein Mbx1 and the forkhead TFs Sep1 and Fkh2 
form a complex regulatory network that control cellular exit from mitosis (Buck 
et al, 2004; Papadopoulou et al, 2008). 
Genes mainly involved in ribosome biogenesis are weakly regulated in G2, 
when the expression of a number of stress genes peak as well (Bahler, 
2005b; Marguerat et al, 2006; Rustici et al, 2004). However, the latter 
presumably reflects an artifact introduced by the applied cell synchronization 
methods. Several histone genes are strongly regulated during the S phase 
together with a fraction of low amplitude genes, which are not enriched for any 
known gene function though (Marguerat et al, 2006; Rustici et al, 2004).  
The reconstruction of the regulatory network controlling gene expression 
during the fission cell cycle revealed 36 TFs with strong periodic activity and 
several cis-regulatory motifs that are found in the regulatory sequences of 
genes sharing a given expression pattern during the cycle (Bushel et al, 2009; 
Nachman & Regev, 2009). However, the only cell-cycle TF that is strongly 
regulated at the transcriptional level and peaks ahead of its targets is Ace2. 
Also, during the long G2 only weakly regulated genes and no obvious 
transcriptional activators are expressed. Seemingly, unlike S. cerevisiae, 
fission yeast relies less on transcription for regulation of periodic expression 
during the cell cycle, with posttranslational mechanisms being more important 
for such regulation (Bahler, 2005b).  
Noteworthy, cell cycle regulation of gene expression is only partially 
conserved during evolution, with less than half of the orthologous gene pairs 
(corresponding to 40 genes) being periodic with high amplitude in both the 
budding and fission yeasts (Bahler, 2005b; Jensen et al, 2006; Marguerat et 
al, 2006). Interestingly, the relative order of peak expression is evolutionary 
conserved between the two yeasts and humans for only six genes. This core 
  Chapter 1   
______________________________________________________________ 
 
13	  
set of signature cell-cycle genes includes ace2, plo1, cdc18, mik1 and two 
histone-coding genes, hhf1 and hta2 (Fernandez et al, 2011). 
 
1.4. Growth of fission yeast cells  
 
As with any microorganism, S. pombe can be grown in a bioreactor, i.e. a 
controlled growth environment. A bioreactor can be operated in 3 different 
modes: batch, continuous or fed-batch. In the first two modes of cultivation the 
volume remains constant, while in fed-batch the culture volume increases. A 
typical operation of the continuous bioreactor is the chemostat, where there is 
a single rate-limiting substrate that allows for controlled variation in the 
specific growth rate of the biomass (Stephanopoulos et al, 1998). Contrary to 
chemostat, batch cultivations constitute “perfectly closed habitats”, where the 
growth medium is not renewable and dead cells or excreted metabolites are 
not removed during the process (Peleg & Corradini, 2011). Though the 
environmental conditions experienced are not constant over time, operation of 
a bioreactor in the batch mode is easy to perform in medium- to high-
throughput settings (Stephanopoulos et al, 1998). 
 
1.4.1. Cellular growth in batch cultures 
During growth in the batch mode, cells are usually provided with a saturating 
amount of nutrients and the medium is supplemented with a fermentable 
carbon source (e.g. glucose). After inoculation, the cells are metabolically 
active, but do not start dividing immediately. Some time for the cells to adapt 
to the new environmental conditions is required. During this preparation period 
cells are in the so-called lag phase, the duration of which is a function of the 
genetic background of the cell and the composition of the medium. After the 
lag phase, the cells enter into the exponential (log) phase of growth, where 
the cell starts doubling its mass at approximately equal time intervals. When a 
nutrient becomes limiting, growth is slowed down and eventually ceases. The 
cell, thus, enter stationary phase, where they do not divide but remains viable 
for a given period of time (Figure 1.6A) (McKellar & Lu, 2004). Notably, 
growth of S. pombe cells is unbalanced, with the mean cell size being 
greatest at the transition from the lag to the log phase and decreasing 
exponentially through the log phase of growth (Johnson, 1968).  
Diverse theoretical models have been developed to describe microbial 
growth (Peleg  & Corradini, 2011). The Monod model is a common model 
applied to describe growth in batch cultures. The main feature of the model is 
that growth rate equals to zero in the absence of a substrate, while it is 
maximized when nutrients are in excess. The Monod model defines the 
relationship between growth rate and substrate concentration as follows: 
 
 
 
where x is the biomass concentration at time t, s is the substrate 
concentration present in the medium at time t, μmax is the maximum specific 
!"#"$
!"#
$
%#
%&
'
(
'
$)$'
Schizosaccharomyces pombe 
______________________________________________________________ 	  
	  14 
growth rate, and Ks is the substrate concentration which supports half-
maximum specific growth rate (Lobry et al, 1992). In the beginning of batch 
fermentations s is extremely high (s >> Ks), which means that the growth rate 
(dx/dt) approaches μmax and remains constant for a long period during the 
fermentation. When cells consume a significant fraction of the substrate (s ~ 
Ks) the growth rate decreases, and, reaches zero when all the substrate is 
exhausted (s = 0). Changes in growth rate are usually accompanied by the 
formation of temporal concentration gradients due to limited gas transfer and 
diffusion rate in the culture. 
 
1.4.2. High-throughput profiling of cellular growth  
A traditional method to measure cell density in yeast cultures is the calculation 
of dry cell weight (DCW), which involves washing the cells with physiological 
water (9 g/L NaCl solution) and drying the cells at high temperature until the 
cellular mass remains constant (Kensy et al, 2009b). However, cellular growth 
is commonly quantified by measuring the optical density (OD) of a culture over 
time. OD is a measure of the culture turbidity (‘cloudness’) and is measured 
using a spectrophotometer, a device that passes light through a culture aliquot 
and detects the amount of the non-scattered light that goes through. Cells 
scatter the light passing through the suspension, and higher scattering 
indicates higher turbidity. OD is commonly defined as the absorbance of a cell 
suspension at a wavelength in the range of 595 to 620 nm.  
For unicellular organisms, OD is linearly correlated to the number of cells 
and the cell mass only in a narrow range of OD values (0.1-0.3). Thus, 
accurate estimation of biomass concentration requires the dilution of 
fermentation samples and recalculation of OD (Kensy et al, 2009b). Therefore, 
OD measurements are not convenient for online monitoring of biomass 
concentration. For this purpose, light scattering (LS) measurements are more 
suitable, given their higher correlation to biomass concentrations up to high 
cell densities (Kensy et al, 2009a). Recently, devices that use the LS for real-
time growth monitoring have been developed, e.g. m2p BioLector. Notably, 
using the BioLector system LS measurements can be obtained as frequently 
as once every three minutes for 48 independent cultures (Kensy et al, 2009b). 
BioLector is one of the many machines designed to facilitate large-scale 
studies. Using BioLector profiling of cellular growth in microtiter plates and 
analysis of growth rate on a genome-wide scale is possible (Blomberg, 2011). 
BioLector consists of an incubation chamber with an orbital shaker, where a 
single microplate can be placed. Aerobic cultures prepared in specially 
designed microtiter plates are agitated continuously and vigorously (usually at 
1000 rpm), which ensures sufficient oxygen transfer within each well. The 
temperature and humidity in the incubation chamber can be set at different 
ranges (20-50˚C and 60-99%, respectively). The gas exchange and oxygen 
supply are continuous during cultivations and there are no foaming problems 
(Kensy et al, 2009a).   
BioLector uses a laser, noninvasive optical sensors and optodes for online 
measurement of different cultivation parameters, including the concentration 
of biomass, riboflavins, hydrogen (pH), oxygen (pO2) and proteins that are 
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tagged with fluorescent reporters (e.g. GFP: green fluorescent protein) 
(Figure 1.6B). These culture parameters are measured through incorporated 
filters that allow signal detection at a wide range of emission and absorbance 
wavelengths (Kensy et al, 2009a). Different formats of disposable microtiter 
plates are compatible with the BioLector device. Microplates can have 48 or 
96 wells, which can be round or ‘flower’-shaped. The working volume is 100-
1000 μl in microplates with round wells, while cultures with a total volume of 
200-1500 μl can be prepared in microplates with ‘flower’-shaped wells. 
Compared to round or square wells, ‘flower’-shaped wells (Figure 1.6B) 
provide improved mixing and oxygen transfer within the culture (Funke et al, 
2009). The procedure followed during a typical BioLector experiment is 
described in Figure 1.6C. 
 
 
 
Figure 1.6 Growth profiling of fission yeast cells. (A) A typical growth curve of fission yeast 
cells grown in the batch mode, where 3 growth phases are observed. (B) Microtiter plates (48 
wells) commonly used for high throughput profiling using the BioLector microfermentation 
system. The ‘flower’ shape of the wells allows for high oxygen transfer in the culture. In 
addition to biomass and fluorescence measurements, specially manufactured microtiter plates 
with optodes at the bottom of each well allow the retrieval of pH and/or dissolved oxygen 
measurements from each culture. (C) A typical procedure followed during a cultivation 
experiment using the BioLector system. A microtiter plate is inoculated with cells grown in 
pre-cultures and sealed with gas-permeable membranes (1), the microplate is loaded in 
BioLector and the desired experimental conditions are chosen (2). After the end of the 
experiment data are collected and analyzed (3) to retrieve the growth profiles recorded in the 
experiment (4). Among others, a calibration procedure is followed in step (3) to convert LS 
units (620 nm) to OD values (595 nm). 
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1.4.3. Estimation of growth parameters   
As mentioned in section 1.4.1, the Monod model is a growth model that is 
broadly used to describe cellular growth. Several other models have been 
suggested in an attempt to mathematically define microbial growth rate (Peleg  
& Corradini, 2011). For instance, a modified Chapman-Richards model was 
found to be more suitable than the logistic and Gompertz models to describe 
the growth of budding yeast. However, many features of yeast growth are less 
amenable to mathematical modeling using standard equations, and 
alternative methods are commonly used to calculate main growth parameters 
from data on biomass concentration over time (Blomberg, 2011).  
 
 
Figure 1.7 Extraction of main growth parameters from curves. (A) Growth efficiency is the 
gain of biomass provided the nutrients in the culture. (B) When log-transformed OD values 
are plotted over time, the maximum growth rate (μmax) corresponds to the maximum slope 
within the exponential growth limit and the lag time (lagT) is the time at which the tangent to 
the maximal growth rate intersects the horizontal axis. The growth amplitude (Yo, μmax) and 
the time (Xo, μmax) when cells reach the μmax are also useful indicators of cellular growth. 
 
Growth efficiency constitutes a direct measure of growth and represents 
the gain of biomass given the substrate provided in the medium. Efficiency of 
growth can be simply calculated by subtracting the OD value of the culture at 
the end of the experiment (stationary phase) from the corresponding value at 
the time of inoculation (Figure 1.7A). Moreover, calculation of the maximum 
slope of the log-transformed OD values within the exponential growth limit 
provides an estimation of the maximum growth rate (μmax). The lag time 
(lagT) corresponds to the time at which the tangent to the maximal growth 
rate intersects the time axis (Figure 1.7B) (Toussaint et al, 2006). 
The doubling (or generation) time of a cell (Td) is inversely proportional to 
the growth rate (Td = ln(2)/μ) and provides a direct link between growth and 
cell cycle. The length of the doubling time of fission yeast cells depends on 
the genetic background of the strain, the medium composition (rich or 
minimal) and the cultivation temperature. For instance, the time required for a 
population of the standard lab strain (JB50, h90) to double when grown at 32˚C 
is 2h 10min (in rich medium) or 2h 30min (in minimal medium). Haploid and 
diploid cells grow similarly, while mutant strains show longer doubling times 
(http://biosci.osu.edu/~nile/nurse_lab_manual.pdf).  
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1.5. Overview of fission yeast metabolism  
 
1.5.1. Basic principles of yeast metabolism   
Glucose metabolism in yeast includes glycolysis, which results in the 
formation of pyruvate, and the pentose phosphate pathway, which generates 
cellular reducing power in the form of nicotinamide adenine dinucleotide 
phosphate (NADPH) (Fiechter et al, 1981). During aerobic metabolism and at 
low glycolytic fluxes all of the pyruvate carbon generated in glycolysis is 
directed towards oxidative tricarboxylic acid (TCA) cycle metabolism, and 
ultimately oxidative phosphorylation. Yet, when the glycolytic flux and the 
pyruvate pool increase, the carbon flux is directed towards overflow 
metabolism and metabolites like ethanol, acetate, and glycerol are produced. 
The different metabolic effect caused by varying glucose concentrations is 
known as the Crabtree effect (Crabtree, 1929). Like S. cerevisiae, fission 
yeast is a Crabtree-positive organism (de Jong-Gubbels et al, 1996). 
Related to the Crabtree effect is glucose repression, which refers to 
extensive transcriptional changes for a large fraction of genes caused by the 
addition of extracellular glucose. In S. cerevisiae transcripts encoding 
enzymes involved in diverse aspects of cellular metabolism, including 
gluconeogenesis, the TCA cycle and alternative carbon source metabolism, 
become repressed by glucose excess (Carlson, 1999). In S. pombe, glucose-
repressed genes include those encoding fructose-1,6-bisphosphatase (Fbp1), 
α-glucosidase (Agl1) and invertase (Inv1) (Nocero et al, 1994; Schlanderer & 
Dellweg, 1974). 
Yeast species from which no respiratory-deficient mutants are obtained 
after acriflavine or ethidium bromide treatment are known as petite-negative 
yeasts (e.g. S. pombe), in contrast to the petite-positive yeast species (e.g. S. 
cerevisiae) from which respiratory-deficient petite mutants are easily obtained 
(Bulder, 1964a; Bulder, 1964b). The functional requirement of mitochondrial 
DNA in petite-negative yeasts could be attributed to the need of an active 
respiratory chain to dispose of some reducing equivalents released during 
basal metabolism (Schafer, 2003).  
According to another scheme, yeasts can be classfied as K(+) or K(-). 
Specifically, species that are able to utilize L-malate and other TCA cycle 
intermediates as sole carbon or energy source belong to the K(+) group (e.g. 
Candida sphaerica and Pichia stipitis), while the K(-) group includes species 
that utilize these intermediates but only in the presence of glucose or another 
assimilable carbon source (e.g. S. cerevisiae and S. pombe) (Volschenk et al, 
2003). Contrary to K(+) yeasts, L-malate metabolism in K(-) yeasts is not 
glucose-repressed (Saayman & Viljoen-Bloom, 2006). 
During fermentative metabolism, the carbon source (glucose) provided in 
the medium is converted to metabolic products and biomass. The calculation 
of parameters related to these metabolic events is often desirable to define 
metabolic routes that are active in a condition of interest. The consumption 
rate of glucose (glucose uptake rate) and the rate of product and biomass 
formation can be calculated by measuring the corresponding concentrations 
in the medium. From direct measurements of concentrations, the volumetric 
Schizosaccharomyces pombe 
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rates (g(l h)-1 or moles(l h)-1) can be calculated. When these values are 
normalized for biomass concentration (DCW), specific rates can be obtained 
instead (g (g DCW h)-1 or moles (g DCW h)-1) (Nielsen, 2006). 
 
1.5.2. Special features of fission yeast metabolism   
Like S. cerevisiae, fission yeast is capable of aerobic fermentation in the 
presence of excess sugars (Alexander & Jeffries, 1990). Fermentation rates in 
fission yeast are high during exponential growth and decrease sharply during 
early stationary growth (Heslot et al, 1970). Since S. pombe and S. cerevisiae 
separated at least 330 million years ago, aerobic fermentation has evolved at 
least twice during yeast evolution. Also, the gene content of fission yeast 
differs significantly from that of budding yeast, mainly due to a whole-genome 
duplication event that occurred in the evolutionary history of the latter (Wolfe & 
Shields, 1997). The evolutionary events that differentiate the two yeasts are 
reflected in their metabolic capacities. The main features of fission yeast 
metabolism are summarized in Table 1.2 and are discussed below.  
In the hemiascomycete lineage, the evolution of aerobic fermentation was 
associated with loss of cis-regulatory elements and subsequent transcriptional 
reprogramming of many genes coding for mitochondrial or respiration-related 
proteins (Ihmels et al, 2005). In addition, the promoters of these genes have 
shifted from the nucleosome-depleted (NDT) to the nucleosome-occupied 
type (NOT) (Field et al, 2009). In S. pombe, the transcriptional regulation of 
respiration-related genes was also reprogrammed during evolution of aerobic 
fermentation, but there were seemingly no significant changes in the 
nucleosomal organization of respiration-related promoters (Lin & Li, 2011). 
The occurrence of NDT promoters for respiration-related genes in S. pombe is 
in agreement with these genes not being completely repressed during normal 
growth. Thus, although the petite-negative S. pombe shows a high respiratory 
quotient, an atypical glucose-mediated repression of respiration occurs. 
Fission yeast cells show increased respiration rates before glucose reaches 
significantly low levels and continue to respire for some hours after glucose 
exhaustion (Heslot et al, 1970).  
Unlike S. cerevisiae, the absolute requirement of mitochondrial function for 
survival of fission yeast cells is mainly attributed to the coupling of pyrimidine 
biosynthesis with the mitochondrion. Specifically, pyrimidine biosynthesis is 
dependent on the activity of a mitochondrial enzyme, dihydroorotate 
dehydrogenase, which in turn depends on the function of the respiratory chain 
(Nagy et al, 1992). Consequently, S. pombe cells show limited growth 
capacity under anaerobic conditions. In the presence of glucose, D-/L-lactate, 
and malate, anaerobically grown cells have a low but significant oxygen 
uptake, which differs from normal respiration. S. pombe survives only for 
some generations under anaerobiosis and shows some form of glucose 
repression of respiration (Heslot et al, 1970).  
During evolution, fission yeast has lost the glyoxylate cycle, the glycogen 
biosynthetic pathway and the gluconeogenic enzyme phosphoenolpyruvate 
carboxykinase (PEPCK). Moreover, compared to S. cerevisiae, fission yeast 
has fewer glycolytic paralogs, no transcriptional regulators of glucose 
  Chapter 1   
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repression and fewer alcohol dehydrogenase (ADH) genes (Rhind et al, 2011). 
As a result, unlike S. cerevisiae, growth on several non-fermentable 
substrates is limited for S. pombe (Fiechter et al, 1981). L-lactate, ethanol, 
acetate, malate and succinate are oxidized in fission yeast, but they constitute 
poor substrates for growth. Moreover, D-lactate and pyruvate are neither 
oxidized nor used for growth (Heslot et al, 1970).  
 
Table 1.2 The main features of the fission yeast metabolism. 
 
Metabolic intermediates from the TCA cycle and glycolysis can be 
synthesized from C2 compounds (e.g. ethanol and acetate) through the 
glyoxylate cycle. S. pombe cannot use ethanol as the sole carbon source or 
even as a co-substrate with glucose (de Jong-Gubbels et al, 1996), due to the 
absence of isocitrate lyase and malate synthase (Fiechter et al, 1981). Thus, 
upon glucose exhaustion the expression of genes encoding the alcohol 
dehydrogenase Adh1 and the pyruvate dehydrogenase complex is reduced 
(Rhind et al, 2011). Instead, induced expression of the genes encoding 
aldolases is observed, presumably as an alternative mechanism for 
generating acetyl-coA (Rhind et al, 2011). Although fission yeast lacks a 
functional glyoxylate cycle, generation of acetyl-coA allows the dissimilation of 
ethanol and acetate (Tsai et al, 1987). In S. pombe, ethanol can be utilized as 
an auxiliary energy source or as a source of acetyl-CoA for biosynthesis of 
lipids and some amino acids (de Jong-Gubbels et al, 1996).    
ADH catalyzes the reduction of acetaldehyde to ethanol in the last step of 
alcohol fermentation, which provides the nicotinamide adenine dinucleotide 
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(NAD+) for the oxidation of glyceraldehyde-3-phosphate in the glycolytic 
pathway. Ethanol production is thus important to maintain the redox balance 
in the cytoplasm (Sakurai et al, 2004). Ethanol-dependent respiratory activity 
is generally attributed to the presence of mitochondrial ADH isoenzymes. S. 
pombe does exhibit mitochondrial ADH activity, but the physiological function 
of yeast mitochondrial ADH enzymes is unclear (Crichton et al, 2007).  
Though both fission and budding yeasts are K(-) yeasts, they display 
significant differences in their ability to degrade L-malate. S. pombe transports 
malic acid by a proton-dicarboxylate symport, which is not subject to glucose 
repression, and is able to effectively convert L-malic acid to ethanol (i.e. malo-
alcoholic fermentation) (Sousa et al, 1992). However, S. cerevisiae is unable 
to effectively degrade L-malate, which is ascribed to the slow uptake of L-
malate by diffusion (Saayman & Viljoen-Bloom, 2006). Another important 
feature of fission yeast metabolism is the absence of the peroxisomal β-
oxidation pathway (Cornell et al, 2007), which fires the TCA cycle through the 
generation of acetyl-coA.   
 
1.6. S. pombe as a model organism 
 
S. cerevisiae has been widely used to pioneer functional genomic and 
systems-level approaches. S. cerevisiae, has though certain shortcomings in 
its comparative potential to other eukaryotes, due to several specialization 
events that have occurred in the budding yeasts’ evolutionary history. 
Importantly, approximately 300 genes that are otherwise conserved in other 
eukaryotes have been lost in S. cerevisiae. These genes represent several 
functional subsystems, including exon junction complex, proteasome-related 
genes and heterochromatin silencing components (e.g. RNAi processing 
machinery) (Aravind et al, 2000). Fission yeast has similar advantages as 
budding yeast with regard to relative simplicity, powerful genetics, and a low-
complexity genome (Wood et al, 2002). In addition, as a model organism, S. 
pombe has the great advantage that all genetic strains and mutants derive 
from a single isolate, and are therefore assumed to be isogenic.  
The large evolutionary divergence and the genome differences between the 
two yeasts indicate S. pombe as a powerful complementary yeast model 
system that could provide unique insight into specialized and universal 
regulatory principles. Comparative studies between the two yeasts have 
proven to be fruitful in elucidating basic principles in biology (Forsburg, 1999; 
Sunnerhagen, 2002). The “micromammal” fission yeast has become a popular 
model system to study mammalian biology (Forsburg, 2003).  
In several respects fission yeast appears to be close to mammalian cells. 
For example, mammalian promoters are functional in fission yeast (Remacle 
et al, 1997), and most of the proteins involved in regulating chromatin 
dynamics are structurally and functionally conserved (Allshire, 2004). Fission 
yeast chromosomes have features typical of mammalian chromosomes, 
including large heterochromatic centromeres (∼40-100 kb) (Forsburg, 2003). 
Moreover, the entire fission yeast life cycle is a suitable model to study 
developmental events that take place in human cells (Forsburg, 2005). 
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Importantly, at least 172 fission yeast proteins show sequence similarity to 
proteins associated with various human diseases, including cancer. Hence, 
understanding the biochemistry and structure of human disease pathways can 
be facilitated in this yeast (Wood et al, 2002). Since S. pombe heavily relies 
on mitochondria (see section 1.5.1), some aspects of mitochondrial functions 
could be sensitively studied in fission yeast. 
S. pombe is easy to grow under tightly controlled conditions including 
genetic and environmental perturbations. As this yeast did not undergo any 
genome duplication, its genome is less redundant (Wood et al, 2002). Genetic 
variations are thus more likely to result in phenotypic changes, which makes S. 
pombe well suited for phenotypic studies and the investigation of the interplay 
between the genome and the environment. Notably, the fission yeast stress-
activated protein kinase pathway is activated in multiple stress conditions 
including oxidative stress, and it activates TFs that are conserved in humans 
(see Chapter 4) (Ikner & Shiozaki, 2005; Toone et al, 2001). The relative 
simplicity of the fission yeast cell promises a deeply satisfying understanding 
of its inner workings within a decade. This will empower research into more 
complex systems that control stress response networks in human cells.  
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Chapter 2 
Redox balance in oxidative stress 
 
 
 
 
During aerobic metabolism in eukaryotic cells, the reduction of molecular 
oxygen to water through the acceptance of four electrons results in the 
generation of chemically reactive molecules containing oxygen (reactive 
oxygen species, ROS) (Figure 2.1) (Halliwell & Gutteridge, 2007). ROS and 
other oxidants can be generated during diverse cellular reactions and can 
compromise the integrity of biological macromolecules (Table 2.1). Elevated 
levels of ROS in the cell interior can also result when cells are challenged by 
environmental stimuli and oxidizing agents in particular (see section 2.1.1). 
The altered state of cellular homeostasis caused by excessive production of 
ROS and/or impairment of cellular antioxidant defenses is referred to as 
oxidative stress (Dalle-Donne et al, 2008). Alternatively, oxidative stress can 
be defined as “an imbalance between oxidants and antioxidants in favor of the 
oxidants, leading to a disruption of redox signaling and control and/or 
molecular damage” (Sies & Jones, 2007). 
During oxidative stress, the redox status of the cell is severely altered with 
profound implications for cell functionality. Oxidative metabolism necessitates 
dedicated mechanisms for defense against the detrimental effects of ROS, 
which can cause damage to several cellular structures and organelles, by 
reacting with nucleic acids, lipids and proteins (see section 2.1.2). The cell 
rapidly responds to such changes by recruiting the activities of several 
enzymatic and non-enzymatic defense systems to maintain redox 
homeostasis (see sections 2.2-2.3) (Sigler et al, 1999). Removal of ROS and 
repair of oxidative damage are promoted by the catalytic mechanisms of 
different enzymes, such as catalase, superoxide dismutase and thiol 
peroxidases. In addition, free radical scavengers bind and detoxify ROS 
through non-enzymatic defense mechanisms including ascorbate, glutathione, 
metallothioneins, uric acid, trehalose and tocopherols (Gessler et al, 2007).  
Oxidative stress resistance is heavily depended on iron, as the activity of 
several antioxidant enzymes relies on this micronutrient. Iron exists in two 
redox states, the ferrous (Fe+2) and the ferric (Fe+3), which makes its role 
essential for proper enzyme activity (Kaplan & Kaplan, 2009). However, the 
active redox nature of iron can have adverse effects for the cell, as different 
ROS can be produced from reactions that involve either of its two states. The 
mixed effects of iron on cell physiology indicate the necessity to tightly 
regulate intracellular iron levels in conditions of oxidative stress. Overall, 
cellular processes that maintain redox balance co-exist with iron homeostatic 
mechanisms, which allow the cell to sequester free iron and on the same time 
maintain its stress-related, iron-demanding enzymatic functions (see section 
2.4) (Labbe et al, 2007; Pouliot et al, 2010).  
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Figure 2.1 Generation of reactive oxygen species by the consecutive reduction of dioxygen. 
The conversion of dioxygen to superoxide is endothermic, while the rest of the reactions are 
exothermic. ON: oxidation number. 
 
 
 
Table 2.1 Major oxidants generated as part of the normal physiology of the cell. 
 
2.1. Oxidative stress and cellular damage 
 
2.1.1. Oxidizing agents 
Several reagents are commonly used to impose oxidative stress in cellular 
cultures and, each of the agents triggers ROS generation by a distinct 
mechanism (Table 2.2), as demonstrated by a stress study in budding yeast 
(Thorpe et al, 2004). S. pombe also responds differently to oxidative stress 
exerted by menadione (Md), hydrogen peroxide (HP), cumene hydroperoxide 
(CHP) and 1-chloro-2,4-dinitrobenzene (CDNB) (Mutoh et al, 2005a). For 
instance, the cellular response to CHP is quite different from that to the other 
three agents, both in terms of gene induction kinetics and depletion of cellular 
levels of glutathione (GSH), an antioxidant tripeptide (see section 2.3.1.1) 
(Mutoh et al, 2005a).  
Furthermore, fission yeast cells respond similarly at the transcriptional level 
when challenged by 2.0 mM tert-butyl hydroperoxide (t-BOOH) and 0.5 mM 
HP. In addition to a similar regulation of core stress genes, both stress types 
lead to a cellular arrest in the G2 phase of the cell cycle (Chen et al, 2008). 
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Although the Sty1-Atf1 pathway is essential for the cellular response to HP 
stress (see Chapter 4), it is less critical for the response to t-BOOH stress. 
The Pmk1 pathway (see Chapter 4) is instead more important for gene 
expression regulation in t-BOOH stress (Chen et al, 2008). Moreover, the 
response to oxidative stress induced by Md is much weaker than that to t-
BOOH or HP, and remains weak for Md concentrations up to 5.0 mM (Chen et 
al, 2008).  
Together these findings indicate a considerable multilevel difference in 
cellular responses to stress induced by different oxidizing reagents, a fact that 
should be taken into account when oxidative stress studies are compared. 
 
 
Table 2.2 Mechanisms of reactive oxygen species generation by oxidizing agents that are 
commonly used to trigger oxidative stress in cellular cultures. 
 
2.1.1.1. Hydrogen peroxide  
HP has an intermediate oxidation number (i.e. -1) (Figure 2.1), which can 
explain its oxidizing and reducing properties (Bienert et al, 2006). The 
molecule has a skewed cis conformation with the hydrogen atoms pointing to 
the same direction as the O-O bond and the lone electron pairs, which are 
oriented in the opposite direction to the hydrogen atoms (Bienert et al, 2006). 
Since the lone electron pairs do not allow free rotation around the O-O bond, 
HP exists as a permanent dipole, a property that has implications in its 
function and transport (Bienert et al, 2006). The basis of the HP toxicity could 
be attributed to the oxidation of cellular components mediated directly by HP 
or •OH (i.e. hydroxyl radical produced from HP by the Haber-Weiss reaction, 
see section 2.4), and the secondary generation of the superoxide anion 
radical (O2•-) during cellular component oxidation (Mutoh et al, 2005a). 
Although HP is believed to freely diffuse through the lipid bilayer of 
membranes, aquaporins from plants and mammals could channel HP across 
the plasma membrane when expressed in budding yeast (Bienert et al, 2007). 
HP and water are structurally similar, but a mechanism to discriminate 
Oxidizing agent Mechanism of ROS generation Reference
Hydrogen peroxide (HP)
oxidizes cellular components and favors 
superoxide radical production. also: can be 
converted to the highly active hydroxyl radical in 
the presence of transition metals (Harber-Weiss 
reaction)
Mutoh et al, 
2005a
Menadione (Md) and 
Paraquat (PQT)
produce superoxide radical by redox cycling: 
alternatively reduce molecular O2 and oxidize 
VSHFLÀFFHOOXODUUHGXFWDVHVDWWKHH[SHQVHRI
NADPH
Toledano et al, 
2003
Cumene hydrogen 
peroxide (CHP)
produces superoxide radical by initiating radical 
reactions in the presence of transition metals
Mutoh et al, 
2005a
tert-butyl hydroperoxide 
(t-BOOH) reacts mainly with membrane components
Krasowka et al, 
2000
Diethylmalate (DEM) reacts with free thiols that particularly promote depletion of reduced GSH
Plummer et al, 
1981
Diamide (DM)
oxidizes small acidic thiols, in particular GSH, and 
may also promote formation of intra- and 
LQWHUPROHFXODUGLVXOÀGHERQGV
Kosower & 
Kosower, 1995
1-chloro-2,4-
dinitrobenzene (CDNB)
lowers GSH level, leading to a more oxidized state 
that  favors production of superoxide radical
Mutoh et al, 
2005a
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between the two compounds seemingly exists (Amara et al, 2001). The ability 
to move across membranes and associate with the redox systems of the cell 
renders HP a suitable molecule for intracellular signaling. Indeed, HP 
regulates cell proliferation and signal transduction in many species, including 
S. pombe (see Chapter 4) (Veal et al, 2007).  
Fission yeast extensively redirects its gene expression program in 
response to HP, with the expression of thousands of genes being regulated 
as a function of HP concentration (see Chapter 4) (Chen et al, 2003; Chen et 
al, 2008). Furthermore, the cellular response to HP stress has profound 
effects on diverse metabolic pathways (Figure 2.2). The main metabolic 
change in oxidative stress is the switch in energy production from glycolysis to 
the pentose phosphate pathway for the generation of NADPH (Izawa et al, 
1998; Weeks et al, 2006). This is particularly evident from the induction of 
genes encoding enzymes in the upper part of the glycolytic pathway and the 
repression of those in the lower part (Weeks et al, 2006). Moreover, HP stress 
results in increased levels of osmoprotective metabolites (e.g. glycerol and 
choline), which indicates the existence of cross-protection between the HP 
and osmotic stress responses (Weeks et al, 2006). Other metabolic changes 
include the increased production of acetate and the elevated levels of 
glutamate and glycine, with the latter reflecting the increased cellular demand 
in forming GSH. It is noteworthy that most of the HP-induced changes in 
fission yeast metabolism are dependent on the Sty1 stress-activated protein 
kinase (SAPK) (see chapter 4) (Weeks et al, 2006). 
 
 
 
Figure 2.2 The response to hydrogen peroxide stress involves the alteration of diverse 
cellular metabolic processes. The red and green arrows indicate, respectively, induction or 
repression of the corresponding processes. Peroxide stress has mixed effects on glycolysis 
and purine metabolism.  
 
2.1.2. Cellular damage in oxidative stress  
Cellular proteins undergo diverse modifications in conditions of oxidative 
stress. For instance, protein oxidation can occur either in the polypeptide 
backbones, which results in protein aggregation and fragmentation, or in the 
amino acid side chains, which can result in protein inactivation (Davies, 1987). 
The oxidation of cysteine (Cys) residues is the best-characterized protein 
alteration during oxidative stress. Oxidation of the sulfhydryl group (-SH) of 
one Cys molecule can lead to the sulfenic (-SOH), sulfinic (-SOOH) or sulfonic 
(-SOOOH) form (Gilbert, 1995). Thiol oxidation can alter enzymatic activities, 
the binding capacity of transcription factors (TFs) or initiate signaling 
pathways (see Chapter 4). Even slightly increased ROS levels can induce a 
transient general oxidation of protein thiols in the cell (Garcia-Santamarina et 
Metabolic responses 
      to H2O2 stress
Oxidative phosphorylation
Pentose phosphate pathway
Purine metabolism
Glycerolipid metabolism
Arginine and proline metabolism
Alanine and aspartate metabolism
Glutathione metabolism
Tryptophan biosynthesis
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al, 2011). Additionally, intra- and intermolecular oxidation of two Cys residues 
can cause formation of disulfide linkages, which has implications in protein 
structure and function. Carbonylation is another common irreversible, non-
enzymatic protein modification that occurs during oxidative stress (Halliwell & 
Gutteridge, 2007). Importantly, the superoxide radical (O2•-) oxidizes iron-
sulfur clusters in enzymes, which can be detrimental for different 
mitochondrial functions or can lead to inhibition of the tricarboxylic acid cycle 
(TCA) cycle (Cabiscol et al, 2000; Imlay, 2003).  
The hydroxyl radical (•OH) can initiate a chain lipid peroxidation reaction, 
whereby hydrogen from unsaturated lipid side chain (LH) is removed to form a 
first radical (L•) followed by the sequential formation of the a peroxyl (LOO•) 
and an alkoxyl radical (LO•) (Toledano et al, 2003). Lipid peroxidation 
products principally lead to the formation of adducts with DNA bases and 
proteins (Esterbauer et al, 1991). In addition to lipids and proteins, nucleic 
acids are also susceptible to ROS-mediated damage. Base modification, 
damage to deoxyriboses and abasic sites can be induced by ROS, resulting in 
base transversions and single or double strand breaks, which can cause 
replication errors and genomic instability (Sigler et al, 1999). HP induces DNA 
damage indirectly via •OH, which can react with either bases or sugars on 
DNA to form a range of lesions (Barzilai & Yamamoto, 2004). One of the 
widely studied forms of base damage is 7,8-dihydro-8-oxo-2'-deoxyguanosine 
(8-oxoG), which results from the reaction of •OH with the C8 of purine bases. 
8-oxoG bases are primarily found in highly transcribed regions in the DNA and 
lead to GC→TA transversions, due to mispair of 8-oxoG with adenine instead 
of cytosine (Kasai et al, 2002). The mispairs can generate point mutations or 
result in a mistranslated protein (Imlay, 2003; Kasai et al, 2002).  
 
2.2. Main enzymatic defenses 
 
In S. pombe, enzymes with important antioxidant activities in response to 
oxidative stress include catalase (see section 2.2.1), superoxide dismutases 
(see section 2.2.2), thiol peroxidases (see section 2.2.3) and GSH-S-
transferases (see section 2.2.4). Thioredoxin (Trx) acts as an electron donor 
for thiol peroxidases, in addition to its role in the reduction of disulfide bonds 
in protein molecules. GSH is required for the reactions mediated by GSH-S-
transferases, GSH peroxidase (see section 2.2.3.2), and dithiol glutaredoxins 
(see section 2.3.1.2) (Figure 2.3). With the exception of peroxiredoxins (see 
section 2.2.3.1), enzymatic activities inferred by homology (i.e. enzymes with 
predicted functions) are not discussed in this chapter. Glutaredoxins are also 
antioxidant enzymes (thiol oxidoreductases) with a main role in stress, but are 
discussed together with thiol redox pathways (see section 2.3).  
In general, antioxidant enzymes can be distinguished by their catalytic 
mechanisms and subcellular localization. The proper distribution of these 
enzymes in the different compartments of the cell is essential for protection 
against the damaging effects of oxidizing agents (Veal et al, 2007). Moreover, 
antioxidant enzymes undergo different post-translational modifications, (e.g. 
phosphorylation or ubiquitination) depending on the oxidant dose or the 
growth phase of the cell (Veal et al, 2007). Notably, unlike S. cerevisiae, 
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fission yeast has a limited repertoire of detoxifying enzymes, but the reason 
for this difference between the two yeasts remains unknown (Jara et al, 2007). 
 
2.2.1. Catalase 
Catalase (CAT) is an enzyme that is present in every aerobic organism to 
degrade HP to water and molecular oxygen using the redox capacity of a 
heme group (Goyal & Basak, 2010). CAT is a homotetrameric enzyme 
containing one heme group embedded in the active site of each monomer. 
The presence of iron in the heme groups allows the enzyme to react directly 
with HP (Wong & Whitaker, 2002). The catalytic activity of the enzyme 
depends on the complex secondary structure formed by the threading and 
intertwining of long peptide loops during tetramerization (Jamieson et al, 
1986; Zamocky et al, 2008). The tetrameric holoenzyme binds also NADPH, 
but the requirement of the latter for proper CAT activity is not clear (Jamieson 
et al, 1986). 
             
   
Figure 2.3 Enzymatic activities recruited in response to elevated levels of reactive oxygen 
species. Black arrows point to experimentally characterized antioxidant enzymes, while 
dashed arrows to enzymes with predicted functions. The electron donors of the corresponding 
enzymatic reactions, glutathione (GSH) and thioredoxin (Trx), are shown in rectangular boxes. 
SOD: superoxide dismutase. GST: glutathione-S-transferase.  
 
The catalytic reaction mediated by CAT occurs in two steps: in the first step, 
HP becomes reduced to water (Reaction 2.1) and in the second step, the HP 
molecule becomes oxidized to molecular oxygen (Reaction 2.2) (George, 
1948). A two-electron transfer is performed in each of the two catalytic 
reactions. The concentration of hydrogen donors and the steady-state 
concentration of HP in the cell define which of the two reactions predominates 
(Wong & Whitaker, 2002). These reactions are provided below together with 
the net reaction (Reaction 2.3). 
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Catalase-Fe+3 + H2O2 → Catalase-Fe+4 + H2O   (Reaction 2.1) 
Catalase-Fe+4 + H2O2 → Catalase-Fe+3 + H2O + O2  (Reaction 2.2) 
Net reaction: 2H2O2 → O2 + 2H2O     (Reaction 2.3) 
 
Interestingly, CAT decomposes HP with an extremely high rate (~107 
molecules/sec) (Young & Woodside, 2001) and the substrate-turnover number 
exceeds that of any other enzymatic reaction (Jones & Suggett, 1968). 
Notably, however, CAT has a very low affinity for HP (km = 10-30 mM) (Jones, 
2008) compared to, for example, GSH peroxidase that has a binding affinity 
for HP in the low micromolar range (Heck et al, 2010). Metal ions seem to 
affect the enzymatic activity differently, as shown by the increase of the fission 
yeast CAT activity in cadmium but not mercury excess (Mutoh et al, 1999). 
S. cerevisiae possesses two enzymes with CAT activity: the cytosolic 
catalase T (CTT1) (Hartig & Ruis, 1986) and the peroxisomal catalase A 
(CTA1) (Cohen et al, 1985) while S. pombe encodes for a single CAT enzyme, 
Ctt1 (Mutoh et al, 1999), which localizes at the cytoplasm and the nucleus 
(Matsuyama et al, 2006). S. pombe ctt1 is transcriptionally regulated through 
the Sty1 pathway in various stresses including high osmolarity, low doses of 
UV irradiation and low HP concentrations (Degols & Russell, 1997; Nakagawa 
et al, 1995; Nakagawa et al, 1998; Shieh et al, 1997; Wilkinson et al, 1996). 
Notably, stress-mediated induction of ctt1 is dependent on both Pap1 and Atf1 
TFs depending on the concentration of the oxidative stimulus (see Chapter 4) 
(Quinn et al, 2002; Vivancos et al, 2006). However, the role of Pap1 in ctt1 
induction is more apparent in oxidative stress, while induction by Atf1 is more 
critical in osmotic and heat shock stress or ultraviolet (UV) irradiation 
(Nakagawa et al, 2000).  
Ctt1 plays an important role in cellular detoxification from HP and 
acquisition of resistance to oxidative stress (Degols & Russell, 1997; Shieh et 
al, 1997). The growth rate of cells lacking CAT activity is not severely affected 
under normal conditions, but mutant cells become hypersensitive to osmotic 
and oxidative stress (Mutoh et al, 1999). When first treated with low HP 
concentrations, fission yeast cells become more resistant to stress induced by 
higher HP levels (Lee et al, 1995). These findings show that Ctt1 is essential 
for cell resistance to high HP concentrations, but its protective role is less 
pronounced under normal growth conditions (Mutoh et al, 1999).  
 
2.2.2. Superoxide dismutases 
Superoxide dismutases (SODs) are enzymes that catalyze the dismutation 
(disproportionation) of O2•- into dioxygen and HP in the presence of a metal 
center, without the external reducing power provided by NADPH (Reactions 
2.4-2.6). The role of SODs is thus central for maintaining intracellular ROS at 
the appropriate levels (Fridovich, 1995). 
 
Enzyme-Cu+2 + O2•- → Enzyme-Cu+ + H2O   (Reaction 2.4) 
Enzyme-Cu+ + O2•- + 2H+ → Enzyme-Cu+2 + H2O2  (Reaction 2.5) 
Net reaction: O2•- + O2•- + 2H+ → H2O2 + O2   (Reaction 2.6) 
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Most eukaryotes have two SOD gene families, with members of each 
family showing different subcellular localization and cofactor preference (Zelko 
et al, 2002). The copper/zinc superoxide dismutases (Cu/ZnSODs) localize in 
the cytoplasm and the outer mitochondrial space (Sturtz et al, 2001), while the 
manganese superoxide dismutases (MnSODs) are found in the inner 
mitochondrial space (Landis & Tower, 2005). The copper ion in the active site 
of Cu/ZnSODs is exclusively responsible for the exhibited enzymatic activity, 
and the zinc ion stabilizes the globular structure of the enzyme (Goto et al, 
2000). Many species, including D. melanogaster, M. musculus, C. elegans 
and H. sapiens possess an extracellular Cu/ZnSOD (Landis & Tower, 2005; 
Zelko et al, 2002). S. pombe encodes a cytosolic Cu/ZnSOD (Sod1) and a 
mitochondrial MnSOD (SPAC1486.01) (Jeong et al, 2001; Mutoh et al, 2002). 
Sod1 is important for normal cell cycle progression and the completion of 
the S phase in particular (Lee et al, 2002a). Auxotrophy for sulfurous amino 
acids (lysine, methionine or cysteine) is observed under Sod1 deficiency, 
indicating that Sod1 plays an important role in sulfur assimilation (Mutoh et al, 
2002). Recently, homocitrate synthase (Lys4), which is the first enzyme in the 
lysine biosynthetic pathway (Mutoh et al, 2002), was identified as the target of 
pro-oxidative damage caused by Sod1 deficiency (Kwon et al, 2006). During 
normal growth, the activity of Sod1 is negatively regulated at the stationary 
phase through the Sty1 pathway (Lee et al, 2002c).  
Most eukaryotes encode for a copper chaperone for superoxide dismutase 
(CCS) protein that delivers the copper required for Sod1 activity (Field et al, 
2002). Ccs1, the fission yeast CCS protein, harbors three conserved domains 
and an extra, cysteine-rich domain at the C-terminal region. The first three 
domains are required for copper delivery and normal Sod1 activity, while the 
fourth domain sequesters metals when copper is in excess. The expression of 
ccs1 is constitutive and independent of the nutritional copper-sensing TF Cuf1 
(Laliberte et al, 2004). 
Multiple studies in model organisms including yeast, mouse and fly have 
confirmed the significant role of SODs in regulating oxidative stress resistance 
(Al-Maghrebi & Benov, 2001; Loch et al, 2009; Mutoh et al, 2002; Orr & Sohal, 
1993). In fission yeast, Sod1 activity is required for cell survival in diverse 
stress conditions, such as exposure to HP or Md (Mutoh et al, 2002) and the 
pro-oxidant phloxin B after illumination with light (Mutoh et al, 2005b). In 
response to HP stress, Pap1 and Prr1 mediate the up-regulation of sod1 and 
the induction requires the presence of Sty1 (Mutoh et al, 2002). In addition, 
Pap1 induces the expression of sod1 in metal stress (Lee et al, 2002c; 
Takacs et al, 2007). Unlike in fly or human cell lines, the Lkh1 LAMMER 
kinase in fission yeast (see Chapter 4) positively regulates the expression of 
sod1 during oxidative stress (James et al, 2009; Park et al, 2003).  
MnSOD is essential for the survival of all aerobic organisms from bacteria 
to humans, as underlined in early research reviews (Gregory & Fridovich, 
1973; Saltzman & Fridovich, 1973). The fission yeast MnSOD, SPAC1486.01, 
has a key role in ROS detoxification and cellular protection against diverse 
stress types. The transcript levels of SPAC1486.01 are positively regulated in 
heat, osmotic and oxidative stress through the Sty1 pathway and in Atf1- or 
Pap1-independent manner (Chen et al, 2003; Jeong et al, 2001; Takacs et al, 
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2007). Moreover, expression of SPAC1486.01 is induced in metal and 
nitrosative stress (Jung et al, 2002). Interestingly, it has been suggested that 
SPAC1486.01 provides enough NADPH for the production of glycerol and can, 
thus, exhibit its protective role in conditions of osmotic and oxidative stress 
(Chaturvedi et al, 1997; Jeong et al, 2001; Pahlman et al, 2001). 
SPAC1486.01 has a mitochondrial targeting sequence that is cleaved upon 
entry into the mitochondrion (Jeong et al, 2001). After import, SPAC1486.01 is 
acetylated at five lysine residues with Lys-25 being the major acetylation site. 
Though the physiological role of SPAC1486.01 acetylation remains unknown, 
this post-translational modification is seemingly not related to the catalytic 
activity of the enzyme (Takahashi et al, 2011). Unlike the MnSOD orthologue 
in S. cerevisiae, SPAC1486.01 can acquire the manganese ion in the cytosol, 
before entering into the mitochondrion (Luk et al, 2005; Takahashi et al, 2011), 
but its mitochondrial localization is crucial for oxidative stress resistance and 
respiratory growth (Takahashi et al, 2011).  
 
2.2.3. Thiol Peroxidases 
Thiol peroxidases are ubiquitous proteins that reduce peroxides in different 
cellular compartments in all organisms (Flohe et al, 2003). These enzymes 
can be divided in two groups, peroxiredoxins and GSH peroxidases. In fission 
yeast, four genes encode Cys-based peroxidases: tpx1 and gpx1, which have 
been extensively characterized, and SPCC330.06c and SPBC1773.06c, 
which encode proteins with a predicted thiol peroxidase activity (Figure 2.3) 
(Wood et al, 2012). Tpx1 is the main thiol peroxidase in fission yeast (see 
section 2.2.3.1), because deletion of either gpx1 or SPCC330.06c does not 
affect cellular sensitivity to HP whereas deletion of tpx1 confers lethality 
(Vivancos et al, 2005). Although Gpx1 is a GSH peroxidase, it prefers Trx to 
GSH as an electron donor (see section 2.2.3.2).  
 
2.2.3.1. Peroxiredoxins  
Peroxiredoxins (Prxs) are Trx-dependent peroxidases that exist in 
homodimers that reduce HP and alkyl hydroperoxides. Prxs are classified in 
three structurally distinct groups, which share a common catalytic mechanism 
but differ in regard to the recycling of sulfenic acid (SOH) to thiol (SH) (Wood 
et al, 2003). During scavenging reactions, an N-terminal (peroxidatic) Cys is 
oxidized by HP to SOH. In the typical 2-Cys Prx class the conversion of SOH 
to SH involves the formation of an intermolecular disulfide between SOH of 
one monomer with the C-terminal (resolving) Cys of the other monomer of the 
Prx dimer. In the atypical 2-Cys class SOH reacts with the peroxidatic 
cysteine of the same monomer to form an intramolecular disulfide, while SOH 
is directly reduced to SH in 1-Cys Prxs (Wood et al, 2003). GSH has been 
proposed to serve as an electron donor in the reaction observed in 1-Cys Prxs 
(Kang et al, 1998). Unlike the resolving Cys, the peroxidatic Cys of atypical 2-
Cys Prxs is conserved in eukaryotes (Lee et al, 1999; Yamashita et al, 1999). 
Prxs have low efficiency but high affinity for their substrates -affinities much 
higher than that of CAT or GSH-peroxidases- which makes Prxs efficient 
scavengers of low HP doses (Rhee et al, 2001). However, upon exposure to 
high HP concentrations, eukaryotic Prxs become temporarily inactivated due 
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to hyper-oxidization of their peroxidatic Cys to Cys-SOOH (Koo et al, 2002). 
Hyper-oxidation is though a reversible event, which is regulated at the 
transcriptional level in a stress-dependent manner and requires the activity of 
sulfiredoxins (yeast) or sestrins (mammals) (Bozonet et al, 2005; Vivancos et 
al, 2005). Structural studies have shown that two distal motifs, the GGLG and 
the YF motifs, are responsible for the susceptibility of Prxs to substrate-
mediated inactivation (Koo et al, 2002; Wood et al, 2003). 
Fission yeast has a single typical 2-Cys Prx, Tpx1, which has important 
roles in both normal and oxidative stress conditions. Tpx1 is the main HP 
scavenger in S. pombe and is required for aerobic growth, adaptation 
responses and stress signaling. Notably, a truncated version of the fission 
yeast Tpx1 was shown to be less efficient than the wild-type form in 
detoxifying physiological levels of HP (Jara et al, 2008).  
During the catalytic cycle of the Tpx1/Trx1 system (Figure 2.4), an 
intermolecular disulfide bond is formed between the peroxidatic (Cys-48) and 
resolving (Cys-169) cysteines of the Tpx1 dimer (Jara et al, 2007; Yang et al, 
2002). Interestingly, the Cys-48 residue alone is capable of supporting aerobic 
growth by using reducing equivalents provided presumably from GSH or 
dithiothreitol (Jara et al, 2007). Moreover, in high HP concentrations a 
disulfide-containing Tpx1 dimer undergoes sulfinylation through a mechanism 
where, hyper-oxidation of Cys-48 results from conformational changes 
induced by the dimer’s disulfide bond and subsequent prevention of Cys-48-
SOH stabilization (Jara et al, 2007). In S. pombe, the sulfiredoxin Srx1 
converts SOOH back to SOH to regulate the Trx peroxidase activity of Tpx1 
(Figure 2.4) (Bozonet et al, 2005; Vivancos et al, 2005). 
Substrate-mediated inactivation of the Tpx1 peroxidatic Cys constitutes a 
redox switch, which regulates the function of Tpx1 as HP sensor and redox 
transducer to allow distinct transcriptional responses to low and high levels of 
HP (Bozonet et al, 2005; Vivancos et al, 2005). Thus, the peroxidase activity 
of Tpx1 plays a positive role in the activation of the Pap1 TF during mild HP 
stress, while the Trx peroxidase-independent activity of Tpx1 is essential for 
the activation of the Sty1 SAPK during acute HP stress (see Chapter 4) (Veal 
et al, 2004).  
In S. pombe, the atypical 2-Cys Prx SPCC330.06c possesses only one Cys 
residue (Cys-43) that corresponds to the evolutionary conserved peroxidatic 
Cys. Therefore, SPCC330.06c does not show Trx-dependent peroxidase 
activity (Kim et al, 2010a). In non-reducing conditions, the enzyme forms 
dimers and the Cys-43 residue of one monomer forms a disulfide bond with 
the Cys-43 residue in the other monomer (Kim et al, 2010a). Like Tpx1, 
SPCC330.06c becomes oxidized rapidly after HP-induced stress (Garcia-
Santamarina et al, 2011). The HP sensitivity of null SPCC330.06c mutants is 
similar to that in wild-type cells (Jara et al, 2007), and it has, thus, been 
suggested that SPCC330.06c acts as a chaperone rather than peroxidase. 
The orthologue of SPCC330.06c in S. cerevisiae functions as an alkyl hydro-
peroxide reductase, an activity that is also exerted by the Txl1 protein in S. 
pombe (see section 2.3.2.1). Given the co-localization of SPCC330.06c and 
Txl1 in the cytoplasm of fission yeast cells, it has been speculated that 
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SPCC330.06c and Txl1 could act together to prevent the damaging effects of 
t-BOOH (Jimenez et al, 2007).  
Over-expression of a predicted Prx gene, SPBC1773.02c, increases the 
GSH to oxidized GSH (GSSG) ratio in the cell and, thus, improves cell survival 
during nitrogen starvation, growth in low glucose concentrations and 
conditions of stress induced by HP, t-BOOH or cadmium (Kang et al, 2009). It 
has been suggested that SPBC1773.02c exerts its protective role by 
positively regulating GSH biosynthesis, but the exact mechanism remains 
unknown (Kang et al, 2009). 
 
 
Figure 2.4 Hydrogen peroxide detoxification through the Tpx1/Trx1 system (inspired from 
Day et al, 2012). (1) During the catalytic reduction of hydrogen peroxide, the peroxidatic 
cysteine residue (Cys-48) of the reduced 2-Cys peroxiredoxin (Tpx1) becomes oxidized to 
sulfenic acid (SOH). (2a) At higher peroxide levels, the peroxidatic cysteine of Tpx1 is further 
oxidized to the sulfinic acid (SOOH) derivative, which can be reduced back to SOH by 
sulfiredoxin (Srx1). (2b) The SOH of the peroxidatic cysteine forms a disulfide bond with the 
resolving cysteine (Cys-169) on a partner protein. (3) The mixed disulfide intermediate is 
resolved by the formation of an intramolecular disulfide bond in Trx1 and reduction of Tpx1. 
(4) Thioredoxin reductase (Trr1) uses NADPH to recycle the oxidized thioredoxin (Trx1). 
 
2.2.3.2 Glutathione peroxidase 
In mammals, GSH peroxidases (Gpxs) are selenium-containing enzymes that 
use GSH to reduce HP into water, and organic peroxides into their 
corresponding alcohols (Maiorino et al, 1995). It has been previously reported 
that Gpx-type peroxidases from other species have low substrate specificity 
(Flohe et al, 2003). In fungi, Gpxs are monomers that show low peroxidase 
activity in the presence of GSH (Tanaka et al, 2005). Similarly, the single GSH 
peroxidase in S. pombe, Gpx1, has a peroxidase activity but prefers Trx to 
GSH as an electron donor both in vitro and in vivo (Lee et al, 2008). The Trx-
mediated peroxidase activity of Gpx1 has been confirmed in a recent study, 
where an additional role of the enzyme as a weak molecular chaperone was 
suggested (Kim et al, 2010a).  
The active centre of Gpx1 possesses all the conserved features of 
enzymes in the Gpx superfamily: a (seleno)cysteine, glutamine (Q) in a 
PCNQF motif and tryptophan (W) in a WNFEKFL motif (Maiorino et al, 1995; 
Rocher et al, 1992). Though homologous to mammalian Gpxs, Gpx1 has a 
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Cys instead of the more efficient selenocysteine residue (Yamada et al, 1999). 
Gpx1 localizes at the mitochondrion and the cytosol, where it exerts its 
protective role by reducing HP and other hydroperoxides (Lee et al, 2008). 
Gpx1 supports the optimal mitochondrial and cytosolic function, especially in 
the stationary phase (Lee et al, 2008). Notably, the transcriptional levels of 
Gpx1 increase in response to various perturbations including heat, osmotic 
and oxidative stress. At least in Md and high HP stress, gpx1 induction 
depends solely on Atf1 (Mutoh et al, 2002; Yamada et al, 1999).  
Gpx1 and Ctt1 scavenge HP in the same manner. The HP-mediated 
increase in native transcript levels of gpx1 is not sufficient for acute doses of 
HP to be scavenged when ctt1 is disrupted, but over-expression of gpx1 
restores the HP sensitivity observed in the absence of ctt1 (Yamada et al, 
1999). These observations confirm the overlap of the Ctt1 and Gpx1 functions, 
and demonstrate the higher catalytic efficiency of Ctt1. An interesting 
cooperative relationship between the CAT and Gpx enzymatic activities has 
been reported for the mature rat oligodendrocytes (OLs). In particular, in 
mature OLs increased Gpx activity is required to maintain the high activity of 
CAT in the presence of elevated HP levels (Baud et al, 2004). A similar 
functional link between these two antioxidant enzymes remains elusive in 
fission yeast. 
 
2.2.4. Glutathione-S-transferases 
GSH exhibits its main protective role as a cofactor in the conjugation reactions 
mediated by GSH-S-transferases (GSTs) (Pompella et al, 2003). GSTs are 
enzymes that catalyze the conjugation of GSH with reactive electrophilic 
compounds, which can neutralize their electrophillic sites, increase their 
solubility and eventually enable their efficient removal from the cell. In addition 
to catalytic functions, GSTs can also bind covalently or non-covalently to a 
wide number of hydrophobic compounds, such as heme (Salinas & Wong, 
1999). The functional space of GSTs is even broader, as these enzymes have 
been linked to the modulation of stress-mediated apoptosis in budding yeast 
(Cho et al, 2001) and the regulation of the c-Jun MAPK in mammals (Adler et 
al, 1999). The essential role of GSTs in oxidative stress was demonstrated 
with the identification of secondary ROS and several organic hydroperoxides 
as GST substrates (Hayes & McLellan, 1999). 
In animals, GSTs are classified into α, μ, π, σ, and θ families according to 
similarities in amino acid sequence and substrate specificity (Snyder & 
Maddison, 1997). GSTs form dimers and the subunits making up the dimer 
are related by two-fold symmetry. The θ and σ classes have a hydrophilic 
subunit interface, while the α, μ, π classes have a hydrophobic ball-and-
socket interface (Armstrong, 1997; Dixon et al, 2002). S. pombe encodes for 
three θ-class GSTs (Gst1, Gst2 and Gst3). Even though Gst1 and Gst2 share 
79% sequence identity and can form heterodimers, their overall structure 
suggests two distinct enzyme functions. Gst3 is only 14% identical to Gst1 
and Gst2 (Veal et al, 2002). Notably, Gst1 has no Cys residues and, Gst3 
possesses GSH peroxidase activity (Veal et al, 2002).  
The expression of fission yeast GSTs is differentially regulated as a 
function of the stress type. Gst2 plays a main role in ROS detoxification in 
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reductive and oxidative stress or GSH depletion, while Gst3-mediated 
detoxification is essential in response to nutritional changes in the 
environment of the cell (Kim et al, 2004). Moreover, the expression of Gst2 
and Gst3 is highly induced at the stationary phase (Veal et al, 2002) and, 
Gst1 and Gst2 activities are required for survival in cadmium stress (Takacs 
et al, 2007). 
All three GST genes are strongly induced in response to HP in a Sty1-
dependent manner and their protein products are not only required for 
secondary ROS detoxification, but also for prevention of cell death. Upon HP 
treatment, Gst1 has been specifically linked to cellular stress resistance (Veal 
et al, 2002). Pap1 induces the expression of gst1 and gst2 during exposure to 
low HP concentrations (Lim et al, 2002), while induction of gst3 is Atf1-
dependent and occurs upon exposure to higher HP levels (Veal et al, 2002).  
 
2.3 Thiol redox pathways 
 
Oxidation of protein thiols is a common ROS-mediated modification and can 
occur as a consequence of redox-related physiological reactions. Like most 
species, S. pombe has two thiol redox pathways, the GSH and Trx pathways 
(Figure 2.5). Glutaredoxins are thiol oxidoreductases that utilize the reducing 
potential of GSH to maintain cellular redox balance through a coupled system 
with GSH reductase (Pgr1) and NADPH. This system is referred to as the 
“glutathione pathway” (see section 2.3.1) (Holmgren, 1989). Trx is another 
thiol oxidoreductase that efficiently reduces disulfide bonds in cellular proteins. 
Trx together with NADPH and the NADPH-dependent enzyme Trx reductase 
(Trr1) constitute the “thioredoxin pathway” (see section 2.3.2) (Gessler et al, 
2007; Toledano et al, 2003). The subcellular localization and the role of fission 
yeast Trxs and glutaredoxins are summarized in Figure 2.6.  
 
2.3.1. The glutathione pathway 
 
2.3.1.1. Glutathione and glutathione reductase 
GSH is a tripeptide thiol (γ-glutamyl-cysteinyl-glycine) found in millimolar 
concentrations in almost all prokaryotic and eukaryotic cells (Meister & 
Anderson, 1983). GSH contains approximately 90% of the non-protein sulfur 
in the cell (Meister, 1995) and participates in diverse biological procedures, 
owing to the γ-glutamyl linkage and the sulphydryl group in its structure 
(Pastore et al, 2003). Among others, GSH is important for DNA/RNA 
synthesis, membrane structure integrity, redox homeostasis, modulation of 
protein activity and microtubule organization (Kosower & Kosower, 1978; 
Suthanthiran et al, 1990). In addition, GSH plays a significant role during 
detoxification of xenobiotics and cellular responses to various stress types 
(Penninckx, 2002).  
GSH exists within the cell in one of the following forms: the reduced (GSH), 
oxidized (GSSG) or mixed disulfide (GS-S-CoA and GS-S-Cys) forms. To 
ensure cell functionality and avoid the damaging effects of the highly reactive 
GSSG, the GSH/GSSG ratio is maintained high in normal growth conditions 
(Meister & Anderson, 1983). GSSG is reduced back to GSH by the activity of 
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the mitochondrial NADPH-dependent flavoenzyme GSH reductase (GR) 
(Kosower et al, 1969). In S. pombe, GR activity is constantly required to 
ensure normal cell proliferation and is encoded by pgr1 in a Pap1-dependent 
manner (Lee et al, 1997).  
 
 
Figure 2.5 Main antioxidant defense systems activated by fission yeast cells in oxidative 
stress. Black arrows point to experimentally characterized antioxidant enzymes, while dashed 
arrows indicate gene products that are predicted to possess a peroxiredoxin activity. 
Components of the thioredoxin (Trx) and glutathione (GSH) pathways that are not included in 
the displayed classification scheme are shown in bold.   
 
Although being a prototype antioxidant, GSH can react with metal ions and 
lead to adverse effects for the cell, including the generation of ROS and free 
radicals (Pompella et al, 2003). Therefore, GSH homeostasis is a major 
priority for the cell, as shown in S. cerevisiae. In this yeast, GSH homeostasis 
requires the expression of approximately 270 genes (Perrone et al, 2005). 
Among the wide range of functions encoded by these genes, proteins involved 
in late endosome and vacuolar processes have a central role in maintaining 
GSH at the appropriate levels (Perrone et al, 2005).  
GSH is synthesized in the cytoplasm through a transcript-independent 
process that includes six enzyme-catalyzed reactions (Meister & Anderson, 
1983). The GSH biosynthesis cycle is known as the γ-glutamyl cycle and 
includes two ATP-demanding steps and the enzymatic activities of γ-
glutamylcysteine synthetase (GCS) and GSH synthetase (GS) (DeLeve & 
Kaplowitz, 1991). GSH biosynthesis is essential in both budding and fission 
yeasts (Chaudhuri et al, 1997; Wu & Moye-Rowley, 1994). However, GSH 
depletion is followed by a rapid growth stasis in liquid cultures of fission yeast 
(Sharma et al, 2000). Apparently enzyme activities in S. pombe depend 
completely on GSH and cannot be compensated by Trx (Sharma et al, 2000).  
After completion of the biosynthetic process, GSH is transported with high 
affinity into the mitochondrial matrix through a multi-component transport 
system (Martensson et al, 1990). At the mitochondrion the main role of GSH 
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is to protect membranes from •OH and other ROS produced as normal by-
products of metabolism. With the exception of the lumen of rough 
endoplasmic reticulum (RER), GSH is distributed relatively evenly throughout 
the cell (Ault & Lawrence, 2003; Pompella et al, 2003). GSH acts as a redox 
buffer in the RER, where it competes with protein thiols for disulfide bond 
formation and protects RER from transient hyperoxidizing conditions (Cuozzo 
& Kaiser, 1999).  
In budding yeast and plants, the increase of GSH levels in mitochondrion 
and the sequestration of GSSG in the vacuoles constitute two common 
cellular protection mechanisms during oxidative stress (Pompella et al, 2003; 
Queval et al, 2011). Mitochondria provide the last cellular reserve of GSH in 
stressed cells and their elevated GSH levels prevent ROS generation and 
signaling of apoptosis (Perrone et al, 2008). In these conditions, cells maintain 
GSH levels through up-regulation of GSH synthesis rather than increase of 
GR activity (Ault & Lawrence, 2003). In S. pombe, GR is not transcriptionally 
induced in HP stress (Lee et al, 1997) and nitrosative stress inactivates GR, 
so the cell becomes unable to efficiently reduce GSSG to GSH (Sahoo et al, 
2006). Whether fission yeast chooses to sequester GSSG to the vacuoles as 
a means of limiting the cytosolic toxicity of GSSG during oxidative or 
nitrosative stress, needs to be validated.  
 
2.3.1.2. Glutaredoxins 
Glutaredoxins (Grxs) are conserved thiol oxidoreductases that utilize the 
reducing potential of GSH to contribute to cellular redox homeostasis through 
the GSH pathway. As regulators of the redox state of the cell, Grxs participate 
in redox-dependent signaling pathways involved in stress responses, iron 
homeostasis and iron-sulfur [Fe-S] cluster assembly (Chung et al, 2005; 
Rouhier et al, 2010). [Fe-S] clusters are inorganic cofactors consisting of iron 
and Cys-derived sulfur (Xu & Moller, 2011).  
Based on the structure and the number of cysteinyl side chains at their 
active site, Grxs can be classified into monothiol and dithiol Grxs. The latter 
contain the characteristic motif CPYC=S, while monothiol Grxs contain the 
CGFS motif. According to the sequence of the active site and the conserved 
motifs, monothiol Grxs can be divided further into several subclasses 
(Couturier et al, 2009; Lillig et al, 2008). In addition to the glutaredoxin domain, 
both dithiol and monothiol Grxs possess a Trx domain structure, also called 
“thioredoxin-fold”, which is usually found in proteins like Trx, Gpx and GSTs 
(Martin, 1995). Another inherent property of Grxs is the ability to form 
homodimers (Pelletier et al, 2005). 
 Fission yeast encodes for two dithiol Grxs, one localized at the cytosol 
(Grx1) and the other at the mitochondrion (Grx2) (Chung et al, 2004; 
Matsuyama et al, 2006). The expression of grx1, but not grx2, is regulated 
through the Sty1 pathway and involves both Atf1 and Pap1 (Chung et al, 
2004; Chung et al, 2005). Grx1 and Grx2 possess different structural motifs 
and specificity in the defense against stress conditions. Grx1 harbors the 
conserved CPYC motif and its oxidoreductase activity is essential for survival 
in heat, saline and HP-induced stress. Grx2 possesses the least common 
CPFC motif and is mainly induced during superoxide-induced stress and upon 
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glucose depletion (Chung et al, 2004; Kim et al, 2005a; Luikenhuis et al, 
1998). The replacement of the conserved tyrosine (Y) with a phenylalanine (F) 
residue in the active site of Grx2 could possibly explain the lower reducing 
power of Grx2 compared to Grx1 (Chung et al, 2004; Matsuyama et al, 2006). 
 It has been shown that eukaryotic monothiol CGFS Grxs incorporate a 
GSH-ligated [2Fe-2S] center (Picciocchi et al, 2007). There are three 
monothiol glutaredoxins in S. pombe (Grx3, Grx4 and Grx5) (Chung et al, 
2005). However, Grx3 possesses the CPYS motif in its active site and it 
cannot theoretically be classified as a CGFS monothiol Grx (Herrero et al, 
2006). Like Grx1 and Grx2, monothiol Grxs play an essential role in the 
survival of cells during various stress conditions (Kim et al, 2005a; Kim et al, 
2005b; Lee et al, 2002b; Moon et al, 2005). Notably, the expression of grx3 
and grx5 is under the control of Pap1 (Moon et al, 2005). 
 Grx3 is localized at the nuclear membrane, the Golgi apparatus and the 
endoplasmic reticulum (Chung et al, 2005; Matsuyama et al, 2006). This 
protein has an active role in cellular protection against metabolic, osmotic and 
oxidative stress induced by L-buthionine-(S,R)-sulfoximine (BSO), aluminum 
chloride and Md, respectively (Moon et al, 2005). However, deletion of grx3 
does not affect growth or resistance to oxidative stress induced by DM or PQT, 
but it diminishes cellular resistance to CHP (Chung et al, 2005). Hence, the 
role of Grx3 in oxidative stress strongly depends on the oxidant type.  
 Expression of grx4 is highly induced in conditions of saline and nitrosative 
stress, but less so in stress triggered by heavy metals. Although the transcript 
levels of grx4 do not increase markedly in oxidative stress, its role is essential 
in these conditions (Kim et al, 2005b). The essential physiological role of Grx4 
for fission yeast cells becomes apparent by the lethality that follows grx4 
deletion. Grx4 is required for proliferation (Chung et al, 2005) and fine-tuning 
of the expression of genes related to iron metabolism (see section 2.4.2) (Jbel 
et al, 2011; Kim et al, 2011). An obvious nuclear targeting sequence is absent 
from Grx4, but the protein translocates from the cytoplasm to the nucleus 
(Chung et al, 2005; Matsuyama et al, 2006), probably through a mechanism 
involving its “thioredoxin-fold” (Molina et al, 2004).  
 Induction of the mitochondrial Grx5 (Chung et al, 2005; Matsuyama et al, 
2006) is common after multiple environmental perturbations, including 
nitrosative, osmotic and oxidative stress, with null grx5 mutants being highly 
sensitive to HP and PQT (Chung et al, 2005; Kim et al, 2005c). [Fe-S] clusters 
assemble onto scaffold proteins at the mitochondrion before transferred to 
recipient apoproteins (Xu & Moller, 2011). Grx5 plays a critical role in the [Fe-
S] cluster assembly through its interaction with the [Fe-S] scaffold proteins 
Isa1 and Isa2 (Kim et al, 2010b). Moreover, Grx5 is closely linked to 
mitochondrial DNA (mtDNA) integrity by a yet unknown mechanism. The large 
decrease (50%) in mtDNA quantity in grx5 deletion mutants could be possibly 
explained by the mutant’s inability to correctly assemble [Fe-S] clusters in a 
way that an iron is exposed to a solvent, which can lead to ROS generation 
and subsequent mtDNA damage (Kim et al, 2010b). 
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2.3.2. The thioredoxin pathway 
 
2.3.2.1. Thioredoxin and thioredoxin reductase 
Thioredoxin (Trx) is another ubiquitous thiol oxidoreductase that efficiently 
reduces disulfide bonds in different cellular proteins. Trx has two active Cys 
residues within the conserved active site sequence WCGPC, which can be 
oxidized to form an intramolecular disulphide bond with a disulphide-bonded 
substrate (Arner & Holmgren, 2000). Trx is reduced back to the active dithiol 
form by the enzyme Trx reductase Trr1 (Vlamis-Gardikas & Holmgren, 2002). 
Trr1 reduces and resets Trx in its active form through binding FAD and 
NADPH (Kang et al, 2006).  
The small Trx protein has multiple essential functions for fission yeast 
physiology, which can be attributed not only to its oxidoreductase activity. Trx 
exhibits its antioxidant properties by reducing disulfide bonds in protein 
molecules, but also as an electron donor for GSH/Trx-dependent peroxidases 
and other enzymes, such as the protein-methionine sulfoxide reductase A 
(Mxr1) and the 3’-phosphoadenosyl-5’-phosphosulfate (PAPS) reductase 
(Masutani & Yodoi, 2002; Song et al, 2008). Trx functions, not related to its 
oxidoreductase activity, include promotion of growth, regulation of apoptosis 
and modulation of signal transduction pathways (Das & Das, 2000; Day et al, 
2012). S. pombe encodes two Trxs (Trx1 and Trx2) and a Trx-like protein 
(Txl1/Trx3). Trx1 and Txl1 are localized at the cytoplasm and the nucleus and 
become particularly active in the stationary phase (Jimenez et al, 2007; Kim et 
al, 2007), whereas the mitochondrial Trx2 is abundant during exponential 
growth (Lee et al, 2002b; Matsuyama et al, 2006). As for trr1, induction of trx1 
and trx3 is regulated through the Pap1 pathway (see Chapter 4) (Kang et al, 
2006).  
 
 
Figure 2.6 Main roles and subcellular localization of fission yeast thioredoxins and 
glutaredoxins. OX: oxidative stress. OX*: oxidative stress induced by specific oxidizing agents. 
SO: superoxide-induced stress. NTS: nitrosative stress. OSM: osmotic stress. HT: heat stress. 
MTL: metal stress.  
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Transcription of each member of the Trx pathway is differentially regulated 
in the presence of a given stressor. Trx1 has a major role for the cellular 
protection in oxidative stress induced by HP, Md or t-BOOH (Jimenez et al, 
2007; Song & Roe, 2008). The expression of trx1 is also induced in heat 
stress and the presence of low or intermediate concentrations of cadmium-, 
zinc- and mercuric chloride and DM (Cho et al, 2001). Up-regulation of trx2 
occurs in response to diverse environmental perturbations (Chen et al, 2003). 
Nitrosative stress enhances the expression of txl1 (Park et al, 2012), but 
oxidative stress induced by HP and superoxide anion only moderately affect 
its expression (Andersen et al, 2011; Jimenez et al, 2007). However, Txl1 
participates in the antioxidant defense against t-BOOH (Jimenez et al, 2007). 
Finally, the expression of trr1 is strongly induced in response to both HP and 
methyl methane sulphonate (MMS) (Chen et al, 2003; Kim et al, 2007). The 
central role of Trx1 in the oxidative stress response of fission yeast has been 
recently demonstrated (see Chapter 4).  
As a typical oxidoreductase, the mitochondrial Trx2 is an electron donor for 
Trx-dependent peroxidases, like GSH peroxidase (Gpx1) (Lee et al, 1997). 
Moreover, Trx2 contributes to the maintenance of the [Fe-S] cluster assembly 
system in mitochondria, since its overproduction can replace the activity of 
Pgr1, which is primarily responsible for this function (Lee & Nussbaum, 1989; 
Schmitt et al, 1990). Although Trx2 protects fission yeast cells from oxidative 
stress through its redox active site (Lee et al, 2002b), this enzyme exhibits 
redox-independent  functions as well. For instance, Trx2 supports the optimal 
function of mitochondria and enables the communication between this 
organelle and the nucleus. In particular, Trx2 regulates the synthesis of 
ornithine carbamoyltransferase (Arg3), which converts ornithine to citrulline in 
the urea cycle (Song et al, 2008). Regulation of the Arg3 activity keeps the 
concentration of mitochondrial metabolites at appropriate levels and, thus, 
ensures the proper regulation of gene expression in the nucleus (Song et al, 
2008). Moreover, the Trx2-Arg3 interaction allows the generation of energy 
during growth on glycerol (Song et al, 2008). 
The S. pombe txl1 is conserved in humans but there are no apparent 
orthologues in S. cerevisiae or plants (Jimenez et al, 2007). Txl1 exhibits a 
Trr1-dependent reductive activity, but unlike Trx1, it probably plays a more 
specialized role in the fission yeast response to oxidative stress, showing only 
a limited number of protein substrates (Andersen et al, 2011). Txl1 co-
localizes and physically interacts with the 26S proteasome through its PITH 
domains. Txl1 potentially enables the efficient proteasome-mediated 
degradation of some proteins owing to its capacity to reduce protein disulfides 
(Andersen et al, 2011). 
 
2.4. Iron homeostasis in oxidative stress 
 
Iron is a micronutrient that exists in two redox states, the ferrous (Fe+2) and 
the ferric (Fe+3), and acts as a catalytic or structural cofactor for many 
enzymes involved in diverse physiological procedures in the cell, including the 
TCA cycle, amino acid biosynthesis, lipid metabolism and respiration (De 
Domenico et al, 2008; Shakoury-Elizeh et al, 2010). In addition, oxidative 
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stress resistance requires the activity of enzymes that depend on iron. For 
example, the ability of Ctt1 to scavenge HP is dependent on the iron present 
in the heme groups that are embedded in the catalytic site of each enzyme 
monomer. Iron acts also as a cofactor for Srx1, which contributes to oxidative 
stress resistance by reducing Cys-SOOH formed in Tpx1 upon exposure to 
high concentrations of HP. Notably transcription of srx1 is under the control of 
the Fep1 TF (Rustici et al, 2007), which is a main regulator of gene 
expression in iron homeostasis (see section 2.4.2). 
Additional iron-related processes further elucidate the high relevance of 
iron metabolism for the physiology of fission yeast cells challenged by 
oxidizing agents. Upon HP stress, the sterol composition of the plasma 
membrane is altered leading to increased permeability and hypersensitivity of 
fission yeast cells to HP (Iwaki et al, 2008). The HP-damaged membranes 
(Canetta et al, 2009) need to be repaired through de novo sterol biosynthesis. 
In fission yeast, iron-demanding enzymes mediate ergosterol biosynthesis 
and, low iron levels affect negatively the sterol biosynthetic pathway (Pouliot 
et al, 2010). Moreover, iron acquisition through ferrichrome biosynthesis has a 
protective role against oxidative stress-mediated toxicity (see section 2.4.1). 
However, the active redox nature of iron can have adverse effects for the cell, 
as different ROS can be produced from reactions that involve either of the two 
states (ferrous and ferric):  
 
Fe+2 + O2 → Fe+2O2 ↔ Fe+3O2•- → Fe+3 + O2•-   (Reaction 2.7) 
Fe+3 + O2•- → Fe+2 + O2     (Reaction 2.8) 
Fe+2 + H2O2 → Fe+3 + OH- + •OH    (Reaction 2.9) 
Fe+3 + H2O2 → Fe+2 + HO2• + H+    (Reaction 2.10) 
 
In aerobic conditions iron exists in the insoluble form of ferric hydroxides, 
which limits its bioavailability (Boukhalfa & Crumbliss, 2002). In physiological 
pH and in the presence of oxygen and phosphate ions, ferrous ions auto-
oxidize to the ferric state. An electron is transferred from iron to oxygen in the 
transition from the ferrous to the ferric state, and O2•- is produced (Reaction 
2.7). The intermediates Fe+2O2 and Fe+3O2•- in Reaction 2.7 are known as the 
perferryl ion (Gutteridge, 1994). Moreover, excess ferrous iron, which can be 
produced as indicated in Reaction 2.8, converts HP to •OH via a Fenton 
reaction (Reaction 2.9). Reactions 2.8 and 2.9 constitute the Haber-Weiss 
reaction. Ferric iron can lead to the production of hydroperoxyl radicals (HO2•) 
via another Fenton reaction (Reaction 2.10).  
Stress-mediated ROS generation can add up to elevated levels of the 
highly reactive species produced in the above reactions, which constitutes a 
major threat for the cell integrity and survival (Gutteridge, 1994; Halliwell & 
Gutteridge, 1992). Stress-mediated increased in O2•- levels leads to iron 
release from [4Fe-4S] proteins. Iron release mediated by O2•- results in 
damage of these proteins and enhanced production of •OH through Fenton 
and Haber-Weiss reactions (De Freitas et al, 2000).  
Fission yeast cells have developed effective homeostatic mechanisms to 
tightly control the levels of intracellular iron. In conditions of oxidative stress, 
the cell orchestrates redox and iron homeostatic mechanisms to ensure 
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proper enzyme activity and on the same time avoid iron-mediated aggravating 
effects. These mechanisms involve gene expression regulation and pathways 
involved in iron acquisition, compartmentalization and utilization (Labbe et al, 
2007; Pouliot et al, 2010). In the following sections, pathways commonly used 
by fission yeast cells to acquire and store iron (see section 2.4.1) and redirect 
the gene expression machinery as a function of cellular redox state and iron 
availability are described. Regulatory events taking place in iron homeostasis 
are graphically represented in Figure 2.7. 
 
2.4.1. Iron acquisition and storage  
Since iron excess leads to oxidative stress and allows for the deleterious 
oxidation of macromolecules, microorganisms have developed sophisticated 
strategies for acquiring and storing iron (Guerinot & Yi, 1994). To enable iron 
uptake in conditions of iron starvation, S. pombe posesses two acquisition 
systems, the reductive and the non-reductive system (Labbe et al, 2007). The 
components of the reductive system are localized at the plasma membrane, 
where the Frp1 ferric iron reductase converts ferric to ferrous iron, the Fip1 
multi-copper oxidase converts ferrous to ferric iron and the Fip1 iron 
permease transports ferric iron across the plasma membrane (Askwith & 
Kaplan, 1997; Roman et al, 1993).  
The non-reductive system depends on the biosynthesis and excretion of 
siderophores, which are organic molecules binding ferric iron with high affinity 
and specificity (Neilands, 1995). Fission yeast synthesizes the hydroxamate-
type siderophore ferrichrome in a process involving the precursor metabolite 
ornithine and the enzymatic activities of the siderophore synthase Sib1 and 
the L-ornithine N5-oxygenase Sib2 (Schrettl et al, 2004). Although ornithine 
can be synthesized through the urea cycle, the alternative synthesis of 
ornithine from glutamate was shown to sustain both ferrichrome synthesis and 
cell survival in iron-depleted conditions (Mercier & Labbe, 2010). After 
excretion and binding of ferrichrome to the ferric iron, the Str1 and Str2 
transporters mediate the import of the siderophore-iron conjugate (Pelletier et 
al, 2003). Ferrichrome was found intracellularly and extracellularly (Schrettl et 
al, 2004). Given its ability to bind ferric iron with high affinity, intracellular 
ferrichrome appears to protect yeast cells against oxidative stress-mediated 
toxicity (Mercier & Labbe, 2010; Neilands, 1995). Notably, Str2 is primarily 
involved in the uptake of ferrioxamine B-iron rather than ferrichrome-iron 
(Pelletier et al, 2003). S. pombe possesses a third siderophore-iron 
transporter, Str3, but its substrate specificity has not been ascertained (Labbe 
et al, 2007).  
In the presence of particularly high iron concentrations, yeast vacuoles can 
function as a metal storage compartments and can, thus, prevent the cell from 
the detrimental effects of iron accumulation (Li et al, 2001). In fission yeast, 
the ferrous iron transporter Pcl1 mediates the import of iron into the vacuole in 
conditions of iron excess (Mercier et al, 2006). Recently it was shown that 
under iron-depleted conditions, the Abc3 transporter mobilizes iron stored in 
the vacuole and provides the cell with inorganic iron or iron conjugates 
(Pouliot et al, 2010). 
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In S. pombe, there is a functional link between iron acquisition and copper 
transport due to the copper-dependency of the Fio1 oxidase (Labbe, 2010). 
Fission yeast cells suffer from iron starvation if copper is not successfully 
imported in the cell or appropriately delivered to the secretory machinery, 
where Fio1 and Fip1 assemble to create a functional iron transport complex 
that can then be targeted to the plasma membrane (Labbe, 2010). Moreover, 
frp1 possesses the CuSE (Copper-Signaling Element) in its promoter region, 
which suggests a Cuf1-mediated (i.e. copper sensing TF) regulation of frp1 
(Rustici et al, 2007).  
 
2.4.2. Transcriptional regulation in iron homeostasis 
Contrary to conditions of iron starvation, acquisition of iron is repressed and 
induction of proteins that utilize iron is enabled during iron excess. Two fission 
yeast transcriptional repressors (Fep1 and Php4) regulate these processes in 
an iron-dependent manner. Interestingly, a reciprocal regulatory loop between 
the two regulators exists, as Php4 regulates the expression of fep1, and php4 
belongs to the Fep1 regulon (Mercier et al, 2008; Pelletier et al, 2003). Grx4 
has been shown to modulate the activity of both Fep1 and Php4 in an iron-
dependent manner, with the Cys-172 of Grx4 being particularly essential for 
the exerted regulation (Jbel et al, 2011; Kim et al, 2011; Mercier & Labbe, 
2009). Grx4 interacts with the C-terminal regions of both repressors, a fact 
that regulates the localization of Php4, but not that of Fep1. Notably the Trx 
domain of Grx4 (Cys-35) interacts constituently with the C-terminus of Fep1 
(Jbel et al, 2011; Kim et al, 2011).  
When iron levels are elevated, the Fep1 regulator binds to GATA-type cis-
acting elements of several genes and together with the Tup11 and Tup12 co-
repressors down-regulates their expression (Znaidi et al, 2004). The DNA 
binding activity of Fep1 is mediated through the N-terminal domain that 
contains two zinc fingers and a Cys-rich region (Jbel et al, 2009). In these 
conditions the Grx domains of a Grx4 homodimer presumably coordinate by 
themselves an [Fe-S] cluster, which causes conformational changes that set 
the N-terminus of Fep1 free to bind DNA (Jbel et al, 2011). On the same time 
the transcriptional activator complex comprising of Php2, Php3 and Php5 
binds to CCAAT elements in the promoter regions of iron-utilizing genes and 
positively regulates their expression (Mercier et al, 2008). In iron-repleted 
conditions, Grx4 inactivates Php4, through physical interaction with its C-
terminal region, and facilitates the nuclear export of Php4 through the Crm1 
exportin (Mercier & Labbe, 2009). 
Typically, Fep1 binds the GATA sequence 5’-(A/T)GATA(A/T)-3’, while 
genes that show maximal Fep1-mediated repression possess the GATA-type 
sequence 5’-ATC(A/T)GATA(A/T)-3’ (Pouliot et al, 2010). Most targets have 
multiple putative Fep1 binding sites, although a single GATA motif is able to 
confer Fep1-dependent regulation (e.g. str1 and abc3) (Pelletier et al, 2002; 
Pelletier et al, 2003; Pouliot et al, 2010). Fep1 targets include not only genes 
encoding for members of the iron uptake systems (reductive, non-reductive 
and vacuolar) (Jbel et al, 2009; Pelletier et al, 2002; Pelletier et al, 2003; 
Pelletier et al, 2005) or genes with iron-related functions (isu1, srx1 and frp2), 
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but also genes with a less obvious connection to iron homeostasis (rds1, 
SPAC1F8.02c and erg32) (Rustici et al, 2007).  
In the transition from iron repletion to starvation, a Fep1-dimer may 
associate with the two Grx domains of Grx4 and generate two Fep1 molecule 
clasps with the two Grx4 molecules (Jbel et al, 2011; Kim et al, 2011). This 
event results in the inability of Fep1 to bind to the GATA motifs of its targets 
(Mercier et al, 2008). In the absence of Fep1-mediated regulation, php4 is 
transcribed and Php4 binds to the heterotrimeric CCAAT-binding factor 
complex and represses the expression of more than 80 genes that encode 
proteins involved in iron-utilizing metabolic routes, like the TCA cycle and the 
[Fe-S] cluster assembly (Mercier et al, 2008). It should be noted that, unlike 
Fep1, Php4 does not bind DNA, but associates with its targets only through 
recognition of the CCAAT-binding complex (Mercier et al, 2006). 
 
 
Figure 2.7 Regulation of gene expression in iron homeostasis (inspired from Labbe et al, 
2007). (A) In iron-depleted conditions, Fep1 cannot bind to DNA and php4 is expressed. Php4 
interacts with the Php2/Php3/Php5 CCAAT-binding complex and represses the expression of 
fep1 and genes encoding proteins that contain iron (e.g. Sdh4 and Isa1) or store iron (Pcl1). 
(B) In iron-repleted conditions, Fep1 binds to the promoter regions of genes possessing the 
GATA element, (A/T)GATA(A/T), and together with the Tup11 and Tup12 co-repressors shuts 
down the transcription of php4 and iron-uptake genes. Loss of the inhibitory activity of Php4 
results in the Php2/Php3/Php5-mediated expression of genes involved in iron storage and 
utilization. 	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Chapter 3 
Post-transcriptional gene regulation 
 
 
 
 
3.1. From transcription to translation  
 
In response to changing environments, extensive changes are directed at the 
transcriptional level to allow the adaptation of the cell to the new conditions. 
The phenotypic outcome of the stressed cell is, however, defined in a stress-
specific manner by a multi-layer regulation of gene expression, which involves 
the tailoring of a largely redundant transcriptional response through post-
transcriptional and post-translational mechanisms. These regulatory 
mechanisms act on the newly synthesized pool of mRNA molecules as well 
as the pre-existing transcript subpopulations. In general, post-transcriptional 
regulatory mechanisms act after transcription and before or during protein 
synthesis to define transcript stability, localization and translation. Following 
translation, protein turnover and chemical modifications can further determine 
the fate of expressed proteins.  
The complex regulatory network of events that defines the sum of proteins 
that become functional in stress ultimately controls if and where a given 
mRNA is stored, degraded or translated into a protein. Thus, mRNA stability, 
localization and translation undergo coordinate control by RNA-binding 
proteins and non-coding RNAs (e.g. microRNAs), which recognize and bind 
sequence elements present on mRNA molecules. Importantly, the complexity 
of the post-transcriptional network is comparable to that of transcriptional 
regulation, which allows network coupling with signal transduction pathways 
to enable rapid reprogramming of gene expression in response to 
environmental perturbations (Halbeisen et al, 2008). 
In the following sections, post-transcriptional regulation mechanisms 
commonly employed by eukaryotic cells in a range of growth conditions are 
introduced. In particular, mechanism of nuclear mRNA processing and export 
(see section 3.1.1), mRNA decay (see section 3.1.2) and mRNA translation 
(see section 3.1.3) are described. Translational control in oxidative stress (see 
section 3.1.4) is also exemplified. Different regulatory processes are highly 
integrated to each other, both in temporal and spatial terms (Mata et al, 2005; 
Orphanides & Reinberg, 2002). Thus, in the following sections these 
processes are presented in an order that does not indicate a sequence of 
events. Finally, sequence, codon usage and other statistical measures that 
have been linked to translation efficiency are briefly presented in section 
3.1.5. The role of non-coding RNAs in gene regulation and the regulation of 
protein activities by post-translational modifications are not discussed in the 
present report. 
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3.1.1. Nuclear mRNA processing and export 
In eukaryotic cells, a newly synthesized mRNA is not exported from the 
nucleus directly after its synthesis. Before nuclear export, transcripts that 
convey a message have to be equipped with specialized structures. A series 
of interlinked processing events happen co-transcriptionally to assure proper 
transport of mRNAs to the cytoplasm and subsequent protein synthesis by the 
translation machinery (Aguilera, 2005; Proudfoot et al, 2002). Almost all 
eukaryotic mRNAs acquire a methylated guanosine cap (CAP) structure at the 
5' terminus and a poly-adenosine (poly-A) tail at the 3' terminus. The introns 
from several genes are spliced-out from the pre-mRNA in tight connection 
with the other two modifications (Moore, 2005; Proudfoot et al, 2002). 
After the synthesis of 20-30 nucleotides, a CAP is added to the nascent 
transcript in a three-step reaction, where the GMP moiety from GTP is added 
to the first nucleotide of the pre-mRNA, and GMP is methylated at position N7 
(Gu & Lima, 2005; Shatkin & Manley, 2000). In the nucleus, CAP is bound by 
the cap-binding complex (CBC) and stimulates the formation of 3’ end, 
splicing and nuclear export (Izaurralde et al, 1995). Transcriptional elongation 
depends on the capping activity, which seems to act as a checkpoint that 
holds up elongation until the nascent transcript has been capped (Zorio & 
Bentley, 2004). The significance of the CAP structure is also apparent in the 
cytoplasm, where CAP confers transcript stability and facilitates translation 
initiation through binding by the translation initiation factor 4E (Lewis & 
Izaurralde, 1997).  
Most genes in higher eukaryotes and ~43% of S. pombe genes bear 
introns, which interrupt the coding sequences (i.e. exons) of the mRNA 
(Venter et al, 2001; Wood et al, 2002). A functional mRNA is produced 
through the reactions catalyzed by the splicesome, which is a complex of five 
small nuclear ribonucleoprotein particles (snRNPs: U1, U2 and U4-U6). The 
spliceosome removes introns present in pre-mRNA molecules and ligates the 
flanking exons by recognizing consensus sequences that mark the exon-
intron boundaries on the mRNA (Collins & Guthrie, 2000; Jurica & Moore, 
2003). Following pre-mRNA splicing, a group of proteins that constitute the 
exon junction complex (EJC) is loaded onto the mRNA upstream of exon-exon 
junctions (Collins & Guthrie, 2000; Jurica & Moore, 2003). 
Fission yeast genes are transcribed in approximately one minute, since the 
mean unspliced mRNA length is ∼1,500 nucleotides (Wood et al, 2002) and 
transcription proceeds at 1,200-1,500 nucleotides per minute (Izban & Luse, 
1992). Splicing reactions require less than one minute for the first intron, but 
up to eight minutes for second and third introns (Audibert et al, 2002). 
Interestingly, it has been shown that introns can delay regulatory responses to 
changing environments and are, thus, scarce in genes that need to change 
rapidly in response to many types of stress (Jeffares et al, 2008). 
Additionally, most mature eukaryotic mRNAs possess a poly-A tail at the 3’ 
end. Histone mRNAs are the only known protein-coding transcripts that lack 
poly-A tails in higher eukaryotes, but not in yeast (Fahrner et al, 1980). 
Analogously to splicing, a multi-subunit complex and specific sequence 
elements on the pre-mRNA are required for the two-step process of poly-
adenylation. The nascent mRNA is first cleaved at the site of polyadenylation 
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and then the enzymatic synthesis of poly-A tail begins in conjunction with 
transcription termination (Colgan & Manley, 1997; Shatkin & Manley, 2000; 
Proudfoot & O'Sullivan, 2002). The process of poly-A tail formation is 
conserved between yeast and mammals, although some accessory factors 
are species-specific (Shatkin & Manley, 2000; Stevenson & Norbury, 2006). In 
the proximity of the mRNA cleavage site, there is a variable A-rich element 
(yeast) or the AAUAAA hexamer (mammals) (McLauchlan et al, 1985).  
The poly-A tail of an mRNA ensures that the transcription machinery is 
released from the template after synthesis is completed (Zorio & Bentley, 
2004). It also promotes nuclear export, determines mRNA stability, plays an 
important role for diverse post-transcriptional regulation mechanisms in the 
cytoplasm and can improve translation efficiency (Shatkin & Manley, 2000; 
Stevenson & Norbury, 2006). The poly-A-binding protein (PABP) binds 
emerging poly-A tails and regulates the translational state and stability of 
various target mRNAs via modifying the length of the respective poly-A tails 
(Hinnebusch et al, 2007). In yeast, Pab1 has opposing effects on the poly-A 
tail length, as it can inhibit the deadenylating activities of the Ccr4/Pop2-Not 
complex and the polyA-specific exonuclease, while it stimulates the 
Pan2/Pan3 deadenylation complex (see section 3.1.2) (Mangus et al, 2003).  
Nuclear export of mRNAs occurs through large structures embedded in the 
nuclear membranes, which constitute the nuclear pore complexes (NPCs). All 
mRNAs are transported through NPCs as large messenger ribonuleoprotein 
particles (mRNPs) (Cole & Scarcelli 2006; Stewart, 2007). In addition to 
proteins involved in the different mRNA processing steps (CBC, EJC and 
PABP), heterogeneous nuclear RNP (hnRNP) proteins bind to mRNPs with 
high specificity to facilitate the association of mRNPs with NPCs (Krecic & 
Swanson, 1999; Moore, 2005). In yeast, nuclear assembly of export factors 
occurs co-transcriptionally (Lei et al, 2001), while splicing stimulates their 
assembly in metazoans (Luo & Reed, 1999). Importantly, the process of 
mRNP assembly is subject to nuclear quality control mechanisms (see section 
3.1.2), which mark faulty mRNAs for degradation prior to nuclear export to 
prevent synthesis of aberrant proteins in the cytoplasm (Stutz & Izaurralde, 
2003). Deletion of exosome components can partially reduce the retention of 
mRNAs in the nucleus, which indicates a close relationship between mRNA 
stability and export (Libri et al, 2002; Zenklusen et al, 2002).  
 
3.1.2. Transcript stability and decay 
The steady-state levels of an mRNA are not solely defined by its transcription 
rate, but also by the rate of its degradation. During growth under a given 
environmental condition, an increase in mRNA abundance may result from 
either an increase in the rate of synthesis or a decrease in the rate of decay. 
Although the steady-state mRNA levels can be simply determined by the ratio 
of production and degradation rates, the kinetic behavior defining the fate of 
cellular mRNAs is dependent on the actual interplay between these rates. 
Several studies in both fission and budding yeasts have demonstrated that 
such dynamic behavior is crucial for the regulation of gene expression in 
normal and stress conditions. Strikingly, changes in mRNA stability have been 
shown to either enhance or counteract changes in transcription in a stress-
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dependent manner (Shalem et al, 2008). Thus, the transcriptional response of 
budding yeast cells to DNA damage is slow and long enduring, whereas cells 
respond transiently to oxidative stress, with induced genes becoming 
destabilized and repressed genes showing increased stability (Shalem et al, 
2008). The mechanism explaining the described mRNA dynamics is 
reminiscent of a feed-forward loop, whereby a stress stimulus independently 
triggers a transcriptional response and induces an alteration in transcript 
stability (Miller et al, 2011). Sophisticated coordination between transcript 
production and degradation also regulates the mRNA levels during meiotic 
differentiation in fission yeast (Amorim et al, 2010).  
Genome-wide studies on mRNA degradation have demonstrated the 
essential role of controlled transcript decay during growth of eukaryotic cells in 
different environments. The presence of specific sequence elements on 
transcripts is critical for regulated mRNA stability, as these elements are 
recognized by RBPs that stabilize or destabilize transcripts in a condition-
specific manner. Moreover, the cell possesses mRNA quality control systems 
and multiple pathways for mRNA turnover that involve dedicated degrading 
enzymes. These pathways and RBP-mediated regulation are described in the 
following sections. Cytoplasmic sites of mRNA degradation (processing 
bodies) and foci of mRNA triage formed during stress (stress granules) are 
briefly presented as well. 
 
3.1.2.1. mRNA turnover 
In eukaryotes, shortening of the poly-A tail (deadenylation) is usually the first 
step in controlling mRNA turnover and overall gene expression (Cao & Parker, 
2001). After deadenylation, cytoplasmic mRNA degradation continues with the 
removal of the CAP (decapping) and 5’-3’ exonucleolytic degradation, which 
are mediated by different decapping enzymes (e.g. Dcp1 and Dcp2) and 
exonucleases (e.g. Xrn1), respectively (Parker & Song, 2004). In an 
alternative pathway, deadenylation can be followed by exosome-mediated 3’-
5’ exonucleolytic degradation (Anderson & Parker, 1998; Wang & Kiledjian, 
2001). Regulated mRNA degradation can also take place after endo-
nucleolytic cleavage without prior deadenylation, in a process involving the 
RNA interference (RNAi) pathway (Figure 3.1A) (Parker & Song, 2004; 
Tomari & Zamore, 2005). 
Three different complexes with deadenylation capacity have been reported 
in eukaryotes: the Ccr4/Pop2-Not complex (Tucker et al, 2001), the 
Pan2/Pan3 (PAN) complex (Tucker et al, 2001), and poly-A-specific 
ribonuclease (PARN) (Astrom et al, 1992; Korner & Wahle, 1997). Unlike 
PARN, both the Ccr4-Not and the Pan2/Pan3 complexes are conserved 
deadenylase systems in most eukaryotic genomes (Decker & Parker, 2002). 
Pop2, Pan2 and PARN belong to the DEDDh subgroup of the DEDD family of 
nucleases (Lai  et al, 2003; Viswanathan et al, 2004; Zuo & Deutscher, 2001), 
while Ccr4 is related to DNase I and exonuclease III (Dlakic, 2000). DEDD 
nucleases have three Asp (D) and one Glu (E) residues in their active site, 
which coordinate two divalent metal ions that interact with a water molecule to 
enable the nuclease-mediated hydrolytic reaction (Steitz & Steitz, 1993).	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In S. cerevisiae, the Ccr4-Not complex, consisting of the Ccr4 and Pop2 
exonucleases, is the major deadenylase (Tucker et al, 2001). However, Ccr4 
is seemingly the main nuclease responsible for deadenylation (Tucker et al, 
2002). Pop2 shows independent deadenylase activity in vitro (Daugeron et al, 
2001), but it is not absolutely required for in vivo removal of the poly-A tail 
from yeast mRNAs (Viswanathan et al, 2004). In mammalian cells, PARN is 
not part of the major deadenylation system, but is required for poly-A 
shortening of actively translated polyadenylated transcripts (Korner & Wahle, 
1997; Yamashita et al, 2005). However, PARN seems to be more significant 
for specialized processes, including the adenosine/uridine(AU)-rich-element-
mediated mRNA decay (see section 3.1.2.3) (Lai  et al, 2003). Notably, PARN 
is dispensable in fission yeast, presumably due to the redundancy in mRNA 
deadenylation systems in S. pombe (Reverdatto  et al, 2004).  
 
3.1.2.2. mRNA surveillance 
The cell possesses multiple specialized pathways to control the quality of its 
mRNA pool and prevent potentially defective transcripts from reaching the 
translational machinery (Figure 3.1B) (Fasken & Corbett, 2005). These 
mRNA surveillance pathways show significant overlap with pathways 
controlling mRNA turnover, but have also been assigned regulatory roles in 
mammals and in yeast (Mata et al, 2005). 
The nonsense-mediated mRNA decay (NMD) pathway prevents the 
accumulation of truncated proteins by degrading mRNAs with premature 
translation termination (nonsense) codons (PTCs) (Maquat, 2004). Unlike 
mammals, the yeast NMD pathway involves a deadenylation-independent 
mechanism, where transcripts are decapped and subsequently degraded 
exonucleolytically at the 5’ to 3’ direction (Lejeune et al, 2003; Mitchell & 
Tollervey, 2003). Alternatively, budding yeast mRNAs that harbor a PTC can 
be degraded by accelerated 3’-5’ exonucleolytic digestion in a process 
mediated by the interaction between the Nam7 protein (see below) and the N-
terminal domain of the Ski7 protein, which is a member of the Ski complex 
that guides mRNA molecules to the exosome (Takahashi et al, 2003).  
In fission yeast, a role for the NMD factors Upf1 and Upf2 in promoting 
resistance to oxidative stress has been reported (see Chapter 4) (Rodriguez-
Gabriel et al, 2006). Interestingly, in S. pombe the expression of only a few 
genes (corresponding to ~0.6% of the coding sequences of the genome) 
depends on Upf1 (Rodriguez-Gabriel et al, 2006), while a much higher fraction 
(~12%) of the budding yeast genome depends on the Nam7 protein, which is 
the Upf1 orthologue protein in S. cerevisiae (He et al, 2003). Moreover, the 
mammalian NMD factors promote efficient translation of normal mRNAs 
(Wilkinson, 2005) and regulate gene expression during amino-acid starvation 
by monitoring the translational capacity of the cells (Mendell et al, 2004).  
The non-stop decay (NSD) pathway is another surveillance system, which 
promotes exosome-mediated degradation (i.e. 3’-5’ exonucleolytic decay) of 
mRNA molecules that lack proper translational termination (STOP) codons. 
The pathway does not involve decapping and requires the C-terminal domain 
of the Ski7 protein (Frischmeyer et al, 2002; van Hoof et al, 2002).  
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Figure 3.1 The main mRNA decay pathways in eukaryotic cells. (A) Pathways of mRNA 
turnover involve either endonucleolytic cleavage or, 5’-3’ or 3’-5’ exonucleolytic decay. 
Exonucleolytic routes require the removal of the poly-A tail from the 3’ terminus of the mRNA 
(deadenylation), while removal of the methylated guanosine cap structure (CAP) (decapping) 
is also required for 5’-3’ exonucleolytic decay to occur. (B) Degradation of faulty transcripts 
during mRNA quality control. Transcripts with nonsense mutations (PTCs: premature 
termination codons) are degraded through the nonsense-mediated decay (NMD) pathway, 
while transcripts without a proper stop codon are sent to the exosome through the nonstop 
decay (NSD) pathway. (C) Transcripts containing AU-rich elements (AREs) in their 3’-
untranslated region (3’-UTR) are degraded through interaction with ARE-binding proteins 
(AUBPs). Examples of enzymes involved in a degrading step are shown in green color. 
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3.1.2.3. Control of mRNA stability by RNA-binding proteins 
The interaction between mRNAs and RBPs possesses a central role in post-
transcriptional regulation of gene expression. Specific cis-acting sequence 
elements located in untranslated regions (UTRs) -mainly the 3’-UTRs- and the 
coding sequence of mRNAs constitute binding sites for RBPs (Raghavan & 
Bohjanen, 2004). RBPs bind these elements and induce or repress mRNA 
decay by modulating their interaction with the degradation machinery 
(Garneau et al, 2007). A catalogue of (de)stabilization motifs has been 
identified in S. cerevisiae (Shalgi et al, 2005).	  Binding of RBPs to mRNAs is 
accomplished by RNA recognition motifs (RRM), also known as RNA-binding 
domains (RBD) or ribonucleoprotein domains (RNP), which are protein 
domains with a wide range of specificities and affinities (Maris et al, 2005).	  
Some RBPs, like PABP, bind most cellular transcripts, whereas others bind 
and determine the fate of only specific mRNA subgroups (Mata et al, 2005; 
Moore, 2005). For instance, RBPs of S. cerevisiae and D. melanogaster have 
been shown to associate with specific RNA populations that encode proteins 
with common function or subcellular localization (Gerber et al, 2004; Gerber et 
al, 2006). Moreover, each mRNA can be bound by more than one RBP and 
each RBP acts alone or in orchestration with other RBPs (Mata et al, 2005). 
RBPs are primarily regulated through phosphorylation by mitogen-activated 
protein kinases (MAPKs) or MAPK-activated protein kinases (MAPKAPKs) 
(Sugiura et al, 2011). For example, in response to oxidative stress Sty1 MAPK 
phosphorylates the RBP Csx1 (Rodriguez-Gabriel et al, 2003) and the Pmk1 
MAPK phosphorylates the RBP Nrd1 in response to diverse stress types to 
sequester the protein in stress granules and, thus, suppress its ability to 
stabilize mRNAs related to cytokinesis (Satoh et al, 2012).  
Genome-wide identification of RBP targets is essential to understand 
regulation of gene expression at the post-transcriptional level. RBP targets 
can now be identified using the PAR-CLIP	   (photoactivatable-ribonucleoside-
enhanced crosslinking and immunoprecipitation) (Hafner et al, 2010) or CLIP-
seq (cross-linking immunoprecipitation and high-throughput sequencing) 
approaches (Sanford et al, 2009). Another common method to identify targets 
of an RBP involves the precipitation of the RBP of interest together with bound 
mRNAs via an epitope-tag or an RBP-specific antibody, and the subsequent 
identification of the associated transcripts using DNA microarrays (RIP-chip, 
RBP immunoprecipitation followed by analysis with DNA chips) (Keene et al, 
2006). RIP-chip studies have been performed in different species and have 
provided insight into the mechanistic details of mRNA decay during growth in 
different conditions (Amorim et al, 2010; Mukherjee  et al, 2011; Townley-
Tilson et al, 2006).  
In S. cerevisiae, RIP-chip experiments revealed the association of 40-220 
mRNA targets with each of the five members of the Pumilio family of RBPs 
(Puf1-Puf5). Furthermore, distinct sequence elements in the 3’-UTR of 
mRNAs that confer Puf-mediated destabilization could be identified (Gerber et 
al, 2004; Miller & Olivas, 2010). A recent RIP-chip study in S. pombe revealed 
the role of the Meu5 RBP in the regulation of mRNA decay during meiosis and 
identified ~80 Meu5-stabilized transcripts (Amorim et al, 2010). However, 
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studies whereby the role of RBPs in gene regulation is examined at a 
genome-wide scale are in general lacking in S. pombe. 
Three RBPs (Csx1, Cip1 and Cip2) and two closely associated proteins of 
the NMD pathway (Upf1 and Upf2) are specifically involved in the oxidative 
stress response of fission yeast (see chapter 4) (Rodriguez-Gabriel et al, 
2008). Despite the essential role of Csx1, Cip1 and Cip2 in oxidative stress, 
still little is known about the actual number of their target mRNAs. Csx1 is 
predicted to bind 915 mRNAs (Pancaldi & Bahler, 2011), but the overlap 
between these predictions and preliminary results of Csx1 RIP-chip experi-
ments is very low (~10%) (Pancaldi & Bahler, 2011). 
The most studied cis-regulatory elements involved in the control of 
eukaryotic mRNA stability are the AREs (Barreau et al, 2005). AREs are 
present in the 3’-UTRs of transcripts and can be classified into several groups 
based on the number and context of the AUUUA pentamer (Gruber et al, 
2010). AREs interact with ARE-binding proteins (AUBPs) to direct the 
deadenylation and subsequent exosome-mediated mRNA degradation 
(Figure 3.1C) (Barreau et al, 2005; Mukherjee et al, 2002). AUBPs can also 
stabilize ARE-containing mRNAs, presumably by competing for ARE binding 
sites or removing mRNAs from decay sites (Lal et al, 2004).  
Post-transcriptional regulation via ARE-elements has been studied 
extensively in budding yeast and mammalian cells. In humans, ARE-
containing mRNAs are degraded through p38-mediated phosphorylation of 
AUBPs, such as tristetraprolin (TTP) and T-cell intracellular antigen-1-related 
protein (TIA-R) (Carballo et al, 1998; Lal et al, 2006; Lasa et al, 2000). 
Similarly, the budding yeast p38 orthologue Hog1 was shown to be essential 
for stabilization of ARE-containing mRNAs (Vasudevan & Peltz, 2001). In 
fission yeast, Sty1 is responsible for the ultraviolet (UV)-mediated stabilization 
of the ARE-containing mRNA uvi15 (Kim et al, 2000). S. pombe encodes 
proteins that are orthologous to AUBPs in humans (Penkett et al, 2006), but 
ARE-binding activity has been experimentally verified only for the human TTP 
homolog Zfs1 (Cuthbertson et al, 2008). The ARE-binding activity of another 
protein, Zta1, has been inferred from homology (Wood et al, 2012).  
 
3.1.2.4. Processing bodies and stress granules 
In response to different environmental perturbations, including osmotic, heat 
and oxidative stress, non-membranous structures of varying size (0.1-2.0 
μm), consisting of several proteins and mRNAs, are formed in the cytoplasm 
of many eukaryotic organisms. These structures constitute the so-called 
stress granules (SGs) (Anderson & Kedersha, 2009). SGs have been 
observed in protozoa and metazoa, but they have been primarily studied in 
mammals (Anderson & Kedersha, 2009). The existence of SGs in budding 
and fission yeasts has been only recently reported (Buchan et al, 2008; 
Nilsson & Sunnerhagen, 2011; Wen et al, 2010).  
SGs are mainly formed by mRNP aggregates corresponding to stalled 48S 
complexes (see section 3.1.3) containing mRNAs encoding housekeeping 
(but not stress-responsive) proteins (Anderson & Kedersha, 2009). In both 
yeast species, SGs are largely composed of proteins that are orthologous to 
the proteins found in mammalian SGs. Details on SG content in most species 
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are lacking, but some core proteins involved in SG formation and assembly 
have been recently identified in S. pombe (Table 3.1). Mammalian SGs also 
contain proteins of the RNAi pathway (Leung et al, 2006), but the active 
trafficking of RNAi pathway components (Verdel et al, 2004) in fission yeast 
SGs remains elusive. Interestingly, in fission yeast SG core constituents vary 
depending on the stress condition. For instance, SGs containing proteins of 
the eIF3 and eIF4F complexes (e.g. eIF3a, eIF4G and eIF4E) (see section 
3.1.3) have been observed in heat and osmotic stress, (Dunand-Sauthier et 
al, 2005; Nilsson & Sunnerhagen, 2011), while eIF3a is specifically excluded 
from SGs during glucose deprivation (Nilsson & Sunnerhagen, 2011). 
Although the core SG content in mammals and yeasts is similar, the 
mechanisms employed during SG assembly differ between species (Wang et 
al, 2012). In mammals, stress-induced phosphorylation of eIF2α (see section 
3.1.4) results in the release of stalled translating complexes, which are 
recruited to specific cytoplasmic foci to form SGs (Buchan & Parker, 2009; 
Kedersha et al, 1999). Phosphorylation of eIF2α is, however, not a 
requirement for SG formation in budding and fission yeasts (Grousl et al, 
2009; Nilsson & Sunnerhagen, 2011; Wen et al, 2010). In general, RBPs with 
Gln/Asn(QN)-rich domains bind to mRNPs and self-aggregate to form SGs 
(Kedersha et al, 2000; Tourriere et al, 2003). During assembly, the 
association and mRNA destabilization activity of several AUBPs is regulated 
by phosphorylation (Schmidlin et al, 2004; Stoecklin et al, 2004).  
 
 
 
Table 3.1 Components of fission yeast and human stress granules. NR: not reported human 
orthologue protein. 
 
The function of SGs is not fully understood. Given the rapid shuttling of 
protein and RNA within SGs and the transient granule association with the 
translational machinery, these structures could act as sites of mRNA triage, 
where the fate of individual mRNAs (storage, degradation, translation) could 
be decided during stress adaptation and recovery (Kedersha et al, 2002; 
Anderson & Kedersha, 2009). The RBPs being associated with the mRNAs to 
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be sorted play an important role in this decision (Anderson & Kedersha, 2002; 
Anderson & Kedersha, 2008). Another possibility is that SGs represent hot 
spots for translation initiation (Buchan & Parker, 2009; Parker & Sheth, 2007). 
Also, the recruitment of signaling proteins into SGs suggests a link between 
mRNP sorting and signaling events (Anderson & Kedersha, 2009). 
Other dynamic mRNP aggregates, called processing bodies (P-bodies, 
PBs), associate with SGs. Although yeast SGs and PBs share protein and 
mRNA components (e.g. Xrn1 and eIF4E), they constitute distinct functional 
structures. In mammals, PBs are mainly composed of enzymes of the mRNA 
decay machinery, i.e. decapping (e.g. Dcp1 and Dcp2) and deadenylating 
enzymes, which are not found in SGs. Conversely, components like eIF3, 
eIF4G and 40S ribosomal subunits are not found in PBs. In both metazoans 
and yeast, PBs and SGs transiently form in conjunction to each other (Buchan 
et al, 2008; Grousl et al, 2009). Moreover, PB and SG components shuttle 
between the two structures (Cougot et al, 2008; Kedersha et al, 2005). 
Together these observations suggest an extensive crosstalk between PBs 
and SGs, which are respectively responsible for the regulation of mRNA 
decay and translation in a stressed cell (Anderson & Kedersha, 2009). 
 
3.1.3. Overview of translation 
Three phases can be distinguished in eukaryotic translation: initiation, 
elongation and termination. Translation initiation corresponds to a series of 
events that result in the positioning of an elongation-competent 80S ribosome 
over the start codon (AUG) of the mRNA molecule. Polypeptide synthesis 
takes place during the elongation phase and the newly synthesized 
polypeptide is released during translation termination (Alberts et al, 1994; 
Jackson et al, 2010). Ribosomes contain three tRNA binding sites: the 
aminoacyl (A) site, where aminoacyl tRNAs bind; the peptidyl (P) site, where a 
peptide bond is formed; and the exit (E) site, where a deacylated tRNA exits 
the ribosome (Schmeing & Ramakrishnan, 2009).  
Formation of the 43S pre-initiation complex is an early event during 
translation initiation, required for the recruitment of the mRNA to the ribosome 
(Alberts et al, 1994; Jackson et al, 2010). The complex is formed after binding 
of the ternary complex (eIF2-GTP-Met-tRNAMet) to the small (40S) ribosomal 
subunit. The heterotrimer eIF2 (α, β and γ subunits) plays an essential role in 
the regulation of initiation through its interaction with the guanine nucleotide 
exchange factor eIF2B, which keeps eIF2 bound to guanosine-5’-triphosphate 
(GTP) and, thus, enables the positioning of the initiator tRNA (Met-tRNAMet) to 
the eIF2/GTP complex. A downstream event in translation initiation is mRNA 
activation, which is mediated by the eIF4F cap-binding complex (eIF4E, 
eIF4G and eIF4A) (Alberts et al, 1994; Jackson et al, 2010). A component of 
this complex, eIF4E, binds the cap structure and facilitates the activation 
process (Rhoads, 2009). The mechanisms employed in translation initiation 
have been extensively reviewed (Hinnebusch, 2011; Hinnebusch et al 2007; 
Jackson et al, 2010). A brief description of events associated with this phase 
of eukaryotic translation is provided in Figure 3.2. 
There is much evidence for translation initiation being the rate-limiting step 
of protein biosynthesis. First, compared to elongation and termination, where 
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only a few factors are needed, translation initiation is a much more complex 
process with more than 25 proteins (including at least 12 eIFs) being involved 
(Preiss & Hentze, 2003). Second, the mRNA levels and overall translational 
efficiency do not change in cells treated with elongation inhibitors (e.g. 
cycloheximide) (Mathews et al, 2007; Walden et al, 1981). Third, the 
maximum packing capacity of the ribosome (one ribosome per 30-40 
nucleotides) can be only obtained after cellular treatment with drugs that slow 
down elongation (Arava et al, 2003; Mathews et al, 2007). Therefore, 
translational regulation is mainly exerted at the level of initiation (Gebauer & 
Hentze, 2004; Mathews et al, 2007).  
 
 
Figure 3.2 Stages of eukaryotic translation initiation (modified from Jackson et al, 2010). (1) 
Post-termination complexes (post-TCs) are recycled to provide 40S and 60S ribosomal 
subunits, which are then assembled to form the 80S ribosomal initiation complex. The Met-
tRNAMet is base-paired with the initiation codon in the ribosomal P-site to become competent 
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to start the translation elongation stage. (2) The ternary complex (eIF2-GTP-Met-tRNAMet) is 
formed. (3) The 43S pre-initiation complex (40S subunit, ternary complex, eIF1, eIF1A, eIF3 
and eIF5) is assembled. (4) The eIF4F cap-binding complex (eIF4E, eIF4G and eIF4A) and 
eIF4B unwind the mRNA cap-proximal region and activate the mRNA. (5) The 43S complex is 
attached to the mRNA. (6) 43S complexes scan the 5’ untranslated region (5’ to 3’ direction). 
(7) The initiation codon is recognized, the 48S initiation complex is formed and eIF1 is 
displaced to allow eIF5-mediated hydrolysis of eIF2-bound GTP. (8) The 60S subunits are 
joined to 48S complexes and, eIF2-GDP together with other factors (eIF1, eIF3, eIF4B, eIF4F 
and eIF5) are concomitantly displaced by eIF5B. (9) eIF5B-mediated GTP hydrolysis releases 
eIF1A and GDP-bound eIF5B from assembled elongation-competent 80S ribosomes. 
Translation is a cyclical process, whereby termination follows elongation and leads to post-TC 
recycling (1). 
 
During the elongation phase of translation, aminoacyl tRNAs are recruited 
stepwise to the ribosome and amino acids are added to the nascent 
polypeptide chain in a codon-specific manner. The initiator tRNA binds directly 
to the P-site of the 40S subunit, which allows the positioning of an aminoacyl 
tRNA in the A-site of the ribosome (Kolitz & Lorsch, 2010). The eukaryotic 
elongation factors eEF1 and eEF2 are required during elongation to correctly 
position aminoacyl tRNAs in the A-site, form peptide bonds, and shift the 
mRNA by one codon relative to the ribosome (Browne & Proud, 2002). 
Translation is terminated when the ribosome encounters a STOP codon, 
which results in the hydrolysis of an ester bond between the completed 
polypeptide chain and tRNA in the ribosomal P-site. The subsequent release 
of the protein requires the activity of the eukaryotic release factors eRF1 and 
eRF3 (Rospert et al, 2005). 
 
3.1.4. The effect of hydrogen peroxide on translation 
Oxidative stress has a strong impact on the process of translation and the 
proteomic outcome of the cell, as elevated HP levels modify the translational 
apparatus, but stress-protective proteins still need to be synthesized (Grant, 
2011). Therefore, extensive control at the level of protein synthesis is required 
during stress. Translational control is primarily mediated via direct oxidative 
regulation of translation factors, adjustment of the number of available 
ribosomes and oxidation of the translational machinery (Grant, 2011). In HP 
stress, the utilization of specialized ribosomes and the existence of mRNA-
specific regulatory mechanisms have also an impact on the dynamic alteration 
of the cellular protein content (Grant, 2011; Komili et al, 2007). Many of these 
translational regulation aspects are discussed below. A particular emphasis is 
given in the control of translation initiation for reasons explained above. 
In response to oxidative stress, eIF2α becomes phosphorylated leading to 
decreased levels of active eIF2-GTP complex and failure in the delivery of 
Met-tRNAMet to the translational machinery. As a result, global translation is 
halted (Dever et al, 2007). Unlike mammals, fission yeast has only three 
distinct eIF2α kinases, Gcn2, Hri1 and Hri2 (Zhan et al, 2004). Stimulation of 
a particular eIF2α kinase activity is stress-specific (Zhan et al, 2004) and does 
not relate to the corresponding changes in gene expression (Berlanga et al, 
2010). The accumulation of oxidized amino acids and uncharged tRNAs seem 
to be the cause for the early activation of the Gcn2 kinase in HP stress 
(Mascarenhas et al, 2008; Poljak et al, 2003). Gcn2 phosphorylates eIF2α at 
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the Ser-52 residue (Zhan et al, 2002) and prevents the cell from the damaging 
effects of aberrant proteins (Berlanga et al, 2010). Upon long stress exposure, 
the Hri2 kinase becomes also critical for survival (Berlanga et al, 2010; 
Dunand-Sauthier et al, 2005; Zhan et al, 2002), owing to its ability to bind 
oxidative compounds through its heme-binding site (Dever et al, 2007).  
Inhibition of global translation in conditions of oxidative stress is crucial for 
cell survival. The energy required to maintain translation accuracy reduces the 
energy available to detoxify the elevated ROS levels (Grant, 2011). Moreover, 
production of misfolded proteins in the existing error-prone conditions is 
prevented and energy required for stress recovery is conserved (Dever et al, 
2007; Kaufman et al, 2002). It is noteworthy that global inhibition of translation 
does not exclude regulatory events, whereby proteins required for stress 
recovery are preferentially synthesized. Compared to transcription, selective 
translation of transcripts constitutes an inherently faster response, as it 
depends on pre-existing mRNA subpopulations (Prendergast, 2003).  
Translational rates can be also controlled through modification of CAP-
mediated translation. Competitive binding of eIF4E-binding proteins (4EBPs) 
to eIF4E can displace eIF4G leading to disruption of the eIF4F complex and 
subsequent attenuation of translation (Rhoads, 2009; Richter & Sonenberg, 
2005). In S. cerevisiae, the Caf20 and the Eap1 4EBPs inhibit translation 
initiation in response to stress induced by cadmium or diamide, while Caf20 
alone has the same effect in HP stress (Mascarenhas et al, 2008). Although 
orthologues of 4EBPs have not been identified in fission yeast, there are two 
eIF4E isoforms (eIF4E1 and eIF4E2) that show different affinity for eIF4G 
(Ptushkina et al, 2001). Compared to eIF4E1, eIF4E2 has much lower affinity 
for eIF4G and could, thus, possess a role analogous to that of 4EBPs 
(Ptushkina et al, 2001). Interestingly, an alternative mechanism to eIF2α 
phosphorylation that inhibits translation initiation is the endonucleolytic 
cleavage of uncharged tRNAs, which increase dramatically in stress 
conditions (Li & Zhou, 2009; Poljak et al, 2003). 
Furthermore, oxidative stress can attenuate the rate of elongating 
ribosomes (Shenton et al, 2006), while a few cases whereby alterations in 
ribosomal transit times occur have also been described (Mathews et al, 2007). 
In mammals, oxidative stress induces the phosphorylation of eEF2 (Patel et 
al, 2002; Ryazanov, 1987), while in budding yeast, this elongation factor is 
phosphorylated in response to osmotic stress by the MAPKAPK Rck2 (Teige 
et al, 2001). In either case, phosphorylation inhibits translation elongation by 
reducing the affinity of eEF2 for GTP and by decreasing ribosome binding 
(Dumont-Miscopein et al, 1994; Patel et al, 2002). The Rck2 orthologue in S. 
pombe, Cmk2, has been suggested to mediate Sty1 signals on translation 
during oxidative stress (see chapter 4) (Sanchez-Piris et al, 2002). Finally, a 
role for oxidative damage in de novo prion formation has been suggested by 
studies conducted in budding yeast, where eRF3 forms prion aggregates that 
alter its normal function in translation termination, resulting in readthrough of 
STOP codons (Tyedmers et al, 2008). 
A well-studied example of mRNA-specific mechanisms employed to 
regulate gene expression in stress is the translation of the gcn4 mRNA in S. 
cerevisiae. The mechanism involves four short upstream ORF (uORFs 1-4) 
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and depends on the sequence context surrounding their STOP codons. 
During normal growth, ribosomes translate uORF1 and reinitiate translation at 
the inhibitory uORFs 2-4. In stress, ribosome binding to ternary complexes 
takes longer than in normal conditions, due to stress-mediated decrease in 
complex levels. This can result in scanning past uORF2-4 and re-initiation at 
gcn4, which eventually leads to positive regulation of gcn4 translation 
(Hinnebusch, 2005). 
In oxidative stress, the translational machinery becomes extensively 
oxidized, with a large fraction of ribosomal proteins forming aggregates 
(Mirzaei & Regnier, 2007). Additionally, the increased oxidation of mRNA 
molecules results in translational errors and production of short polypeptides 
(Tanaka et al, 2007). To ensure proper ribosome functionality and promote 
the translation of stress-protective transcripts, the cell replaces oxidized 
ribosomal proteins and increases the expression of a subset of them (Komili 
et al, 2007; Shenton et al, 2006).  
 
3.1.5. Factors that determine translation efficiency 
In changing environments, cells have to overcome alterations induced by one 
or multiple perturbations and maintain homeostasis. As proteins constitute the 
effector molecules that mediate the required response, production of new 
proteins by the partially impaired translation machinery needs to be initiated in 
an efficient way assuring an appropriate consumption of the available energy. 
Therefore, protein levels have to be optimally adjusted so that the benefit of 
synthesis of a protein exceeds the cost of its production (Dekel & Alon, 2005). 
Transcripts show different efficiency in consuming the cellular resources of 
translation (e.g. ribosomes, tRNAs etc) depending on the different structural 
elements and sequence motifs they possess. Transcript features define the 
efficiency by which a transcript is translated, affecting both the initiation (see 
section 3.1.5.1) and elongation (see section 3.1.5.2) steps of the biosynthetic 
process (Gingold & Pilpel, 2011). The efficiency of translation represents the 
number of full-length protein molecules produced per mRNA per time 
(MacKay et al, 2004). In ribosome profiling experiments, translation efficiency 
can be measured by determining the number of ribosomes per transcriptional 
unit (i.e. ribosome density), or the enrichment of individual mRNA molecules 
on ribosomes (i.e. ribosome occupancy) (Lackner et al, 2007).  
A genome-wide ribosome profiling study on fission yeast cells grown in 
normal conditions uncovered complex relationships between translational 
efficiency and various properties of gene expression (Figure 3.3) (Lackner et 
al, 2007). The poly-A tail length and the actual length of an mRNA emerged 
as the most critical parameters for efficient translation. The poly-A tail length 
correlates positively with every translational property tested, i.e. ribosome 
density, ribosome occupancy, protein levels and AugCAI index (see section 
3.1.5.1). On the contrary, negative correlations with translation properties 
were observed for the ORF length, with shorter and more abundant mRNAs 
being more efficiently translated and possessing longer poly-A tails. However, 
the length of mRNA should be a co-opted parameter of efficiency that reflects 
the existing evolutionary pressure on abundant proteins to become smaller, 
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due to the elevated cost of their production (de Sousa Abreu et al, 2009; 
Lackner et al, 2007). 
 
3.1.5.1. Determinants of translation efficiency at the initiation phase 
Diverse features of an mRNA molecule affect the rate of translation initiation, 
including sequence and structure elements, or the overall thermodynamic 
stability and length of the transcript (Figure 3.4). Thus, initiation of translation 
is more efficient for shorter mRNAs (Figure 3.3), and the CAP and poly-A tail 
structures synergistically enhance initiation efficiency (Gallie, 1991) via an 
mRNA circularization mechanism and interactions with eIFs (Tarun & Sachs, 
1996). The 3’ and 5’ ends of a transcript are functionally interacting to recruit 
the 40S ribosomal subunit to the mRNA and, thus, contribute to translation 
initiation (Tarun & Sachs, 1995). In addition, the sequence context in the AUG 
vicinity affects the rate of translation initiation (Kozak, 1991). The AUG 
sequence context (AugCAI index) constitutes a measure of initiation efficiency 
and, transcripts with an optimal AugCAI index are translated with higher 
efficiency (Miyasaka, 2002). In S. cerevisiae, highly expressed genes show 
specific base preferences in the AUG vicinity. Specifically, adenine 
nucleotides are preferred along the 15 positions upstream to the AUG (i.e. 5’-
UTR) and, cytosine and uracil are preferred at positions 5 and 6 in the ORF 
(Arava et al, 2003). Moreover, efficient release and recycling of the Met-
tRNAMet is assured by a high value of the tRNA adaptation index (tAI, see 
below) for the second codon (Tuller et al, 2010), which for highly expressed 
genes is usually the UCU codon (Hamilton et al, 1987).  
 
           
 
Figure 3.3 Association map for the relationship between different gene expression properties 
and translation efficiency (modified from Lackner et al, 2007). Blue nodes: property as 
indicated by the label. Black and red lines: significant positive and inverse correlations 
between the connected properties, respectively. The weight of the lines reflects the absolute 
correlation value. AugCAI: start codon adaptation index. ORF: open reading frame. RNAPII: 
RNA polymerase II. 
 
Furthermore, there is a broad effect of mRNA structure on the efficiency of 
translation initiation. In eukaryotes, tight secondary structures along the 5’-
UTR, especially in the proximity of the AUG, reduce translation efficiency 
(Wang & Wessler, 2001). The mechanism presumably involves obstruction of 
ribosome binding and/or AUG recognition (Gu et al, 2010; Kudla et al, 2009), 
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or even hampering of ribosomal flow across the formed structures and 
interference with ribosomal movement during elongation (Wen et al, 2008).  
In budding yeast, genes being translationally induced in stress are enriched 
for uORFs at their 5’-UTRs (Lawless et al, 2009). Although uORFs are under-
represented in the yeast genome (~13% uORF-containing genes), their role is 
particularly important, as they allow efficient translation of mRNAs that 
possess a stress-related role in conditions of global translation shutdown 
(Hinnebusch, 2005; Lawless et al, 2009).  
 
3.1.5.2. Determinants of translation efficiency at the elongation phase 
The rate of translation elongation and the expression levels of a protein have 
been shown to be correlate highly with the non-random assignment of codons 
to amino acids (i.e. codon usage bias) as well as the tRNA concentrations of 
the translated codons (Figure 3.4) (Bennetzen & Hall, 1982; Gouy & Gautier, 
1982; Varenne et al, 1984). Elongation efficiency is therefore determined by 
several statistical measurements that consider the coding sequence of an 
mRNA or the cellular tRNA pool (Table 3.2). The most common measures are 
the codon adaptation index (CAI) and the tAI. In unicellular organisms, such 
as S. cerevisiae, the CAI and tAI measures correlate highly with both mRNA 
and protein levels (Gingold & Pilpel, 2011; Man & Pilpel, 2007).  
 
 
 
Table 3.2 Traditional measures of translation elongation efficiency (modified from Gingold & 
Pilpel, 2011).	   N1: tAI requires the identification of all tRNA genes in the genome and their 
classification according to their anti-codons, whereas CAI requires a reference set of known 
highly expressed genes. The implementation of the Fop and CBI measures obligates a 
reference set of identified ‘optimal’ or ‘preferred’ codons, which are dominantly used in highly 
expressed genes respectively. N2: The measure classifies codons into only two categories. 
N3: The score weights different patterns of distribution of synonymous codons. N4: Codons 
that do not appear in the reference set are assigned with a fixed frequency. 
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The CAI measure defines the relative adaptiveness of a codon encoding a 
given amino acid as the ratio of the codon’s frequency in highly expressed 
genes to the frequency of the most abundant codon for that amino acid (Sharp 
& Li, 1987). Codon usage bias is possibly the most important factor for high 
protein expression (Brockmann et al, 2007), as codons for which the cognate 
tRNA is rare lead to ribosomal stalling (Wen et al, 2008). However, codon 
usage also affects other processes linked to translation. Usage of rare codons 
has been shown to be crucial for folding of complex proteins (Tsai et al, 2008) 
and protein modification at the post-translational level (Gingold & Pilpel, 
2011). In either case, rare codons compromise the efficiency of the process, 
but simultaneously provide an optimal tempo for folding and/or chemical 
modifications to take place. In addition, protein domains are synthesized 
separately in a process driven by rare codons at the domain boundaries 
(Thanaraj & Argos, 1996). 
Unlike CAI, the tAI measure does not rely on codon usage and does not 
require a priori definition of a highly expressed gene set. Instead, tAI accounts 
for the tRNA availability at each codon along a gene by simply using a list of 
tRNA genes and their classification according to their anti-codons (dos Reis et 
al, 2004). The cellular tRNA levels cannot be directly measured, but the tRNA 
gene copy number is often used as a proxy for tRNA abundance (Percudani 
et al, 1997; Tuller et al, 2007).  
 
 
 
Figure 3.4 Factors affecting translation efficiency. The cellular tRNA pool and different 
attributes of an mRNA molecule (blue boxes) affect the efficiency of protein synthesis at the 
initiation or elongation phase (see main text). Some of these factors can be statistically 
determined and the corresponding measures are highlighted in bold font and blue color. 
AugCAI: start codon adaptation index. CAI: codon adaptation index. CBI: codon bias index. 
Nc: effective number of codons. Fop: frequency of use of optimal codons. tAI: tRNA codon 
adaptation index. 
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The accuracy in estimating translation efficiency by inspection of the tRNA 
pool can be though improved if additional factors are taken into consideration 
(Figure 3.4). An efficient polypeptide elongation relies possibly more on the 
concentration of aminoacyl-tRNAs rather than the actual tRNA copy number 
(Gingold & Pilpel, 2011). Also, a specific codon order along highly expressed 
genes has been observed: the first 30-50 codons correspond to more rare 
tRNAs that create low-efficiency “barriers”, which attenuate the speed of 
ribosomal flow during early elongation and prevent ribosomal detachment 
when the barrier has been passed (Tuller et al, 2010). Highly expressed 
genes often use codons translated by the same cognate tRNA when same 
amino acids occur in their sequences. Thus, tRNAs from the codons that were 
just translated are recycled and translation efficiency is improved (Cannarozzi 
et al, 2010).  
Condition-specific regulation of tRNA gene expression could also lead to 
dynamic changes in tRNA availability and, thus, affect translation efficiency to 
serve the special needs of the cell (Gingold & Pilpel, 2011). Finally, translation 
efficiency from a specific tRNA can be compromised if that tRNA is in high 
demand, i.e. the codons corresponding to it are highly represented in the 
mRNA pool of the cell at a given condition (Gingold & Pilpel, 2011). 
 
3.2. Genome-wide studies on mRNA and protein 
expression 
 
A requirement to understand the regulatory principles of gene expression in a 
given species is the ability to measure the levels of mRNAs and proteins 
encoded by its genome. For many years genome-scale quantification of 
cellular transcripts had received much attention and our understanding on 
gene transcription regulation has been largely improved. However, post-
transcriptional control of gene expression has not been extensively studied. 
Over the last decade some studies in bacteria, yeast, mouse, plants and 
human cell lines have focused on measuring mRNA and protein levels at the 
genome scale. An overall weak correlation between mRNA and protein 
abundances was found, a fact that led to an increasing appreciation of the 
importance of post-transcriptional gene expression regulation.  
Although mRNA levels can be easily determined through established 
technologies (e.g. DNA microarrays and RNA-Seq), the quantification of 
cellular protein pools remains a challenge in research. In the following 
sections, major methodologies commonly applied to quantify the mRNA and 
protein levels are briefly presented. Also, key genome-wide mRNA-protein 
quantification studies in different species are discussed in a broader context.  
 
3.2.1. Quantification of mRNA levels 
For many years, the steady-state levels of selected mRNAs had been 
measured by traditional small-scale approaches (e.g. Northern blotting). 
However, genome sequencing led the development of high-throughput 
technologies that allow the measurement of virtually all transcripts produced 
by an organism in a single experiment. One of these technologies, the DNA 
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microarray technology (McGall & Christians, 2002), was introduced in the 
1990s (Fodor et al, 1993; Maskos & Southern, 1992; Schena et al, 1995) and 
became very popular among researchers. 
DNA microarrays are glass slides where large sets of immobilized nucleic 
acid probe sequences are densely attached at particular locations (McGall & 
Christians, 2002). There exist a number of different high-density microarray 
platforms, which differ in probe content, design, and deposition technology, 
labeling and hybridization protocols. Spotted arrays and oligonucleotide-based 
arrays are though the most widely used platforms. The first technology 
involves the spotting of DNA molecules, i.e complementary DNA (cDNA) 
amplified by polymerase chain reaction (PCR), oligonucleotides, or genomic 
DNA in the form of plasmids, on a glass slide. The second technology 
(developed by Affymetrix™) involves the in situ synthesis of 25-mer 
oligonucleotides by a photolithographic process. Each oligonucleotide is 
located at a specific area on the array called the probe cell and each probe 
cell contains thousands of copies of a given oligonucleotide (Fodor et al, 
1991; Fodor et al, 1993; Pease et al, 1994). 
The microarray technology is based on the process of DNA hybridization, 
and mRNA complementarity to the probes constitutes a quantitative measure 
of transcript abundance in the RNA population being analyzed (McGall & 
Christians, 2002). Several software programs have been developed to 
facilitate DNA microarray data analysis. The statistical programming language 
R is a freely available resource (Gentleman et al, 2004) that is commonly 
used for this purpose, usually in conjunction with the Bioconductor open 
source platform. Bioconductor provides diverse ‘packages’ (e.g. affy and 
limma) that are suitable for the goals of microarray data analysis (Gautier et 
al, 2004; Gentleman et al, 2004; Smyth, 2004).  
Recently, the possibility to use next-generation sequencing methods for 
mapping and quantifying transcriptomes has been reported (Mortazavi et al, 
2008). Sequence data can be acquired by a massive sequence parallelization 
using different techniques (Ansorge, 2009). The advancement of massively 
parallel sequencing, and the RNA-Seq technology in particular, enabled the 
measurement of absolute mRNA counts or concentrations in the cell (copies 
per cell) (Wang et al, 2009). Sequencing has some clear advantages over 
microarrays. Microarray data mirrors problems arising from cross-
hybridization and variable probe affinity. Sequencing is not affected by these 
problems, which are specific to hybridization-based protocols (Eklund et al, 
2006). However, DNA microarrays remain popular for studying gene 
expression, as the experimental and data analysis procedures accompanying 
the technology are well established (McGall & Christians, 2002). 
 
3.2.2. Quantification of protein levels 
Two-dimensional sodium dodecyl sulfate-polyacrylamide gel electrophoresis 
(2D SDS-PAGE) is a method traditionally applied to determine the expression 
levels of individual proteins in cell lysates. The method involves an isoelectric 
focusing step along an immobilized pH gradient and subsequent separation of 
the proteins by SDS-PAGE (Gorg et al, 2004). In recent years, different mass 
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spectrometry (MS)-based approaches for genome-wide protein quantification 
have been developed (Aebersold & Mann, 2003; Ong & Mann, 2005).  
The most up-to-date proteomic methods are based on the analysis by liquid 
chromatography coupled-MS (LC/MS) of complex peptide mixtures, generated 
by proteolysis of protein samples (Aebersold & Mann, 2003). In general, 
quantification methods applied to date by different proteomic approaches are 
either label-free or based on isotope labeling (Maier et al, 2009). Although 
these methods provide relative quantitative information between two or more 
samples being analyzed, absolute levels of entire proteomes can be 
determined by the application of the absolute quantification (AQUA) of 
proteins by MS. Briefly, an internal standard of known amounts (i.e. stable 
isotope labeled peptides mimicking expected tryptic peptides) is spiked into 
the digested protein sample (Gerber et al, 2003), and the mass shift caused 
by the heavy isotope label during LC can be detected by MS. Integration of 
peak areas and comparison between labeled and unlabeled isoforms allows 
the absolute quantification of proteins. The absolute protein levels for the 
entire proteome of spirochete Leptospira interrogans have been determined 
after combining the AQUA technique with the label free quantification method 
(Malmstrom et al, 2009). 
Also, various existing mass spectrometer designs offer opportunities for 
protein analysis with different mass accuracy and sensitivity (Domon & 
Aebersold, 2006; Makarov et al, 2006). For instance, the selected reaction 
monitoring (SRM) is a spectrometer design, whereby the two mass analyzers 
of a triple-quadrupole spectrometer are set to predefined mass-to-charge 
values, corresponding to the multi-protonated ion and a specific fragment ion 
of the target peptide (Domon & Aebersold, 2006). The two-level mass filtering 
applied in SRM drastically increases selectivity, while the non-scanning nature 
of the technique accounts for a much higher sensitivity compared to 
conventional proteomics techniques (Domon & Aebersold, 2006). Proteins 
spanning the whole range of protein expression in budding yeast could be 
detected by SRM (Picotti et al, 2007; Picotti et al, 2009).	  	  
Translation can be also measured at a genome-scale by fractionating 
transcripts based on the number of associated ribosomes, which reflects 
translation rates, and quantifying the resulting fractions using microarrays 
(Mata et al, 2005). This ribosome profiling approach has provided insight into 
translational control in different species and yeast in particular (Arava et al, 
2003; Beilharz & Preiss, 2004; Lackner et al, 2007). 	  
 
3.2.3. Correlation between mRNA and protein levels 
Over the last years, much research effort has been put on genome-wide 
quantification of the transcriptome and proteome of an organism from 
complex samples. Although these studies have been pioneered in budding 
yeast, similar studies exist today for other model organisms and human cell 
lines. In general, mRNA and protein levels have been quantified primarily in 
normal conditions, while the mRNA-protein relationship is less studied in 
conditions of stress (Table 3.3). 
The complexity of gene expression regulation is mirrored in the relationship 
between protein and mRNA levels, which provides an estimate of the average 
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number of protein molecules produced per mRNA (protein-to-mRNA ratio, 
P/R) (de Sousa Abreu et al, 2009). This relationship is usually reported as a 
correlation coefficient (CC) between the corresponding variables, i.e. mRNA 
and protein concentrations. As shown in most correlation studies, protein and 
mRNA abundances are not following a normal distribution (Futcher et al, 
1999; Ghaemmaghami et al, 2003). However, both the Spearman rank 
coefficient (rs) and the Pearson CC (rp) are suitable measures to describe the 
underlying variation (Maier et al, 2009).  
The mRNA-protein CCs reported to date vary significantly between species 
and reach up to 0.88 in few cases. However, high CCs originate from studies 
that profiled only a very small fraction of the proteome of a species (e.g. Lu et 
al, 2007), or studies where CC was reported separately for specific mRNA-
protein pairs (i.e. coherently induced or repressed proteins) (e.g. Lee et al, 
2011). When the quantified fraction of the proteome increases (26.6-70.4%) 
or the complete set of profiled mRNA-protein pairs is taken into account 
during CC calculation, the CC drops showing a maximum value of 0.66 
(Greenbaum et al, 2003). Thus, although the recent improvement of protein 
quantification techniques allowed a more accurate proteome profiling, there is 
still a considerable discordance between mRNA and protein levels, and CCs 
are often markedly low.  
In yeast, there are positive significant correlations between transcription 
and translation rates, protein concentrations and translation, mRNA 
concentration and transcription (Beyer et al, 2004; Brockmann et al, 2007; 
Garcia-Martinez et al, 2007; Lu et al, 2007). Thus, highly expressed proteins 
can be produced through frequent transcription and increased mRNA stability 
or frequent translation and high protein stability (de Sousa Abreu et al, 2009). 
However, translation and protein degradation have the most profound role in 
determining the correlation between mRNA and protein levels (de Sousa 
Abreu et al, 2009). Often genes being induced in response to a stimulus 
become more efficiently translated. This mechanism of coordinated changes 
in transcription and translation is known as ‘potentiation’ (Preiss et al, 2003). 
On the contrary, translation and mRNA degradation seem to be competitive 
processes, as transcript half-life and ribosome occupancy are positively 
correlated (Figure 3.5) (Ringner & Krogh, 2005).  
Transcript measurements are often used as proxies for protein abundance. 
Indeed, a significant fraction of correspondence between protein and mRNA 
levels in different species can be explained by the variation in mRNA 
concentrations (~27-80%) (de Sousa Abreu et al, 2009; Vogel et al, 2010). 
Yet, this fraction is not particularly high for most of the cases studied. The 
remaining variation results from species-specific post-transcriptional and/or 
post-translational regulation, experimental noise (i.e. systematic measurement 
errors) and gene expression regulation noise (e.g. varying rates of translation 
and mRNA/protein degradation) (Figure 3.5). As mentioned in previous 
sections, the driving forces for most post-transcriptional regulation events are 
specific sequence and structural elements that are present on mRNAs. These 
features together with data on mRNA abundance can explain up to 67-80% of 
protein abundance variation (Schwanhausser et al, 2011; Vogel et al, 2010).  
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Table 3.3 Genome-wide studies on mRNA-protein level correlation.	  Size: number of mRNA-
protein pairs used to calculate correlation coefficients. Fraction (%): percentage of protein-
coding genes in a species for which the relationship between mRNA and protein levels was 
derived. ND: not defined. HP: hydrogen peroxide. DM: diamide. Asterisk: The mRNA-protein 
correlation coefficient in one study (Lee et al, 2011) was reported separately for induced and 
repressed genes. The “Pearson correlation coefficient” and “size” columns for this study 
indicate the values reported for induced genes only. Notably, Pearson and/or Spearman 
correlation coefficients were directly reported in most studies referenced. For some of them, 
the Pearson correlation coefficient provided in the table was calculated from the squared 
equivalent (R2) that was originally reported.  
 
There exist several examples of post-transcriptional regulation events that 
contribute to the low mRNA-protein CC reported in most studies. In stress, 
these events reflect the need of the cell to streamline gene expression. For 
instance, some transcripts are induced in the absence of active translation 
and the corresponding mRNAs become rapidly translated once stress is 
removed or, if a particular such demand arises (i.e. ‘translation on demand’) 
(Beyer et al, 2004). Conversely, in response to HP stress some transcripts 
decrease in abundance, but they show increased ribosome association 
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(Lackner et al, 2012; Shenton et al, 2006). Furthermore, post-translational 
modifications can result in poor correlation between protein and mRNA levels. 
In fission yeast, differential protein modifications, such as phosphorylation and 
ubiquitinylation, have been shown to affect the CC describing the mRNA-
protein relationship (Schmidt et al, 2007). Notably, in this yeast mRNA-protein 
CCs are high for genes encoding kinases, cell cycle genes, signaling and 
metabolic proteins, but low for genes encoding members of some protein 
complexes (Schmidt et al, 2007).  
The P/R for a gene can differ depending on the cellular conditions and 
alterations in features of translation elongation rather than those of initiation 
are most crucial in explaining this difference (Wu et al, 2008). In yeast, the 
P/R is positively correlated with mRNA concentration (Beyer et al, 2004; 
Brockmann et al, 2007; Wu et al, 2008), protein half-life (Wu et al, 2008), 
statistical measures of translation efficiency (e.g. CAI, AugCAI index and tAI) 
(Brockmann et al, 2007; Lackner et al, 2007; Man & Pilpel, 2007), and 
translational properties (e.g. ribosome occupancy and density) (Arava et al, 
2003; Lackner et al, 2007). On the contrary, P/R is not extensively affected by 
mRNA stability, secondary structures at the 5’-UTR, or the amino acid 
composition of the protein (Lu et al, 2007; Vogel et al, 2010).  
 
 
 
Figure 3.5 Determinants of mRNA-protein level correlation. Gene expression regulation is 
characterized by extensive inter-correlations between rates of transcription, translation and 
degradation, with variation originating also from biological or experimental noise. RNAPII: 
RNA polymerase II. aa: amino acid. ORF: open reading frame. Intrinsical unstructuredness: 
lack of structure for proteins with relevant sequence signals (Gsponer et al, 2008). 
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Abstract  
 
Schizosaccharomyces pombe is a popular model organism to study 
aspects of mammalian biology, including cellular responses to redox 
imbalance. The review considers the current knowledge on fission 
yeast signaling pathways that are activated to direct the transcriptional 
response to oxidative stress triggered by elevated levels of hydrogen 
peroxide. Particular attention is paid to the mechanisms employed by 
yeast cells to promote cell survival in acute stress. The role of the Sty1 
mitogen-activated protein kinase (MAPK) in regulating gene expression 
at different levels is discussed in detail. 
 
Keywords: fission yeast; oxidative stress; signaling pathways 
 
Introduction 
All organisms are continuously exposed to environmental changes during 
their lifetime. Unicellular organisms are particularly susceptible to sudden 
fluctuations in their growth environment, including alterations in nutrients, 
temperature, pH, and osmolarity. Moreover, eukaryotic cells are exposed to 
reactive oxygen species (ROS) during the course of normal aerobic 
metabolism. ROS are also produced when cells are challenged by exposure 
to oxidizing agents, such as hydrogen peroxide. An excess of ROS leads to 
oxidative stress by directly or indirectly damaging DNA, proteins, and lipids 
(Toledano et al, 2003). ROS are implicated in aging and apoptosis as well as 
in numerous complex diseases (Finkel & Holbrook, 2000). On the other hand, 
evidence is accumulating that ROS also provide vital signaling functions for 
diverse cellular processes (Rhee, 2006; Veal et al, 2007).  
Therefore, cells need to precisely tune ROS homeostasis and oxidative 
stress defense mechanisms to maintain healthy ROS levels and accordingly 
have evolved sophisticated ways to sense and respond to ROS (Temple et al, 
2005). In general, the oxidative stress signal is transduced to transcription 
factors through complex and often stress-specific molecular interactions. In 
turn, transcription factors redirect the transcriptional program of the cell to 
induce gene functions that maintain redox homeostasis and promote 
resistance to the imposed perturbation (Estruch, 2000).  
S. pombe employs distinct molecular pathways to respond to stress 
triggered by different hydrogen peroxide concentrations. The complexity and 
high sophistication of these pathways are highly conserved in humans. In 
response to oxidative stress, signaling pathways are regulated in a. Multiple 
aspects of normal fission yeast physiology are under the control of the Sty1 
mitogen-activated protein kinase (MAPK) (Sanso et al, 2011a), with its role 
becoming particularly important for survival in diverse stress conditions 
(Nguyen et al, 2000; Shiozaki & Russell, 1995b). In acute oxidative stress 
Sty1 orchestrates the transcriptional program that promotes cell survival by 
inducing the phosphorylation and stabilization of the Atf1 transcription factor, 
which regulates the expression of many core stress genes. Sty1 also controls 
gene expression at the post-transcriptional level by multiple mechanisms, 
including the prevention of destabilization of the atf1 mRNA. In addition, the 
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MAPK sends regulatory signals to the translational machinery and controls 
the progression of the cell through the cell cycle.  
 
Signaling pathways: The central role of the MAPK family  
The ability of an organism to constantly sense and respond to stimuli involves 
extensive interactions between the environment and the genome. Complex 
networks of pathways and molecular interactions mediate genome-
environment interactions to promote survival in harsh conditions. It is known 
that signals are processed not only via linear kinase cascades but also 
through networks of cross-talking pathways involving protein kinases (PKs), 
transcription factors (TFs), RNA-binding proteins (RBPs), small interfering 
RNAs as well as many other biomolecules. Signals not only change 
transcription of target genes, but also mRNA half-lives, translation, protein 
half-lives, protein localization, protein activation and protein turnover. 
In many species, the mitogen-activated kinase family of proteins (MAPK) 
plays a central role in mediating changes associated with perturbations in the 
microenvironment of the cell (Marshall, 1994). The basic architecture of a 
MAPK pathway consists of three sequentially acting PKs: MAPK kinase 
kinases (MAPKKKs) phosphorylate and activate MAPK kinases (MAPKKs), 
which in turn phosphorylate and activate MAPKs (Figure 1) (Marshall, 1994; 
Waskiewicz & Cooper, 1995). Furthermore, many eukaryotic species encode 
PKs that are activated through phosphorylation by an upstream MAPK 
(MAPK-activated protein kinases, MAPKAPKs) (Bilsland et al, 2004). These 
proteins have been linked to post-transcriptional control of gene expression in 
mammals and yeast (Dahlkvist & Sunnerhagen, 1994; Neininger et al, 2002).  
 
 
 
Figure 1 The basic architecture of MAPK pathways. 
 
In S. pombe, three distinct MAPK pathways have been identified to date. 
These correspond to the cell integrity (Pmk1) (Toda et al, 1996), pheromone 
signaling (Spk1) (Toda et al, 1991) and stress-activated (Sty1) pathways 
(Millar et al, 1995; Shiozaki & Russell, 1995a). As opposed to six or more 
MAPK pathways in S. cerevisiae (Hohmann, 2002), the fission yeast MAPK 
pathways are tightly connected with each other. For instance, the Pmk1 and 
Sty1 MAPKs not only share regulatory links (i.e. protein phosphatases Pyp1, 
Pyp2 and Ptc1) (Takada et al, 2007), but also target the same TF (i.e. Atf1) to 
induce gene expression changes through the cell integrity and stress 
response pathway, respectively. Furthermore, a considerable functional 
overlap between the two pathways exists, with their role in controlling cellular 
morphogenesis being equally important (Madrid et al, 2007). Nevertheless, 
sensitivity tests with relevant deletion mutants have demonstrated the 
absolute requirement of the Sty1 pathway for cellular protection against 
environmental insults (Perez & Cansado, 2010). 
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The stress-activated protein kinases (SAPKs) are members of a conserved 
subfamily of MAPKs that respond to diverse stress rather than mitogen stimuli 
(Waskiewicz & Cooper, 1995). SAPK pathways are present in all eukaryotic 
organisms and possess an essential role in the adaptation and survival of the 
cell in different hostile environments. Similarly to MAPKs, SAPKs are 
activated through a series of upstream events to induce the expression of 
stress-protective genes and coordinate diverse cellular processes that confer 
stress resistance (Kyriakis & Avruch, 2001). In mammalian cells there are two 
SAPK pathways that activate the JNK and p38 kinases, both of which regulate 
the ATF2 TF (Table I) (Derijard et al, 1994; Raingeaud et al, 1995).  
In fission yeast, activation of the Sty1 SAPK is essential to promote cell 
survival in osmotic, oxidative, heat, heavy metal and nutrient stress (Degols et 
al, 1997; Nguyen et al, 2002; Samejima et al, 1997; Shieh et al, 1997; 
Shiozaki & Russell, 1995b). In response to stress the Sty1 SAPK stimulates 
gene expression via the Atf1 TF, which is similar to the human ATF2 and 
binds closely related DNA sequences (Shiozaki & Russell, 1996; Wilkinson et 
al, 1996). Hence, a large fraction of genes that are transcriptionally regulated 
through the Sty1-Atf1 pathway in fission yeast are closely related to the ones 
regulated via SAPKs in mammals.  
 
Stress responses induce widespread changes in 
transcription 
Cellular adaptation and survival in changing environments requires the rapid 
reprogramming of the transcriptional machinery to induce the expression of 
stress-related genes that repair molecular damage and promote cell survival 
(Estruch, 2000). The degree of stress resistance is inversely correlated with 
the cellular growth rate. Therefore, an additional challenge of unicellular 
organisms during conditions of stress is to balance two antagonistic gene 
expression programs, the growth- and the stress-related programs (Lopez-
Maury et al, 2008). Indeed, hundreds of growth-related genes in S. cerevisiae 
show a considerable overlap with core stress genes in a way that the latter 
are expressed at low levels during normal growth and vice versa. Therefore, 
many stress genes do not respond to stress, but to a reduction in growth rate 
caused by stress (Brauer et al, 2008; Castrillo et al, 2007).  
Genome-wide expression profiling in model organisms, including the 
budding and fission yeasts, has provided insight into principles of eukaryotic 
transcriptional regulation in response to a wide range of stress conditions 
(Chen et al, 2003; Gasch et al, 2000). These studies identified hundreds of 
genes with significantly altered transcript levels in stress that account to 10-
15% of all protein-coding genes in the genome (Chen et al, 2003; Gasch et al, 
2000). In both yeasts the magnitude and duration of stress responses are 
proportionally affected by the dose of the stressor, with each stress condition 
resulting in distinct expression signatures (Lopez-Maury et al, 2008). 
Transcriptional responses are transient and mRNA levels reach, after some 
time, a new steady state that is close to the one prior to stress (Chen et al, 
2008; Hughes et al, 2000).  
S. pombe and S. cerevisiae launch transcriptional programs that are 
commonly induced in most of the stress conditions examined (heat, osmotic, 
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oxidative, heavy metal and DNA-damage stress). The core transcriptional 
response is known as the environmental stress response (ESR) in S. 
cerevisiae (Gasch et al, 2000) and the core environmental stress response 
(CESR) in S. pombe (Chen et al, 2003). Notably, ESR and CESR are largely 
conserved between the two evolutionary distant yeasts (Chen et al, 2003; 
Causton et al, 2001; Gasch et al, 2000). The phenomenon of cross-protection, 
whereby cells treated with mild concentrations of a stressor become more 
resistant upon exposure to other stress agents, could be explained by such 
broad responses (Kultz et al, 2005). 
In fission yeast, 140 and 106 CESR genes are, respectively, induced and 
repressed (> 2-fold change) in most of the five stress conditions tested (Chen 
et al, 2003). Induced and repressed CESR genes are involved in functionally 
distinct processes, with the up-regulated group being more varied in gene 
content compared to the down-regulated group (Figure 2). Less conservative 
lists that include hundreds of CESR genes have also been reported. Genes in 
these lists are consistently regulated in response to most stress types but 
marginally fail the selection criterion (> 2-fold change) in some of the 
conditions (Chen et al, 2003). The expression of both induced and repressed 
CESR genes is largely dependent on the Sty1 MAPK. Although the Atf1-
binding site, cAMP-responsive element (CRE), is over-represented in the 
promoter regions of the induced CESR genes, the repressed CESR genes are 
virtually independent of Atf1 (Chen et al, 2003).  
 
 
 
Figure 2 Biological processes affected as part of the core environmental stress response 
(CESR). The red and green arrows indicate, respectively, gene induction or repression. In 
most environmental perturbations, genes involved in diverse cellular processes are commonly 
induced, while growth-related and energy consumption processes are often negatively 
regulated. 
 
Furthermore, fission yeast extensively redirects its gene expression 
program in response to different doses of hydrogen peroxide (HP), with the 
expression of 1,800 - 3,000 genes changing significantly in at least one dose 
of HP (0.07 - 6.0 mM) and one time point, respectively. Cellular responses are 
similar upon exposure to medium or high HP concentrations (0.5 or 6.0 mM), 
while the response to low HP doses (0.07 mM) is weak and triggers 
expression changes to only a few genes (Chen et al, 2008). A group of 127 
genes are induced in stress caused by a wide range of HP doses (0.07, 0.5 
and 6.0 mM). These genes are commonly referred to as the “core oxidative 
stress genes” (COSG) (Chen et al, 2008). Most of the COSG are also hyper-
induced in stress imposed by two other oxidizing agents (tert-butyl 
hydroperoxide and menadione) (Chen et al, 2008).  
CESR
Carbohydrate metabolism
Lipid or fatty acid metabolism
Signaling and transcriptional regulation
Antioxidants
DNA repair
Protein folding and degradation
Transporters
Transcription 
Translation initiation
RNA processing and splicing
Ribosome biogenesis
Transport
Signaling
Cytoskeletal organization
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Transcriptional regulation in HP stress is conserved across different 
kingdoms for a group of four protein families. This small group constitutes the 
so-called “core eukaryotic HP response” and includes G proteins, ubiquitin-
conjugating enzymes, heat shock proteins and calcium-dependent protein 
kinases (Vandenbroucke et al, 2008). The conserved inductive transcriptional 
response to HP in yeasts (S. pombe and S. cerevisae) (Chen et al, 2003) is 
more conserved in plants than in animals (Vandenbroucke et al, 2008). 
Interestingly, increased expression of antioxidant enzymes due to elevated 
HP levels is not always observed for cells of multicellular organisms (Desaint 
et al, 2004) but appears to be a universal response in unicellular organisms 
(Vandenbroucke et al, 2008). 
 
The fission yeast panoply against oxidative stimuli  
Fission yeast employs different regulatory pathways and TFs to mount an 
effective response to oxidative stress of different intensity. First, a multistep 
phosphorelay system specifically senses oxidative stress signals and relies 
them to the Sty1 MAPK through the Mcs4 response regulator (Buck et al, 
2001; Quinn et al, 2011). The Msc4-mediated signaling to Sty1 is essential at 
intermediate to high HP doses (0.2-6.0 mM) (Chen et al, 2008; Quinn et al, 
2011), but less so at mild HP concentrations (0.07-0.2 mM) (Chen et al, 2008; 
Quinn et al, 2011). At extreme oxidative stress conditions (> 6.0 mM HP), the 
Prr1 response regulator and its regulation through the phosphorelay system 
become presumably more crucial for gene regulation (Figures 3,4) (Quinn et 
al, 2011).  
Moreover, the redox coupling between the thioredoxin activity of Trx1 and 
the thioredoxin peroxidase activity of Tpx1 defines the balance between the 
activation of two independent pathways, the Pap1 and the Sty1 pathway. In 
mild HP stress, Tpx1 sequesters Trx1 and induces an oxidation-mediated 
activation of the Pap1 TF (Bozonet et al, 2005; Chen et al, 2008; Vivancos et 
al, 2005). By sequestering Trx1, Tpx1 prevents the Trx1-mediated reduction 
of Pap1 and, thus, reinforces the Pap1-mediated gene regulation (Figures 4) 
(Day et al, 2012). Upon acute exposure, the temporal inactivation of the 
peroxidase activity of Tpx1 (due to hyper-oxidation) initiates a transcriptional 
program that is orchestrated by Sty1 and promotes cell survival (Bozonet et al, 
2005; Vivancos et al, 2005). In these conditions, the hyper-oxidation of Tpx1 
is of particular importance, as it allows Trx1 to reduce Pap1 and other 
oxidized cellular proteins that possess key roles in damage repair (e.g. Mxr1, 
peptide methionine sulfoxide reductase) (Figure 3) (Day et al, 2012). In this 
manner, the Pap1 pathway is “switched off” (Bozonet et al, 2005; Vivancos et 
al, 2005) and the restricted capability of the HP-damaged translational 
machinery to de novo synthesize protective molecules is overcome (Grant, 
2011).  
At low HP levels, Pap1 and Prr1 are the main regulators of antioxidant 
gene expression, with the role of the former being more pronounced than that 
of the latter (Figure 4) (Chen et al, 2008). As opposed to HP concentrations in 
the range of 0.2-6.0 mM (Figure 3), the Sty1-Atf1 pathway has no, or only a 
marginal role in mild stress conditions (0.07-0.2 mM HP) (Figure 4) (Chen et 
al, 2003; Chen et al, 2008; Quinn et al, 2011). However, in acute HP stress 
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Pap1 and Prr1 still regulate the expression of a small set of genes (Figure 3) 
(Chen et al, 2008; Quinn et al, 2011). At very high HP concentrations (> 6.0 
mM), Sty1 phosphorylation is increased but Atf1-dependent gene transcription 
is only slightly induced (Chen et al, 2008). This could be presumably 
explained by the Sty1 sensitivity to HP-induced oxidation and the subsequent 
decrease in the mRNA levels of atf1 (Day & Veal, 2010).   
As described above, Prr1 is required, to a varying degree, for the 
transcriptional response to a wide range of HP concentrations (Figures 3,4) 
(Chen et al, 2008; Quinn et al, 2011). In addition to its Pap1-supporting role 
(Calvo et al, 2012; Chen et al, 2008), Prr1 is capable of inducing stress genes 
independently of Sty1 (Ohmiya et al, 1999; Ohmiya et al, 2000) and 
supporting the induction of Atf1-dependent genes (Calvo et al, 2012; Greenall 
et al, 2002). Notably, no orthologous protein of Prr1 exists in humans (Penkett 
et al, 2006), while one of the Prr1 orthologues in budding yeast, Skn7, seems 
to also assist Yap1 (the Pap1 orthologue in S. cerevisiae) to induce some of 
its targets (Table I) (Ikner & Shiozaki, 2005). 
Transcriptional regulation in HP stress becomes even more complex as 
new regulators are being discovered. For instance, the expression of a 
predicted zinc-finger TF, Hsr1, is under the control of all four regulators, Sty1-
Atf1, Pap1 and Prr1, and seems to globally support gene expression in 
response to HP (Chen et al, 2008). Hsr1 should be a part of a positive 
feedback for the response to HP stress, since it is required for full induction of 
genes that are regulated by different TFs (i.e. COSG regulated by Pap1/Prr1 
and CESR genes regulated by Atf1) (Figures 3,4) (Chen et al, 2008). 
 
 
 
Table I Conservation of major stress transcription factors in yeasts and humans. Orthologous 
proteins were retrieved using the YOGY resource (Penkett et al, 2006). 
 
Sensing oxidative stress signals through a dedicated 
phosphorelay system 
Fungi and plants possess multistep phosphorelay systems, which are 
reminiscent of the bacterial two-component systems that transduce 
environmental signals into the cell interior (Imamura et al, 1998; Stock et al, 
2000). Unlike prokaryotic systems, a stress signal is not transduced from a 
histidine (His) kinase directly to a response regulator, but a third component, 
S. pombe H. sapiens Description S. cerevisiae Description
BATF, 
BATF3 bZIP TF ATF-like, ATF-like 3
ATF2, 
ATF3, ATF7
Cyclic AMP-dependent TFs 
ATF-2, -3, -7
JPD2 Jun dimerization protein 2
FOS, 
FOSL1, 
FOSL2
Proto-oncogene c-Fos, Fos-
related antigen 1, 2
JUN TF AP-1
XBP1 X-box-binding protein 1
Skn7 Nuclear response regulator and TF
Sfl1 Transcriptional repressor and activator 
Hsf1 Trimeric heat shock TF
Atf1 and 
Pcr1
Prr1 NA NA
ATF/CREB activator 1, 2ACA1, CST6
Pap1 YAP1 Yeast AP-1, bZIP TF
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that mediates the phosphotransfer between the two proteins, exists in 
eukaryotic phosphorelay systems. For instance, S. cerevisiae relays osmotic 
stress signals to the Hog1 MAPK pathway through the Sln1-Ypd1-Ssk1 
phosphorelay system (Maeda et al, 1994; Posas et al, 1996).  
S. pombe possesses a similar multistep phosphorelay system (Figure 3), 
which specifically senses and transduces oxidative stress signals through two 
highly related His kinases (Mak2 and Mak3), the Mpr1 His-containing 
phospho-transfer protein and the Msc4 aspartic acid (Asp)-containing 
response regulator (Buck et al, 2001; Nguyen et al, 2000). The phosphorelay 
system operates by sequential phosphorylation of the component proteins. 
Upon HP stress, the His sensor kinase (Mak2) is auto-phosphorylated in the 
expense of ATP, and the phosphoryl group is then sequentially transferred to 
downstream components (Mak3, Mpr1 and Mcs4) through the His-Asp 
phosphotransfer reaction (Figure 3) (Stock et al, 2000). The role of another 
His kinase, Mak1, is only partially understood. Mak1 is possibly involved in 
Pap1- and/or Prr1-dependent transcription (Buck et al, 2001) and, in low HP 
concentrations it presumably reduces the extent of Sty1 activation by 
weakening the Mak2-Mak3 signal through inhibition of Mpr1 (Figure 4) (Quinn 
et al, 2002).  
The different arrangement of redox sensing domains in Mak1 compared 
with those in Mak2 and Mak3 relates to differential regulation of the 
corresponding kinase domains in response to stress (Buck et al, 2001). In HP 
stress two conserved protein domains in the structures of Mak2 and Mak3, 
the GAF and PAS domains, are essential for sensing and relaying signals to 
the SAPK pathway (Taylor & Zhulin, 1999; Quinn et al, 2011). Both domains 
bind diverse cofactors to sense different stimuli, with the PAS domain being 
also involved in protein-protein interactions (Erbel et al, 2003). Interestingly, 
18 TFs have been identified as potential interaction partners of the Mak1/2/3 
proteins, with Mak2 alone being predicted to physically interact with six TFs 
(Atf31, Hsr1, Rsv1, Res1, Moc3 and Prr1) (Pancaldi et al, 2012).  
In addition to structural kinase domains, signal transduction through the 
phosphorelay system is facilitated by an unexpected mechanism. Upon 
exposure to high HP concentrations, the glycolytic enzyme glyceraldehyde-3-
phosphate dehydrogenase (GAPDH) encoded by tdh1 is transiently oxidized 
through S-thiolation of a conserved cysteine residue in the catalytic center 
(Cys-152), which renders the enzyme inactive and ceases glycolysis (Grant et 
al, 1999; Morigasaki et al, 2008). The transient oxidation of Tdh1 enhances its 
interaction with Mcs4 and, thus, facilitates the interaction between Mcs4 and 
Mpr1 (Figure 3). Though to a lesser extent, a second GAPDH (Gpd3) can 
also promote stress signaling through the phosphorelay system (Morigasaki et 
al, 2008).  
In many species proteins involved in transduction of environmental signals 
localize at the plasma membrane (Moskvina et al, 1999; Tatebayashi et al, 
2007). Instead, the fission yeast His kinases are cytoplasmic and, thus, 
evolutionarily optimized to sense internal and external oxidative stress signals 
(Quinn et al, 2011). Mcs4 localizes in the cytoplasm, Mpr1 translocates 
between the cytoplasm and the nucleus and, Prr1 resides constitutively in the 
nucleus (Quinn et al, 2011). Interestingly, this localization pattern is not 
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altered after treatment of cells with HP (Figure 3) (Quinn et al, 2011). The 
nuclear localization of Mpr1 and Prr1 and the essential role of a conserved 
Prr1 residue (Asp-418) in extreme HP stress (> 6.0 mM) led to the conclusion 
that Prr1 could be phosphorylated by Mpr1 to control its TF activity. However, 
the Mpr1-mediated phosphotransfer does not seem to affect Prr1 stabilization 
(Quinn et al, 2011). 
 
Sty1 is activated upon acute exposure to oxidative stress  
In response to diverse environmental perturbations, like changes in the 
turgidity of the cell, the stress signal is relayed to the Sty1 MAPK through 
MAPKKKs (Ikner & Shiozaki, 2005). Nevertheless, evidence for the activation 
of Sty1 in a MAPKKK-independent manner exists. For instance, stress 
induced by cadmium or low glucose bypasses MAPKKKs and stimulates the 
Sty1 pathway through an oxidation-dependent inhibition of the Pyp1 
phosphatase (Zhou et al, 2010), which deactivates Sty1 in normal conditions 
(Shiozaki & Russell, 1995a). Similarly, in heat shock Sty1 becomes activated 
after the abolishment of the Sty1-Pyp1 binding (Nguyen & Shiozaki, 1999).  
Like in osmotic stress, oxidative stress signals from the phosphorelay 
system are relayed to downstream proteins of the fission yeast SAPK 
pathway in a MAPKKK-dependent manner (Buck et al, 2001; Ikner & Shiozaki, 
2005). Mcs4 binds and activates the Wis4 and Win1 MAPKKKs (Shieh et al, 
1997), which are functionally redundant in phosphorylating the Wis1 MAPKK 
(Degols et al, 1997). In turn, activated Wis1 phosphorylates the Sty1 MAPK, 
which becomes fully activated by the dual phosphorylation of a threonine (Thr-
171) and a tyrosine (Tyr-173) residue in a Thr-XXX-Tyr motif within the 
activation loop (Figure 3) (Robbins et al, 1993). Notably, the non-catalytic 
domains of Wis4 and Win1 interact constitutively with the Tdh1 GADPH, but 
the interaction is not required for the association of Mcs4 with the MAPKKKs 
(Morigasaki et al, 2008). Wis1 not only phosphorylates but also targets Sty1 to 
the nucleus by the use of a MAPK-docking site and a nuclear export signal 
that are present in its structure  (Figure 3) (Nguyen et al, 2002). 
Specifically in conditions of oxidative stress and after Wis1-mediated 
phosphorylation of Sty1, Tpx1 activates the MAPK by a distinct mechanism 
that affects its redox state but does not involve the peroxidase activity of the 
enzyme. In particular, HP induces the formation of a transient disulphide 
complex between Tpx1 (Cys-48) and Sty1 (Cys-35) (Figure 3) (Veal et al, 
2004). Additional redox-sensitive cysteine(s) present in the Sty1 protein, or 
the reduced form of Trx1 could further control the activation of Sty1 
downstream of the SAPK pathway (Day et al, 2012; Veal et al, 2004). 
 
Sty1 orchestrates the transcriptional program that promotes 
cell survival  
After dual phosphorylation and Tpx1-mediated oxidation in the cytoplasm, 
activated Sty1 translocates in the nucleus (Gaits et al, 1998), where it 
phosphorylates Atf1 (Wilkinson et al, 1996). Although Sty1-mediated 
phosphorylation of Atf1 is required for the activation of its TF activity (Sanso et 
al, 2008), this phosphorylation event mainly promotes the stability of the Atf1 
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protein (Lawrence et al, 2007). Notably, there are 11 MAPK phosphorylation 
sites in Atf1 and the pattern of phosphorylation varies with both time and type 
of stress (Quinn et al, 2002). Stabilization and hyper-phosphorylation of Atf1 
disrupts the pre-existing association of the protein with a Skp, Cullin, F-box 
containing (SCF) E3 ligase, Fbh1 (Lawrence et al, 2009). In this manner, upon 
acute HP exposure the constitutive recycling of Atf1 through the ubiquitin-
proteasome system is prevented resulting in protein accumulation (Figure 3) 
(Lawrence et al, 2009). Increased Atf1 levels lead to further recruitment of the 
TF at its cognate sequence, increased transcription of Atf1 target genes and, 
thus, oxidative stress resistance (Chen et al 2003; Lawrence et al, 2007). 
In the nucleus, Atf1 can form a heterodimer with a second basic-leucine 
zipper (bZIP) protein, Pcr1 (Watanabe & Yamamoto, 1996). Atf1 and Pcr1 
have overlapping binding sites (i.e. CRE-like site, 5’-ATGACGT-3’) and exist 
as phosphoproteins at the promoters of stress (CESR) genes even in 
unstressed conditions (Figures 3,4) (Eshaghi et al, 2010; Kanoh et al, 1996; 
Lawrence et al, 2007; Reiter et al, 2008; Sanso et al, 2008; Wahls & Smith, 
1994). Specifically in oxidative stress, hyper-phosphorylation of Atf1 is 
accompanied by Sty1-dependent dephosphorylation of Pcr1 (Figure 3) 
(Sanso et al, 2008).  
Atf1 and Pcr1 are able to act as either heterodimer or homodimer to 
regulate gene transcription (Eshaghi et al, 2010). In HP stress, the Atf1/Pcr1 
heterodimer is primarily involved in induction of Sty1-dependent genes, while 
its role in gene repression is minor (Eshaghi et al, 2010; Sanso et al, 2008). 
Although the heterodimer binds to the CRE site with much higher affinity than 
either homodimer complex (Kon et al, 1997), there are genes that are solely 
dependent on Atf1 and, to a lesser extent, on Pcr1 (Eshaghi et al, 2010; 
Reiter et al, 2008; Sanso et al, 2008). Specifically there are 110, 38 and 10 
genes that are regulated by Atf1/Pcr1, Atf1 and Pcr1 respectively (Eshaghi et 
al, 2010). The requirement of an intact Atf1/Pcr1 heterodimer for Atf1 
stabilization has been a topic of debate. Initially, it was suggested that 
phosphorylation by Sty1 and heterodimerization with Pcr1 together act to 
increase the stability of the Atf1 protein (Lawrence et al, 2007). However, in a 
later study the role of transcription and/or translation was proposed to be of 
higher importance for the regulation of the Atf1 protein levels (Sanso et al, 
2008).  
Nuclear Sty1 employs additional mechanisms to increase the Atf1 protein 
levels, including prevention of atf1 mRNA destabilization. In response to 
relatively high HP levels (> 1.0 mM), two redox-sensitive cysteine residues 
(Cys-153 and Cys-158) of the cytoplasmic Sty1 protein form an intramolecular 
disulfide bond on its surface (Figure 3) (Day & Veal, 2010). The reversible 
oxidation of these cysteine residues prevents HP-induced destabilization of 
the atf1 transcript in the nucleus (Day & Veal, 2010). In addition, transcription 
of both atf1 and pcr1 is under the control of Sty1 (Chen et al, 2003), and the 
Atf1/Pcr1 heterodimer binds at the promoters of both atf1 and pcr1, thus, 
forming a positive feedback loop (Figure 3) (Eshaghi et al, 2010). Sty1 further 
promotes the stability of atf1 and pcr1 transcripts at the post-transcriptional 
level (see next section). 
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Interestingly, Sty1 is recruited to both the promoter and coding regions of 
Atf1/Pcr1-dependent genes (Figure 3) (Eshaghi et al, 2010; Reiter et al, 
2008). Sty1 recruitment at the Atf1/Pcr1-bound HP-induced genes shows an 
apparent dependence on the heterodimer, but this is not the case for the 
MAPK recruitment at the bound-unresponsive genes (Eshaghi et al, 2010). 
Therefore, it has been speculated that other factors are bound at the 
promoters of the Atf1/Pcr1-bound HP-unresponsive genes, which in HP stress 
suppress Atf1/Pcr1 activity and recruit Sty1 when Atf1 or Pcr1 is absent 
(Eshaghi et al, 2010). 
Sty1 recruitment to stress promoters suggests an active role of the MAPK 
in transcription regulation (Reiter et al, 2008). Indeed, the phosphorylated 
Sty1 (and Atf1) protein enables transcription initiation from stress promoters 
by triggering the recruitment of the RNA polymerase II (RNAPII), the TATA 
binding protein (Tbp1) and the Spt-Ada-Gcn5-Acetyltransferase (SAGA) 
complex (Figure 3) (Sanso et al, 2011b). To allow transcription progression, 
Atf1 or RNAPII recruit the histone acetyltransferase Gcn5, which facilitates 
RNAPII to escape stress promoters by acetylating the nucleosomal histones 
located downstream the transcription start site., RNAPII drags Gcn5 into the 
coding region of CESR genes during transcription elongation (Figure 3) 
(Sanso et al, 2011b).  
Pap1 and Atf1 regulate the expression of distinct and overlapping sets of 
genes in response to increasing HP levels (Bozonet et al, 2005; Chen et al, 
2008). Pap1 is neither phosphorylated nor a substrate for Sty1, but the 
presence of the MAPK is specifically required for nuclear accumulation of 
Pap1 in acute HP stress (Quinn et al, 2002; Vivancos et al, 2004). Hence, 
Sty1 regulates Pap1 indirectly (Toone et al, 1998; Vivancos et al, 2004), 
presumably through the activity of the Srx1 sulfiredoxin. Sty1-mediated 
induction of srx1 results in the reactivation of the Tpx1 peroxidase activity (i.e. 
Srx1-mediated catalytic conversion of Cys-48-SOOH to Cys-48-SOH in the 
Tpx1 protein) and, thus, the activation and nuclear accumulation of Pap1 
(Bozonet et al, 2005; Vivancos et al, 2005). These events occur late in the 
response to acute HP stress and constitute a positive feedback mechanism 
for the regulation of the Pap1 activity involving the Sty1-Atf1 pathway (Figure 
3) (Chen et al, 2008). 
 
The role of Sty1 in the post-transcriptional regulation of gene 
expression  
In response to elevated HP levels, Sty1 not only coordinates stress-mediated 
changes at the transcriptional level (Chen et al, 2008), but also directly or 
indirectly controls the activities exerted by RBPs and PKs to regulate gene 
expression at the post-transcriptional level (Park et al, 2003; Rodriguez-
Gabriel & Russell, 2008). Specifically in conditions of oxidative stress the 
Csx1 RBP directly binds and stabilizes mRNAs that are under the control of 
Atf1 (e.g. pyp2, atf1 and pcr1) (Figure 3) (Rodriguez-Gabriel et al, 2003). 
Interestingly, the levels of pap1 and prr1 mRNAs are not affected in csx1 
deletion mutants and, Csx1 appears to have additional functions that do not 
involve Atf1 (Rodriguez-Gabriel et al, 2003). Sty1 directly or indirectly controls 
the phosphorylation of Csx1, which can accept phosphate groups at four 
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specific serine residues (Ser-42, -54, -291 and -455) (Rodriguez-Gabriel et al, 
2003). Phosphorylation of the Csx1 protein is, however, not critical for its 
function and other protein modifications could play an additional role in 
defining the specificity of its activity (Rodriguez-Gabriel et al, 2003). Csx1 and 
Sty1 have independent functions in stress resistance, but both increase the 
specificity of the oxidative stress response by controlling the stability of the 
atf1 transcript (Figure 3). Importantly, the role of Sty1 in atf1 mRNA 
stabilization is more profound than that of Csx1 (Day & Veal, 2010; 
Rodriguez-Gabriel et al, 2003). 
 
 
 
Figure 3 An overview of regulatory events that promote cell survival in response to acute 
oxidative stress (0.2-6.0 mM HP). The thickness of the arrows related to thioredoxin (Trx1) 
activity provides a quantitative indication of the relative reaction rates. CESR: core 
environmental stress response genes. COSG: core oxidative stress genes. Additional 
graphical representations are explained in the figure. 
 
During oxidative stress two other RBPs, Cip1 and Cip2, counteract the 
function of Csx1 in the control of mRNA stability. The three RBPs do not form 
a stable complex, but interact through their association with a transcript. The 
Cip1 and Cip2 proteins are cytoplasmic and become heavily phosphorylated 
upon HP stress, in a process controlled directly or indirectly by Sty1 (Figure 
  Chapter 4 _____________________________________________________________________________________________	  
	   105	  
3) (Martin et al, 2006). Although the mRNA levels of cip1, but not those of cip2, 
increase in the presence of elevated HP levels (Chen et al, 2003), Cip2, and 
to a lesser degree Cip1, require Atf1 for their function (Martin et al, 2006). 
Sty1-dependent activation of two RBPs that counteract the stabilization effects 
of Csx1 suggests a mechanism to tightly control the levels of the atf1 mRNA, 
since constitutively high levels of Atf1 are not beneficial for cellular physiology 
(Day & Veal, 2010). 
Unexpectedly, a conserved RNA helicase, Upf1, which is essential for the 
fission yeast nonsense-mediated mRNA decay (NMD) pathway, cooperates 
with Csx1 to stabilize the atf1 and pcr1 mRNAs in conditions of oxidative 
stress (Rodriguez-Gabriel et al, 2006). The two RBPs exert their stabilization 
effects through the same pathway, but unlike Csx1, Upf1 does not interact 
directly with the atf1 transcript (Figure 3). Upf1 positively regulates mRNA 
stability by counteracting the activities of Cip1 and Cip2. Alternatively, Upf1 
mediates the degradation of a yet unknown transcript that harbors premature 
termination codon(s) and encodes a negative effector of the Csx1-Upf1 
pathway (Rodriguez-Gabriel et al, 2006). Notably, another NMD factor, Upf2, 
should also play a role in the stress-mediated control of mRNA stability 
(Rodriguez-Gabriel et al, 2006). 
It has been speculated that HP stress could activate destabilizing factors or 
mRNA degradation pathways that are supported by Cip1 and Cip2 and 
counteracted by Csx1 and Upf1. Alternatively, HP could directly trigger 
transcript destabilization, which could be prevented by Csx1 and Upf1 binding 
on mRNAs (Rodriguez-Gabriel et al, 2003; Rodriguez-Gabriel et al, 2006). At 
any case Cip1 and Cip2 counteract the stabilization activities of Csx1 and 
Upf1. According to an interesting scenario, Cip1 and Cip2 could regulate the 
trafficking of transcripts in the cytoplasm and presumably contribute to the 
assembly of stress granules (SGs) (Martin et al, 2006). SGs are non-
membranous structures, composed of messenger ribonuleoprotein particles 
(mRNPs) that form in the cytoplasm in response to diverse stress types 
(Anderson & Kedersha, 2009). 
All eukaryotes possess LAMMER kinases (LKs), which are proteins with 
the characteristic EHLAMMERILG motif in a kinase subdomain (Lee et al, 
1996; Yun et al, 1994). LKs show dual substrate specificity and are capable of 
autophosphorylation (Figure 3) (Howell et al, 1991). In addition to its diverse 
physiological roles, the single fission yeast LK, Lkh1 (Kim et al, 2001), 
phosphorylates Csx1 and, thus, plays an essential role in the post-
transcriptional regulation of gene expression during oxidative stress (Kang et 
al, 2007). Lkh1-mediated phosphorylation of Csx1 results in increased stability 
of the atf1 transcript and induction of stress-defense genes, like sod1 and ctt1 
(James et al, 2009; Park et al, 2003). The Lkh1 activity in HP stress is 
presumably regulated through the Sty1 pathway (Kang et al, 2007).  
Co-translational assembly of protein complexes is a common albeit specific 
phenomenon in fission yeast (Duncan & Mata, 2011). Sty1 has been shown to 
interact with three mRNAs, cip2 and pyp2 and its own mRNA (Figure 3) 
(Duncan & Mata, 2011). The association of Sty1 with two of its targets (i.e. 
Cip1 and Pyp2) (Martin et al, 2006; Wilkinson et al, 1996) presumably reflects 
the necessity to tightly regulate the stress-related functions of the Cip2 RBP 
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and the Pyp2 protein phosphatase (Duncan & Mata, 2011). Similarly, the 
concomitant assembly of the Atf1/Pcr1 heterodimer (Duncan & Mata, 2011) 
supports the idea of a cross-protective relationship between the Atf1 and Pcr1 
proteins, whereby the two proteins protect each other from ubiquitination and 
degradation (Lawrence et al, 2007). 
 
The Sty1 regulatory signals on translation 
In response to oxidative stress, global translation is halted through the 
phosphorylation of the translation initiation factor 2α (eIF2α) (Dever et al, 
2007). This phosphorylation event occurs at the onset of the stress response 
in a Gcn2-dependent manner (Mascarenhas et al, 2008). Upon long exposure, 
the Hri2 kinase becomes also critical for survival (Dunand-Sauthier et al, 2005; 
Zhan et al, 2002). In HP stress, the Sty1 pathway triggers translation re-
initiation by negatively regulating the closely related pathways of the Gcn2 and 
Hri2 kinases (Berlanga et al, 2010; Dunand-Sauthier et al, 2005), but the 
mechanisms being involved remain unclear. It has been speculated that 
downstream components of the SAPK pathway could regulate the Hri2 and 
Gcn2 activities through direct interaction with the kinases, or the Sty1-
mediated ROS detoxification could indirectly inhibit the two kinases (Dunand-
Sauthier et al, 2005). 
Fission yeast encodes two MAPKAPKs (Srk1 and Cmk2), which are 
calmodulin-dependent, dual specificity protein kinases (Alemany et al, 2002). 
In HP stress, both MAPKAPKs are activated by phosphorylation in a Sty1-
dependent manner, with the Srk1-Sty1 interaction being stronger than that of 
Cmk2-Sty1 (Asp & Sunnerhagen, 2003). There is no apparent link between the 
post-stress recovery of general translation and the kinase activity of Srk1 or 
Cmk2 (Asp et al, 2008). However, based on the fact that Rck2, the Cmk2 
orthologue in budding yeast, phosphorylates in vitro the eukaryotic translation 
elongation factor 2 (eEF2), Cmk2 was suggested as a mediator of the Sty1 
regulatory signals on translation (Sanchez-Piris et al, 2002).  
However, Sty1 has been shown to directly interact with eEF2 in normal and 
oxidative stress conditions (Asp et al, 2008). In addition, Sty1 interacts with the 
eukaryotic initiation factor 3a (eIF3a) translation initiation factor (Asp et al, 
2008). It is known that global translation can be maintained without eIF3a (Asp 
et al, 2008) and the composition of eIF3 varies in different stress conditions to 
serve global and specific translation demands (Zhou et al, 2005). When HP 
levels are elevated, the Sty1-eIF3a interaction is decreased and the Sty1-eEF2 
association remains stable (Asp et al, 2008). These findings support the idea 
that in oxidative stress conditions Sty1 primarily affects translation initiation 
rather than elongation (Dunand-Sauthier et al, 2005) to allow specific cellular 
needs to be covered.  
Another mechanism employed by Sty1 to alter translation initiation and 
affect protein expression in response to oxidative stress involves the inhibition 
of the proteolytic cleavage of the Pabp poly-A-binding protein, which is 
involved in the poly-A tail shortening of cellular transcripts (Weeks et al, 2006).  
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Sty1 controls cell cycle progression 
In oxidative stress, Sty1 directly phosphorylates the Srk1 and Cmk2 
MAPKAPKs to control cell cycle progression. Srk1 regulates the onset of 
mitosis and exhibits an inhibitory effect on the Cdc2-activating phosphatase 
Cdc25 (Lopez-Aviles et al, 2005). Hence, a common mechanism employed by 
the cell in conditions of stress to slow down the mitotic cell cycle progression 
at the G2/M transition involves the Sty1-mediated regulation of Srk1 (Asp & 
Sunnerhagen, 2003). The transcript levels of srk1, but not cmk2, become 
highly increased upon diverse environmental perturbations, including oxidative 
stress (Chen et al, 2003; Smith et al, 2002). Expression of srk1 is regulated by 
the mitochondrial TF Mtf1, which may have a role in cell cycle control (Sun et 
al, 2011). Accordingly, it has been shown that overexpression of a 
constitutively active form of Cmk2 results in G2 arrest, due to low Cdc2 
activity (Alemany et al, 2002; Rasmussen & Rasmussen, 1994). Interestingly, 
intermediate HP doses (0.5 mM) are known to trigger a cell-cycle arrest at the 
G2 phase (Chen et al, 2008). 
In response to oxidative stress, Sty1 binds and phosphorylates Cmk2 at the 
single phosphorylation site (Thr-411) of the protein (Sanchez-Piris et al, 2002). 
Cmk2 levels change during the cell cycle, with Cmk2 expression peaking at 
the end of mitosis and minimum levels observed during entry into the G2 
phase (Alemany et al, 2002). Cmk2 has been suggested to play a role in cell 
morphogenesis when intracellular ROS levels are high, due to its Sty1-
dependent induction and localization at the growth sites of the cell (Alemany 
et al, 2002) 
 
Control of Sty1 signaling during stress recovery 
If the cells are able to remediate their environment, or the stress is attenuated 
in one way or another, deactivation of repair pathways and restoration of 
growth processes must also be achieved. Therefore, the amplitude and 
duration of the MAPK-mediated signaling are two parameters that become 
tightly regulated as part of the oxidative stress response (Kyriakis & Avruch, 
2001). Towards this direction, specific protein phosphatases dephosphorylate 
and deactivate the Sty1 MAPK to initiate the recovery phase of the response. 
Four PP2C-type serine/threonine phosphatases (Ptc1-4) and two tyrosine 
phosphatases (Pyp1-2) act in a condition-specific manner to remove 
phosphates from the Thr-171 and Tyr-173 residues of Sty1, respectively 
(Millar et al, 1995; Nguyen & Shiozaki, 1999; Shiozaki & Russell, 1995a). For 
instance, Pyp1 and Ptc2 are constitutively expressed and deactivate Sty1 
during normal growth (Gaits et al, 1997; Shiozaki & Russell, 1995b). In heat 
stress the binding between Sty1 and Pyp1 is abolished to activate the MAPK, 
which is subsequently deactivated by Ptc1 and/or Ptc3 (Nguyen & Shiozaki, 
1999).  
In oxidative stress, Pyp1, Pyp2, Ptc1 and Ptc3 deactivate Sty1 after the 
stress-related transcriptional program is completed (Chen et al, 2003; Gaits et 
al, 1997; Millar et al, 1995). Interestingly, the attenuation of Sty1 signaling by 
Pyp1, Pyp2 and Ptc1 is mediated through the Sty1-Atf1 pathway, thus forming 
a negative feedback loop (Figure 3) (Degols et al, 1996; Shiozaki & Russell, 
1996; Wilkinson et al, 1996). Specifically in HP stress, the phosphatase Ptc4 
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deactivates the mitochondrial pool of activated Sty1 and the mechanism 
involves the HP-mediated cleavage inhibition of the Ptc4 mitochondrial 
targeting sequence (Figure 3) (Di et al, 2011). In these conditions, the full-
length form of the Ptc4 protein and the mitochondrial fraction of Sty1 are 
strongly associated with mitochondrial membranes. Although the scenario that 
Sty1 shuttles through mitochondria in addition to its nuclear translocation 
awaits verification, the role of Sty1 in the mitochondrion should be associated 
with cellular respiration (Di et al, 2011).  
Furthermore, Sty1 signaling is regulated at the translational level through 
the activity of the RACK1 orthologue Cpc2, which is a component of the 40S 
ribosomal subunit and has an important role in cell cycle progression (Nunez 
et al, 2010). In response to diverse stress conditions including elevated HP 
levels, Cpc2 favors the translation of some downstream Sty1 targets, 
including pyp1, pyp2, atf1 and ctt1 (Figure 3) (Nunez et al, 2009). Although 
the function of Atf1 as a transcriptional activator in response to stress is not 
compromised in cpc2 deletion mutants (Nunez et al, 2009), Cpc2 assists the 
cell to scavenge elevated ROS levels through efficient translation of the ctt1 
mRNA. Given that the Pmk1 and Sty1 MAPK pathways share regulatory links 
(i.e. Pyp1 and Pyp2), the control of tyrosine phosphatase translation by Cpc2 
allows for the amplitude and duration of signaling exerted by the two 
pathways to be tightly controlled and coordinated. 
 
Cellular adaptation to mild oxidative stress 
In the presence of non-physiological but low HP concentrations, there is an 
increased cellular demand in enzymes that scavenge ROS and promote redox 
homeostasis  (e.g. Ctt1, Trx1 and Trr1). Pap1 is thus activated to regulate the 
expression of COSG, which encode enzymes that confer antioxidant 
protection (Chen  et al, 2008). Pap1 encodes an AP-1-like TF, which contains 
a bZIP DNA-binding domain (Turner & Tjian, 1989) and shares structural and 
DNA-binding properties with the mammalian c-Jun protein and the Yap1 TF in 
budding yeast (Table I) (Moye-Rowley et al, 1989; Kouzarides & Ziff, 1988).  
Pap1 has a nuclear import signal (NLS) and a nuclear export signal (NES), 
which are recognized by the importin-α Imp1 (Umeda et al, 2005) and the 
exportin Crm1 (Kudo et al, 1999), respectively. Under normal conditions, 
Pap1 is primarily cytosolic because Crm1 binds the NES of the Pap1 protein 
and mediates its nuclear export (Castillo et al, 2002; Vivancos et al, 2004). 
Upon exposure to mild HP concentrations (0.07-0.2 mM), Tpx1-mediated 
activation of Pap1 requires both the peroxidatic and resolving cysteines and 
involves the formation of an intermolecular disulfide bond between Tpx1 (Cys-
48) and Pap1 (Cys-501 or Cys-532) (Koo et al, 2002; Vivancos et al, 2005). 
Transduction of the HP signal from Tpx1 to Pap1 induces a conformational 
change to the TF, which results in dissociation of Pap1 from the Crm1-Hba1 
nuclear export machinery (Figure 4) (Castillo et al, 2002; Castillo et al, 2003; 
Vivancos et al, 2004). Notably, Tpx1 and Pap1 undergo thiol oxidation at 
similar times with other protein thiols (Garcia-Santamarina et al, 2011).  
After its nuclear accumulation, Pap1 binds the consensus nucleotide 
sequence 5’-TTACGTAA-3’ (Fujii et al, 2000) and regulates the expression of 
most of the COSG (Figure 4) (Chen et al, 2008). Notably this sequence motif 
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slightly deviates from the consensus DNA sequence for bZIP motifs (Fujii et al, 
1998). Moreover, the promoter regions of genes regulated by Pap1 in mild HP 
and menadione stress are enriched for a distinct sequence motif (5’-GCTTAC-
3’) (Chen et al, 2008). To some extent, induction of Pap1 targets requires the 
formation of a heterodimer between the oxidized Pap1 protein and Prr1 
(Figure 4) (Calvo et al 2012; Chen et al, 2008). It has been speculated that 
oxidation of Pap1 exposes a Prr1-interacting domain, which leads to the 
enhancement of Pap1 affinity for antioxidant promoters (Calvo et al, 2012).  
 
 
 
Figure 4 An overview of regulatory events that enable cellular adaptation to mild oxidative 
stress (< 0.2 mM HP). Faded parts in the figure correspond to events that either do not take 
place or, if they do, they have a minor role in stress adaptation. The thickness of the arrows 
related to thioredoxin (Trx1) activity provides a quantitative indication of the relative reaction 
rates. Similarly, in the presence of low HP levels the import of Pap1 into the nucleus prevails 
export to the cytoplasm, a fact indicated by a thicker arrow for Pap1 import. CESR: core 
environmental stress response genes. COSG: core oxidative stress genes. Additional 
graphical representations are explained in the figure. 
 
In mild HP stress, the role of the phosphorelay system and the SAPK 
pathway in Sty1 activation is minor or even absent (Chen et al, 2008). Thus, 
the phosphorylation status of Atf1 is kept close to the basal levels (Lawrence 
et al, 2007), with the protein being under continual turnover through the 
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ubiquitin-proteasome system (Figure 4) (Lawrence et al, 2009). Despite the 
fact that Sty1 is not recruited to stress promoters in the presence of low HP 
concentrations, Atf1 should be able to weakly support the expression of CESR 
genes, as previously reported for unstressed cells (Reiter et al, 2008).  
In fission yeast, Int6 is a conserved subunit of eIF3 and has been linked to 
the promotion of general translation and proper Sty1-mediated signaling in 
response to different types of stress (Udagawa et al, 2008). A truncated 
version of the Int6 subunit, Int6CT, has been shown to activate Pap1-
dependent transcription by an alternative mechanism, which does not involve 
a redox-mediated conformational change or nuclear accumulation of the Pap1 
protein (Jenkins et al, 2005). However, the mechanism itself and whether the 
Int6CT-mediated activation of Pap1 reflects an aspect of normal cell 
physiology remain elusive. 
 
Conclusions and perspectives 
Cellular stress responses represent an important interaction between the cell 
and its environment with implications on its behavior and survival. Stress 
response pathways may serve as models for signaling pathways in general, 
as for instance to understand how natural genetic variability affects 
intracellular signal processing. To understand the mechanisms involved in 
signaling for any agent, signal transducers and their physical interactions 
within the highly interactive networks of the cell have to be precisely defined. 
Moreover, construction of mechanistic models describing cellular signaling 
necessitates knowledge on the number, identity and subcellular localization of 
the PKs and additional proteins that are activated in response to a given 
stimulus.  
In humans, redox imbalance is associated with aging, cancer, Alzheimer’s 
and Parkinson’s disease among others. Therefore, studies investigating the 
cellular mechanisms employed in response to oxidative stress have markedly 
increased in recent years, especially using model organisms. Fission yeast is 
well suited for such studies given the high degree of complexity and 
sophistication of the pathways it employs in response to oxidative stimuli. 
Despite the wealth of existing knowledge, some aspects of the fission yeast 
stress response to HP require further investigation. For instance, the in silico 
predictions on Csx1 targets (Pancaldi & Bahler, 2011) and the predicted 
interactions between Mak1/2/3 and a number of TFs (Pancaldi et al, 2012) 
need to be validated. To refine the current view of transcriptional regulation in 
oxidative stress, the binding specificities of the many transcriptional regulators 
that are highly induced upon HP exposure (Chen et al, 2003; Chen et al, 
2008) need to be defined. 
Nevertheless, the fission yeast oxidative stress response has been studied 
in sufficient detail to allow the development of new experimental and 
computational methods, which can be verified based on the framework of 
available knowledge. Understanding the fission yeast inner workings will 
empower research into more complex systems that control stress response 
networks in human cells. 
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Abstract  
 
Schizosacharomyces pombe is a popular model organism to study 
stress response pathways, most of which show remarkable 
conservation in multi-cellular eukaryotes. Acute environmental stress 
triggers a remodeling of gene expression at transcriptional and post-
transcriptional levels. Using an integrated approach we investigated the 
time dynamics of ~5,000 transcripts and ~2,300 proteins in fission yeast 
up to 4 hours after oxidative stress induction. We found a remarkable 
mRNA-protein correlation at the steady state and in stress, with the 
correlation being much stronger for induced rather than repressed 
genes. For coherently up-regulated proteins the time to reach the 
maximum mRNA levels correlated to the time of maximum protein 
production rate. A similar trend was detected for coherently repressed 
proteins. Many genes were only responsive in their mRNA levels, 
implying futile transcription, or in their protein levels, implying 
translational regulation. Sequence features of mRNAs influencing 
protein expression were evaluated and a model based on codon 
statistics was predictive of protein levels at steady state. A web 
application for visualization of the collected expression profiles was 
also developed. 
 
Keywords: mRNA; protein; dynamics; stress; yeast 
 
Introduction 
 
Eukaryotic cells are often exposed to environmental stresses that can 
compromise the integrity of biological macromolecules and attenuate cellular 
growth. A cell’s ability to respond to acute environmental stress depends on a 
temporary remodeling of gene expression that induces and activates repair 
processes while repressing growth and cell cycle progress. Oxidative stress 
caused by an excess of reactive oxygen species (ROS) is known to damage 
proteins, lipids and DNA (Toledano et al, 2003) and, in humans, is known to 
be involved in diverse disorders, including cancer, Alzheimer’s and 
Parkinson’s disease. Therefore, understanding gene regulation in the 
oxidative stress response is of relevance to human health, aging and disease 
(Jomova et al, 2010). 
 Cells possess sensors, signal transducers and transcriptional regulators 
that must be coordinately activated to successfully respond to environmental 
stresses. In fission yeast, the Sty1 mitogen-activated protein kinase (MAPK) 
pathway, which is similar to the mammalian c-Jun and p38 pathways (Torres, 
2003), is activated in response to a number of conditions including oxidative, 
osmotic, and genotoxic stress (Chen et al, 2003). Upon acute oxidative stress 
proteins of the fission yeast multistep phosphorelay system (Mak1/2/3, Mpr1, 
Mcs4) and upstream components of the stress-activated protein kinase 
(SAPK) pathway (i.e. the MAPK kinase kinases Wis4 and Win1, and the 
MAPK kinase Wis1) coordinate to specifically sense and rely HP signals to 
the Sty1 MAPK (Ikner & Shiozaki, 2005). Phosphorylated and activated Sty1 
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translocates to the nucleus, where it phosphorylates and stabilizes the Atf1 
transcription factor (TF) (Lawrence et al, 2007). Atf1 alone, or as a 
heterodimer with a second basic-leucine zipper (bZIP) protein, Pcr1, redirects 
the transcriptional program of the cell to enable survival in stress (Chen et al, 
2003; Eshaghi et al, 2010). Should the stress be alleviated, a number of 
phosphatases (Pyp1/2 and Ptc1/3/4) help to restore the normal regulation of 
growth processes (Di et al, 2011; Gaits et al, 1997; Millar et al, 1995). 
 Genome-wide expression studies in budding and fission yeasts have 
revealed a general transcriptional program that is activated in response to a 
number of diverse environmental stresses. This set of commonly responsive 
genes is known as the environmental stress response (ESR; Gasch et al, 
2000) and in fission yeast as the core ESR (CESR) (Chen et al, 2003). 
Importantly, these studies revealed the dynamics of transcriptional responses 
by profiling mRNA levels over time although typically only over the activation 
phase of the response. These studies implicate widespread transcriptional 
regulation, but it has been less clear to which extent the investment in 
transcriptional regulation is reflected in changing protein levels.  
 Protein mass-spectrometry and protein tagging techniques have been used 
to generate genome-wide measurements of relative, or semi-quantitative, 
protein levels in model organisms allowing for direct comparison of mRNA 
and protein levels (Ghaemmaghami et al, 2003). Such studies have shown 
varying extents of mRNA-protein correlation in normal or stress conditions for 
a single or limited number of time points (Gygi et al, 1999; Schwanhausser et 
al, 2011; Vogel et al, 2010). Advances in protein mass-spectrometry, for 
example, selected/multiple reaction monitoring (SRM/MRM) techniques 
(Domon & Aebersold, 2006; Malmstrom et al, 2009), have enabled the 
consistent detection and quantitation of protein levels and have allowed for 
profiling of the same sets of proteins over many conditions or time-points.  
 Recent studies in budding and fission yeast leverage these and other 
improved proteomics techniques to profile the dynamics of thousands of 
proteins after osmotic or oxidative stress (Lackner et al, 2012; Lee et al, 2011; 
Vogel et al, 2011). In all these studies the time-series of relative protein levels 
were compared to the corresponding relative mRNA levels along with 
ribosome binding profiles in the case of Lee et al. and Lackner et al. 
Responsive genes with concomitant changes in mRNA and protein levels 
showed a high correlation between the log-fold-change of induced transcripts 
and proteins, although little correlation was observed for repressed genes. 
Genes with discordant responses were observed to varying degrees and 
suggested post-transcriptional regulation. Additional integrative mRNA-protein 
studies have further underlined the importance of gene expression regulation 
downstream of transcription in mounting an effective response to different 
types of stress (Rodriguez-Gabriel & Russell, 2008; Warringer et al, 2010; 
Vogel et al, 2010). The cellular tRNA pool, sequence elements in mRNAs and 
RNA-binding proteins (RBPs) have been confirmed as factors that influence 
translation efficiency and contribute to the observed variation in mRNA-protein 
correlation both before and after stress (Gingold & Pilpel, 2011; Sugiura et al, 
2011). 
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Figure 1 Genome-scale expression profiling of the fission yeast oxidative stress response. 
(A) Three independent batch cultures were sampled at multiple time-points after treatment of 
cultures with 0.5 mM HP. Time samples were analyzed for quantitative mRNA or protein 
levels or both. (B) The selected reaction monitoring (SRM) approach allowed the 
determination of absolute protein levels (copies per cell, CPC) from mass spectrometry signal 
intensities. (C) Venn diagram showing the overlap of quantified proteins in the two data sets 
(P1 and P3). (D) Distributions of mRNA CPC for genes where proteins were detected versus 
not detected. (E, F) Transcript and protein profiles were fit with smoothing splines (upper and 
middle panels) and their first derivatives (G) were used to identify rates and monotone 
intervals (lower panel). Arrows in E-G indicate the features extracted for each time interval of 
the measured mRNA and protein profiles. 
 
 In this study we investigated the transient dynamics of gene expression in 
the oxidative stress response of fission yeast with quantitative measurements 
of protein levels (copies per cell) together with semi-quantitative mRNA levels 
to identify features that characterize the dynamics of thousands of genes in 
oxidative stress (e.g. response times and rates). The applied proteomic 
approach allowed for the determination of absolute levels of a large fraction of 
fission yeast proteins. This is the first such study that measures both 
activation and recovery phases of the genome-wide oxidative stress response 
at a sufficiently high time resolution to model transcription and translation 
dynamics. In this way, the mRNA transcription and degradation rates as well 
as protein translation and degradation rates can be directly estimated for 
stress responsive genes.  
 
  Chapter 5 
______________________________________________________________ 
	  122 
Stress response features 
Intervals number of monotone intervals for a gene 
Primary Interval first significant interval of expression change 
LFC log-fold-change over the primary interval 
Maximum rate  min/max slope over primary interval 
Tstart start time of primary interval 
Tmax end time of primary interval 
Tres time to reach half min/max expression levels 
Tmax-rate time to reach min/max slope 
Tlag time to reach slope higher than zero 
 
Table I The features extracted from mRNA and protein profiles to provide high time-resolution 
of the oxidative stress response of fission yeast.  
 
Results and Discussion 
 
Large-scale quantification of fission yeast transcripts and proteins  
A mild oxidative stress (0.5 mM hydrogen peroxide, HP) was applied to three 
independent batch cultures and eleven time samples were collected from 0 to 
240 minutes after treatment for mRNA and protein analysis (Figure 1A; 
Materials and Methods). This oxidative stress condition was chosen to avoid 
general translation repression caused by higher HP concentrations 
(Mascarenhas et al, 2008). Transcript and proteome profiling were performed 
in duplicate, each covering two of the three independent trials. In total, 
absolute levels for 4,972 mRNAs were measured by microarray-based 
transcript profiling in trials 1 and 2 (R1 and R2). The SRM approach was 
applied to measure absolute protein levels (copies per cell, CPC) for 2,310 
proteins in trials 1 and 3 (P1 or P3), where 1,647 proteins were quantified in 
both (Figure 1B,C). The proteins measured, although biased toward mRNAs 
with high steady state expression (Figure 1D), represented a large fraction of 
the fission yeast protein repertoire (~45%) (Wood et al, 2012), and were not 
found to be biased in gene function assignments (GOslim terms, 
Supplementary Figure S1). The mRNA levels ranged from 0.01-40 CPC 
while protein levels ranged from ~1 to 1.3x106 CPC (Supplementary Figure 
S2). 
A comparison of all mRNA and protein levels between time points showed 
a high degree of correlation across pairs of time points within and between 
replicate series (Pearson correlation coefficient, rp : 0.79-0.99). Despite these 
high correlations, the exact dynamics of each batch varied. The minimum 
correlation relative to the initial time point (t = 0) indicated that transcript levels 
were maximally perturbed at 60 minutes in R1 and 130 minutes in R2. By this 
measure, maximally perturbed protein levels were observed at 125 minutes 
for P1 and 85 minutes for P3 indicating a 65-minute delay between the global 
maximal mRNA and protein responses in the matching time series R1 and P1 
(Figure 1A). Profiling of the global response using the first principal 
component (from SVD-based projections) identified similar maximal 
perturbation times (Supplementary Figure S3).  
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Figure 2 Examples of mRNA-protein expression patterns and the summary of gene counts 
(center) classified as changing abs(LFC)>1 either up-regulated (yellow), down-regulated 
(blue) or not changing (grey). 
 
Responsive genes in the oxidative stress response 
The individual mRNA and protein profiles (estimated mRNA and protein 
copies per cell) were fit with smoothing splines and monotone intervals were 
identified by changes in sign of the first derivative (Figure 1E-G). There were 
three response intervals in the majority of mRNA and protein profiles 
(Supplementary Figure S4), which was indicative of the dynamic nature of 
gene regulation at both the mRNA and protein level over the 4-hour period. To 
characterize the time dynamics of the gene expression response, we 
extracted a number of features for each time interval, e.g. log-fold-changes, 
response-times and rates (Table I), for each mRNA and protein profile. Each 
gene’s primary response (primary interval) was identified as the earliest 
monotone interval with a sufficient fold-change. The extent of mRNA and 
protein change was summarized by the log-fold-change (LFC) in the primary 
interval estimated from the curve fitting.  
Although the exact temporal characteristics varied between replicates, the 
direction and extent of change in the primary interval was remarkable. This 
allowed us to select genes based on the average statistics across replicates. 
Of the 4,972 transcripts profiled, 500 transcripts increased and 667 transcripts 
decreased by at least 2-fold based on the average LFC across the 
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independent time series (R1 and R2). By the same criteria, the average 
primary interval LFCs from the 2,310 protein series were used to identify 221 
increased and 114 decreased proteins by more than 2-fold (Supplementary 
Table S1). Of the 500 up-regulated transcripts, 356 (71%) had corresponding 
proteins measurements while 215 (32%) of the 667 down-regulated 
transcripts had detectable proteins. These findings are supported by genome-
wide studies in budding yeast, where marked changes in transcript levels 
were followed by moderate alteration of protein abundance (Fournier et al, 
2010; Lee et al, 2011).  
Combination of the mRNA and protein expression profiles based on the 
average LFCs revealed 8 expression patterns: concomitant induction and 
repression (RUp-PUp, RDn-PDn), futile transcript induction and repression (RUp-
PNc, RDn-PNc), translational regulation or protein degradation (RNc-PUp, RNc-
PDn), and inverse relationships (RUp-PDn, RDn-PUp) (Figure 2). In total 701 
genes showed one of the identified patterns (Supplementary Table S4), with 
the vast majority of genes (~87%) showing altered expression only at the 
mRNA or protein level (Figures 2; 3A). The ratio of significantly induced to 
repressed transcripts was <1 in either the R1 series or the mean over 
replicates (388:479 or 182:306 respectively), while the ratio for significant 
proteins in P1 or the mean of replicates was close to 2:1 (215:114 or 194:110 
respectively). The distributions of average LFCs indicated a similar (relative) 
dynamic range for mRNA and protein (Figure 3C,D) although more transcript 
repression or degradation can be observed. Distributions of estimated 
maximum rates (CPC per minute) for significant mRNAs and proteins show a 
hundred-fold higher scale for the synthesis and degradation of proteins 
(Figure 3E,F) and demonstrate, as anticipated, higher stability of proteins 
compared to mRNA molecules. These observations are indicative of futile 
transcription and highlight the importance of post-transcriptional regulatory 
events that tailor an effective response to HP-mediated stress. The maximum 
rates were significantly correlated for the   
Expression profiles for 4,972 fission yeast transcripts under normal growth 
conditions and in oxidative stress are provided in Supplementary Data Set 
S1. Protein expression profiles for 2,300 genes that were quantified in both 
microarray and mass spectrometry experiments are provided in 
Supplementary Data Set S2. A web application for the visualization and the 
comparison of these profiles with previous related studies is also provided 
(http://www.phenoxigen.cbs.dtu.dk).  
 
Correlation of mRNA and protein levels 
Making the simplifying assumption that gene regulation at the time of 
treatment was at equilibrium (steady state) and that the observed maximal or 
minimal mRNA and protein levels represented the maximally perturbed 
regulatory state (MAX), we investigated the correlation between mRNA and 
protein in these two states. In all cases, Pearson and Spearman correlation 
coefficients (rp, rs) revealed similar trends when applied to mRNA-protein 
comparisons (Supplementary Table S2). The observed steady state 
correlation of absolute mRNA and protein levels (rp = 0.694) (Figure 4A) was 
similar to values previously observed in fission yeast (Schmidt et al, 2007).  
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Correlations reported for budding yeast or human cell lines have been similar 
(Fournier et al, 2010; Lundberg et al, 2010; Tian et al, 2004), higher (Gygi et 
al, 1999; Schwanhausser et al, 2011; Vogel et al, 2010) or lower (Greenbaum 
et al, 2003; Lackner et al, 2012; Lee et al, 2011) than observed here. The 
correlation observed for the maximally perturbed state was notably lower (rp = 
0.607), suggesting that the stress responsive genes were at disequilibrium. 
 
 
 
Figure 3 Comparison of mRNA and protein log-fold changes (LFC) and copies per cell per 
minute rates (CPC/min). (A) Relationship of the average primary interval LFC for all 2310 
genes showing the different expression patterns described in Figure 2. (B) The correlation of 
rates (CPC/min) for Rup-Pup (red), RDn-PDn (green) and the inverse patterns, RUp-PDn, RDn-PUp 
(grey) showing a significant correlation for up-regulated genes. (C,D) The distribution of 
average LFCs for mRNA and protein over all measured genes showing a similar scale of the 
relative changes of up-regulated (red) and down-regulated (green) genes. (E,F) The 
distribution of maximum rates from primary intervals of significantly changing genes (selected 
based on average LFC) for mRNA and protein showing a 100-fold difference in scale for both 
up-regulated (red) and down-regulated (green) genes. 
 
For the significantly responsive genes, correlations between the relative 
change (primary interval LFC) in mRNA and protein levels depended on the 
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direction of change (Figure 3A). As with previous studies, we observed that 
protein levels tended to change in agreement with transcripts that were 
induced (LFC > 0) (rp = 0.475, p < 2.2E-16) while no correlation (rp = -0.038) 
was found for transcripts that were repressed. The absence of correlation for 
repressed transcripts can be explained by the variability of protein stabilities, 
as mass-action kinetics does not favor translation of new proteins when 
transcription is repressed.  
 
Correlation (rp)                ORF length    3’-UTR         5’-UTR        AugCAI 
mRNA (R1,2), SS -0.185 -0.161 -0.168 0.294 
mRNA (R1,2), MAX -0.178 -0.137 -0.110 0.293 
protein (P1,3), SS -0.102 -0.066* -0.100* 0.199 
protein (P1,3), MAX -0.122 -0.057* -0.097* 0.211 
 
Table II Overall mRNA and protein expression levels correlate moderately to typical transcript 
attributes. Most correlations, except those indicated by an asterisk (*) showed were highly 
significant (p < 3.1E-05). MAX: maximum expression levels, SS: expression levels at the 
steady state. 
 
Sequence determinants of responsiveness  
We investigated the relationship between the expression levels of the 4,972 
mRNAs and 2,310 proteins, and mRNA sequence features that are known to 
affect transcription or translation efficiency. The sequence attributes 
considered included: the start codon adaptation index (AugCAI), the lengths of 
open reading frames (ORFs), and the lengths of untranslated regions (5’- and 
3’-UTRs). Correlation was assessed at the initial time point (steady state, SS) 
and the time of maximum expression response (MAX) (Table II). In general, 
no significant differences were found between SS and MAX with respect to 
their correlation to these sequence features. The AugCAI measure, which 
indicates how effective the start codon context is for promoting translational 
initiation (Miyasaka, 2002), was found to be significantly correlate to mRNA 
and protein levels although with only modest correlation coefficients (Table II). 
A moderate negative correlation between the ORF length and absolute mRNA 
and protein was found for MAX (rp = -0.178 and -0.122, respectively). Short 
transcripts have been observed to be more stable and more abundant than 
long transcripts (Feng & Niu, 2007). They have also been linked to increased 
translation efficiency (Lackner et al, 2007), while long transcripts can lead to 
low protein levels due to decreased translation initiation (Arava et al, 2003).  
Short 3’-UTRs do not allow extensive binding of RNA-binding proteins and 
thus potential destabilizing effects can be avoided, leading to increased 
protein abundance (Santhanam et al, 2009). Moreover, stable stem-and-loop 
structures can form in long 5’-UTR sequences with potential negative affects 
on translation initiation and translation efficiency (Kozak, 2005). However, 
significant relationships between protein expression levels and the length of 
5’- and 3’-UTRs could not be found in our data. In support to these results, 
features of UTRs have been shown to only weakly explain protein expression 
regulation (Vogel et al, 2010). 
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Protein-to-mRNA ratio as a measure of gene regulation 
The protein-to-mRNA (P/R) ratio is an indicative measure of post-
transcriptional regulation and represents an intuitive means to assess the 
translation efficiency of pre-existing and newly synthesized transcripts. Genes 
with high P/R values are efficiently translated and/or encode for stable 
proteins, while modestly translated proteins are expected to have low P/R 
values. To detect genes that are subjected to translational regulation at the 
MAX we studied the P/R ratio for all genes with measured abundances in the 
R1 and P1 series (i.e. P1/R1).  
 
 
Figure 4 Correlation of mRNA to protein levels. Comparison between mRNA and protein 
expression data sets (A) at the SS and (B) at the MAX. (C) Assessment of changes in the 
P1/R1 ratio at the MAX compared to that at the SS. Coherently regulated proteins in stress are 
indicated in light green (RDn-PDn) or light red (RUp-PUp) color. 
 
The distribution of the log(P1/R1) values for 1,979 genes at the SS and 
1,993 genes at the MAX resembled that of a normal distribution 
(Supplementary Figure S5A), as previously shown (Vogel et al, 2010). Many 
of the most abundant proteins in fission yeast were highly stable and/or 
efficiently translated even in conditions of stress, as revealed by their 
constantly high P/R values in our experiments. For instance, the glycolytic 
enzymes Pgk1 and Eno101, which are the two most abundant proteins in S. 
pombe (Schmidt et al, 2007), had similar P1/R1 values at the SS and the MAX. 
Proteins involved in generation of energy are expected to have a high P/R 
ratio given their essential functions throughout the cell cycle and for growth 
under any environmental condition (Beyer et al, 2004).  
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To identify genes with decreasing and increasing P/R ratios between SS 
and MAX, we set relevant thresholds based on a normal fit (Supplementary 
Figure S5B) and found, respectively, 67 and 73 genes with higher and lower 
P1/R1 ratios between SS and MAX at the 99% and 1% levels (Supplementary 
Table S3). Proteins with decreasing P/R ratios were enriched for the GO term 
“cellular response to stress” (padj < 0.001), while the term “rRNA processing” 
was over-represented (padj < 0.001) in genes with an increasing ratio. In the 
view of P/R ratio as a means to assess translation efficiency, these results 
were counterintuitive and could be presumably explained by the comparatively 
higher responsiveness of mRNAs and higher stability of proteins. However, 
the cell often transcribes genes without subsequently translating them to 
enable a more rapid response when a relevant need arises, a mechanism 
previously termed “translation on demand” (Beyer et al, 2004). The P/R ratios 
for these proteins are thus expected to be low and increasing at MAX. Stress-
induced transcripts are particularly responsive and the P/R ratio can thus 
decrease dramatically. However, most of the coherently induced proteins did 
not show decreasing ratios at the MAX, which is indicative of efficient 
translation of the corresponding transcripts (Figure 4D). 
Either at SS or MAX, the P/R ratio depended (positively) on the scale of the 
mRNA levels as can be seen in the quantile relationship between mRNA and 
protein CPC (Figure 4A,B). This shows that higher mRNA levels lead to 
much higher P/R ratios. In particular, for transcripts >10 CPC a strong 
correlation is observed between the P/R quantiles and the mRNA quantiles in 
both unstressed and stressed states (Figure 4C). Interestingly, as a general 
trend, the P/R ratio increased for MAX where mRNA CPC < 10 (Figure 4C). 
This is likely due to mRNA degredation in a time scale faster than the protein 
half-lives but may also be caused by increased protein translation of low copy 
mRNAs. 
 
Dynamics of known oxidative stress genes  
An overview of temporal expression regulation for genes with key roles in 
oxidative stress could be obtained through the combination of data on mRNA-
protein abundance and half-maximal response times (Tres) (Figure 5A,B). The 
Sty1 protein was found to respond faster than the sty1 transcript, but the 
levels of neither of the two were significantly altered in stress. Most of the 
protein phosphatases (PPs) that regulate Sty1-mediated signaling did not 
show extensive changes at the protein level, with PPs reaching half of the 
maximum response at very different time points in the time course.  
A strong increase in expression (>1.5-fold) was observed for several 
proteins associated with the Sty1 pathway (Boxes 1 and 4 in Figure 5A). 
These proteins could be grouped based on Tres, with most of them (Wis4, 
Wis1, Mpr1, Mcs4, Atf1 and Srk1) being induced rapidly (Tres < 35 minutes) 
after stress. Notably, this positive effect on protein levels coincided with 
transcript induction for some genes (Mpr1, Atf1, and Srk1), but not for others 
(Mcs4, Wis4, Wis1). Similarly, transcripts for proteins with increased 
expression after the first hour (Win1, Mak2 and Prr1) were not markedly 
changed and reached the half-maximal response earlier (win1), 
simultaneously (prr1) or later (mak2) than the corresponding proteins. Taken 
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together these results suggest that transcriptional and translational regulation 
of genes encoding proteins associated with the Sty1 pathway are equally 
important at the activation phase of the response. No apparent temporal 
regulation scheme was found for protein kinases (PKs) that confer HP 
hypersensitivity when deleted (Box 2 in Figure 5A) (Bimbo et al, 2005).  
The importance of transcriptional regulation in establishing an appropriate 
response to environmental stress has been recently demonstrated (Lackner et 
al, 2012; Lee et al, 2011). We scored the promoter regions of genes regulated 
at the mRNA and/or protein level in HP stress for the presence of known TF 
binding sites (Supplementary Figures S6A). Together with the mRNA-
protein expression profiles of the corresponding TFs, or those with an 
established role in stress (Boxes 3 and 4 in Figure 5A), we were able to find 
valid transcriptional regulation schemes. For instance, stress-induced 
transcripts harbored, not surprisingly, the cAMP response element (CRE) in 
their promoters, which is the binding site of the Atf1 and Pcr1 TFs (Eshaghi et 
al, 2010). Induction by Atf1 or the Atf1/Pcr1 heterodimer led to either futile 
transcription or coherent regulation at the protein level (Supplementary 
Figure S6A). Although activated Sty1 is required to phosphorylate and 
stabilize Atf1 (Lawrence et al, 2007; Sanso et al, 2008), the increased levels 
of the Atf1 protein (Tres = 30 minutes) and the Pcr1 transcript (Tmax = 41 
minutes) (Figure 5A,B) reinforce the Atf1- and Pcr1-mediated regulation in 
the early stress response.  
Studying the time dynamics of gene expression in this way, allowed us to 
distinguish different types of proteins depending on whether the respective 
mRNA was responding synchronously or asynchronously to the stress 
stimulus.  
 
Determinants of post-transcriptional regulation 
To address the potential of post-transcriptional control of transcript stability in 
our data, we studied the 3’-UTR sequences of all 701 transcripts associated 
with extensive mRNA and/or protein changes. First, we searched for over-
represented AU-rich elements (AREs) in the 3’-UTRs of all transcripts, as 
ARE-containing mRNAs can be stabilized in conditions of stress 
(Abdelmohsen et al, 2008). We found an enrichment of the 3’-UTRs of stress-
induced mRNAs for 5 different AREs from vertebrates (Gruber et al, 2010) 
(Supplementary Figure 6B), which potentiates the ARE-mediated transcript 
regulation in HP stress. Notably, transcripts associated with the GO term 
“mRNA 3’-UTR binding” (Box 5 in Figure 5A), including those of the two ARE-
binding proteins in S. pombe (Zfs1 and Zta1) were induced in stress. However, 
expression of these proteins remained stable and Tres was reached at very 
different time points during the response (Figure 5A,B) (Lackner et al, 2012).  
Furthermore, most of the proteins associated with stress granule formation 
and assembly (Box 6 in Figure 5A) (Nilsson & Sunnerhagen, 2011; Satoh et 
al, 2012; Wang et al, 2012) and proteins with established roles in controlling 
the stability of several transcripts in HP stress, including those of atf1 and 
pcr1 (Box 7 in Figure 5A) (Rodriguez-Gabriel & Russell, 2008) showed a 
moderate and delayed protein expression response (Tres > 60 minutes) 
(Figure 5B). Seemingly, the regulatory role of these proteins in the control of 
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mRNA fate during stress does not depend on changes in abundance, but 
rather on post-translational modifications, such as phosphorylation 
(Rodriguez-Gabriel & Russell, 2008).    
Over-representation of short sequence motifs in the 3’-UTRs of transcripts 
that are associated with a given expression pattern could suggest novel 
stress-related mRNA (de)stabilization motifs. We discovered a significantly 
over-represented 8-nucleotide sequence motif, 5’-GGKTTTGG-3’, (E-value = 
1.5E-09) in the 3’-UTRs of transcripts that were repressed but showed stable 
protein expression levels in stress (41 out of 278 genes, ~15%) (Figure 6A). 
The genes that possessed the identified motif were enriched for the GO term 
“ribonucleoprotein complex biogenesis” (padj < E-03). Notably, two similar 
sequence motifs have been previously found in the 3’-UTRs of ribosomal 
biogenesis messages in fission yeast (Bushel et al, 2009).   
 
  
 
Figure 5 The combined view 
of mRNA-protein abundances 
and expression dynamics 
reveals temporal gene 
regulation schemes. (A) The 
mRNA and protein expression 
levels for genes of selected 
functional groups (captions 
shown in bold font). Gene 
sets in boxes (1-7) are 
explained in the text. The 
color gradient indicates the 
extent of expression change 
(LFC) in the control (mRNA, 
C1 and C2) and stress (mRNA, 
R1 and R2 and protein, P1 and 
P3) data sets. (B) Half-
maximal response times (Tres) 
for mRNA and proteins in 
boxes 1 and 3-7 in (A). Data 
points are colored by yellow, 
blue or black to indicate 
induction (>1.5-fold), 
repression (> 1.5-fold) or no 
change in protein expression, 
respectively. 
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We next scored the 3’-UTRs of the 701 transcripts with a number of 
(de)stabilization motifs that have been identified in S. cerevisiae (Shalgi et al, 
2005). Though the 3’-UTRs of fission yeast transcripts were significantly 
enriched for some budding yeast destabilization motifs (Supplementary 
Figure 6B), a potential mRNA destabilization effect (conferred by the motif) 
cannot explain the increased translation that was observed for these 
transcripts. The fact that a given sequence motif induces distinct effects on 
mRNA stability in fission and budding yeasts is not surprising considering their 
evolutionary distance. 
 
Concomitant changes in mRNA and protein abundance  
The group of genes that showed coherent up-regulation of mRNA and protein 
(RUp-PUp) was enriched for the GO terms “cellular response to stress” (padj < 
1E-03) and “oxidoreductase activity” (padj < 1E-03), and largely overlapped 
with genes that become induced in the CESR (p = 3.1E-04) (Chen et al, 2003). 
As for most stress-induced genes in fission yeast, Sty1-Atf1 controlled the 
expression of the RUp-PUp genes (p = 5.1E-04) (Chen et al, 2003), which were 
enriched for genes with nucleosome-depleted regions in their promoters (p = 
1.2E-14) (Sanso et al, 2011). Moreover, there was a significant overlap of this 
group with transcripts that were translationally up-regulated in stress, either at 
15 and 60 minutes (p = 9.8E-06) or at the first hour after HP treatment (p = 
3.6E-05) (Lackner et al, 2012). We found that the time to maximal 
transcription response (Tmax) of Rup-Pup genes preceded Tmax for protein levels 
(Figure 6C). In fact, the maximum levels of mRNA coincides with the 
maximum rate of protein production, i.e. R(Tmax) ~ P(Tmax-rate) as can be 
observed in Figure 6D. This finding is supported by a recent study, where 
markedly changed transcript levels were shown to enable rapid translation 
before transcript levels adjust to a new steady state (Lee et al, 2011) and was 
also observed for recent data (Lackner et al, 2012) using our analysis (data 
not shown). 
Genes with decreased mRNA and protein abundance in stress (coherent 
down-regulation, RDn-PDn) constitute a small group of 16 genes, which 
included proteins with a predicted function in rRNA processing (Rnp24, Tsr2, 
Utp3 and Cms1) or an established role in rDNA transcription (Pol5 and Rpb8) 
(Nadeem et al, 2006; Shpakovskii et al, 1998). Repression of the RDn-PDn 
transcripts occurred at the onset of the stress response (Tres = 7-17 min), and 
degradation of the corresponding proteins followed transcript repression 
(Figure 6B,C). Transcription and translation lags differed slightly only for a 
small fraction of RDn-PDn genes (~20%). For these genes the decrease in 
mRNA and protein levels was initiated within a short time window (less than 5 
minutes) after treatment (Figure 6B). These two findings suggest that 
transcriptional shutdown and mRNA turnover or dissociation from the 
translational machinery, and to a lesser extent the effect of parallel protein 
degradation, resulted in the observed RDn-PDn pattern. Interestingly, the time 
to reach the transient minimum mRNA level was often correlated to the time of 
maximum protein degradation rate (minimum slope) similar to the Tmax/Tmax-rate 
relationship of induced genes (Figure 6D). 
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Changes only at the mRNA or the protein level  
A group of 126 proteins increased in abundance without extensive regulation 
of the corresponding mRNA levels (incoherent protein induction, RNc-PUp), 
while a population of 87 proteins showed decreased abundance and 
insignificant regulation at the mRNA level (RNc-PDn). These expression 
patterns are presumably representative of stress-mediated regulation at the 
protein level, leading to either stabilization or degradation of the 
corresponding protein products. Indeed, several genes of the RNc-PUp (e.g. 
erd2) and the RNc-PDn (e.g. shy1) groups had increasing and decreasing P/R 
ratios at the MAX, respectively.  
 
 
Figure 6 Sequence analysis and expression dynamics reveal important aspects of gene 
regulation in oxidative stress. (A) The sequence motif found to be over-represented in the 3’-
UTRs of genes with repressed transcript levels but overall stable protein levels. (B) Difference 
in transcription and translation lags for genes with altered mRNA and protein levels in stress. 
The white to dark blue gradient indicates an increasing percentage (%) of genes within a 
group that shows one of the indicated ΔRT relationships. ΔRT: the difference in the response 
time of a protein from that of its mRNA. Transcript (R) and protein (P) levels are shown in red 
(induction), green (repression) and grey (no change). (C) The relationship between the time to 
reach maximum/minimum mRNA and protein levels for coherently regulated proteins in stress. 
(D) The correlation of the time to reach maximum/minimum mRNA levels to the time of 
maximum protein production/degradation rate for coherently induced/repressed proteins in 
stress. 
 
 Proteins contributing to cellular redox homeostasis, including dithiol 
glutaredoxins (Grx1 and Grx2), the thioredoxin peroxidase Tpx1 (Figure 5A) 
(Chung et al, 2004; Vivancos et al, 2005) and oxidoreductases (e.g. frataxin 
and Coq6) were among the stabilized proteins of the RNc-PUp group. In an 
apparent mechanism to trigger immediate ROS detoxification during oxidative 
stress, the cell efficiently translates transcripts that encode for key antioxidant 
activities, even when regulation of mRNA production and/or degradation is not 
extensively affected. Notably, the primary interval for the response of these 
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enzymes was particularly long (123-172 minutes), which indicates constant 
translation of the corresponding transcripts over the time course. Proteins 
involved in the transduction of the HP signal (Wis1 and Prr1) were also 
stabilized. Stress-mediated regulation of protein destabilization (RNc-PDn), on 
the other hand, was not restricted to specific protein families or functions. 
Although we did not find significantly enriched gene functions, evidence for 
the degradation of 4 mitochondrial ribosomal subunits was observed.  
 As many as 119 and 278 transcripts were induced and repressed, 
respectively, in the absence of changes in protein levels. Such expression 
patterns are indicative of compensatory gene regulation, where changes in 
mRNA levels are not followed by marked changes in protein abundance. W 
speculate that transcriptionally induced genes with minor changes in protein 
levels (RUp-PNc) are possibly not required immediately after stress (and thus 
not translated), but undergo “translation on demand” (Beyer et al, 2004). The 
expression pattern of genes with repressed transcription but unaltered protein 
abundance (RDn-PNc) could be explained by a long half-life of the encoded 
proteins, which remain in the cell even after transcription shutdown. The RDn-
PNc genes were functionally enriched for the GO term “ribosome biogenesis” 
(padj < 1E-03), showed a significant overlap with genes identified to have a 
similar expression pattern in oxidative stress (p < 1E-50) (Lackner et al, 2012), 
as well as genes that are repressed in the CESR (p < 1E-16) or in CESR with 
a Sty1-dependence (p < 1E-13) (Chen et al, 2003).  
 The RUp-PNc and RUp-PUp groups were qualitatively similar in gene function 
enrichment and genes being induced in the CESR (p = 1E-02) (Chen et al, 
2003). Furthermore, RUp-PNc genes showed an overlap with genes being 
transcriptionally hyper-induced by Sty1-Atf1 (p = 8.9E-03) (Chen et al, 2003) 
and genes with a similar mRNA-protein expression pattern in stress (p = 1.3E-
12) (Lackner et al, 2012). The consensus sequence for the binding of the 
hypoxic TF Sre1 was also over-represented in the upstream regulatory 
sequences of RUp-PNc genes (p = 2.8E-03) (Supplementary Figure S6A). 
Since ergosterol biosynthesis is repressed in oxidative stress (Branco et al, 
2004), the rapid transcript induction (Tres = 17 minutes) of Sre1 in acute HP 
stress could presumably be linked to the preparation of transcripts encoding 
proteins involved in ergosterol, ubiquinone and sphingolipid biosynthesis 
(Todd et al, 2006).  
 
Opposing changes in mRNA and protein expression  
Repressed genes that displayed inverse regulation at the protein level (RDn-
PUp) were enriched for the GO term “nuclear RNA processing” (padj < E-03), 
with two additional RDn-PUp proteins (Nop8 and Urb1) being predicted to have 
a role in ribosome biogenesis. Seven induced genes showed inversely 
regulated protein levels in stress (RUp-PDn) and formed a functionally 
heterogeneous group of proteins, which associate with the mitochondrion 
(SPAC8C9.12c, Dps1 and SPBC428.10) or are encoded by mRNAs that are 
induced in conditions of stress (Oca2 and SPBC216.04c) (Chen et al, 2003).  
For the less heterogeneous group of RDn-PUp, the measured mRNA-protein 
profiles could reflect a stress-mediated remodeling of ribosomes, which 
presumably requires the dynamic regulation of the expression levels for 
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proteins that serve its special needs in stress. Proteins in the RUp-PDn group 
could be actually translated but become rapidly degraded due to their 
potential hypersensitivity to HP. Notably, the expression profiles for the 
corresponding proteins showed no reproducibility between our experiments 
and previously defined profiles (Lackner et al, 2012). 
On the contrary, the expression profiles for two RUp-PDn proteins 
(SPBC216.04c and Dps1) could be valid based on mRNA-protein expression 
dynamics. Specifically, Dps1 and SPBC216.04c proteins had half-maximal 
response times of 4-5 minutes, while the corresponding mRNAs reach the Tres 
at 29-35 minutes. These facts suggest that the two proteins are selectively 
degraded on the onset of stress, but their function is required at a later stage 
when HP concentration drops and the proteins can thus be stable. Indeed, 
SPBC216.04c is a predicted methionine sulfoxide, which could be crucial for 
repair of damaged proteins.  
 
A sequence-based model predicts protein expression levels at steady 
state 
A requirement for the prediction of protein levels at a genome-scale is the 
ability to model translation efficiency based on biologically relevant measures. 
Given the genome-wide expression data sets retrieved in the present study, 
we evaluated the power of mRNA sequence properties and codon usage 
statistics to predict protein levels. Towards this aim, we created a linear model 
where several sequence and codon usage statistics were combined (see 
Materials and Methods). Although the codon statistics correlated to each other 
to varying degrees, each measure provided independent information 
(Supplementary Figure S7B).  
Intriguingly, the linear model derived based on sequence and codon usage 
attributes performed significantly better for the prediction of protein levels at 
the SS (rp = 0.786) (Supplementary Figure S7A) than mRNA levels alone 
(Figures 4A). In S. pombe, codon usage and individual sequence features, 
such as the AugCAI measure, have been previously reported to positively 
affect translational efficiency (Hiraoka et al, 2009; Lackner et al, 2007). 
However, the power of combining several sequence attributes in a statistical 
model to predict protein levels has, to our knowledge, not been demonstrated 
previously for S. pombe.  
 
Summary and conclusions 
 
By applying a combined transcriptomic and proteomic approach, we 
generated a large collection of temporal profiles of mRNA and protein 
expression during HP-mediated cellular stress. Unlike other genome-wide 
studies, the experimental design allowed for a detailed profiling of the 
activation and recovery phases of the stress response, with samples being 
densely collected in a period covering 4 hours after stress (11 time points in 
total). This approach generated 4,972 mRNA and 2,310 protein expression 
profiles, which constitute one of the largest data resources for mRNA-protein 
dynamics in a model organism. The sampling density and our data analysis 
pipeline enabled the definition of multiple features that describe the transient 
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dynamics of gene expression with unprecedented precision. Using the SRM 
approach we contributed with the largest fraction of proteins to be quantified in 
absolute levels (copies per cell) in fission yeast to date.   
Compared to previous large-scale mRNA and protein expression studies 
performed in other species, we found a higher correlation between mRNA and 
protein levels both at the SS (rp = 0.694) and the MAX (rp = 0.606), and similar 
to that reported recently in an oxidative stress study in fission yeast (rp = 0.71) 
(Lackner et al, 2012).  
Analysis of genes with extensive mRNA and/or protein expression changes 
in stress resulted in multiple patterns of mRNA-protein expression. In 
agreement with a recent study (Lackner et al, 2012), we observed that 
changes in protein levels tended to be concomitant with transcript induction, 
while stress-mediated transcript repression did not necessarily lead to 
decreased protein abundance. The vast majority of genes showed altered 
expression only at the mRNA or protein level, indicating futile transcription and 
translational regulation respectively. Most expression patterns were enriched 
for functionally distinct proteins, while coherently up-regulated proteins or 
those being induced only at the mRNA level were qualitatively similar. In 
general, genes being regulated in the CESR showed the expected 
transcriptional response in our data, but the levels of the corresponding 
proteins were not markedly altered in most of the cases. Only few induced 
and repressed proteins with known roles in stress were coherently regulated. 
Significant overlaps were found between the two studies with regard to 
proteins associated with the expression patterns corresponding to coherently 
up-regulated genes (RUp-PUp) and transcriptionally regulated genes that 
showed stable protein expression in stress (RUp-PNc and RDn-PNc). 
Compared to translational regulation, transcription has been shown to be 
more crucial in the establishment of an effective response to different types of 
environmental stress (Lackner et al, 2012; Lee et al, 2011). The relatively high 
correlation of mRNA and protein levels reported here agrees with this notion, 
and suggests that protein expression can be largely explained by changes in 
mRNA levels. However, the most common mRNA-protein expression patterns 
for significantly altered genes in stress were those with changes only at the 
mRNA or protein level. This observation can be attributed to the much lower 
responsiveness and increased stability of protein compared to mRNA 
molecules, and the existence of post-transcriptional regulatory mechanisms. 
Importantly, the comparatively higher responsiveness and lower stability of 
mRNAs also affected the P/R ratio at the MAX and led to counterintuitive 
observations, whereby genes being commonly induced and repressed in 
stress showed, respectively, decreasing and increasing P/R ratios compared 
to the SS.   
We found a significant correlation between the AugCAI index and protein 
expression at the SS and the MAX, while in agreement with previous findings 
(Vogel et al, 2010), no strong correlation between the length of UTR regions 
and protein levels was detected. We also identified a 3’-UTR sequence motif 
(5’-GGKTTTGG-3’) shared among 41 (~15%) RDn-PNc genes. Surprisingly, a 
linear model derived from sequence and codon usage statistics was found to 
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be more predictive of protein levels at the SS (rp = 0.786) than experimentally 
determined mRNA levels (rp = 0.694). 
Furthermore, we elucidated complex aspects of the relationship between 
transcription and translation. Differences in the response times of the two 
processes could be attributed to coherent or inverse mRNA-protein 
expression patterns. The transcript levels of coherently up- and down-
regulated proteins were maximally changed in the first hour of the stress 
response, but the time of maximal/minimal protein expression differed 
considerably for proteins of either group. Moreover, for coherently induced 
proteins the time of maximum production rate was reached when transcript 
levels peaked. Similarly, the time to reach the minimum mRNA levels was 
correlated to the time of maximum protein degradation rate for coherently 
repressed proteins. 
The genome-wide mRNA and protein expression dynamics presented in 
this study provides a significant resource for the generation of gene regulation 
models, where temporal aspects of transcriptional and translational regulation 
should be considered. 
 
Materials and Methods 
 
Experimental design of stress experiments  
The fission yeast strain JB50 strain (homothallic, h90) (Leupold, 1970) was grown at 32°C in 
batch cultures prepared in shake flasks (500 mL Erlenmeyer flasks, R.B.M. Lab) containing 
YES broth (Formedium, PCM0305). Two independent batch cultures were grown to a cell 
concentration of ~8 x 106 cell/mL (OD595nm = 0.4) and a third to a cell density of ~1.4 x 107 
cell/mL (OD595nm = 0.7). Cells were shaken at 160 rpm throughout the cultivation and samples 
were collected at 0, 5, 10, 15, 30, 50, 60, 90, 180 and 240 minutes after treatment with 0.5 
mM HP. Time samples were analyzed for quantitative mRNA or protein levels or both (Figure 
1A). Reference samples from unstressed, exponentially growing cells were collected in two 
more independent batch cultures. Samples collected at 0, 60, 120, 180 and 240 minutes were 
used for mRNA quantification. Absorbances of culture aliquots were measured at 595 nm 
using the NanoDrop1000 micro-volume spectrophotometer (Thermo Fisher Scientific).  
 
RNA extractions and microarray experiments 
Cells were harvested by gentle centrifugation at 2,000 rpm for 3 minutes at room temperature, 
and pellets were frozen immediately in liquid nitrogen. Total RNA from the collected biomass 
samples was isolated using a hot-phenol protocol (http://www.bahlerlab.info/protocols/). The 
integrity and overall quality of the extracted total RNA was assessed in the BioAnalyzer 
microfluidics-based platform (Agilent Technologies). Transcript profiling was performed on 
Yeast 2.0 arrays of the Affymetrix microarray platform. The scanned probe array images 
(.DAT files) were converted into CEL files using the default values of the Affymetrix GeneChip 
operating software v1.4. Aspects of ordinary microarray data treatment and signal extraction 
are described in Supplementary Materials and Methods.  
 
Sample preparation for LC-MS/MS analysis 
Cells were harvested by centrifugation at 2,000 x g, resuspended in 200 μL of lysis buffer 
(100 mM ammoniumbicarbonate, 8 M urea, 0.1 % RapiGest™) and 100 μL of glass beads. 
The cells were lysed first by vortexing for 3 x 1 minute using a multi-vortexer followed by 
sonication for 3 x 30 seconds. A small aliquot of the supernatant was taken to determine the 
protein concentration using a BCA assay (Thermo Fisher Scientific) and the protein 
concentration adjusted to 5 mg/mL using additional lysis buffer. Proteins obtained from the 
different samples were reduced with 5 mM TCEP for 60 minutes at 37°C and alkylated with 
10 mM iodoacetamide for 30 minutes in the dark at 25°C. After quenching the reaction with 12 
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mM N-acetyl-cysteine the samples were diluted with 100 mM ammoniumbicarbonate buffer to 
a final urea concentration of 1.5 M. Proteins were digested by overnight incubation with 
sequencing-grade modified trypsin (1/50, w/w; Promega, Madison, Wisconsin) at 37°C. Then, 
the samples were acidified with 2 M HCl to a final concentration of 50 mM, incubated for 15 
minutes at 37°C and the cleaved detergent removed by centrifugation at 10,000 x g for 5 
minutes. Subsequently, all peptides were desalted on C18 reversed-phase spin columns 
according to the manufacturer’s instructions (Macrospin, Harvard Apparatus), dried under 
vacuum and stored at -80ºC until further use.  
 
LC-MS/MS analysis  
The setup of the μRPLC-MS system was as described previously (Schmidt et al, 2008) with 
some modifications. The hybrid Orbitrap-Velos mass spectrometer was interfaced to a 
nanoelectrospray ion source coupled online to an Easy-nLC system (all Thermo Scientific, 
Bremen, Germany). One μg of peptides were separated on a RP-LC column (75 μm x 20 cm) 
packed in-house with C18 resin (Magic C18 AQ 3 μm; Michrom BioResources, Auburn, CA, 
USA) using a linear gradient from 95% solvent A (98% water, 2% acetonitrile, 0.15% formic 
acid) and 5% solvent B (98% acetonitrile, 2% water, 0.15% formic acid) to 30% solvent B over 
120 minutes at a flow rate of 0.3 μL/min. Each survey scan acquired in the Orbitrap at 60,000 
FWHM was followed by 10 MS/MS scans of the most intense precursor ions in the linear ion 
trap with enabled dynamic exclusion for 60 seconds. Charge state screening was employed 
to select for ions with at least two charges and rejecting ions with undetermined charge state. 
The normalized collision energy was set to 32% and one microscan was acquired for each 
spectrum. The process followed for protein identification and quantification is described in 
Supplementary Materials and Methods.  
 
Protein outlier detection 
Tukey’s running median smoother (‘3RS3R’ mode) was used on each protein time series to 
identify outliers by the following method. For each gene, i, all values that differ from the 
smoothed estimates, s(), by a threshold, 𝜖, representing the deviation in fold-change (𝜖 = 2, 
was used in this study). 
 
log2(𝑃!,.) − 𝑠(log2(𝑃!,.)) > 𝜖 
 
Values exceeding this threshold were set to ‘NA’. 
 
Estimation of mRNA copy numbers per cell 
Normalized microarray expression values from RMA were converted to estimated copies per 
cell (CPC) by relating the total mass of protein to mRNA by a previously reported ratio of 10:3 
protein mass to RNA mass (http://biosci.osu.edu/~nile/nurse_lab_manual.pdf; Agar & Bailey, 
1982). As mRNA only represents approximately 1-2% of the total cellular RNA, the ratio or 
protein to mRNA was 1000:3. First, the mass of protein per cell was estimated using the 
known protein molecular weights and the conversion from Daltons to picograms. The mean 
protein mass for the proteins detected was calculated over the 11 time points, and found to be 
~2.7 picograms per cell in the P1 data set. Then, a pseudo-mass of mRNA per cell was 
estimated in the same way, although based mRNA molecular weights and the RMA values for 
the same set of genes where proteins were detected. The mean pseudo-mass of mRNA was 
used to estimate a single conversion factor for each time series such that the sum of mRNA 
mass per cell would respect the known ratio of protein to mRNA mass. See Supplemental 
Methods for more details. 
 
Curve fitting 
Smoothing splines were fit to the logarithmic values of protein copies per cell (P1 and P3 
protein series) and RMA values (R1 and R2 mRNA series), gene by gene, using the 
smooth.spline function (the smoothing parameter ‘spar’ was set to 0.4) in the statistical open 
source software R v.2.11.0 (Gentleman et al, 2004). The “smoothness” of each fit was 
assessed by a correlation test between the original data points and their spline fit estimates. 
The resulting p-values were adjusted for multiple testing by applying the Benjamini-Hochberg 
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criteria. The extent of change over the 4-hour experiment was assessed by a number of 
estimates including: 1) log-fold-change per hour (LFC/h) in the first hour, 2) log-fold-change 
(LFC) of global maximum versus minimum of the fit values either at the actual time samples 
or interpolated once every minute, 3) maximum LFC of consecutive (local) optima, and 4) 
primary LFC representing the first significantly large change as determined by the method 
defined below. Time intervals were determined by a change in sign of the first derivative of 
the curve fit. Each interval thus had start- and stop-times, a LFC of the response variable, y, 
an optimum first derivative, optimum(dy/dt), and a "response time", i.e. time to reach half Δy 
for that interval. The primary LFC was defined by the first interval (chronologically) to have an 
absolute LFC exceeding 0.5. If no intervals were found to exceed this threshold then the 
maximum LFC was taken. As opposed to simply taking the first interval or the interval with the 
largest change, this approach guards against selecting the gene’s lag phase or cases where 
the recovery phase should happen to be larger than the initial induction or repression. 
 
Creation of linear model for protein level prediction 
Diverse transcript sequence parameters were combined to create a linear model to evaluate 
the ability of sequence and codon usage statistics to predict protein levels. Features included 
in the model were the GC content in the mRNA sequence, the silent GC content at the third 
codon position, the effective number of codons (Nc) (Wright, 1990), the adjusted effective 
number of codons (Novembre, 2002), the Kullback-Leibler distance to background codon 
frequencies (Kullback & Leibler, 1951), the codon adaptation index (CAI) (Sharp & Li, 1987), 
the frequency of optimal codons (Fop) (Ikemura, 1981) and the tRNA adaptation index (tAI) 
(dos Reis et al, 2004). 
 
Databases, software packages and external data sources 
The PomBase database was used to extract gene identities, genome statistics and other 
gene-specific attributes (Wood et al, 2012). The FuncAssociate tool v.2.0 (Berriz et al, 2009) 
was used to find over-represented gene ontology (GO) terms in gene groups of interest. 
Experiment-wise adjusted p-values (padj) with a cut-off value of 0.05 were estimated from the 
results of 1,000 simulated null hypothesis queries. The enrichment of different genes groups 
for previously reported functional sets was investigated by hypergeometric tests and the 
resulting p-values were adjusted with a Bonferroni multiple testing correction.  
Start codon adaptation index (AugCAI) values for genes of interest were obtained from a 
ribosome profiling study of vegetatively growing fission yeast cells (Lackner et al, 2007). 
Response time (Tres) values from the P1 series were used to produce the plot in Figure 4B. 
For the few cases that protein data was lacking in the P1 data set, Tres data from an external 
source (Lackner et al, 2012) were retrieved, if the protein data was available and Tres in R1 
was similar to the corresponding Tres in the mRNA data set from that source. Transcription 
start sites (TSS) and lengths of 5’- and 3’-untranslated regions (5’- and 3’-UTRs) of stress-
regulated transcripts were retrieved from a genome-wide nucleosome mapping study 
(Lantermann et al, 2010) and the GenBank database (http://www.ncbi.nlm.nih.gov/genbank/).   
Sequence motif discovery at 3’-UTR sequences of genes in different groups was 
performed using the MEME prediction tool (Bailey & Elkan, 1994). Motif scoring was 
performed using the ANN-Spec method (Workman & Stormo, 2000) and sequence logos for 
given motifs were created using enoLOGOS (Workman et al, 2005). The open source Perl 
tool, BioPerl v.1.6.1, and the R statistical open source software v.2.11.0 (Gentleman et al, 
2004) were used for diverse data analysis tasks, including those related to microarray data 
treatment and processing, sequence analysis and time feature extraction among others. 
Further information on the performed sequence analysis is provided in Supplementary 
Material and Methods. 
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Supplementary Materials and Methods  
 
Protein identification 
The acquired raw files were converted to centroid mzXML format using 
ReAdW(http://tools.proteomecenter.org/wiki/index.php?title=Software:ReAdW). 
MS/MS spectra were searched using the SORCERER-SEQUEST algorithm 
v.4.0.3 against a decoy database (consisting of forward and reverse protein 
sequences) of the predicted proteome from Schizosaccharomyces pombe 
(ftp://ftp.sanger.ac.uk/pub/yeast/pombe/Protein_data/pompep). The database 
consists of 4,974 S. pombe proteins as well as known contaminants such as 
porcine trypsin, human keratins and high abundant bovine serum proteins 
(Non-Redundant Protein Database, National Cancer Institute Advanced 
Biomedical Computing Center, 2004, ftp://ftp.ncifcrf.gov/pub/nonredundant) 
resulting in a total of 10,584 protein sequences. The search criteria were set 
as follows: full tryptic specificity was required (cleavage after lysine or arginine 
residues, unless followed by proline); 2 missed cleavages were allowed; 
carbamidomethylation (C) was set as fixed modification; oxidation (M) was 
applied as variable modifications; mass tolerance of 10 ppm (precursor) and 
0.6 Da (fragments). The database search results were further processed 
using the PeptideProphet (Keller et al, 2002) and ProteinProphet (Nesvizhskii 
et al, 2003) program and the peptide false discovery rate (FDR) was set to 1% 
on the peptide and 1% on the protein level and validated using the number of 
reverse protein sequence hits in the datasets. 
 
Protein quantification 
The raw-files were imported into the Progenesis LC-MS software v.2.5 
(Nonlinear Dynamics Limited), which was used for label-free protein 
quantification applying the default parameters. Only unmodified peptides 
having a PeptideProphet score of 0.85, corresponding to an FDR of less than 
1%, were considered for quantification. The quantitative data obtained were 
further normalized and statistically analyzed according to (Brusniak et al, 
2008) using the Spotfire Decision Site program v.9.1.1 (TIBCO) and the 
guides provided for analyzing large transcriptomics datasets. In brief, we set a 
nominal lower bound value (noise level) as the minimum measured intensity 
and replaced with it missing values and values below it. We then calculated 
fold-change ratios (in log-scale) between control and perturbated samples. On 
the protein level, the ProteinProphet probability were employed to set the FDR 
to 1% based on the number of reverse protein hits. Only proteins with a 1.5-
fold change in abundance and a p-value below 0.05 were considered 
significant.  
 
Transcript quantification 
Affymetrix Yeast 2.0 CEL files were analyzed using BioConductor and the 
robust multi-array average (RMA) algorithm (Irizzary et al, 2003) of the affy 
package (Gautier et al, 2004). The resulting log2 RMA values were 
exponentiated to give absolute transcript levels of arbitrary intensity units. The 
absolute transcript levels were scaled to copies per cell assuming a mass 
ratio of 3:10 for total RNA to protein (“Fission yeast handbook” www. 
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biosci.osu.edu/~nile/nurse_lab_manual.pdf) although other ratios have been 
reported, e.g. 2.72 pg/cell RNA to 13.2 pg/cell protein (Nurse, 1975) and 2.48 
pg/cell RNA to 11.0 pg/cell protein (Agar & Bailey, 1982). Since only 1-2% of 
the total RNA is messenger RNA, the mass ratio used for transcripts to 
proteins was defined as 𝒎𝑹 𝒎𝑷 = 𝟑×𝟏𝟎!𝟑. 
 
The average picograms of protein per cell for each replicate series, 𝒔 = 𝟏,𝟑 , 
was calculated over the time points, 𝒌 = 𝟏𝟏, as, 𝒎𝒔𝑷 = 𝒖𝒌 𝒘𝒊𝑷𝒚𝒔𝒊𝒋𝒏𝒊!𝟏𝒌𝒋!𝟏  
where wPi and ysij are the molecular weight and copies/cell for protein i, and 
time point j, respectively, and u = 1.660538782e-12 pg/Dalton. The protein 
mass estimates ranged from 2.56 – 3.15 pg/cell over the time points of P1 and 
P3 with an average of 2.66 and 3.01 pg/cell for P1 and P3 respectively. These 
estimates are lower than would be expected from measuring 45% of the 
possible (and most abundant) proteins, but the mRNA scaling factors were 
estimated on the genes where protein measurements were available. The 
average sum of absolute mRNA levels was calculated over the k time points 
of mRNA series, 𝒔 = 𝟏,𝟐 , as, 𝒂𝒔𝑹 = 𝒖𝒌 𝒘𝒊𝑹𝒙𝒔𝒊𝒋𝒏𝒊!𝟏𝒌𝒋!𝟏  
for the common genes, i, using the exponentiated RMA values, xsij, mRNA 
molecular weights, wRi, and the pg/Dalton constant, u, as before. Depending 
on the time point, these genes comprised 71-78% of the sum of all 4972 
absolute mRNA levels. Finally, single scaling factors were estimated for each 
time series data set R1, R2 and P3, 𝒄𝒔𝑹 = 𝟑×𝟏𝟎!𝟑𝒎𝟏𝑷 𝒂𝒔𝑹 𝒄𝟑𝑷 =𝒎𝟏𝑷 𝒎𝟑𝑷 
 
Principal component analysis of mRNA and protein levels 
An overview of the four datasets was achieved by principal component 
analysis (PCA). In addition to the observations mentioned in the main report, 
here we show that a simple analysis of the loadings of the first principal 
component (PC1 loadings) versus time provides a pseudogene that accounts 
for the most variability in the respective data sets. This view more easily 
demonstrated the difference between the two time series although both show 
coherent, time-dependent PC1 loadings. As shown in Supplementary Figure 
S3, mRNA levels in the R1 series showed maximum perturbation at ~50 
minutes, while those in the R2 series between 90 and 120 minutes. The 
corresponding peak time for protein levels in the P1 series was ~120 minutes, 
while for the P3 series no peak time could be clearly defined.  
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Sequence analysis 
For genes regulated at the mRNA and/or protein levels, the sequence region 
200 nucleotides upstream of the 5’ untranslated regions (5’-UTRs) was 
retrieved and scored for the presence of known transcription factor (TF) 
binding site motifs. Also, the 3’-untranslated regions (3’-UTRs) of stress-
regulated genes were scored for the presence of known (de)stabilization 
motifs from other species or used for motif discovery.  
We retrieved 5’- and 3’-UTR coordinates from a genome-wide nucleosome 
mapping study (Lantermann et al, 2010) or the GenBank database 
(http://www.ncbi.nlm.nih.gov/genbank/). When such information was not 
available in these two sources, sequences located 400 nucleotides upstream 
of the transcription start site (TSS) (5’-UTRs) or 300 nucleotides downstream 
of the stop codon (3’-UTRs) were extracted (Lantermann et al, 2010). All 
known consensus sequences for TF binding were retrieved from the 
PomBase database (Wood et al, 2012). A Wilcoxon signed-rank test was 
applied to score upstream regions of different gene groups for the presence of 
known TF binding sites and the obtained results were summarized in the form 
of a heatmap (Supplementary Figure S6A). 
The 3’-UTRs of genes with different mRNA-protein expression profiles were 
scored for the presence of AU-rich elements (AREs) known in vertebrates or 
destabilization sequence motifs that are over-represented in the 3’-UTR 
regions of budding yeast genes. The results from a Fisher’s exact test are 
shown in Supplementary Figure S6B. Sequence motif discovery at 3’-UTR 
sequences of genes in different groups was performed using the MEME 
prediction tool (Bailey & Elkan, 1994). During sequence motif discovery, a 6-
order Markov model trained on the 3’-UTRs of all S. pombe genes was used 
and the MEME settings were “any number of repetitions” and motif width 
range between 4 and 10.  
 
Protein-to-mRNA analysis 
To identify genes with decreasing and increasing protein-to-mRNA ratios 
(P/R) at the time of the maximum expression response (MAX) compared to 
the steady state (SS), the log-transformed P1/R1 ratio values at the MAX were 
subtracted from those at the SS and the resulting algebric differences were fit 
a normal distribution. The P1/R1 ratio values fitted a normal well, with a median 
value equal to 0.05 and median absolute deviation (mad) equal to 0.269. 
Based on the distribution, the ratio difference values of -5.6 (Δ(log10(P1/R1) = -
0.748) and 6.6 (Δ(log10(P1/R1) = 0.819) were expected at the 1% and 99% 
level of the normal fit respectively (Supplementary Figure S5B).	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Supplementary Figures  
 
 
 
 
 
 
Supplementary Figure S1 Proteins detected using the selected reaction monitoring (SRM) 
proteomic approach. Detected proteins possess functions that largely cover all fission yeast 
GOslim annotations.  
 
 
 
 
 
 
 
 
 
  
 
Supplementary Figure S2 Copies per cell (CPC) distributions of mRNA and protein levels.   
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Supplementary Figure S3 Variability within mRNA and protein expression data sets. Plots of 
the first principal component (PC1) loadings versus time are shown. (A,B) PC1 loadings 
versus time for mRNA time samples of the R1 series (left panel) and the R2 series (right 
panel). (C,D) PC1 loadings versus time for protein time samples of the P1 series (left panel) 
and the P3 series (right panel). 
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Supplementary Figure S4 Distribution of the number of time intervals for genes in each data 
set. Histograms show the number of intervals found in each gene after curve fitting of the 
(A,B) R1 and R2 and (C,D) P1 and P3 series.  
 
 
 
 
 
 
Supplementary Figure S5 Protein-to-mRNA ratio at the steady state (SS) and the maximum 
mRNA and protein expression response (MAX). (A) The distribution of P1/R1 values at SS and 
MAX. (B) Normal fit of the algebric differences between the log10(P1/R1) values at the MAX 
and the corresponding values at the SS (Δ(log10(P1/R1))). The two black vertical bars 
correspond to the thresholds defined to find genes with increasing and decreasing P1/R1 
values in stress (MAX) 
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Supplementary Figure S6 Sequence analysis for genes with a given mRNA-protein 
expression pattern. Scoring sequences for (A) known transcription factor (TF) binding sites 
(shown in the table on the left) and (B) known (de)stabilization motifs from other species 
(shown in the table on the left). ARE_1-5: AU-rich elements (ARE) known in vertebrates. Mi: 
over-represented destabilization motifs in the 3’-UTR regions of budding yeast genes. In (A) 
and (B), the different mRNA (R)-protein (P) expression patterns are color-coded by red, green 
or grey colors to indicate induction, repression or no expression change, respectively. The 
significance of motif enrichment in sequences of different gene sets is shown as log10(p-
values). Nucleic acid codes used include: Y, pyrimidines (C/T/U); R, purines (A/G/U); M, A/C; 
W, A/T and N, any base. 
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Supplementary Figure S7 The power of codon usage statistics for protein level prediction. 
(A) Prediction of steady state protein levels (Pfit) using a linear model derived from different 
mRNA sequence and codon usage statistics. (B) Correlation among the statistics applied for 
protein level prediction: GCfrac, GC content in mRNA sequence; GC3s, silent GC content at 
the third codon position; Nc, effective number of codons; KL, Kullback-Leibler distance to 
background codon frequencies; CAI, codon adaptation index; Fop, frequency of optimal 
codons and tAI, tRNA adaptation index.  
 
 
Supplementary Tables  
 
Supplementary Table S1 (attached spreadsheet) List of mRNAs and proteins with strongly 
regulated levels in oxidative stress. 
 
 
 
Supplementary Table S2 Correlation of maximum mRNA and protein levels between data 
sets. Pair-wise comparisons of the four expression data sets are shown. Upper table: 
Pearson correlation analysis shows a substantial agreement between each of the mRNA data 
set (R1 or R2) and the P1 series. Lower table: Compared to Pearson correlation analysis, the 
Spearman’s rank correlation coefficients are slightly higher for almost all data set 
comparisons. R1,2 : average maximum mRNA concentrations in the R1 and R2 series. P1,3 : 
average maximum protein concentration in the P1 and P3 series.  
 
 
Pearson
correlation P1 P3
R1 0.61 0.54
R2 0.62 0.55
R1,2 0.62 0.55
P1,3 
0.57
0.58
0.59
Spearman
correlation P1 P3 
R1 0.61 0.54
R2 0.63 0.56
R1,2 0.63 0.56
P1,3 
0.57
0.59
0.59
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Supplementary Table S3 (attached spreadsheet) Lists of genes with increased and 
decreased protein-to-mRNA ratios at the maximum mRNA and protein response. 
 
Supplementary Table S4 (attached spreadsheet) List of genes for each mRNA-protein 
expression pattern observed in oxidative stress. 
 
 
Supplementary Data Sets  
 
Supplementary Data Set S1 (attached spreadsheet) Time statistics for 4,972 mRNA 
expression profiles measured in normal and oxidative stress conditions 
 
Supplementary Data Set S2 (attached spreadsheet) Time statistics for 2,300 protein 
expression profiles measured in oxidative stress 
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Abstract  	  
Gene expression studies in model organisms have shed light on 
regulatory principles of eukaryotic transcription in response to diverse 
environmental perturbations. Defining factors that influence cellular 
growth fitness and mRNA response dynamics in oxidative stress is of 
particular interest for human health and disease. Using available time-
resolved mRNA profiles for the response of Schizosaccharomyces 
pombe to peroxide stress we found cell density and peroxide 
concentration over time as two closely related factors that shape the 
temporal dynamics of mRNA expression. We further defined the fast 
response of fission yeast cells to oxidative stress as well as additional 
transcriptional responses that describe the dependence of mRNA 
expression dynamics on cell density. The time of the maximum mRNA 
response was found to correlate negatively with cell density for most of 
the stress-responsive genes. Upon stress exposure, maintenance of 
redox balance and cell fate decisions became prioritized. Moreover, we 
relate cell density to the peroxide dosage affects on features related to 
growth physiology. Stress conditions could be grouped according to 
the effect they exerted on each growth variable.  
 
Keywords: cell density; mRNA; dynamics; stress 	  
Introduction 
 
Unicellular organisms are particularly susceptible to sudden fluctuations in 
their microenvironment and a rapid reprogramming of the transcriptional 
machinery is required to enable cellular adaptation to changing conditions. 
Transcriptional responses to stress are the outcome of a cellular attempt to 
balance two antagonistic gene expression programs, one enabling growth and 
the other promoting survival to stress (Lopez-Maury et al, 2008). Upon stress 
the growth rate is slowed down and the energy resources of the cell are 
directed towards the expression of genes conferring stress protection and 
resistance (Brauer et al, 2008). The magnitude and duration of stress 
responses are proportional to the dose of the stimulus, and different stress 
types result in distinct expression signatures (Lopez-Maury et al, 2008). 
Stress responses lead to transient changes of mRNA levels, which after some 
time reach a new steady state that is close to the one prior to stress (Chen et 
al, 2008; Hughes et al, 2000).  
The common transcriptional program of S. pombe in response to diverse 
stress types is orchestrated by hundreds of genes (~15% of all protein-coding 
genes of the genome), which comprise the so-called core environmental 
stress response (CESR) (Chen et al, 2003; Chen et al, 2008). In 
correspondence to the CESR, smaller gene sets are specifically regulated in 
response to different stress stimuli to mount specific environmental stress 
responses (SESR) (Chen et al, 2003). Oxidative stress is a particular type of 
perturbation resulting from the disruption of cellular redox homeostasis due to 
the excessive production of reactive oxygen species (ROS) and/or the 
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impairment of cellular antioxidant defenses (Dalle-Donne et al, 2008). 
Elevated levels of intracellular ROS result either from physiological processes 
related to aerobic metabolism (Halliwell & Gutteridge, 2007), or the treatment 
of cells with oxidizing agents, such as hydrogen peroxide (HP). In addition to 
the HP-SESR (which was defined during growth in stress induced by 0.5 mM 
HP) (Chen et al, 2003), the “core oxidative stress genes” (COSG) constitute a 
gene set that is commonly induced in HP stress of different intensity (0.07, 0.5 
and 6.0 mM) (Chen et al, 2008).  
S. pombe employs different regulatory pathways and transcription factors 
(TFs) to mount an effective response to oxidative stress caused by different 
HP concentrations. The redox coupling between the thioredoxin activity of 
Trx1 and the thioredoxin peroxidase activity of Tpx1 possesses a central role 
in the activation of two independent pathways, the Pap1 and Sty1 pathways 
(Bozonet et al, 2005; Vivancos et al, 2005). At intermediate to high HP 
concentrations (0.25-6.0 mM), the peroxidase activity of Tpx1 becomes 
temporarily inactivated (Bozonet et al, 2005; Vivancos et al, 2005) and a 
multistep phosphorelay system specifically senses and transduces oxidative 
stress signals to the Sty1 mitogen-activated protein kinase (MAPK) in a MAPK 
kinase kinase (MAPKKK)-dependent manner (Buck et al, 2001; Shiozaki et al, 
1997). Activation of Sty1 and subsequent phosphorylation and stabilization of 
the TF Atf1, which can form a heterodimer with the TF Pcr1, leads to the 
initiation of a transcriptional program that promotes cell survival (Chen et al, 
2008; Lawrence et al, 2007; Wilkinson et al, 1996).  
The transcriptional response of fission yeast cells upon acute exposure 
(0.5 mM HP) has been investigated in several gene expression studies (Chen 
et al, 2003; Chen et al, 2008; Eshaghi et al, 2010; Lackner et al, 2012), and 
we have recently reported the time-resolved mRNA and protein expression 
profiles for virtually all fission yeast transcripts and a large fraction of the 
encoded proteome (~45%) during growth in the same stress condition 
(Papadakis et al, submitted). Although CESR genes that are significantly 
regulated at the onset of the stress response have been enlisted (Chen et al, 
2003; Chen et al, 2008), a robust definition of the rapid transcriptional 
response of S. pombe to HP stress is missing. Also, in the different 
expression profiling studies, cells were treated with HP at the exponential 
phase of growth, but at different cell concentrations (starting optical density, 
stOD): 0.2 (Chen et al, 2003; Chen et al, 2008), 0.3-0.4 (Eshaghi et al, 2010) 
or 0.4 and 0.7 (Papadakis et al, submitted).  
In the present study, we investigate the effect of cell density on the 
dynamics of mRNA expression and define different transcriptional responses 
based on the dependence of time features of mRNA profiles on cell 
concentration. We also determine the rapid response of fission yeast cells 
(JB50, homothallic) to HP by assessing the time that half-maximum (or half-
minimum) levels were reached for significant mRNA responses. Furthermore, 
we use traditional approaches to explore major aspects of S. pombe 
physiology in stress and an automated microfermentation system (BioLector) 
to study the growth kinetics of fission yeast cells at high-throughput in multiple 
conditions of HP stress. Finally, we measure the HP decay profile in cellular 
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cultures treated with 0.5 mM HP and define the relationship between HP 
decay, cell density and the transient dynamics of gene expression.  
 
	  
Figure 1 Experimental overview for the multi-level characterization of fission yeast cells in 
oxidative stress conditions. (A) Shake flask experiments were performed under normal 
(control) and stress (treated) conditions, and biomass samples were collected at multiple time 
points from cultures treated at different starting cell densities (stOD). Samples were analyzed 
for growth and cell survival, and the growth medium was analyzed for extracellular 
metabolites and HP. Experiments marked with an asterisk (*) were performed only for 
cultures with a stOD = 0.7. (B) Growth profiling in multiple conditions of HP stress using the 
BioLector microfermentation system.  
 
Results and Discussion 	  
Growth profiling in multiple conditions of oxidative stress 
The three fundamental parameters describing microbial growth in liquid 
cultures include the growth lag (response time), growth rate (doubling time, 
Td) and growth efficiency (gain in biomass provided nutrients in the medium) 
(Warringer et al, 2008). Using the BioLector micro-fermentation system 
(Figure 1) (Kensy et al, 2009), we were able to resolve individual variables of 
fission yeast growth in different conditions of HP stress. Oxidative stress was 
induced in cultures of exponentially growing cells by the addition of HP 
concentrations in the range of 0.1-6.0 mM, and the growth effect of the 
treatments was measured in multiple experiments. Not surprisingly, an 
increasing negative effect on growth variables was observed with increasing 
HP concentrations (Figure 2A-D).  
We calculated the average maximum specific growth rate (μmax) for each 
condition in a time window covering 12 hours after stress. The μmax for 
cultures grown under normal conditions at 30˚C was 0.28 h-1 (Td = 2 h and 29 
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min) with the rate decreasing gradually in cultures treated with increasing HP 
concentrations down to 0.17 h-1 (Td = 4 h and 7 min) for 6.0 mM HP (Figure 
2A-C; Supplementary Table S1A). Similarly, the growth rate of fission yeast 
cells in unperturbed growth at 32˚C was 0.32 h-1 (Td = 2 h and 9 min), while 
cells grew maximally at a rate of 0.29 and 0.26 h-1 in cultures treated with 0.5 
and 1.0 mM HP respectively (Supplementary Table S1B). The 
environmental coefficient of growth rate (ECrate), which determines the change 
in μmax for cells grown in a particular condition relative to unperturbed growth, 
was used to measure the effect of HP on growth rate (Warringer & Blomberg, 
2003). We observed nearly unaffected growth rates in the presence of 0.1 mM 
HP, although concentrations in the range of 0.2-0.5 mM generated significant, 
reproducible effects (ECrate = 0.89-0.91). Higher concentrations led to a more 
dramatic effect on μmax, with the variable being reduced by ~40% in cultures 
treated with 6.0 mM HP (Figure 2D; Supplementary Table S1A,B).  
 
Figure 2 Growth of fission yeast cells in oxidative stress. (A,B) Growth profiles for cells 
exposed to different HP concentrations (0.1-6.0 mM). Each condition is represented by a 
different color and the vertical bar at ~6 hours indicates the time window of treatment with HP. 
(C) The effect of HP dosage on growth rate for a time period covering 12 hours after cellular 
treatment. Each row represents a growth rate profile over time (up to 12 hours after 
treatment) for a different HP treatment. High (yellow) and low (blue) growth rates are 
indicated in color scale. The black vertical bar in each profile indicates the time that μmax was 
reached. (D) The effect of HP on growth rate in each stress condition tested, assessed by the 
environmental coefficient of growth rate (ECrate). 
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While the stress is mitigated and cellular repair takes place, the transient 
stress-induced cytostasis generates a time delay before cell growth resumes. 
The time required to resume growth (delay time) and reach a post-stress μmax 
was calculated for each condition for a time window up to 12 hours after 
stress. Although some variation in delay time was observed between 
replicates, certain trends could be discerned (Figure 2C,D). Even for cells 
treated with lower HP dosages (0.1-0.5 mM), the delay time was higher than 
the doubling-time in unperturbed growth. In agreement with effects on relative 
growth rates, a linear increase in delay time was observed with increasing HP 
dosages (Figure 2D), with cells exposed to 6.0 mM only being able to resume 
growth after approximately 12 hours. A faster stress recovery was observed 
for cells grown at 32˚C than 30˚C. At the higher temperature cells displayed 
time delays corresponding to 1.33 doublings (2h 52 min) after 0.5 mM HP 
treatment, which was less than the time delay caused by 0.4 mM HP at the 
lower temperature (1.85 doublings, 4h 35 min) (Supplementary Table 
S1A,B).  
Growth efficiency was measured when cells in all cultures studied in a 
single experiment had reached the stationary phase. Moderate changes in 
efficiency were found after cellular treatment with HP concentrations up to 0.4 
mM (i.e. biomass concentration decreased by ~0.1 OD units corresponding to 
~2x106 cells/mL), while higher HP concentrations (> 0.5 mM) resulted in a 
marked reduction in growth efficiency (~1.4x107 cells/mL in 6.0 mM HP) 
(Supplementary Table S1A,B).   
Importantly, the HP dosage screening allowed us to group conditions of HP 
stress according to the effect they exhibited on individual growth variables. 
For instance, μmax was unaffected by 0.1 mM HP, but was similarly impaired in 
HP dosages in the range of 0.2-0.5, 0.8-1.0 or 1.5-3.0 mM. Also, 
concentrations up to 0.4 mM had no apparent effect on growth efficiency. The 
delay time was found to be particularly long even in mild HP stress (0.1 mM) 
with the actual duration being rather condition-specific. However, stress 
conditions could be still grouped based on this parameter, with HP 
concentrations up to 1.0 mM leading to a delay time corresponding to 1.4-2 
doublings (2h 30 min - 3h), while those in the range of 3.0-6.0 mM to a delay 
equal to 4-4.7 doublings (3h 30 min - 4h) (Supplementary Table S1A,B).  
 
Profiling aspects of fission yeast physiology in peroxide stress  
We prepared independent cultures of fission yeast cells in shake flasks (32˚C) 
and followed cellular growth in control and intermediate conditions of oxidative 
stress (0.5 mM HP). Samples were collected at the same time points as 
previously indicated (Papadakis et al, submitted) and were analyzed for 
growth (stOD = 0.4 and 0.7) and viability (stOD = 0.7). The growth medium of 
all time samples from the higher stOD series was used to determine the 
concentration of glucose and major extracellular metabolites (ethanol, glycerol, 
pyruvate, succinate and acetate) (Figure 1; Materials and Methods).  
Unstressed cells of low and high densities grew at a high rate, with cultures 
of lower cell concentrations growing faster than dense cultures (μmax was 0.35 
and 0.32 h-1 respectively). The μmax was dramatically reduced in stress with 
the effect being stronger for lower cell densities (μmax was reduced to 0.11 h-1 
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compared to 0.13 h-1 in higher cell densities). Thus, during the 4-hour 
experiments cells in all cultures nearly quadrupled in normal conditions, while 
very slow growth was observed following HP treatment (Figure 3A; 
Supplementary Table S2). Addition of 0.5 mM HP was nonlethal at high cell 
concentrations, with less than 1% cell death as measured by fluorescence-
activated cell sorting (FACS) (Figure 3B). This was in contrast to previous 
observation of 22% cell death after treatment with the same HP concentration 
(Chen et al, 2008), albeit in cultures of lower cell density (~4x106 cells/mL, 
stOD  = 0.2).  
 
Figure 3 Aspects of fission yeast physiology in intermediate levels of HP (0.5 mM). (A) The 
HP effect on growth of independent cell cultures treated at different starting ODs (stODs). The 
growth profile of non-treated cells is shown in black. (B) The percentage of viable cells in non-
treated (blue) and treated (red) cultures (stOD = 0.7) is shown along with a positive control 
(green). The provided percentage values correspond to the minimum viability observed in the 
4-hour time window after treatment. (C) The glucose consumption rates of cells grown in the 
presence and absence of HP. (D) The specific productivities of ethanol, glycerol and acetate 
in normal conditions and HP stress. The mean values from duplicate experiments are shown 
in (C) and (D) (stOD = 0.7). 
 
The glucose consumption rate was decreased when HP was added in the 
medium (Figure 3C). Since both the mRNA and protein levels of the most 
active D-glucose transporter in fission yeast (Ght5) are highly induced in 
stress (Heiland et al, 2000; Papadakis et al, submitted), the decreased 
utilization of glucose seemingly does not relate to a defect in the sugar import. 
Moreover, glucose-repressed genes, including those encoding α-glucosidase 
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(Agl1), fructose-1,6-bisphosphatase (Fbp1) and invertase (Inv1) (Schlanderer 
& Dellweg, 1974) are hyper-induced upon HP stress (Papadakis et al, 
submitted). Since there are no transcriptional regulators of glucose repression 
in S. pombe (Rhind et al, 2011), the HP-mediated increase in mRNA levels of 
genes encoding enzymes participating in oligosaccharide catabolic processes 
is indicative of a cellular attempt to acquire sources of energy that could be 
used in mounting an effective stress response. However, in HP stress the 
overall metabolic rate becomes slow and the glycolytic flux is mainly 
redirected to the upper part of glycolysis, and to the pentose phosphate 
pathway (PPP) in particular (e.g. hyper-induction of Zwf1) (Godon et al, 1998; 
Weeks et al, 2006). 
The reduction in the overall metabolic rate and repression of the lower part 
of glycolysis in HP stress led to a decrease in the production of metabolites of 
the overflow metabolism. The specific productivities of ethanol and glycerol 
were reduced by ~33% and ~13% respectively (Figure 3D), while no 
significant effect on pyruvate and succinate productivities could be observed 
(data not shown). It has been previously reported that HP stress results in an 
increase of intracellular glycerol concentration 60 minutes after treatment 
(Weeks et al, 2006). The authors suggested the existence of cross-protection 
between oxidative and osmotic stress responses, given the cytoprotective role 
of the metabolite. However, we found a slight decrease in the specific 
productivity of glycerol over a period of 4 hours after stress. On the contrary, 
and in agreement with earlier findings (Weeks et al, 2006), a 3-fold increase in 
the specific productivity of acetate was observed (Figure 3D). As previously 
reported, S. pombe can dissimilate acetate despite lacking a functional 
glyoxylate cycle (de Jong-Gubbels et al, 1996; Tsai et al, 1987), a process 
that could presumably be activated by HP stress. 
 
The close relationship between HP decay and gene expression 
We measured the decay of HP over time in cellular cultures of different cell 
densities (stOD = 0.4-1.5). Cultures were treated with 0.5 mM HP and 
samples were collected for extracellular HP quantification at specified time 
points (Figure 1) (Papadakis et al, submitted). We observed that HP 
concentrations over time fit different exponential decay functions and the time 
required for HP depletion in the medium was dependent on cell density 
(Figure 4A). In cultures of lower cell concentrations (stOD = 0.4-0.5), cells 
were exposed to diminishing concentrations of HP for ~130-150 minutes, at 
which point the externally added HP was depleted. Only physiological levels 
of extracellular peroxides (~10 μM) could be detected at later time points. 
Exposure to HP was much shorter for cultures of higher densities, with HP 
decreasing close to basal levels after ~90, ~70 and ~50 minutes in cultures 
treated at a stOD of 0.7, 1.0 and 1.5 respectively. Thus, HP was consumed 
slower (i.e. higher half-life) in cultures of lower densities (Figure 4A,B).  
We further investigated the relationship between HP concentrations 
present in the medium over the 4-hour experiments and the time of the 
maximum mRNA response in cultures of similar stODs (0.4 and 0.7) 
(Papadakis et al, submitted). We found that the temporal profiles of HP decay 
in low- and high-density cultures correlated well with the time-dependence of 
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mRNA levels to the starting point of the experiments (t = 0) in cultures of the 
corresponding cell density (Figure 4B). The time to the maximum perturbation 
of mRNA levels due to the HP stimulus coincided with the time that externally 
applied HP was close to depletion. Strikingly, the Pearson correlation 
coefficients (PCCs) to t = 0 for both mRNA series increased gradually at later 
time points, when HP concentrations had dropped to physiological levels. This 
trend was more apparent for the R1 mRNA profile (stOD = 0.7). 
 We have previously reported an extensive redirection of the gene 
expression machinery upon HP stress, with the average expression levels 
being strongly increased or reduced (absolute log-fold-change (LFC) > 1) for 
500 and 667 genes respectively (Papadakis et al, submitted). However, 
inspecting the counts of regulated genes using the same threshold criteria, 
but separately for the two mRNA series revealed a remarkable trend. The 
number of regulated genes in the R2 series (stOD = 0.4) was twice as high 
compared to that in the R1 series (stOD = 0.7), i.e. induced genes: 388 (R1) 
versus 660 (R2) and down-regulated genes: 479 (R1) versus 999 (R2) (Figure 
4C).  
We conclude that there is a close relationship between cell density and the 
rate of HP depletion in liquid cultures, which defines the time of cellular 
exposure to stress and in turn determines the amplitude of the mRNA 
response, i.e. the time that responsive transcripts need to be regulated so that 
the cell mounts an effective response and eventually recovers from stress. In 
addition, compared to dense cell populations, cells treated at lower 
concentrations mount a broader response to the HP stimulus, with the number 
of strongly regulated genes being markedly higher.  
 
Time warping of mRNA profiles and definition of different transcriptional 
responses 
The close relationship between the HP concentrations over time and cell 
density in HP-treated cultures, as well as the strong time-dependence of 
mRNA levels on HP decay profiles led us to further investigate the link 
between time features of mRNA expression and cell concentration. Based on 
the results presented in the previous section, significantly regulated genes 
were expected to show an mRNA response of higher amplitude in cultures of 
lower densities. Thus, we applied a one-parameter linear model to estimate 
the factor (slope) required to scale the temporal mRNA profiles obtained in the 
R2 series (lower density) to those measured in the R1 series (higher density) 
(Figure 4D; Supplementary Materials and Methods). Using the calculated 
slopes, time could be expanded or shrunk to create new “time-warped” R2 
profiles. The approach proved very effective with gene-wise PCCs between 
the R1 and R2 profiles increasing markedly (Supplementary Figure S2A) and 
the time to reach the maximum or minimum mRNA response (Tmax) becoming 
more comparable between the two series (Figure 4E). 
Each significant mRNA response displayed a different time scale (slope, b) 
between the R1 and R2 series. To robustly define transcriptional responses 
based on the dependence of time features of mRNA expression profiles on 
cell density, we set different thresholds on the estimated time scale factor b 
(Figure 4F; Supplementary Figure S2B). In agreement with the notion that 
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Figure 4 The effect of cell density on HP decay and the amplitude of the transcriptional stress 
response. (A) Depletion of HP over time in cell cultures treated at different cell densities. (B) 
Time-dependence of global mRNA levels on HP concentration over time as shown by 
Pearson correlation coefficient (PCC) relative to t = 0. Dashed lines show the predicted HP 
decay profiles based on interpolated of rates from (A). (C) Comparison of all LFC values in 
the R1 and R2 series calculated from changes in the primary interval. (D) Illustration of the 
time-warping approach applied to an example mRNA expression profile from R1 and R2. (E) 
The times to reach maximum mRNA response (Tmax) in R1 compared to R2 before (black) and 
after time warping (red). (F) Normal fit of the log2 time warp factors for genes with significant 
expression changes after HP stress.  
 
mRNA responses of higher amplitude are expected in cultures of lower 
density, the vast majority of mRNA profiles of stress-regulated genes showed 
a negative correlation between the cell density and the Tmax. We defined this 
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response as the negative cell concentration-dependent response (CCDRn), 
which was associated with 752 genes. Only 109 mRNA profiles displayed a 
positive correlation between cell concentration and the Tmax above a specific 
threshold of b (>1.25) and were defined as having a positive cell 
concentration-dependent response (CCDRp). Finally, the cell concentration-
independent response (CCIR) consisted of 234 genes with mRNA profiles 
showing highly similar time dynamics in low- and high-density cultures 
(Supplementary Table S3; Supplementary Materials and Methods).  
We also determined the rapid response of fission yeast cells to the HP 
stimulus based on genes exhibiting a short or “fast” time to reach their half-
maximum (or half-minimum) mRNA response (response time, Tres). These 
values were calculated from the temporal mRNA profiles of significantly 
regulated genes in HP stress. The FAST response was comprised of 84 
genes with induced and repressed mRNAs reaching Tres in 16 and 10 minutes 
respectively (Supplementary Table S3; Supplementary Materials and 
Methods). The FAST response is conceptually different from the responses 
defined above; hence an overlap exists between CCDR or CCIR and the 
FAST responsive genes. Representative mRNA profiles for FAST, CCDR and 
CCIR genes are shown in Figure 5.  	  
Cell density and transcriptional regulation 
We were first interested in investigating the transcriptional regulation program 
of fission yeast cells in the context of the CCIR, CCDR and FAST responses. 
Based on our approach, the mRNA profiles for 38 regulatory TFs (rTFs, i.e. 
non-basal TFs that bind specific DNA sequences and regulate the expression 
of adjacent genes) (Beskow & Wright, 2006) (Supplementary Figure S3A) 
displayed time dynamics associated with one of these responses. Specifically, 
the temporal profiles for 7 rTFs (SPCC1223.01, Sre1, Rep1, Cnp3, Ste11, 
Eta2 and SPBC1773.12) were similar in low and high cell concentrations (i.e. 
CCIR), while a positive or negative correlation between the Tmax and cell 
density was observed for 2 (Fkh2 and SPCC1393.08) and 29 rTF responses, 
respectively. We also found 5 rTF genes that were rapidly regulated in stress 
(Ste11, Cnp3, Rep1, Mei4 and Cbf12) (Boxes 1 and 2 in Figure 6C,D).   
In S. cerevisiae, environmentally responsive rTFs become conditionally 
enriched in sub-telomeric regions of yeast chromosomes, and this enriched 
binding has been correlated to stress-mediated induction of gene expression 
(Mak et al, 2009). Evidence for sub-telomeric and other “positional effects” 
(Hurst et al, 2004) associated with the transcriptional regulation of the CCIR, 
CCDR and FAST genes was not observed when we inspected the location of 
these genes on fission yeast chromosomes (Supplementary Figure S4).  
Furthermore, we investigated the agreement of our transcriptome data 
(Papadakis et al, submitted) with data sets generated at the same stress 
condition in previous studies (see Materials and Methods). All PCC observed 
for LFC/h showed a high overall correlation between data sets as well as a 
surprising similarity in the rate of change within the first hour after treatment 
(i.e. slopes correlated 1:1) (Supplementary Figure S1). Thus, to expand the 
mRNA-level information for the 40 rTF genes discussed above, we retrieved 
gene expression data from these additional sources (Figure 6C). We also 
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analyzed the promoter sequences of CCIR, CCDR and FAST genes for the 
presence of known TF binding sites (Figure 6E; Supplementary Figure 
S3B). The corresponding findings are presented in the following two sections. 	  
 
Figure 5 Representative mRNA expression profiles for genes showing a particular 
transcriptional response: rapid response (FAST); cell concentration-independent response 
(CCIR); positive (CCDRp) and negative (CCDRn) cell concentration-dependent response. The 
“_Up” and “_Dn” suffixes indicate transcriptionally induced and repressed genes, respectively. 
 
The CCI and CCD responses to hydrogen peroxide stress 
As a general trend, the mRNA responses of commonly regulated genes in 
diverse stress types (i.e CESR) showed higher response amplitude in cultures 
of lower density or, to a lesser extent, similar time features in cell populations 
of different concentrations. Thus, induced and repressed members of the 
CCDRn and CCIR were highly enriched for genes that belong to the CESR 
(Chen et al, 2003) (Figure 6A). Accordingly, the GO term “cellular response 
to stress” was significantly over-represented among induced transcripts 
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showing a CCDRn or CCIR to HP (p < 1E-16 and 3.9E-06 respectively). 
Repressed CCDRn and CCIR genes were enriched for the terms “ribosome 
biogenesis” (p < 1E-16) and “ncRNA processing” (p < 9.2E-06), respectively, 
or other closely related annotations (Supplementary Table S4). In 
agreement with regulatory principles of the fission yeast stress response, 
CCDRn and CCIR genes were hyper-induced in a Sty1/Atf1/Pcr1-dependent 
manner, while the strong induction of some CCDRn genes did not require 
heterodimerization of Atf1 with Pcr1 or relied exclusively on Sty1 (Chen et al, 
2003; Eshaghi et al, 2010) (Figure 6B,E).  
 
 Figure 6 Cell density and transcription dynamics in oxidative stress. Enrichment of CCIR, 
CCDR and FAST responses versus: (A) different functional groups (GO or gene sets from 
previous studies); and (B) genes known to be regulated by rTFs. (C) Expression levels for rTF 
genes with CCDR, CCIR or FAST mRNA responses in stress for: control data sets (C1 and 
C2); stress data sets (R1 and R2); average values from Chen et al, 2003 & 2008 (Chen); 
control adjusted LFC (R.C.); where yellow and blue indicate up- and down-regulation, 
respectively. Repressed and induced rTF genes are identified in boxes 1 and 2. The particular 
time dynamics of each rTF are shown for: FAST (bold font), CCDRn (black text), CCDRp 
(green text) or CCIR (red text). (D) Tmax of R1 versus R2 for rTF transcripts in boxes 1 and 2 
in (C). (E) Scoring of the promoter regions of FAST, CCIR and CCDR genes for the presence 
of known rTF binding sites. The enrichment significance in (A), (B) and (E) is represented by 
color gradients of log10(p-values). The plus (+) and minus (-) signs denote transcriptional 
induction and repression, respectively. Multiple (+) signs indicate hyper-induction. 
 
 Since CESR is not a specific stress response, genes induced in the CESR 
are also positively regulated in other conditions, including iron depletion (p < 
1E-16), nitrogen starvation and meiosis (“continuous” genes, p < 1E-16 and 
late meiotic genes, p = 3.0E-08) and anaerobic conditions (p = 3.3E-12) 
(Chen et al, 2003; Mata et al, 2002; Rustici et al, 2007; Todd et al, 2006). We 
found a significant overlap of CCDRn genes with each of the four gene sets 
mentioned above (Figure 6A). Moreover, time features that were independent 
of cell density were observed in most mRNA responses of genes up-regulated 
in stress induced by 0.5 mM HP (i.e. HP-SESR) (Chen et al, 2003). On the 
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other hand, a positive correlation between the Tmax and cell density was most 
frequently observed for genes being induced in a wide range of HP 
concentrations (i.e. COSG) (Figure 6A) (Chen et al, 2008). CCIR and CCDRp 
genes were both enriched for known targets of Pap1 (Figure 6B) (Jenkins et 
al, 2005), which is in agreement with Pap1 being the main regulator of COSG 
that exerts the otherwise Atf1-mediated induction of some COSG/HP-SESR 
genes (Chen et al, 2008). 
 Taken together, the time dynamics observed for the mRNA responses of 
stress-related genes (CESR, COSG and HP-SESR) suggest that transcripts of 
responsive genes in HP stress can show any of the defined responses (CCIR, 
CCDRn and CCDRp). However, in most cases the time dynamics of the 
response are negatively correlated to cell density, with similar response 
dynamics in high- and low-density cultures often being observed. Genes with 
a broad function in stress (i.e. CESR) mount mostly a CCDRn, while genes 
with more direct functions in the reversal of redox effects commonly caused 
by a wide range of HP concentrations (i.e. COSG) mount a CCDRp. Thus, 
cells in lower densities provide the translational machinery with COSG 
transcripts earlier than cells in higher concentrations to enable an immediate 
detoxification of comparatively higher HP concentrations per cell. Accordingly, 
CESR transcripts become more readily available in higher cell densities, 
which could explain the high survival of cells in stressed dense cell cultures. 
Furthermore, our analysis revealed a strong dependence of the periodic 
gene expression program of fission yeast (Bushel et al, 2009; Rustici et al, 
2004) on the cell density of stressed cell populations. We observed that 
known targets of periodically expressed rTFs were repressed upon HP stress, 
with the corresponding mRNA responses showing a negative or positive 
correlation between cell density and the minimum response time (Figure 6A). 
Thus, cell-cycle-regulated genes that are normally expressed during mitosis 
(Sep1 targets) and cell division (Ace2 targets) (Rustici et al, 2004) were 
maximally repressed earlier in higher cell concentrations, while common 
targets of Ace2 and Sep1 reached their minimum mRNA levels earlier in lower 
cell densities (Figure 6B). The down-regulation of these genes can be 
explained by the dramatic repression of Ace2 (Figure 6C) and mechanisms 
that are activated at the post-transcriptional level to inhibit the activity of Sep1 
(Bahler, 2005).  
Apart from Sep1, the M/G1 transition is dependent on two subunits pf the 
PBF complex (i.e. pombe cell cycle box (PCB)-binding factor), Fkh2 and Mbx1 
(Buck et al, 2004). Both subunits were strongly repressed at the mRNA level, 
with the minimum response time being negatively (mbx1) or positively (fkh2) 
correlated to cell density (Figure 6C). Moreover, several other targets of 
periodic rTFs were repressed with mRNA dynamics typical of CCDRn genes. 
These included genes being normally induced during the early M phase 
(SPBC19G7.04 targets) (Bushel et al, 2009) and those that are 
induced/repressed at the G1/S transition (MBF/Yox1 targets) (Figure 6B,C) 
(Aligianni et al, 2009).  
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The FAST response to hydrogen peroxide stress 
The rapid response of fission yeast cells to HP is comprised of 34 induced 
and 50 repressed genes. Rapidly regulated genes overlapped with CCIR and 
CCDR members, with most mRNA responses of both up- and down-regulated 
FAST genes showing similar dynamics in low and high densities (i.e. 19 out of 
34 induced and 23 out of 50 repressed FAST genes showed a CCIR to HP). A 
rapid mRNA response was also observed for 7 sequence orphans and 6 
pseudogenes or dubious genes (Supplementary Table S3). 
Rapidly induced genes (FASTUp) were enriched for COSG (e.g. ctt1, trr1 
and brf1), including known Pap1 targets (Figure 6A,B) (Chen et al, 2008). 
The FASTUp group was also enriched for the GO term “proline trans-
membrane transport” (p = 4.7E-05) (Supplementary Table S4), which is 
indicative of the increased nitrogen needs of the cell at the activation phase of 
the stress response. Moreover, a strong and rapid induction in mRNA levels 
was observed for genes encoding the malic enzyme (Mae2) and the predicted 
malate permease SPCC794.06. Mae2, which decarboxylates L-malate to 
pyruvate and CO2 (Viljoen et al, 1994), is also induced in nutritional, oxygen 
and osmotic stress conditions to assist maintenance of redox balance 
(Groenewald et al, 2001). Notably, mRNA levels of Mae1, which uses an H+-
symport system for active L-malate transport (Grobler et al, 1995), were 
reduced rapidly following stress (i.e. FASTDn).  
Promoter regions of FASTUp genes were enriched for the cAMP response 
element (CRE) and the sterol regulatory element (SRE), which are recognized 
by Atf1/Pcr1 and the hypoxic TF Sre1, respectively (Figure 6E) (Eshaghi et al, 
2010; Todd et al, 2006). Although Sre1 was not among the FASTUp genes, its 
induction kinetics upon HP stress were independent of cell density. Rapidly 
up-regulated rTFs included Cbf12, Rep1 and Mei4 (Figure 6C,D). Among 
other functions, Cbf12 positively regulates cell adhesion and has been 
suggested to trigger cell flocculation at the onset of the stationary phase as a 
response to nutrient exhaustion (Prevorovsky et al, 2009). Similarly, in 
response to HP stress, cells presumably induce the expression of Cbf12 to 
rapidly trigger cell-cell adhesion and escape the harsh microenvironment. 
Commitment to meiosis is only exhibited at the G1 phase, when the 
Cdc2/Cdk1 activity is low and the rTF Ste11 becomes activated (Kjaerulff et al, 
2007) to induce the changes required for the initiation of sexual differentiation 
(Sugimoto et al, 1991). It has been shown that 0.5 mM HP trigger a cell-cycle 
arrest at the G2 phase (Chen et al, 2008). We observed that mRNA levels of 
ste11 became rapidly decreased upon stress, with the minimum ste11 mRNA 
response being independent of cell density (Figure 6C,D). These facts, 
together with the unstable conditions introduced by stress, suggest that 
sexual development does not take place in the presence of HP. However, the 
rapid induction of two non-CESR meiotic rTFs (Mei4 and Rep1) (Chen et al, 
2003) at the activation phase of the response suggested that a further 
exploration of the relevant regulatory events was warranted. Notably, our 
gene expression data were generated using a homothallic strain (h90, active 
pheromone signaling), while CESR genes were defined in a heterothallic 
strain (972 h-, no pheromone signaling) (Chen et al, 2003).  
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During sexual differentiation in fission yeast, Rep1 and Mei4 possess both 
activating (early and middle genes, respectively) and inhibitory roles (Ste11-
dependent and early genes, respectively) (Mata et al, 2007). We found that 
repressed CCDRp genes were enriched for known middle Mei4-targets 
(Figure 6B) and often harbored the FLEX sequence in their promoters (i.e. 
Mei4-binding site) (Figure 6E). Also, early meiotic genes were not over-
represented in any repressed gene set. Early meiotic Rep1-targets were, 
however, present in the FASTUp group (Figure 6B), and the TR box (i.e. 
Ste11-binding site) was over-represented in the FASTDn group (Figure 6E).  
Taken together, these results suggest that the observed rapid increase in 
the mRNA levels of mei4 upon HP stress does not lead to active transcription, 
but instead Mei4-targets undergo a strong repression in a cell density-
dependent manner. This is in agreement with mei4 being transcribed even in 
vegetative cells with its mRNA levels being negatively controlled at the post-
transcriptional level (Harigaya et al, 2006). On the other hand, the rapid and 
cell density-independent induction of rep1 suggests both a negative effect on 
pheromone-related genes, which are enriched for Ste11 targets (Mata et al, 
2002) and a positive effect on pre-meiotic S phase (Sugiyama et al, 1994). 
However, the role of Ste11 in meiotic DNA replication is essential (Sugiyama 
et al, 1994). Therefore, the Rep1-mediated regulation upon HP stress is 
presumably restricted to the inhibition of pheromone signaling (Mata et al, 
2007). Information on Rep1 and Mei4 protein levels (and potential post-
translational modifications) could confirm the active role of these two rTFs in 
HP stress, but such information is missing (Lackner et al, 2012; Papadakis et 
al, submitted).  
The FASTDn group was enriched for the GO term “NMS complex” (p = 
3.7E-06) (Supplementary Table S4) and contained several “delayed” genes 
that are normally induced in response to nitrogen starvation (Figure 6A) 
(Mata et al, 2002). Rapid reduction in mRNA levels was thus observed for 4 
NMS components (Spc25, Mis14, Nuf2 and Nnf1) (Hayashi et al, 2006) and 
genes encoding proteins involved in sporulation (Spo7) (Nakamura-Kubo et al, 
2011), meiotic recombination (Meu13 and Mcp7) (Saito et al, 2004), regulation 
of meiosis (Mei2) (Harigaya & Yamamoto, 2007), meiotic spindle dynamics 
(Ark1 and Cut7) (Hagan & Yanagida, 1994; Sakuno et al, 2011), and mating 
or pheromone response (Ste11 Ste4, Byr1, Mfm2 and Mat3-Mc) (Mata et al, 
2002; Neiman et al, 1993; Xue-Franzen et al, 2006). Two other genes 
encoding for the kinetochore reorganization proteins Cnp3 (Mis6-like group) 
and Dad3 (DASH group) (Hayashi et al, 2006) were also rapidly repressed in 
response to the HP stimulus. Like the mRNA response of ste11, cnp3 showed 
similar time dynamics in cell populations of high and low densities (Figure 
6D). cnp3 is periodically expressed, shows a TF activity and its expression is 
regulated by Ace2 and Fkh2 (Bushel et al, 2009). Since Fkh2 acts as a 
repressor (Papadopoulou et al, 2008), the rapid decrease in cnp3 mRNA 
levels could be explained by the dramatic reduction in ace2 mRNA levels in 
HP stress (Figure 6C).  
Furthermore, genes encoding components of the mitochondrial electron 
transport chain (Cox2 and Cob1) and ATPases involved in the transport of 
protons across the mitochondrial membrane to allow ATP synthesis (Atp9 and 
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Atp16) were also part of the FASTDn response. Upon oxidative stress the 
respiratory chain is damaged and ATP generation is uncoupled from the 
consumption of oxygen (Siegel et al, 2011). These events seemingly occur in 
a short time window after stress and are mirrored both at the mRNA and 
protein level (Lackner et al, 2012; Papadakis et al, submitted).  
 
Summary and Conclusions 
 
Large-scale approaches that assess the effect of different drugs on the growth 
of microbial cultures measure cell density at specific time points, without 
quantifying the drug effects on the individual components of growth. Using the 
BioLector technology, we acquired real-time cellular growth kinetics and 
captured dynamic aspects of growth in liquid cultures that cannot be observed 
by classical phenotypic studies using serial-dilutions on solid media plates. 
Thus, the effect of different HP concentrations on each growth variable could 
be assessed with high precision. Growth profiling in multiple HP dosages 
revealed an overall stronger effect of the stressor on μmax, growth efficiency 
and delay time for cultures treated with increasing HP concentrations. 
Conditions of HP stress could be grouped according to the effect they exerted 
on individual growth variables. The μmax was unaffected by 0.1 mM HP but 
was similarly impaired in HP dosages at the range of 0.2-0.5, 0.8-1.0 or 1.5-
3.0 mM. Concentrations up to 0.4 mM had a moderate effect on growth 
efficiency and the delay time was equal to 1.4-2 doublings (2h 30 min - 3h) in 
cultures treated with HP concentrations up to 1.0 mM. 
Physiological characterization of cells in shake flask experiments 
suggested that, compared to dense cultures, cells in low cell concentrations 
grow faster in normal conditions, but their μmax becomes more severely 
affected after treatment with HP, which likely results in higher lethality for 
these cells. Moreover, in HP stress the metabolic rate of stressed cells is 
slowed down and glucose is consumed at a lower rate compared to normal 
conditions, with the glycolytic flux being redirected mainly to the PPP, which 
contributes to maintenance of redox homeostasis by providing reducing 
equivalents in the form of NADPH. With the exception of acetate, upon HP 
stress the specific productivities of overflow metabolites are decreased to 
some degree. 
HP added to the growth medium of fission yeast cultures at the mid-
logarithmic phase of growth is exponentially depleted over time, with the 
decay rate being positively correlated to the cell concentration in the culture. 
Correspondingly, the time dynamics of mRNA responses show a remarkable 
dependence on HP concentrations present in the medium over time.  
Compared to dense populations, cells in low-density cultures not only sense 
comparatively higher HP concentrations per cell, but are also exposed longer 
to the stress stimulus. This fact is reflected on the number of regulated genes 
and the amplitude of the stress response, which are often higher for cells in 
lower cell populations. Thus, the time dynamics of mRNA responses are 
defined by two closely related factors, the cell density and HP concentration 
over time. 
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We introduced the concept of time warping of gene expression data sets, 
which involves scaling of time to relate time-resolved mRNA expression 
profiles that originate from cell populations of different concentrations. Time 
warping allowed us to define transcriptional responses according to the 
dependence of time dynamics of mRNA responses on cell density. Based on 
our approach, the vast majority of mRNAs with significantly altered levels in 
HP stress (mainly representing CESR and periodically expressed genes) 
reach the time of the maximum (or minimum) response (Tmax) earlier in 
cultures of higher densities (i.e. CCDRn). Similar mRNA response dynamics 
in high- and low-density cultures (i.e. CCIR) are often observed, while COSG 
show a positive correlation between Tmax and cell density (i.e. CCDRp). 
Different mRNA response dynamics were found for rTFs and their targets, 
with the former mounting mainly a CCDRn to HP. 
Furthermore, we exploited the available time-resolved mRNA profiles to 
define genes being rapidly regulated at the activation phase of the oxidative 
stress response (i.e. FAST response). Gene functions that promote redox 
balance and cell-cell adhesion become rapidly induced. Also, the cell appears 
to experience a kind of nitrogen starvation, as the amino acid permeases Per1 
and Put4 (Kaufmann et al, 2010) become rapidly induced. Still, however, 
“delayed” genes normally induced in nitrogen starvation, meiosis and 
pheromone signaling (Xue-Franzen et al, 2006; Mata et al, 2002) become 
rapidly repressed and the cell is arrested in the G2 phase (Chen et al, 2008). 
The rapid and cell density-independent regulation of two genes ste11 
(repression) and rep1 (induction) seems to partially explain the observed 
FAST response. The rapid repression of genes associated with the cell’s 
meiotic program and sexual development upon HP stress highlights the 
existence of a close relationship between the two processes, as previously 
shown (Matia-Gonzalez et al, 2012). Finally, transcripts encoding proteins 
involved in ATP synthesis and transport of electrons through the respiratory 
chain are rapidly degraded and/or repressed. 	  
Materials and Methods 
 
Experimental setup for stress experiments 
Batch cultures in flasks: The fission yeast JB50 strain (homothallic, h90) (Leupold, 1970) was 
grown for 36 hours at 32°C in pre-cultures containing 5 mL yeast extract (YES) medium 
(Formedium, PCM0305). Cells were then used to inoculate shake flasks (500 mL Erlenmeyer 
flasks, R.B.M. Lab) containing 250 mL YES medium (inoculation OD595nm = 0.005). For both 
control and stress experiments, shake flask cultures were incubated overnight at 32°C to a 
titer of ~8x106 cells/mL (OD595nm = 0.4) or ~1.4x107 cells/mL (OD595nm = 0.7). During normal 
growth, biomass was collected at 11 asymmetric time points in the course of 4-hour 
experiments (Papadakis et al, submitted). Hydrogen peroxide (Sigma, H1009) was added to a 
final concentration of 0.5 mM. Throughout the cultivations cells were shaken at 160 rpm. 
Samples from control and treated cultures with a starting cell density (stOD) of 0.4 were 
analyzed for growth and HP concentration over time. In addition, cell viability and the 
concentration of extracellular metabolites were determined in samples collected from control 
and treated cultures with a stOD of 0.7. All experiments were performed in duplicates. 
Batch microfermentations in the BioLector system: The growth of the JB50 strain was profiled 
in normal conditions and after addition of HP to a final concentration of 0.1, 0.2, 0.4, 0.5, 0.8, 
1.0, 1.5, 3.0 and 6.0 mM using the BioLector micro-fermentation system (mp2p-labs GmbH, 
Baesweller, Germany). Cells from 5 mL pre-cultures (grown for 36 hours) were inoculated into 
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microtiter plates with 48 ‘flower’-shaped wells (m2p-labs GmbH, MTP-48-B) containing YES 
medium. The cell density in each well was adjusted to an OD595nm of 0.2 with the final culture 
volume being 1.5 mL (Figure 1). Gas permeable adhesive seals (Thermo Fisher Scientific, 
AB-0718 and m2p-labs GmbH, F-R48M-25) were used to cover the wells of the plate during 
cultivation. For each experiment, duplicates were prepared for a given condition with the 
following instrument settings: 30°C or 32°C, 99% humidity, shaking with 1,000 rpm and light 
scattering (LS) measured every 3 minutes. See Supplementary Materials and Methods for 
more details on growth data processing.  
 
Cell survival analysis 
Freshly collected aliquots of biomass samples were diluted to ~106 cells and a 1/10 aliquot 
was stained with 0.05 g/L propidium iodide (Sigma, P4170). Stained cells were incubated for 
5 minutes at room temperature and analyzed for cell survival using a Cell Lab Quanta SC 
MPL flow cytometer (Beckman Coulter, Fullerton, CA). The jumper was set to “small” and the 
cell survival protocol of the Cell Lab Quanta SC software was applied with the following gain 
and voltage settings: EV = 4.80, SS = 5.00, FL1 = 4.22 and FL2 = 4.13. Flow cytometry data 
was analyzed using the FlowJo v.7.1 (Tree Star, Inc.) software package. 
 
Quantification of hydrogen peroxide in cellular cultures 
To measure the concentration of HP in cellular cultures over time, we used the colorimetric 
approach described in the PeroXOquant Quantitative Peroxide Assay Kit (Thermo Scientific, 
Pierce). The aqueous-compatible formulation of the kit detects HP based on the oxidation of 
ferrous to ferric ion in the presence of an iron and xylenol orange (XO) reagent. After spinning 
down aliquots of biomass samples to pellet cells, supernatants were treated with the reagent 
and HP decay was measured as per vendor instructions. HP was quantified in time samples 
collected not only from shake flask experiments of control and treated cultures at stODs of 0.4 
and 0.7, but also in additional independent experiments (10 mL glass tubes) at stODs of 0.5, 
1.0 and 1.5. 
 
Quantification of extracellular metabolites 
Aliquots of culture samples were filtered immediately after collection using 0.45 μm syringe-
filters (Sartorius AG, Goettingen, Germany) and stored at -20˚C until further use. Glucose, 
ethanol, glycerol, acetate, succinate and pyruvate were determined by high performance 
liquid chromatography (HPLC) using the Agilent 1100 HPLC system with diode array 
detection (DAD) for classic normal phase separations and the Aminex HPX-87H (300 x 7.8 
mM) column (Bio-Rad Laboratories, Hercules, CA). The column was maintained at 65˚C and 
elution performed using 5 mM H2SO4 as the mobile phase at a flow rate of 0.6 mL/min. 
Glucose, ethanol, glycerol, acetate and succinate were detected on a Waters 410 differential 
refractometer detector (Shodex, Kawasaki, Japan), and acetate and pyruvate were detected 
on a Waters 468 absorbance detector set at 210 nm. 
 
Gene expression data sets  
Measurements for 4,972 fission yeast transcripts and time features for the corresponding 
mRNA profiles were obtained from a recent time-course study covering 4 hours after cellular 
treatment with 0.5 mM HP (stOD = 0.4 and 0.7) (Papadakis et al, submitted). Gene 
expression data in normal conditions were retrieved from the same study. We also obtained 
the mRNA data sets from two other time-course studies, which were performed for the first 
hour after treatment of exponentially growing cells with 0.5 mM HP (stOD = 0.2) (Chen et al, 
2003; Chen et al, 2008). Sampling of cultures in the latter studies was performed either at 0, 
15 and 60 minutes (Chen et al, 2003) or at 0, 5, 15, 30 and 60 minutes (Chen et al, 2008). 
The agreement between the three studies was investigated for the first hour after stress by 
comparing estimates of the rate of response, log-fold-change per hour (LFC/h). LFC/h was 
estimate by the slope parameter of linear regression for relative expression versus time in 
hours (LFC versus t=0 for Chen 2003 & Chen 2008 and log2-absolute levels for R1 and R2, i.e. 
RMA values). Pearson correlation coefficients of LFC/h for the ~4,900 common genes were 
calculated between studies. The mean expression value in unstressed cultures (C) was 
subtracted from the mean expression value in the R1, R2 and “Chen” data sets (R) to calculate 
the control adjusted LFC (R.C). 
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Transcriptional regulation analysis 
A list of transcription factor (TF) genes was compiled from different sources: the DBD TF 
prediction database (Wilson et al, 2006), a curated list of 129 fission yeast regulatory TFs 
(rTFs) (Beskow & Wright, 2006) and another list of 36 TFs observed to be periodically 
expressed during the cell cycle (Bushel et al, 2009). Known consensus DNA sequences 
bound by different TFs were retrieved from the PomBase database (Wood et al, 2012). The 
sequence region 200 nucleotides upstream of the 5’-untranslated regions (5’-UTRs) of stress-
regulated genes was retrieved and scored for the presence of TF binding site sequences. 
Coordinates for 5’-UTRs were retrieved from a genome-wide nucleosome mapping study 
(Lantermann et al, 2010), the GenBank database (http://www.ncbi.nlm.nih.gov/genbank/) or 
the 400 nucleotides upstream of the transcription start site were extracted in cases where 
relevant information was not available. The enrichment of induced and repressed sets of the 
FAST, CCIR and CCDR genes for known TF targets and published functional sets was 
investigated using the Fisher’s exact test and the resulting p-values were adjusted with the 
false discovery rate (FDR) method (Benjamini & Hochberg, 1995). 
 
Gene set enrichments 
The FuncAssociate tool v.2.0 (Berriz et al, 2009) was used to find over-represented gene 
ontology (GO) terms in gene groups of interest. Genes encoding for metabolic enzymes were 
put in a metabolic pathway context using the KEGG database (Kanehisa et al, 2000). The 
open source Perl package, BioPerl v.1.6.1 and the R statistical open source software v.2.11.0 
(Gentleman et al, 2004) were used to develop the time-warping model, calibrate OD-LS 
values, perform sequence analysis and other diverse data analysis tasks associated with the 
present study. It should be noted that the significance of enrichment of different gene sets 
(e.g. CCIR, CCDR and FAST) for CESR genes was calculated based on the “conservative” 
list of CESR (Chen et al, 2003).  
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Supplementary Materials and Methods  
 
Growth measurements 
Batch cultures in flasks: Growth was measured from two different aliquots of 
each biomass sample. The optical density of the first aliquot was measured at 
595 nm (OD595nm) using the NanoDrop1000 microvolume spectrophotometer 
(Thermo Fisher Scientific), while the second aliquot was used to determine 
the dry cell weight (DCW) of the sample using nitrocellulose filters (0.45 μm 
Sartorius AG, Goettingen, Germany). The filters were pre-dried in a 
microwave oven at 150W for 10 minutes, and cooled in a desiccator for 10 
more minutes. Culture broth (5 mL) was filtered using the Millipore Lab system 
2 (Millipore Merck KGaA, Darmstadt, Germany), followed by addition of 
deionized water (10 mL). Filters were then dried in a microwave oven for 20 
minutes at 150W, cooled for 15 minutes in a desiccator, and the mass was 
determined using an electronic analytical balance (Sartorius AG, Goettingen, 
Germany, A200S). Since experiments were performed within the exponential 
growth limit, the maximum specific growth rate (μmax) in control and treated 
cultures was calculated by linear regression of the natural logarithm (ln) of the 
OD values obtained for all 11 time-points. Doubling times (Td) were calculated 
as ln(2)/μ.  
 
Batch microfermentations in the BioLector system: BioLector records biomass 
values in each well at 620 nm using the light scattering (LS) technology 
(Kensy et al, 2009). LS measurements were recorded every 3 minutes. LS 
data retrieved during BioLector experiments were converted to OD values at 
595 nm based on calibration procedure using linear regression of LS and 
OD595nm data measured in the beginning and at the end of the experiment. 
The specific growth rate (μ) for cells in each culture was estimated from the 
log-scale OD-calibrated values either through linear regression or via the first 
derivatives of a smoothing spline fit. The maximum growth rate (μmax) in each 
condition was estimated within the time window 12 hours after treatment. To 
quantify the effect of HP on growth rate, the μmax value in a particular growth 
condition (i) was divided by the μmax value obtained during growth in control 
medium (c) to obtain the environmental coefficient of growth rate (ECrate,i = 
μmax, i /μmax, c) (Warringer & Blomberg, 2003).  
 
Time warping of mRNA profiles 
Estimation of the time-warp function (scale factor): A simple one-parameter 
model was applied to each gene to scale the time of R2 to the time of R1 
mRNA series. The method for estimating the time scale factor, b, is as follows. 
First, smoothing splines were used to create a model of mRNA levels, y, over 
time, i.e.   𝑦 = 𝑓(𝑡) . Using these models, the primary response intervals 
(primary interval), log-fold-change over the primary interval (LFC) and a 
measure of the goodness of the fit (Pcor) was identified for each gene (see 
Materials and Methods from Papadakis et al, submitted). For genes with 
coherent primary intervals, i.e. both up or both down, the inverse of the 
primary interval was identified, which was feasible in all cases as the primary 
interval always represents a monotone region of f(). This defined inverse 
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primary interval functions for R1 and R2, 𝑡!! = 𝑓!!!!(𝑦!), 𝑡!! = 𝑓!!!!(𝑦!). The 
time-warp scaling factor was then defined as, 𝑏 = 𝑡!!,!"    𝑡!!,!"  where 𝑡!!,!" = 𝑓!!!!(𝑦!,!"), and 𝑦!,!" are the quantiles of the response within the primary 
interval. In practice, quantiles were estimated at each 5% increment and 
included the time to reach maximum mRNA response (Tmax). The b factors 
were then estimated by a regression of these characteristic times for each of 
the significant coherent genes. Using the estimated b parameters, new “time-
warped” profiles could be generated for 993 up-regulated and 1168 down-
regulated mRNAs. The Pearson correlation coefficient between time profiles 
for each of these genes in R1 and R2 was estimated before (ccRaw) and after 
time-warping (ccFit) (Supplementary Figure S2A).  
 
Identification of cell-concentration dependent responses: A time-warp factor 
close to 1 was indicative of highly similar time dynamics between mRNA 
profiles between time series. Thus, to define a set of genes with a slope close 
to 1, the log2(b) values were fit to a normal distribution in order to estimate 
minimum/maximum thresholds for inclusion. The log2(b) distribution was 
observed to be well approximated by a normal distribution with mean and 
standard deviation estimated by the median and median absolute deviation 
(MAD) of b (med=1.73 and MAD=1.62) (Figure 4F of the main text and 
Supplementary Figure S2B). Based on the fit to a normal distribution, 
thresholds of 0.75 (log2b = -0.413) and 1.25 (log2b = 0.320) for the b 
parameter were defined to classify genes according to time dynamics. A time-
warp factor of 0.75 was expected at the ~4.2% level and that of 1.25 at the 
~25% level of the normal fit (Supplementary Figure S2B). Thus, genes of 
the cell concentration independent response (CCIR) had a factor between the 
defined thresholds (i.e. 0.75 - 1.25). Genes with b < 0.75 were classified as 
having a positive cell concentration dependent response (CCDRp), while the 
genes with b > 1.25 (the majority of responsive genes) were said to have a 
negative cell concentration dependent response (CCDRn) as the lower cell 
density most often resulted in a longer response time. 
 
Identification of fast responses: The FAST response of fission yeast cells to 
HP was defined based on genes exhibiting a short or “fast” time to reach their 
half-maximum (or half-minimum) mRNA response, known as the response 
time, Tres. Specifically, the Tres values at the first quartile (25% level) for genes 
that were up-regulated and down-regulated significantly in stress (average 
abs(LFC) > 1 and p < 0.05 in the R1 and R2) were found to be 16 and 10 
minutes respectively. FAST-up genes (34 in total) were defined as 𝑇!"#,!! ≤16, 𝑏𝑇!"#,!! ≤ 16, 𝐿𝐹𝐶 > 1 , while FAST-down genes (50 in total) were defined 
by    𝑇!"#,!! ≤ 10, 𝑏𝑇!"#,!! ≤ 10, 𝐿𝐹𝐶 < −1.  
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Supplementary Figures  
 
 
	  	  	  	   	  	  
Supplementary Figure S1 Comparison of mRNA response rates in different oxidative stress 
studies. Rates (slopes) were estimated by linear regression of log2-expression versus time (in 
hours) over the first hour after treatment. The upper right half of the figure shows gene 
densities in 2D-histograms and the lower left half provides the Pearson correlation coefficients 
of the log-fold-change per hour (LFC/h) between the different studies for the 4,898 genes that 
were in common. 
 
 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  	  
Supplementary Figure S2 Time warp fitting of mRNA profiles and definition of different 
transcriptional responses. (A) The distribution of gene-wise Pearson correlation coefficients 
(PCCs) before (green) and after time warping (red). (B) Quantile-quantile (Q-Q) plot of the 
observed log2(b) quantiles versus the expected values of the corresponding quantiles from 
the normal distribution Ν(𝜇 = 1.73,𝜎 = 1.62). 
Factors influencing the temporal response to oxidative stress _____________________________________________________________________________________________	  
	  182 
 
 
 
 
 
 
 
 
 
 
 
 	  	  	  	  
	  	  
Supplementary Figure S3 Compilation of information on fission yeast transcription factors 
and their DNA binding sites. (A) Venn diagram showing the overlap of transcription factor (TF) 
genes reported in different sources (colored boxes or ellipses). The number of TF genes from 
each source is provided in parenthesis and transcription factor prediction database (DBD). (B) 
Known binding sites reported to-date for fission yeast transcription factors. Nucleic acid codes 
used include: Y, pyrimidines (C/T); R, purines (A/G); M, (A/C); W, A/T; and N, any base. 
BA
DBD (100) Bushel2009 (36)
Beskow2006 (129)
11 1
25
0
66 12
23
5'-AGGGTAGGGT-3'
5'-CAGTCACA-3'
TF TF Binding site
Prz1 5'-AGCCTC-3'
Atf1/Pcr1
Mei4 5'-GTAAAYA-3'
Sep1 5'-TTTRTTTACA-3'
Fhl1
5'-TGACGT-3'
Fep1 5'-ATCWGATAW-3'
Ams2 5'-AACCCT-3'
Ace2
Sre1 5'-WTCACMCAT-3'
Ste11 5'-TTCTTTGTT-3'
Rst2 5'-CCCCTC-3'
Hsf1 5'-NGAANNTTCNNGAAN-3'
5'-CCAGCC-3'
Mbx1 5'-GTATATATAG-3'
 Supplementary information for Chapter 6 
______________________________________________________________ 
	   183 
	  	  
Supplementary Figure S4 Chromosomal location of genes showing a particular 
transcriptional response. The level of gene expression change (log-fold-change, LFC) in 
peroxide stress for a gene is mapped on the corresponding chromosomal position (x-axis) for 
chromosomes 1 (CU329670) (top plot-pair), 2 (CU329671) (middle plot-pair) and 3 
(CU329672) (bottom plot-pair). Highlighted genes of: rapid response (FAST); cell-
concentration independent response (CCIR); positive cell concentration-dependent response 
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(CCDRp) (i.e. response time higher for cultures of higher cell density); negative cell-
concentration dependent response (CCDRn) are shown in each plot-pair. The “_Up” and “_Dn” 
suffixes indicate transcriptionally induced and repressed gene subsets, respectively.  
 
Supplementary Tables  	  
	  	  
Supplementary Table S1 The variables describing the growth of fission yeast cells in 
BioLector microfermentations. Variables for fermentations performed (A) at 30˚C and (B) at 
32˚C. Average values from duplicate experiments are shown for all variables in (A) and (B).  	  
     
 
Supplementary Table S2 An overview of the growth of fission yeast cells in shake flask 
cultures. The maximum specific growth rate and doubling time were determined for 4 
independent cultures, which were either left untreated (A and C) or stressed with 0.5 mM HP 
(B and D).  	  
Supplementary Table S3 (attached spreadsheet) Genes of the rapid (FAST), cell 
concentration-independent (CCI) and cell concentration-dependent (CCD) responses to 
hydrogen peroxide. 	  	  
A
B
Condition 
Ý& max (h
-1 Doubling time (Td
Growth 
HIÀFLHQF\
(OD595nm
ECrate
0 0.323 2h 9min 3.42 NA NA 1.00
0.5 0.288 2h 25min 3.13 2h 52min 1.33 0.89
1.0 0.259 3h 41min 3.08 3h 37min 1.68 0.80
Condition 
Ý& max (h
-1
Doubling 
time (Td
Growth 
HIÀFLHQF\
(OD595nm
'HOD\
WLPHK
'HOD\WLPH
(in Td ECrate
0 0.281 2h 29min 2.42 NA NA 1.00
0.1 0.276 2h 30min 2.49 3h 29 min 1.40 0.98
0.2 0.256 2h 44min 2.35 4h 26min 1.79 0.91
0.4 0.251 2h 46min 2.51 4h 35min 1.85 0.89
0.8 0.229 3h 2min 2.25 4h 56min 1.99 0.81
1.5 0.211 3h 17min 2.01 5h 57min 2.40 0.75
3.0 0.201 3h 30min 2.04 10h 9min 4.09 0.71
6.0 0.169 4h 7min 1.83 11h 39min 4.69 0.60
'HOD\
WLPHK
'HOD\WLPH
(in Td
*URZWKÝ& &RQWURO A &RQWURO% 6WUHVV & 6WUHVV'
6WDUWLQJFHOOGHQVLW\
VW2' 0.4 0.7 0.4 0.7
0D[LPXPVSHFLÀF
JURZWKUDWH max
0.35 0.32 0.11 0.13
'RXEOLQJWLPH7G 1h 59min 2h 10min 6h 18min 5h 20min
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Supplementary Table S4 Annotation enrichment analysis for CCIR, CCDRn, CCDRp and 
FAST genes. The over-represented Gene Ontology (GO) terms in each gene set are provided. 
BP: biological process. MF: molecular function. CC: cellular component.	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Gene Group GO enrichment (BP, MF, CC) Adjusted p-value
FAST_Up proline transmembrane transport 3.50E-02
FAST_Dn NMS complex < 1.00E-03
condensed chromosome kinetochore 9.00E-03
CCIR_Up cellular response to stress < 1.00E-03
mRNA 3'-UTR binding 2.20E-02
CCIR_Dn ncRNA processing < 1.00E-03
RNA surveillance 7.00E-03
CCDRp_Up oxidoreductase activity, acting on the CH-NH2 group of donors 1.60E-02
CCDRp_Dn histone acetyltransferase activity 4.50E-02
CCDRn_Up cellular response to oxidative stress < 1.00E-03
CCDRn_Dn ribosome biogenesis < 1.00E-03
tRNA processing < 1.00E-03
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Concluding remarks 
 	  
Gene expression dynamics in oxidative stress 
 
In this thesis work advanced technologies were exploited to perform a range 
of genome-wide analyses to interrogate the fission yeast oxidative stress 
response and its regulation at different levels. A large and coordinated body of 
quantitative data on molecular properties, such as absolute levels of mRNAs 
and proteins, was generated and integrated with published information.  
Advanced technologies combined with a sophisticated experimental design 
allowed us to measure both the activation and recovery phases of the fission 
yeast response to hydrogen peroxide (HP) at a sufficiently high time resolution 
to model transcription and translation. A number of known and novel temporal 
features describing the transient dynamics of mRNA and protein expression in 
stress were estimated from time-series mRNA and protein profiles. To enable 
rapid sharing of our data, we also implemented a web application for the 
visualization of the measured temporal expression profiles. The application 
also offers the opportunity to compare our data with mRNA and protein 
expression profiles determined in other genome-wide expression studies in 
fission yeast.  
We found a remarkable mRNA-protein correlation at the steady state and in 
stress. The mRNA and protein changes were more highly correlated for 
induced rather than repressed genes. We found that many genes were 
responsive only for their mRNA levels (futile transcription) or their protein 
levels (translational regulation). Transcripts were more responsive and more 
highly degraded compared to the corresponding proteins. Also, the transcript 
levels of coherently up- and down-regulated genes were typically maximally 
changed in the first hour of the stress response. For coherently induced 
proteins the time of maximum production rate coincided with the time of the 
maximum mRNA response. Similarly, the maximum degradation rate for 
coherently repressed proteins often correlated with the time when minimum 
mRNA levels were reached. 
In addition to the quantification of thousands of mRNA and protein 
molecules and definition of the time dynamics of gene expression in stress, 
our approach enabled the identification of specific sequence features that 
confer post-transcriptional regulation. For instance we identified an 8-
nucleotide DNA sequence motif (5’-GGKTTTGG-3’) that is over-represented 
in the 3’-untranslated regions (3’-UTRs) of genes that were transcriptionally 
repressed but showed stable protein expression in stress (41 genes, ~15%). 
Moreover, we examined the relevance of major gene/transcript attributes (e.g. 
ORF and UTR lengths) in shaping cellular protein levels in conditions of stress. 
We also investigated the power of sequence and codon usage statistics to 
predict translation efficiency and protein abundance. Surprisingly, a linear 
model based on codon statistics gave better prediction of steady-state protein 
levels than the experimentally determined mRNA levels.  
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Using time-resolved mRNA profiles, we also identified rapidly regulated 
genes during the activation of the oxidative stress response and identified 
factors that influence the temporal dynamics of transcriptional responses. We 
introduced the concept of time warping of gene expression time series data 
and we suggested a classification scheme, whereby mRNA responses can be 
grouped together according to the dependence of their time dynamics on cell 
density. Most mRNAs with significantly altered levels in HP stress reached the 
time of the maximum (or minimum) response earlier in cultures of higher 
densities. Moreover, mRNA responses for genes involved in redox 
homeostasis, nitrogen uptake, meiosis, pheromone signaling, ATP synthesis 
and respiration were rapidly regulated in response to the HP stimulus. 
Exploiting the data generated in the present work, we were also able to 
address fundamental biological questions, such as the extent of cellular 
coordination between different layers of gene expression to cope with stress 
and which factors are crucial for the underlying gene regulation. Our findings 
contribute to a systems-level understanding of the oxidative stress response 
and the new data constitute a rich resource for the scientific community that 
can be mined for new findings in the years to come. Furthermore, following 
this paradigm, genome-wide studies on gene expression dynamics in other 
species could shed light on common strategies employed by cells when 
challenged by stress.  	  
Post-transcriptional regulation in stress: Future perspectives  
 
As mentioned throughout this thesis, eukaryotes extensively redirect the 
transcriptional machinery of the cell in response to environmental 
perturbations in favor of stress-related gene expression. The cell also 
employs diverse mechanisms to streamline broad responses at the post-
transcriptional level, with controlled mRNA degradation appearing to be an 
important regulatory layer. Often specific sequence elements of mRNAs 
(mainly in the UTRs) are recognized by RNA-binding proteins (RBPs), which 
regulate transcript stability in a condition-specific manner.   
In our experiments, mRNA synthesis and degradation rates could be 
estimated for stress responsive genes from data covering both the activation 
and recovery phases of the response. However, there exist different 
relationships between mRNA production and degradation that can produce 
similar mRNA abundance profiles but with distinct kinetics. In S. cerevisiae, 
mRNA response dynamics are defined through a feed-forward loop, whereby 
environmental cues independently trigger simultaneous changes in transcript 
synthesis and degradation (Miller et al, 2011). Future investigation of mRNA 
degradation rates using our time-course data could provide precise data on 
mRNA degradation kinetics in S. pombe. In this manner, a mechanistic model 
linking the processes of mRNA synthesis and degradation (i.e. coupling or 
independent induction) could be revealed for fission yeast as well. 
Future studies seeking to identify RBP targets, genome-wide, will expand 
our understanding of post-transcriptional gene regulation and can now be 
identified using the RIP-chip, PAR-CLIP or CLIP-seq approaches (Sanford et 
al, 2009; Hafner et al, 2009; Keene et al, 2006). In S. pombe, at least three 
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RBPs (Csx1, Cip1 and Cip2) have established roles in determining mRNA 
stability in conditions of oxidative stress (Rodriguez-Gabriel et al, 2008). 
However, to date only in silico predictions on potential targets of Csx1 exist 
(Pancaldi & Bahler, 2011). CLIP studies are in general scarce in fission yeast 
and the exact number and identity of mRNA targets for RBPs with important 
roles in oxidative stress remain obscure. It is therefore imperative that 
research effort is invested in identifying more RBPs involved in the regulation 
of mRNA stability in environmental stress responses, and importantly, in 
identifying their corresponding mRNA targets.     
 
High-throughput growth profiling: Phenotypic QTLs  
 
For the purposes of the present thesis, we have reported only a 
representative piece of work that has been performed for the physiological 
characterization of fission yeast cells in multiple conditions of HP stress. 
Individual growth variables have been determined with high precision for 
hundreds of segregants. This research effort is part of the PhenOxiGEn 
project, which constitutes an approach to correlate molecular and cellular 
traits with genetic variation to identify genomic regions that have an impact on 
the cell’s ability to cope with oxidative stress.  
The ability of segregant strains to respond to stress has been investigated 
by diverse means and growth profiling is only one of them. Quantitative 
characteristics of the primary growth data have been estimated and data from 
high-throughput RNA-seq studies have formed the basis of a large integrative 
quantitative trait locus (QTL) analysis. This ongoing QTL analysis is expected 
to identify the genetic factors explaining phenotypic variability in the oxidative 
stress response. Additional analyses will be performed to understand the 
actual physiologic mechanisms that are reflected by the different growth 
characteristics to uncover the molecular causes explaining the genetic link.  
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A major challenge in modern research is to understand how eukaryotic cells shape 
their gene expression program to cope with environmental stress. The fission yeast 
Schizosaccharomyces pombe is a unicellular eukaryotic organism being widely 
used to study aspects of mammalian biology. In the present thesis advanced tech-
nologies were applied to perform a range of genome-wide analyses and interro-
gate the fission yeast oxidative stress response and its regulation at different levels. 
A large and coordinated body of quantitative data on molecular properties, such as 
absolute levels of cellular mRNAs and proteins, was generated and integrated with 
published information, contributing to a systems-level understanding of the oxida-
tive stress response.
