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ABSTRACT
Sensorless control of PMSM’s (Permanent Magnet Synchronous Motors) has
occupied scientists for a long time. The result of this research is becoming widely
accepted by the industry due to its low cost and reliability. However, the majority
of today’s motor drives are still equipped with some kind of position sensor. The
reason is that sensorless control still have several limitations and is usually more
complex than a traditional motor control.
A new method to estimate the standstill position of PMSM’s is presented. The
method is based on the anisotropic properties of permanent magnets and is there-
fore referred to as MAM (Magnetic Anisotropy Method). The proposed method is
independent of any ferromagnetic material and can therefore be used in many types
of ironless PMSM’s where standard methods fail. The MAM method is tested on a
linear ironless motor, and measurement results from a “stripped” rotative motor
without any supporting ferromagnetic material are also presented.
Furthermore, it is shown in this thesis how Extended Kalman filters can be used
to estimate the rotor position, and especially how the robustness and dynamic re-
sponse of the overall control algorithm can be improved by using identification ex-
periments and optimization algorithms. Some basic modelling of PMSM’s are also
presented. The modelling process is focused on techniques which are suitable for
observers such as Extended Kalman filters. To show the versatility of the method,
experimental results from two different motor types are presented. The first is a lin-
ear ironless motor while the second is a Hybrid Stepper Motor (HSM). Amongst
other things it will be shown how the HSM can be transformed into a highly dy-
namic brushless DC motor without the drawbacks that is usually associated with
HSM’s. The linear ironless motor is used to demonstrate that it is possible to
achieve good and robust position control without using a direct position sensor. 
Many different simulation and experimental results are presented for both the
HSM and the linear ironless motor. The experiments are deliberately chosen to
show both steady-state and dynamic operation of the proposed algorithm. The ro-
bustness of the overall algorithm is also analysed, considering unknown external
load torque and motor parameters.

RÉSUMÉ
La commande sans capteur de PMSM (moteurs synchrones à aimants permanents)
a occupé pendant longtemps des scientifiques. Les résultats de cette recherche
sont largement acceptés par l'industrie, ceci est dû à son faible coût et une bonne
fiabilité. Cependant, la majorité des commandes de moteur d'aujourd'hui sont
encore équipées d'un capteur de position. La raison en est que la commande “sen-
sorless” a toujours plusieurs limitations et est habituellement plus complexe
qu'une commande traditionnelle.
Une nouvelle méthode pour estimer la position à l'arrêt du PMSM est présentée.
La méthode est basée sur les propriétés anisotropes des aimants permanents et dé-
signée donc sous le nom de MAM (méthode d'anisotropie magnétique). La métho-
de proposée est indépendante de n'importe quel matériau ferromagnétique et peut
donc être employée dans beaucoup de types de PMSM sans fer où les méthodes
standards échouent. La méthode MAM est également examinée sur le moteur li-
néaire et des résultats de mesure d'un moteur rotatif sans matériel ferromagnétique
de support sont également présentés.
En outre, dans cette thèse, des observateurs tels que le filtre de Kalman étendu
sont utilisés pour estimer la position du rotor, et plus précisément comment la ro-
bustesse de l'algorithme peut être améliorée en employant des expériences d'iden-
tification et des algorithmes d'optimisation. Quelques modèles de base de PMSM
sont également présentés. Le processus de modélisation est concentré sur les tech-
niques qui conviennent aux observateurs tels que le filtre de Kalman étendu. Pour
montrer la polyvalence de la méthode, des résultats expérimentaux de deux types
de moteurs différents sont présentés. Le premier est un moteur sans fer linéaire
alors que le second est un moteur pas à pas hybride (HSM). Entre autre, les expé-
riences montrent comment le HSM peut être transformé en moteur DC classique
avec une grande capacité dynamique sans les inconvénients qui sont habituelle-
ment associés au HSM. Le moteur sans fer linéaire est utilisé pour démontrer qu'il
est possible de réaliser une commande de position robuste sans utiliser un capteur
de position directe.
Beaucoup de simulations et de résultats expérimentaux différents sont présentés
pour le HSM et le moteur linéaire. Les expériences sont délibérément choisies pour
montrer les performances en vitesse constante et en dynamique de l'algorithme pro-
posé. La robustesse de l'algorithme est également analysée, considérant un couple
externe inconnu et des paramètres du moteur.
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1.1 Introduction
We live in a world that is constantly asking for products that are cheaper, faster,
better and more reliable. Each one might have his or hers own opinion about this
“race”, but for an enterprise it is not a question of opinion. It is a question of sur-
vival. If your product is not better or cheaper or both, then you don’t sell, end of
the story. 
This thesis is about sensorless control of Permanent Magnet Synchronous Mo-
tors, PMSM. So, can sensorless control make things cheaper or better? In quite a
lot of cases the answer to this question is undoubtedly, yes! There is however lim-
itations and conditions under which sensorless control creates more problems than
it solves. The goal of this thesis has been to push these limits further, to improve
the performance and to use sensorless control in applications where it has not been
used before. 
The word sensorless might be misleading for someone who is not working in the
field of motor control. Sensorless control refers actually to a special type of motor
control where the rotor position sensor has been replaced by a mathematic algo-
rithm. This algorithm needs however to get information from other sensors such as
current sensors and in some cases also voltage sensors. In fact, this is how things
becomes cheaper and more reliable. Rotor position sensors are expensive, occupies
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space and adds fragile hardware to the construction. Current and voltage sensors
can be made much cheaper and more reliable. Besides, most traditional control
methods for PMSM use both position and current sensors. 
The mathematic algorithm that is used to replace the position sensor can be quite
complex and needs a certain amount of computation power. With today’s trend of
faster and cheaper microprocessors the computational power is hardly an issue any
more. Unless the technology of position sensors goes through a revolution compa-
rable to the revolution of microprocessors, then sensorless control will continue to
make our cars and our sewing machines cheaper and better.
1.2 Background
This thesis has been elaborated at LAI (Laboratoire d'Actionneurs Intégrés), for-
merly LEME (Laboratoire d'Électromécanique et de Machine Électriques), during
the period 2000-2004. This laboratory has a long history of research in the domain
of electric machines and sensorless motor control. Several patents in the domain
of sensorless control have already been issued from this laboratory. 
LAI has also a good collaboration with several industrial partners. This has been
helpful in many situations during this thesis where two major projects have been
accomplished. The first project with the Hybrid Stepper motor was made in collab-
oration with the industrial partner Sonceboz, Switzerland. A second project with a
linear ironless motor was made without a direct collaboration, but with material
that was made available by ETEL, Switzerland. It can sometimes be difficult to sat-
isfy the interests of an industrial partner as well as the interests of a scientific work.
Thanks to understanding and flexible industrial partners this have caused little
problem throughout this work.
1.3 Reading instruction
There are many ways to read a thesis and to give a general advice is not easy. How
a technical document such as a thesis should be read depends a lot on the back-
ground and the experience of the reader. For someone to whom motor control is
completely new it is almost obligatory to read the chapters in a numerical order to
be able to understand the experimental results and conclusions in Chapter 6-8. At
the same time each chapter is more or less independent. For someone with a good
knowledge in the domain of motor control it should be possible to understand any
chapter without having read any preceding chapters.
This thesis is basically divided into three theoretical chapters 2-4, and two chap-
ters with primarily experimental results 6-7. Besides these chapters there is one
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chapter presenting different methods for standstill position detection 5, and in sec-
tion 5.4 a new standstill method called MAM is presented.
There is also one section which presents the state of the art in sensorless control
1.4. On some occasions, the theoretical chapters includes experimental results
which is used to explain and support the presented theory. In the same way the ex-
perimental chapters includes the theory and equations which is specific for the ap-
plication at hand.
As mentioned, there are two chapters presenting the experimental results. The
first, Chapter 6, demonstrates the implementation of a sensorless position controller
for a 3-phase Linear PMSM, while the second, Chapter 7, presents a sensorless
speed and position controller for a bipolar Hybrid Stepper Motor (HSM).
1.4 State of the Art
A lot of work has been done on sensorless control for PMSM’s. This section
presents some of the most interesting and most recent progress in this domain. To
make this overview as comprehensible as possible, the different methods have
been divided into five categories, presented in section 1.4.1-1.4.5.
1.4.1 Back-EMF sensing techniques
Back-EMF sensing techniques refer to methods where the Back-EMF voltage, or
at least one of its harmonics, is measured directly. The most straightforward
method is to monitor the Back-EMF in the silent phase of a BLDC motor to deter-
mine the zero-crossing as shown in [7]. Another closely related method, integrates
the Back-EMF in the silent phase and a threshold stops the integration and indi-
cates the commutation instant as shown in [45]. 
If there is no silent phase due to the choice of current controller it has been pro-
posed in [37] and [8] that the current can be interrupted long enough to allow for a
measurement of the Back-EMF.
A method suitable for motors with trapezoidal back-EMF exploits the third har-
monic of this voltage [46]. This third harmonic can for example be measured be-
tween a star point resistor network and the neutral point of the stator windings. It
has been shown in [58] that this method also can be used with a sinusoidal driver
under flux weakening conditions.
1.4.2 Observers
Model based position estimation can take advantage of well known signal
processing tools such as Extended Kalman filters, Luenberger observers and non-
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linear observers. A comparison between these three observers are made in [1],
where it is shown that the Extended Kalman filter requires the longest computa-
tion time. It was also shown that the overall saliency effect for a IPMSM, has only
a minor influence on the observer performance.
The Kalman filter has been used by many scientists. The Extended Kalman filter
is demonstrated in [5], [6] and [11], while [42] propose an algorithm closely related
to a Steady State Kalman filter. In [4] the Extended Kalman filter is combined with
an on-line parameter estimation to reduce the parameter sensitivity. The Extended
Kalman filter has also been used for sensorless control of HSM’s as shown in [49],
an example of field oriented vector control for a HSM’s with position sensor is also
presented in [32].
A sliding mode observers has been used as backup and fault detection for a sur-
face mounted PMSM in [16], this algorithm propose also an on-line tuning of the
observer as long as the position sensor works. Another adaptive sliding mode ob-
server is presented in [22].
1.4.3 Position estimation from voltage equation
With some more or less simple algebraic manipulations the rotor position  can
be extracted from the voltage equation
(1.1)
and from measurements of  and . This straightforward method has been used
by many scientists from the very beginning of sensorless control. This type of
position estimation can be said to be model based, but no real observer is used.
One common method is often referred to as the Flux Linkage method [20], [21] or
simply Flux observer [57]. In [64] a flux estimation together with a phase locked
loop has been used for a 2.5 MW linear motor for roller-coaster trains.
When the flux linkage method is not used the rotor position can be directly found
by more or less complex manipulations of the voltage equation (1.1) as described
in [29]. A more complex model with an extended-EMF model is presented in [47],
while [33] use two line-to-line voltage measurements to arrive at a speed independ-
ent position function.
1.4.4 Current injection and PWM
Some methods that stands out from what has been presented earlier use current
injection or PWM ripple to track spatial or saturation saliency, more references
about standstill detection methods can be found in Chapter 5.
θ
u Ri
td
d Ψ θ( )+=
u i
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The INFORM method is proposed by [53]. INFORM stands for Indirect Flux
Detection by Online Reactance Measurement, and the method use two opponent
voltage test phasors to track saturation and/or reluctance effects. A similar method
that use carrier signal injection in the d-axis is presented in [40], this article show
good results of a position controller at various loads. Three triangular carrier signals
is used in the CFCM, Current Frequency Component Method [50].
The possibility to use the PWM current ripple is demonstrated in [65], where
both back-EMF and saliency effect are tracked. The author reports however some
problems at low speed with slow acceleration.
1.4.5 Others
This section will quote a few other works that did not fit in under any other cate-
gory. In [30] a stability analysis of a sensorless controller at low speed is demon-
strated, this work is related to the observability analysis in section 4.10.3. 
The Analysis of iron losses and how this influence the vector control strategy of
PMSM in [62] is related to the measurements of optimal efficiency for HSM in sec-
tion 7.6.6, the same problem is addressed in [66].
A comparison between an Extended Kalman filter algorithm and a back-EMF
integration method is presented in [45]. The authors conclusion is that the Extended
Kalman filter can work at higher speeds and at higher loads.
1.5 About the Magnetic Anisotropy Method
One of the most important contributions of this thesis can be found in section 5.4
where a new method to detect the rotor position at standstill is presented. The
method is called the Magnetic Anisotropy Method, abbreviated MAM. As the
name suggests it is based on the anisotropic properties of modern permanent mag-
nets. The method uses a test signal in the frequency range 50-500 [kHz] to detect
the hard- and easy-axis orientation of rare-earth magnets. The method is therefore
independent of the magnetization and works also for non-magnetized magnets.
This opens up for many new applications where sensorless position detection pre-
viously was impossible, some examples are non-salient and/or non-saturated
motors. The measurement setup of the MAM-method is shown in section 5.4.1
and the method is verified with experimental results in section 5.4.3. A deeper
analysis of the anisotropic phenomena is presented in section 5.4.4.
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2.1 Overview
It can be very useful and sometimes also necessary to have a trustful and precise
model of the system. A good model can for example be used in simulations and
for the design of controllers. If the control loop contains an observer, such as the
Kalman filter, a reliable model is even a necessity.
This chapter gives a detailed explanation on how a state-space model for a
PMSM can be built. The equations that are derived will inevitably be biased to-
wards the two motor types that are presented later on in Chapter 6 and 7. The mod-
els derived in (2.27) and (2.36) are therefore not valid for any PMSM. The
assumptions that are used is presented in the beginning of section 2.7. 
A lot of models for PMSM’s are already known and presented in the literature,
see for example [9], [67], [32] and [49]. The detailed explanation given in this chap-
ter can however be motivated by the fact that the convincing experimental results
is a direct consequence of a precise and robust model of the system. A good model
is built from a deep knowledge and comprehension of the system. When it comes
to the motor parameters the datasheet can be a starting point, but this should be ver-
ified by measurements or even better by parameter identification as will be shown
in section 2.9. As a final test, the motor model will be thoroughly compared with
measurements from the real system in section 2.10. 
A model can basically be derived by using two different strategies. The first
strategy is to build a model from known physical relationships such as Ohm’s law
or Newton’s gravitational law. This approach can be successfully used when the
underlying principals of the process is well known. A complete system is often built
up by one or several subsystems. These subsystems can have very different char-
acter, there might for example be one electrical subsystem, one mechanical subsys-
tem, one chemical subsystem etc. In this case it is natural to build a model of each
subsystem and then make interconnections between these systems with relation-
ships such as the conservation of energy or power transfer between different sub-
systems. If the process is well known, a model can be developed without any
measurements on the real system. It is however recommended to make a minimum
of data acquisition to verify the model. Measurement data can also be used to esti-
mate unknown parameters.
The second approach is based on the principle of the “black box”. This means
that the process is regarded as a box with an unknown content. This strategy always
contains some form of data acquisition. The idea is to use a standard model and to
adapt the parameters in this model so that the output fits well enough with the out-
put of the true system. Some standard models which are frequently used is the BJ
(Box-Jenkins) model or the ARMA (Auto Regression Moving Average) model
[43]. These two models are both linear, a third non-linear alternative would be a
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Neural Network. The only thing that has to be chosen in these models, besides the
model structure itself, is the complexity. In a linear model this is the same thing as
choosing the number of poles and zeros, and for a Neural Network it corresponds
to choosing the number of nodes. This is not an evident choice, especially since the
underlying process is supposed to be unknown. Usually several trial and errors of
the modelling process has to be made before a suitable model can be established.
2.2 Choice of modelling strategy
In this thesis, several different models of PMSM’s have been used. The models
serve as starting point for the design of the Kalman filter, but they have also been
used in simulations to test various control algorithms. It is always difficult to
determine how complex a model should be. For control purposes it is usually
enough with a simple linearized system model, while the performance and stabil-
ity of the Kalman filter strongly depends on the accuracy of the process model. A
guideline throughout the modelling work has been “simple things first”.
A PMSM can be divided into two subsystems, the electrical system and the me-
chanical system. The basic equations for both these systems are well known and it
is therefore a natural choice to build the model from known physical relationships
instead of using a “black box” approach. There are however complex phenome-
nons such as core losses and non-linear friction in the bearings which can not easily
be modelled this way. With some limitations it will be shown in section 2.6 and
2.5.2 how these phenomenons can be integrated into the model. There is another
non negligible advantage of building a model from the systems physical relation-
ships. Such a model is often minimalistic in the sense that the model complexity,
or the model order, is reduced when compared to a “black box” model. The knowl-
edge about the system is built into the equations and no parameters have to be wast-
ed on estimating relationships that are known. 
2.3 Definition of variables and zero position
In this section some definitions that is linked to the rotor position and speed, will
be presented. The zero position will also be defined, but at first the definition of
some variables that are frequently used throughout this work
Electrical rotor position
Mechanical rotor position
Electrical rotor speed
Mechanical rotor speed
θe
θm
ω
Ω
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The number of pole-pairs , determines the relationship between the electrical
rotor position an the mechanical rotor position according to
(2.1)
and the same for the electrical and mechanical rotor speed
(2.2)
The zero position , is defined as the angle where the magnetic North-Pole
is aligned with phase ‘A’, see Fig. 2.1 below.
Figure 2.1: The rotor position  is defined as the position where
a maximum magnetic flux is traversing the winding of phase ‘A’.
An alternative definition is that  is the position where a maximum posi-
tive magnetic flux , traverses the winding of phase ‘A’. As a result the
induced voltage  is zero at this position, see illustration in Fig. 2.1. 
This definition is not very significant for this chapter but more important in
Chapter 5 about standstill detection.
2.4 The electrical system
The electrical system in a PMSM is made up by the stator phase windings. These
windings can have different properties depending on the mechanical layout of the
p
θe pθm=
ω pΩ=
θm 0=
θm 0=
θm 0=
Ψam
ea
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PMSM motor. The mechanical layout decides the magnetic flux path and influ-
ences quantities such as inductance, mutual inductance, cogging torque etc. To
exemplify the modelling process, a 3-phase Y-connected stator winding will be
used. To start with, no assumptions will be made regarding the mechanical design
or the path of the magnetic flux. The model can therefore be considered as a gen-
eral model for any 3-phase PMSM, rotational as well as linear. For more informa-
tion on different motor types see also [38] and [63].
A starting point for the electrical model is the outline of the phase windings as
seen in Fig. 2.2. This figure also defines the phase voltages  and the phase
currents . 
Figure 2.2: An electrical layout for a 3-phase, Y-connected PMSM.
The connection point or the neutral point of the three phase windings is defined as
 and the electrical resistance in the copper winding is marked as . From Fig.
2.2 four basic equations can be found
(2.3)
and
(2.4)
ua ub uc, ,
ia ib ic, ,















	






un R
ia ib ic+ + 0=
ua Ria td
dΨa
un+ +=
ub Rib td
dΨb
un+ +=
uc Ric td
dΨc
un+ +=
12
Chapter 2 Modelling of PMSM’s
In theses equations,  corresponds to the total magnetic flux traversing phase
. The total flux in each phase can be developed as
(2.5)
where the following flux notations have been used
Flux from phase ‘a’ traversing phase ‘n’.
Flux from phase ‘b’ traversing phase ‘n’.
Flux from phase ‘c’ traversing phase ‘n’.
Flux from magnet traversing phase ‘n’.
Flux leakage in phase ‘n’.
The magnetic flux linkage , is usually referred to as the induced voltage ,
and it is a function of the rotor position , the rotor speed , and the motor
dependant constant . The wave form of the induced voltage changes consider-
ably between different motors. The most common waveforms are trapezoidal or
sinusoidal. Any wave form can be built up with desired precision using Fourier
series as follows
(2.6)
The four other flux terms in (2.5) can be unfolded by using the definition of the
inductance . The flux created by the current and which flows through phase
‘a’ will be used as an example
(2.7)
Ψn
n a b c, ,=
Ψa Ψaa Ψab Ψac Ψam Ψal+ + + +=
Ψb Ψba Ψbb Ψbc Ψbm Ψbl+ + + +=
Ψc Ψca Ψcb Ψcc Ψcm Ψcl+ + + +=
Ψna
Ψnb
Ψnc
Ψnm
Ψnl
Ψnm en
θe ω
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ea td
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anΩ nθe( )sin
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expanding the derivative of the mutual flux gives finally
(2.8)
Now going back to equation (2.4) and the last term . This is the voltage at the
neutral point ‘n’ in the Y-connection. If all three phase terminals a,b,c are con-
nected to a nice 3-phase sinusoidal voltage source, the neutral point voltage will
be zero, . If this is not the case the neutral voltage can be found by adding
up the three equations in (2.4) and using (2.3) to eliminate all the current terms. If
the induced voltage also adds up to zero , then  can be writ-
ten as
(2.9)
The equations (2.3)-(2.9) builds up the basic equations for the electrical system. In
practice, several simplifications are usually possible. These simplifications will be
presented later on in section 2.8.
2.5 The mechanical system
The only moving parts of a PMSM are the rotor and the rotor bearings. The
robustness and reliability of the PMSM is a direct consequence of its uncompli-
cated structure. The starting point for a model of the mechanical system is New-
ton’s second law
(2.10)
Figure 2.3: Four different torques act on the rotor shaft. 
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From Fig. 2.3 four different torques that act on the rotor can be recognised
 Electromagnetic torque [Nm]
  Load torque [Nm]
  Cogging torque [Nm]
  Friction torque [Nm]
The electromechanical torque , can easily be found as a product sum of the
currents , and the induced voltages , in each phase.
(2.11)
This gives the following electromechanical torque for a 3-phase PMSM where the
induced voltages are taken from (2.32)
(2.12)
Even if the mechanics of a PMSM is simple it is not easy to modelize. This is
mainly due to many non-linear phenomenons such as friction, cogging torque and
core losses. For some of these phenomenons, such as the cogging torque and core
losses there exist no unified theory. Furthermore, the viscous and the static friction
in ball bearings are usually highly non linear, especially at low speeds. The core
losses will be dealt with in section 2.6 and the cogging torque and non-linear fric-
tion will be individually addressed in section 2.5.1 and 2.5.2. For the moment it
will be assumed that they are non-linear functions on the form
(2.13)
From equation (2.10) - (2.13) the following relationship between phase currents
and rotor acceleration can be established
(2.14)
This equation makes the necessary connection between the mechanical and the
electrical system. In some applications the load torque  is not known in
Tem
τL
TC
Tf
Tem
ii ei
Tem
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Ω
-------
eiii
Ω
------
i
∑= =
Tem K– m ia θe( )sin ib θe 2π3-----–⎝ ⎠
⎛ ⎞sin ic θe 2π3-----+⎝ ⎠
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TC TC θm( )=
Tf Tf Ω( )=
J
td
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advance. As seen in (2.14) it plays however an important role in the mechanical
model. This problem will therefore be specifically addressed in section 4.6.3
where it will be shown how an unknown load can be estimated on-line by the
Kalman observer.
Furthermore it will be shown in section 2.6 that in some cases the core loss from
the rotor flux can be interpreted as a braking torque. However, this phenomenon is
in most cases neglected since the existing models for this torque are very complex
and for most practical applications unusable.
2.5.1 Cogging torque
The cogging torque , was introduced in Fig. 2.3. All PMSM with slots have a
certain amount of cogging torque. The manufacturers constantly tries to diminish
this unwanted torque but there are only a few slotless machines which can be said
to be truly without cogging torque, [25]. The torque can be derived from the deri-
vation of energy as
(2.15)
where  is the total reluctance and  is the total magnetic flux. The total reluc-
tance is not easy to estimate, but it can be found by the use of an equivalent mag-
netic circuit or through FEM (Finite Element Method) simulations. It is however
more common to approximate the cogging torque as sinusoidal. The periodicity
depends on the number of pole pairs , as well as the number of slots. Usually,
there is also a phase shift  which depends on the motor design. As an example
the HSM motor from Chapter 7 have a cogging torque equal to
(2.16)
while the linear ironless motor in Chapter 7 have a cogging torque equal to zero
, since the glider does not contain any ferromagnetic material.
2.5.2 Non-linear friction
The friction in a PMSM comes mainly from the rotor bearings. If the motor is con-
nected to an external load via a gear box the friction can be an important part of
the total power loss. The friction effects has often a non-linear nature, and espe-
cially at low speeds where a stick-slip effect can be present. A typical example of
the rotor friction as a function of the rotor speed can be seen in Fig. 2.4. This
example is taken from [56].
TC
TC θm( ) 12--φm
2
θmd
dℜ
=
ℜ φm
p
ϕ
TC θm( ) KC 4pθm ϕ+( )sin=
TC θm( ) 0=
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Figure 2.4: A typical example of non-linear friction in a PMSM due to
stick-slip effects in the bearings.
If the graph above is known, it is possible to create a look-up table and approxi-
mate the friction torque with interpolation between adjacent points. It can however
be difficult to obtain this type of graph with good precision. A measure like this
requires a complicated test-bench with high precision instruments. It is more real-
istic that the friction torque can not be directly measured, but appears indirectly in
the measurement of the phase current. This leaves four options. 
The first solution is to consider the friction as part of the unknown load torque
and to use the Kalman filter to estimate this quantity. 
A second solution is proposed in [56] where the non-linear friction torque is es-
timated from the phase currents by a Neural Network. This approach shows good
results. The disadvantage of this method is that the weights in the Neural Network
has to be set through an advanced learning process. This can be done either on-line
or off-line. 
The third option is to use the LuGre model for dynamic friction as presented in
[14]. In this model the friction torque is modelled as the average deflection force of
elastic springs. When the deflection is large enough, slip occurs. The model re-
quires several parameters to be determined in advance, this is usually done with
identification experiments.
The fourth and most common solution is however to consider the friction torque
as linear, occasionally with a stick-slip effect at zero speed, this approach is pre-
sented in section 2.8.4.
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2.6 Core losses
When a ferromagnetic material such as iron is exposed to a time varying magnetic
flux, a certain amount of the power will be absorbed in the material by a phenom-
enon called core loss. Core loss is the common name for the power loss due to
hysteresis , and the power loss due to eddy currents . The lost power heats
up the iron structure i.e. the iron in the rotor, stator and supporting structure.
In a PMSM the time varying magnetic field can be caused by either the stator
currents or by the permanent magnets in the rotor.
The core loss is a phenomenon which is very difficult to modelize. Intuitively it
makes sense that the power loss is proportional to the amplitude of the magnetic
flux  [38]. It is also reasonable to believe that it depends on the frequency . A
very simplified model for  and  is the following
(2.17)
where  and  is material dependant constants. This type of model is often used
in practice to make an estimation of the core loss at a certain operating point i.e. at
constant speed and constant frequency. Even if the models are simple in appear-
ance they are difficult to evaluate, especially for a dynamically changing system.
However, if the relationships in (2.17) happens to be known great care must be
taken before integrating them into the model. The main difficulty is that the rela-
tionships are non-linear and therefore the superposition principle is not applicable.
Two trivial cases can however be identified. In the first case, there is only stator
currents and the rotor speed is zero. In the second, the stator currents are zero and
the rotor is moving.
If the rotor speed is zero, only the stator currents , will produce a variable mag-
netic flux. Furthermore it is known that  is directly proportional to . If it is as-
sumed that  in (2.17). At constant frequency the total core loss  can be
expressed as
(2.18)
This power loss can be interpreted as the power consumed by two resistors 
and . Since the current  is not equal to the phase currents  these resis-
tors must be placed in parallel to each phase, see Fig. 2.5 below.
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Pc kcf2B2=
kh kc
i
B i
n 2≈ Pt
Pt Rhi
2 Rci
2
+=
Rh
Rc i ia ib ic, ,
18
Chapter 2 Modelling of PMSM’s
Figure 2.5: When the rotor speed is zero, the core loss due to the stator
currents can be interpreted as a resistor net in parallel with each phase.
In the opposite case the rotor is moving while the rotor currents are zero or close to
zero. In this case the magnetic flux comes from the rotor with a frequency which is
equal to the electrical rotor speed . The power loss can be interpreted as a load
torque according to
(2.19)
Many attempts have been made to modelize more accurately the core loss phe-
nomenon, see [18] and [25], but the solutions is often very complex or based on
measurements with associated look up tables. The solutions are also specific for
each application. Besides the two trivial cases described above, the existing mod-
els for core losses are unsuitable for the use in observers or for the design of con-
trollers.
2.7 A state-space model for PMSM’s
In section 2.4 the electrical part of a PMSM was discussed in detail and in section
2.5 the mechanical system was thoroughly analysed. In this section these results
will be combined to create a state-space model which can be used for many differ-
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2.7 A state-space model for PMSM’s
ent types of PMSM’s. With small modifications it can be used for Hybrid Stepper
Motors as will be seen in Chapter 7 but also for linear ironless PMSM as shown in
Chapter 6. For the model presented in this section the following assumptions have
been made:
- The PMSM have a 3-phase Y-connected winding.
- The Self/Mutual inductances are time independent, 
- The inductances are independent of the rotor position, 
- The core losses are neglected.
- The Back-EMF voltage is sinusoidal according to (2.6).
- Any skin-effects in the rotor windings are neglected since the fre-
quency rarely exceeds 8000 Hz which is approximately equal to 500
000 rpm for a single pole-pair motor, see [52].
For control purpose and for the use in observers it is desirable that the motor
model is expressed on state-space form. A first step towards a state-space model is
the choice of state variables. From the equations (2.4) and (2.5) a natural choice is
to group all the flux linkages from the stator currents and use them as state varia-
bles. Equation (2.7) can then be used to express the flux linkage in terms of induct-
ances , and currents . This will give the following three state variables for the
electrical part of the system
(2.20)
When it comes to the mechanical part of the system, the rotor speed  seems to
be a good candidate since it is the only time derivative in equation (2.14). To com-
plete the mechanical system, the following trivial relationship between rotor speed
 and rotor position  has to be introduced
(2.21)
Furthermore,  is defined as the fifth and last state variable. The electrical state
variables have been chosen according to (2.20), but the mechanical equation
(2.14) is a function of the three phase currents . It is therefore necessary to
make a change of variables. In matrix notation (2.20) can be written as
td
dL 0=
θmd
dL 0=
L i
ΨA Ψa Ψam– Laa Lal+( )ia Labib Lacic+ += =
ΨB Ψb Ψbm– Lbaia Lbb Lbl+( )ib Lbcic+ += =
ΨC Ψc Ψcm– Lcaia Lcbib Lcc Lcl+( )ic+ += =
Ω
Ω θm
td
dθm Ω=
θm
ia ib ic, ,
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(2.22)
an inversion of this expression yields
(2.23)
which can be directly used to replace the phase currents in (2.14). The elements in
 can be found by any numeric or algebraic method such as Gauss-Jordan
Elimination.
Sometimes it can happen that  is singular due to the special symmetry of cer-
tain motor types. In this case it is evidently impossible to make an inversion as pro-
posed in (2.23). An example of a singular system would be a motor where the flux
leakage can be assumed to be zero
 (2.24)
and when 
(2.25)
for . If this happens a simple remedy is to make a Clarke transforma-
tion (see 3.2.1) which will transform the symmetric 3x3 matrix into a diagonal 2x2
matrix. This 2x2 matrix can then be inverted without any problems. This transfor-
mation is very effective since the basic problem for a symmetric 3-phase system is
that there is redundant information, one of the colon-vectors in  is a linear com-
bination of the other two. The system model is therefore better of in a 2-D coordi-
nate system instead of a 3-D coordinate system.
Now, going back to the 3-D system in (2.23). To simplify the notation in the fol-
lowing sections, the elements in  will be defined as
(2.26)
Finally, a state-space model can be obtained by introducing the previously defined
state variables  into the equations (2.4) and (2.14). The
induced voltages  can be defined as sinusoidal according to (2.32) or
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they can be defined to have a more general waveform if (2.6) is used. The state-
space model that follows is given by
(2.27)
Given the assumptions that was made in the beginning of this section, this is a
general state-space model for a PMSM. The model is well suited for simulations,
but it can also be used in observers. It is given from the choice of state variables
that the model does not explicitly contain the three phase currents, but these can
easily be found from (2.23).
2.8 Simplifying the model
For practical applications, the model that was presented in (2.27) can often be sim-
plified. How much the model can be simplified depends of course of the motor
type but also what the purpose of the model is. For control purposes it can be
enough with a simple model which describes the major dynamics in the system,
but if the model is supposed to be used as an observer it is important that it is as
precise as possible. 
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In the following sections several possible simplifications will be presented and
a reduced model based on these assumptions will be presented in the end.
2.8.1 The neutral point voltage and vector control
The voltage at the neutral point  can often be assumed to be zero i.e.
(2.28)
According to (2.9), this can be motivated if the voltages applied to the voltage ter-
minals sums up to zero, in other words if
(2.29)
Note that (2.29) is always true if a vector control according to Chapter 3 is used,
i.e. the controller is implemented in the dq-reference frame.
2.8.2 Simplifying or neglecting the inductance
Another relevant simplification applies to the mutual and self inductances. The
mutual inductance between two phases can be hard to determine. In a rotational 3-
phase PMSM a standard assumption is to set the mutual inductance to minus one
half of the self inductance, see [38]. This assumption is based on the geometry
properties of the stator windings. Furthermore, if the windings are symmetric the
self inductance in each phase are equal, which results in
(2.30)
For some motor types the simplification can be taken even further. Due to symme-
try the mutual inductance is sometimes very small and can therefore be com-
pletely neglected. This is true for the HSM presented in Chapter 7 and also for the
linear ironless PMSM presented in Chapter 6. To be compatible with these exam-
ples the mutual inductance is neglected also in this model.
In model (2.27) it was assumed that the inductance is constant with respect to
time
un
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(2.31)
It will however be seen later on in section 5 that this statement is not always valid.
For most motor types the inductance depends on the rotor position, the phase cur-
rent and also the temperature. These non-linear phenomenons are important when
it comes to determining the rotor position at standstill. For normal operation of the
motor, which is the purpose of this model, they are however of little importance.
Measurements on several different motor types show that the change in induct-
ance never exceeds 5% and typical values are around 1-3%.
2.8.3 Induced voltage equations
In many modern PMSM’s the induced voltage is more or less sinusoidal, and this
assumption simplifies (2.6). By using only the first harmonic in the Fourier series,
 becomes
(2.32)
This equation is simple but should only be used if it has been verified that the
induced voltage is truly sinusoidal. A position observer is for example based on
the waveform and amplitude of . For this reason it can sometimes be motivated
to use the more complex form of  as presented in (2.6) to create a reliable
model of the induced voltage.
2.8.4 Linear friction torque
When the friction torque is not estimated with one of the methods presented in
section 2.5.2 it is usually assumed to be linear according to
(2.33)
or if it is assumed that there is some stick-slip effects at zero speed
td
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(2.34)
The static friction is multiplied with the sign of the rotor speed, . This
yields a positive static friction when the rotor is moving clockwise and a negative
friction for a counter clockwise movement. Fig. 2.2 shows how the assumptions
made above approximates the friction.
Figure 2.6: The friction can be assumed to be linear with a stick-slip ef-
fect. (Real system friction (---), linear model (-----)) 
2.8.5 Neglecting core losses
Although the core losses can be quite important for some motor types, it is com-
mon that they are neglected in dynamic models. As already mentioned in section
2.6, one important reason is that they are very difficult to modelize. Some excep-
tions have been shown earlier but those are of little interest for the realistic work-
ing conditions of the motor.
As long as there is no feasible way to modelize these phenomenons without
making FEM simulations, there is not really an option other than neglecting this
phenomena. The only defence to this slightly premature assumption is that the man-
ufacturers continuously tries to keep the core losses at a minimum which will
render the presented motor model as reliable as possible.
2.8.6 A simplified model
From the assumptions made in section 2.8.1 - 2.8.5, the model introduced in (2.27)
can be simplified as follows. To start with the electrical layout which was pre-
sented in Fig. 2.2 can be redrawn according to Fig. 2.7.
Tf Ω( ) sign Ω( )Kfs K+ fΩ=
sign Ω( )
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2.8 Simplifying the model
Figure 2.7: A simplified electrical layout of a 3-phase PMSM
Since it has been assumed that the mutual flux is zero for the HSM and the linear
ironless PMSM, it is preferable to redefine the state variables as follows
(2.35)
The state variables for rotor positions  and rotor speed  is however kept as
is. From these definitions and from Fig. 2.7 the simplified motor model can be
written as
(2.36)
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This state space model is simpler than the model that was presented in (2.27), but
it still represents the basic dynamics of a PMSM. It should however not be used if
the mutual inductance can not be neglected or if vector control is not used to con-
trol the application.
2.8.7 Neglecting changes in rotor speed
When the motor has a large inertia  or when it is mostly run at constant speed,
then the motor model can be simplified by neglecting the rotor acceleration. If it is
assumed that the rotor inertia is infinite
(2.37)
then it is directly given that
(2.38)
and the motor model in (2.36) can be reduced to 
(2.39)
This model is interesting since the complexity of the model can be reduced from
order five to four. This means that a lot of calculations can be saved in the EKF
implementation if the changes in the rotor speed can be neglected, see section 4.6
for more details about the EKF. The experimental results which are presented in
Chapter 6 and 7 does not use this simplification since the inertia is relatively small
and the implementation is optimized for a fast dynamic response and not constant
speed operation.
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2.9 Identification of unknown parameters
Two different models have been presented in this chapter. One model which is rel-
atively simple and another model which is more complex but also more precise.
No model can however be more precise than the accuracy of the model param-
eters. Parameters such as phase resistance , and self inductance , can easily
be found from data sheets or other documents. Others can be estimated from simple
measurements, among those are for example the induced voltage constant .
There are however several parameters which are difficult or impossible to measure
and little is known about them at forehand, these are for example the friction con-
stants ,  and the inductance leakage . An effective strategy to treat these
unknown parameters is through system identification. In system identification
model parameters which are not specifically measurable, can be estimated from a
set of measurements of the system input and output. This problem can also be seen
as an optimization problem. The problem is to minimize the error between the mod-
el output and the real system output. If the model output fits the measurements the
search is over. 
The system output can be defined as any variable in the system which is meas-
urable. For a PMSM mounted in a test bench, this usually includes the system cur-
rents  and the rotor position . In order to make a relevant measurement
of the system outputs, the system itself has to be excited with some kind of input
signal. The input signals in this case are of course the three phase voltages
. These voltages are measured simultaneously with the system output.
More about the choice of input signals in section 2.9.1.
In this work the system identification has been applied to all parameters, known
as well as unknown. This has shown to be a successful strategy. The identification
of known parameters such as the phase resistance has been restrained within an in-
terval which is close to the datasheet value. The result shows however that using a
resistance value that has been assigned through system identification gives a more
accurate model. 
All the data and figures presented in this section is taken from measurements on
the linear ironless PMSM in Chapter 6. The model used for the identification is also
taken from this chapter, see equation (6.10). The movement of this motor is linear,
so it is therefore more correct to talk about force instead of torque and glider instead
of rotor. Which model is used is however of little importance, the procedure of sys-
tem identification remains the same no matter the model. One exception is a strictly
linear model which can be treated more easily with linear regression, but in this the-
sis the systems are non-linear without exception.
R Laa
Km
Kf Kfs Lal
ia ib ic, , θm
ua ub uc, ,
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2.9.1 Identification data
To make the system identification work, great care should be taken to the choice
of input signal. The ideal input signal for identification experiments stimulates as
many frequencies as possible in the system. One signal type that fulfils this criteria
is Pseudo Random Binary Signals (PRBS). This type of signal can not be used for
the model in (2.36) since the input signals equal the three phase voltages. It is
therefore necessary to make the identification experiment under closed loop oper-
ation to be able to stimulate acceleration and deceleration of the glider. The meas-
urements should however be as representative as possible and contain a typical set
of slow as well fast dynamics. An example of slow dynamics in this case are glider
acceleration or deceleration, and the fast dynamics are typically current and volt-
age steps.
Furthermore, the estimation of the unknown parameters will be biased towards
the test conditions under which the measurement data was collected. In practice this
means that measurements should be made under conditions which resemble as
much as possible the normal working conditions of the motor. 
Another constraint that can limit the choice of in signals is the finite memory
length on the test equipment. The hardware used in this work limited the measure-
ment data to a maximum of 16000 data points, which corresponds to about 0.25 [s]
of data acquisition. The sampling rate , had to be relatively high due to the fast
electrical dynamics, see section 2.9.2 for a longer discussion on the choice of sam-
pling frequency.
From the argumentation above and from some “trial and error” tests, a good data
set for identification was found when the motor was making a fast step movement
under closed loop operation, see Fig. 2.8. This is a movement which much resem-
bles the standard operation for this motor type. The true input signals into the model
are the phase voltages but these cannot be chosen arbitrarily under closed loop con-
trol. The three phase voltages are given by the controller output and they are pre-
sented in Fig. 2.9. These input signals are later on fed to the model during the
identification process.
Ts
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Figure 2.8: Movement of the glider during the identification experi-
ment. A fast step movement was found to give satisfying results.
Figure 2.9: The three phase voltages during the identification experi-
ment.
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2.9.2 Choice of sampling frequency
The sampling rate , will be determined by the fastest dynamics in the system.
For the PMSM model in (2.36), this is without any doubt the electrical time con-
stant. A good rule of thumb is that the sampling frequency should be ~10 times
larger than the closed loop bandwidth of the system. This will result in approxi-
mately 4-8 samples on the step response which in this case is the current, see Fig.
2.10.
 
Figure 2.10: A well chosen sampling frequency makes 4-8 samples on
the step response of the fastest dynamics, which in this case is the cur-
rent.
To avoid aliasing effects, the Nyquist sampling theorem which is also referred to
as the Shannon criterion has to be fulfilled at all times
(2.40)
where  is the cutoff frequency of the measured signal. The bandwidth of the
measured signal is therefore limited by an analog filter, see also section (6.2.3).
Taking into account the two criteria above, gives the following sampling rate
(2.41)
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2.9.3 A few words about identification tools
There exist nowadays a wide variety of different software tools for the optimiza-
tion and identification of linear and non-linear problems. Two different tools have
been used to solve the problem of parameter identification. The first tool is a
brute-force method called GBOS (Grid Based Optimum Search). This tool
traverses a grid of possible solutions and it was written in the C-language by the
author of this thesis. GBOS is simple but slow. It can however be efficiently used
to find a first optimum which can be a starting point for more advanced tools. 
The second tool is the commercial software Pro@Design, which is based on a
steepest gradient algorithm called SQP (Sequential Quadratic Programming).
Many other commercial software packages such as Matlab are based on the same
algorithm. There are also some free software packages available for non-commer-
cial purposes, amongst them you can find CFSQP, NPSOL and OPTIMA. The fi-
nal choice of a commercial software was highly influenced by the availability and
the support of Pro@Design given to our laboratory.
2.9.4 Identification process
As mentioned in section 2.9.1 the choice of input signal has a great influence on
the final result of the parameter identification. Once a good representative set of
measurements have been made, the identification process can start. 
The measurements are made at a constant time interval , and a total of 
measurements are made of the input , and the output 
(2.42)
where the input is defined as
(2.43)
and the output as
(2.44)
The input vector  can then be fed to the motor model which will return an
output vector
(2.45)
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The vector  represents all the unknown or uncertain parameters in the model
given by
(2.46)
with the following definitions
Phase inductance [H]
Phase resistance [Ohm]
Induced Voltage/Force Constant [Vs/m]
Friction force [Ns/m]
Mass of moving part [kg]
If the model is good, the output vector (2.45) will match the measurement of the
system output. However, there will always be some discrepancy and a natural esti-
mation of the prediction error for each sample is
(2.47)
As mentioned in section 2.9 the identification process can be interpreted as an
optimization problem. Consequently, the unknown parameters can be found by
minimizing the following expression with respect to 
 (2.48)
where  is a diagonal weighting matrix which can be useful for scaling of the
variables or when there is one variable which is more important than the others. In
this example  has been set to
(2.49)
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 is set to this value to scale the errors to approximately the same level. Tests
have been made where the scaling matrix was given a value that emphasized a
correct speed and position estimate. The simulations showed however no signifi-
cant improvement.
Because (2.45) is a numerical simulation of a non-linear system, it is not possi-
ble to find an analytical solution to (2.48). With today’s powerful computers it is
however possible to solve this minimum problem numerically with enough preci-
sion and usually with good results. 
Before the optimization of (2.48), the model was simulated with parameter val-
ues based on datasheet values and estimations of the physical constants. In this first
simulation the parameter values shown in Table 2.1 were used.
Simulations of the glider position and the phase current  are presented in Fig.
2.11 and Fig. 2.12. In both figures the simulation result is compared to the true
system output which was measured during the data acquisition. It can be seen that
the simulated position in Fig. 2.11 is more or less correct during the acceleration,
but it diverges during the deceleration. The simulated currents in Fig. 2.12 is at all
times to large and during the deceleration they are also out of phase. From this it
can be concluded that the model with these parameters is quite far from the real
system.
TABLE 2.1
PARAMETER VALUES FROM DATASHEET
PARAMETER VALUE SOURCE
0.91e-3 [H] Datasheet value
4.5 [Ohm] Datasheet value
11.23 [Vs/m] Measured at constant speed
7 [Ns/m] Guess based on power con-
sumption at no load
0.8 [Kg] Datasheet value
W
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Figure 2.11: Comparison of the glider position between the system
(---) and the model output (-----) with datasheet parameters.
Figure 2.12: Comparison of the current in phase ‘A’ between the system
(---) and the model output (-----) with datasheet parameters.
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2.9 Identification of unknown parameters
To improve the simulation results the parameters were identified by minimizing
the expression (2.48). This was done in two steps, at first the algorithm GBOS, see
section 2.9.3, was used to find a local minimum. This minimum was then used as
a starting point in the more advanced optimization tool Pro@Design. This tool
found a slightly better optimum, but there is no guarantee that this is a global opti-
mum. The model was however significantly improved when compared to the sim-
ulations presented in Fig. 2.11 and Fig. 2.12. The identification process gave new
parameter values as shown in Table 2.2.
Note that the change in the resistance value is very small, ~1.51%. From Fig. 2.12
it could have been tempting to increase the resistance in order to reduce the phase
current. The identification shows however that this type of intuitive conclusions
can be misleading. 
A new simulation with these parameter values gave a significantly better result
as can be seen in Fig. 2.13 and Fig. 2.14. The simulated position in Fig. 2.13 does
not diverge during deceleration which was the case with the old parameter values.
Additionally, the simulated current is almost identical to the real current, see Fig.
2.14.
It is however prudent to verify the obtained model more extensively in different
working conditions and with a different data set. This will be shown in the follow-
ing section.
TABLE 2.2
PARAMETER VALUES FROM IDENTIFICATION
PARAMETER VALUE CHANGE
0.0010 [H] 10.8%
4.4322 [Ohm] -1.51%
7.8159 [Vs/m] -30.4%
2.9417 [Ns/m] -57.9%
0.7683 [Kg] -3.95%
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Figure 2.13: Comparison of the glider position between the system (---)
and the model output (-----). Parameters from the identification process.
Figure 2.14: Comparison of the current  between the system (---) and
the model output (-----). Parameters from the identification process.
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2.10 Verification of model
2.10 Verification of model
Once a model has been conceived it should be extensively compared with meas-
urement data from the real system before it can be trusted. It can be especially
clarifying to compare the model with data that has not been used in the identifica-
tion process. This section will present such an example. The motor is in this case
forced to make a small back/forth movement as shown in Fig. 2.15. The glider
position error might seem quite large but this is mainly caused by the fact that the
movement is very small, approximately 10 mm. Even at standstill, the total posi-
tion error never exceeds 1.6 [mm] as can been seen in Fig. 2.16. Additionally the
glider speed and the three phase currents are also presented in Fig. 2.17 and Fig.
2.18. 
Since the simulation results are satisfying, the identification problem can be con-
sidered as accomplished. It is possible that a better solution exists, but the goal of
the identification was to find a model which describes the real system good enough.
As long as this goal has been fulfilled and as long as the model seems to be trustful
there is no reason to search further. 
Figure 2.15: Verification of the system model. Glider position from the
model (-----) and from the real system (---). 
0 0.05 0.1 0.15
0.08
0.085
0.09
0.095
0.1
0.105
0.11
Time [s]
R
ot
or
 P
os
iti
on
 [m
]
38
Chapter 2 Modelling of PMSM’s
Figure 2.16: The total glider position error in millimetres.
Figure 2.17: Verification of the system model. Glider speed from the
model (-----) and from the real system (---). 
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2.11 Validity of model
Figure 2.18: Verification of the system model. Currents from the model
(-----) and from the real system (---). 
2.11 Validity of model
It is important to consider a new model with a certain criticism. A model can never
fully describe a true system, at most it is credible around one or several working
points. The model that has been developed and verified in the sections above is
more or less reliable for the conditions under which it was constructed. The real
system might however change due to aging or wear of different parts such as roller
bearings. Excessive heating of phase windings will change the electrical charac-
teristics, the phase resistance will for example decrease when the motor heats up.
In addition, there might be volunteer or unexpected changes in the load force. All
changes of this type will influence the performance of the motor model, and the
model should be verified before it is used under new working conditions. It could
be dangerous to blindly use the model outside the boundaries for which it was
designed, Fig. 2.19.
It will however be seen in the experimental section that the presented model is
useful under many different working conditions and that it is robust against rela-
tively large changes in the real system. This is especially true if the model is used
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in an observer such as the Kalman filter. See section 7.6.4 for some experimental
tests of the robustness.
Figure 2.19: The model is valid within certain constraints, using the
model outside these boundaries can be dangerous.
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3.1 Overview
For many years the DC motor has been, and still is for some applications, the
workhorse for position and speed control applications. This is mainly due to its
simplicity of use, the habitude of design engineers and also because there have
been few competitive alternatives. With the introduction of fast microprocessors
such as DSP’s and cheap high-performance power semiconductors this trend has
changed over the last 20 years. Speed and position control applications that previ-
ously was only possible with 4-quadrant DC-motors are now realised with syn-
chronous or induction motors. This is mainly thanks to the introduction of the
vector control theory in the beginning of the 1980’s. This theory is based on the
pioneering work of Blaschke F. and Hasse K. [2], [26].
In a DC-motor the speed/torque can easily be varied by controlling the stator
current and if applicable also the armature current. This is not as simple in the case
of AC-drives such as the synchronous motor or the induction motor. In these types
of motors it is also necessary to control the phase angle between the phase current
and the induced voltage. In a DC-motor this angle is fixed mechanically by the
commutator and the brushes. For AC-drives this angle has to be controlled by the
electronic hardware and the control loop. This means that the current vector, am-
plitude and angle, is commanded by the control algorithm. The name “Vector Con-
Summary
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trol” originates directly from this strategy. If the current vector is not properly
controlled in an AC-drive the result will be a non-optimal operation and intolerance
to disturbances in the load torque. By using vector control, synchronous and induc-
tion motors can replace DC-motors in demanding 4-quadrant drives. Thus avoiding
all the disadvantages of the DC-motor such as periodic maintenance and inability
to operate in corrosive environments. Furthermore the DC-motor cannot be used in
clean environments such as medical applications or clean rooms.
There are many ways to control the current vector of an AC-drive, see [63]. The
most commonly used method for 2- or 3-phase systems is the Clarke/Park-transfor-
mation. This is also the method that has been used throughout this work. The coor-
dinate system for the Clarke transformation is commonly called the -reference
frame and the coordinate system for the Park-transformation the dq-reference
frame, where “d” denotes the direct axis and “q” denotes the quadratic axis. 
As an example of a transformation between two reference frames, take the volt-
age vector in a 2-phase PMSM motor
(3.1)
this vector can be represented in an orthogonal coordinate system, where each
coordinate axis represents one phase, see Fig. 3.1.
Figure 3.1: The voltage vector of a 2-phase PMSM motor is projected
on the dq-reference frame.
To go from the ab-reference frame to the dq-reference frame it is enough to project
the voltage vectors from one coordinate system to the other. Exactly the same idea
can be used to transform the current vector and the motor parameters.
αβ
u ua ub,[ ]=
 




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3.2 Coordinate transformations
Two different transformations and one example will be explained in detail in the
following sections. The first of them is the Clarke-transformation, the second is
the Park-transformation, and finally in section 3.2.3 it will be shown how a state-
space model of a 3-phase PMSM motor can be transformed into a model
expressed in the dq-reference frame.
3.2.1 The Clarke-transformation
The Clarke-transformation transforms a 3-phase system into a 2-phase system or
vice versa. As already mentioned the coordinate system for this transformation is
called the -reference frame. 
In a 3-phase, sinusoidal system the currents and voltages are normally separated
by 120°. This means that there is redundant “information” in the current and volt-
age vectors. The voltage vector is for example defined by the three phase voltages
(3.2)
this vector can however be expressed in an orthogonal coordinate system with
only two vectors, named  and 
(3.3)
This projection is usually called the Clarke transformation. Fig. 3.2 shows how the
three voltage vectors from (3.2) can be projected onto the -axis. 
Figure 3.2: The Clarke transformation, the three voltage vectors are
projected onto the -axis
αβ
u ua ub uc, ,[ ]=
uα uβ
u uα uβ,[ ]=
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The mathematical expression for the Clarke transformation can easily be found by
applying some simple trigonometry in Fig. 3.2. 
(3.4)
Note that the relationship  has been used in the derivation of
(3.4). Using once again the trigonometry in Fig. 3.2 the inverse Clarke transforma-
tion can also be found as
(3.5)
The main purpose of the Clarke transformation is to reduce the system complexity
by removing redundant information. This can be useful when designing a real-
time control system which might contain an observer based on a system model. If
the system order can be reduced from three to two without losing any information,
the necessary calculations can be radically reduced. 
The Clarke transformation is also used together with the Park-transformations
to transform a 3-phase motor model into a dq-model.
Finally, as a contrast to the Park-transformation, it should be noticed that the
-reference frame remains fixed to the stator.
3.2.2 The Park-transformation
The Park-transformation projects the system model, the current and voltage vec-
tors onto a rotating coordinate system. As mentioned before this coordinate sys-
tem is named the dq-reference frame. In a PMSM this reference frame is normally
fixed to the rotor. If the rotor has  pole pairs and is rotating with the angular
speed , then the angle  between the stator fixed -reference frame and the
dq-reference frame can be found as
(3.6)
uα ua=
uβ
1
3
------ ub uc–( )=
ua ub uc+ + 0=
ua uα=
ub
1
2
--uα–
3
2
------uβ+=
uc
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2
--uα–
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------uβ–=
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θe p Ω td
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To simplify the illustrations it will be assumed in the following example that
. Fig. 3.3 shows a graphic representation of the Park-transformation.
Figure 3.3: The Park transformation, .
Applying a few simple trigonometric relationships in Fig. 3.3 gives directly the
following relationships for the Park-transformation
(3.7)
and the same thing for the inverse Park-transformation
(3.8)
The advantage of the Park-transformation is that the voltage and current vectors
become constants at fixed speed operation, even if they are sinusoidal in the “real”
world. Thus, from the dq-reference frame the AC-drive can be seen as a simple
DC-motor but with the option to change the commutation mechanics. As will be
seen in section 3.2.3 the current parallel to the quadratic axis produces all the
torque, while the current parallel to the direct axis is proportional to the commuta-
tion angle.
Until now it has been assumed that the dq-reference frame was fixed mechani-
cally to the rotor itself. For a PMSM with one pole-pair , this certainly is the
case, but not for a rotor with more than one pole pair. For a PMSM with “p” pole
pairs the relation between the mechanical angle and the electrical angle can be ex-
pressed as
(3.9)
p 1=
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p 1=
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θe pθm=
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It is the electrical angle  that is used in the Park-transformation for PMSM, and
the angular speed of the dq-reference frame is therefore
(3.10)
In induction motors the Park-transformation is sometimes done to a reference
frame that rotates synchronously with the stator flux, the transformation itself
remains however unchanged. The only thing changing is the angle  which in
this case is no longer attached physically to the rotor but to the rotating flux.
3.2.3 Transformation of a PMSM motor model
This chapter will show how a state-space model of a 3-phase PMSM motor can be
transformed into a model in the dq-reference frame, by using the Clarke/Park-
transformations. For a better comprehension the two transformations will be
applied separately. In the literature it is however common practice to merge both
transformations under the name Park-transformation, but this can sometimes be
misleading and Clarke should after all be given credit for his attribution.
The starting point for this example is the following electrical equations for a
PMSM. It is assumed that the mutual inductance is small or zero and that
 and .
(3.11)
The Clark transformation (3.4), can be directly applied to the model in (3.11). This
gives the model expressed in the stator fixed -reference frame
(3.12)
θe
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θ
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The model in (3.12) is still referenced in a coordinate system which is fixed to the
stator. The model is however ready to be transformed into a rotor fixed reference
frame by using the Park-transformation. To do this it is wise to write the transfor-
mations in (3.7) and (3.8) on a matrix form.
(3.13)
The equations in (3.12) can also be written on matrix form as follows
(3.14)
The next step is to multiply the left and right hand side of this equation with the
Park-transform  and develop each term of this expression. Note that it is some-
times necessary to multiply with the unity matrix  in the expansion of
the individual terms.
(3.15)
The development of the term on the left hand side gives
(3.16)
The development of the first term on the right hand side gives
(3.17)
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and the second term on the right hand side
(3.18)
and finally the third and last term on the right hand side. 
(3.19)
From the matrix equation (3.15) and from the developments in (3.16)-(3.19), the
system model can be written in the dq-reference frame as
(3.20)
Note that these equations are independent of the rotor position. This was to be
expected since the coordinate system is fixed to the rotor.
So far only the electrical equations have been considered. A complete state-
space model should also include the basic mechanical properties of the PMSM. To
do this, a good start is the equation (2.12) for the electromechanical torque. This
equation can be developed as follows by using the Clark/Park-transformations,
(3.4) and (3.7).
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(3.21)
From (3.21) the electromechanical torque in the dq-reference frame can be
directly found as
(3.22)
By rearranging (3.20) and with an integration of the fundamental mechanics such
as friction , and load torque , the final state-space model in the dq-reference
frame can be written as
(3.23)
This model concludes the example given in this section. It has been adapted to fit a
specific PMSM but the same procedure can be used on a large diversity of differ-
ent motor types. Ranging from small ironless PMSM motors up to large induction
motors.
It can be seen in (3.23) that the torque produced by the motor only depends on
the current , which is parallel to the quadratic axis. Consequently the current ,
parallel to the d-axis produces no torque but is proportional to the phase angle of
the phase currents.
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3.3 The PID controller
The PID-controller has been frequently used throughout the experimental work of
this thesis. Since it is well known to most engineers it will only be briefly pre-
sented. The aim is mainly to familiarize the reader with the syntax used in this
work and to demonstrate some practical aspects of its implementation.
If  is the reference signal and  the controlled variable, the classical PID-con-
troller in the time domain is usually written as
(3.24)
(3.25)
Applying the Laplace transform gives the following transfer function
(3.26)
This is also the notation that will be used in the all other chapters. In most applica-
tions the controller gains are set by some “rule of thumb” such as Ziegler-Nichols
or Åström-Hägglund [23], [68]. 
If a more exact system model  is known, a pole placement or loop shaping
strategy can be used. The closed loop system can then be written as
(3.27)
and setting the poles of this transfer function allows for an accurate design of the
dynamic and stability properties of the system.
For a realistic time discrete implementation of the PID controller several modi-
fications should be made in equation (3.26) to avoid problems due to noisy meas-
urements and limitations in the control variable.
The integral part should be implemented with some kind of anti wind-up strate-
gy. This is especially important when the control variable is limited and the refer-
ence signal changes in large steps. One simple and effective strategy is conditional
integration. The integral term , is held fixed if the control error is larger than a
certain constant
r z
e t( ) r t( ) z t( )–=
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3.4 The LQ controller
(3.28)
All measurements contain some level of noise. It can therefore be difficult or
impossible to use a pure derivation of the error signal . The derivation in
(3.26) should therefore be replaced with an approximation on the form
(3.29)
For low frequencies this approximation is close to , but high frequencies are
scaled by the factor .
3.4 The LQ controller
As an alternative to the classical PID controller structure presented in section 3.3,
a Linear-Quadratic state-feedback controller (LQ-controller) can be used to
achieve a more model based approach to the control problem. This will avoid the
standard “rule of thumb” design and “hands-on” expertise which is usually
required when setting the gains in a PID-controller. One disadvantage is of course
that a system model has to be known within a certain precision. This is however
not a problem in the context of this thesis since the system states are usually recon-
structed with a state-observer. The same model which is used for the observer can
also be used for the design of the LQ-controller, with some simplifications.
The non-linear model in (2.36) can usually be reduced to a linear model for con-
trol purposes. This is possible with some simple variable transformations. The fact
that the electrical time constant is much smaller than the mechanical time constant
is useful if the control of the mechanical system is separated from the electrical one.
This separation results in the cascaded controller shown in section 6.5.
3.4.1 The state-feedback controller
Assume that the control object is a n-dimensional linear SISO (Single Input Single
Output) system, described by the following state-space equations
In KI e t( ) td
0
t
∫=
In IMax= if e ε>
e t( )
sE s( ) s1 Tds+
---------------- E s( )≈
s
1 Td⁄
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(3.30)
where  is the controlled signal. From (3.30) and the theory in appendix A.1 the
transfer function  can be found directly as
(3.31)
where  is the symbol for the unity matrix. The LQ-controller is a variant of the
state-feedback control scheme. For an n-dimensional SISO system with a refer-
ence signal , a state-feedback controller can be written on a general form as
(3.32)
The gain matrix  is a n-dimensional row vector, while  is 1-dimensional
since there is only one reference input. The entire control structure for the system
 can be seen in Fig. 3.4.
Figure 3.4: Structure of a state-feedback controller with reference sig-
nal. 
It can sometimes be necessary to introduce an integration term in the controller to
avoid a static error on the output, the most straightforward way to do this is to
introduce an extra state-space variable
(3.33)
where the output z can be replaced by
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3.4 The LQ controller
(3.34)
The state-space equation (3.30) is then transformed to
(3.35)
The LQ-controller can now be designed using this extended system. The control
structure of this system can be seen in Fig. 3.5.
Figure 3.5: Structure of a state-feedback controller with reference sig-
nal and an additional integration to avoid static errors.
The proposed feedback can be introduced in equation (3.30), this gives the follow-
ing state-space equations of the closed loop system
(3.36)
The behaviour of the closed loop system is determined by the poles or eigenvalues
of the matrix . As there is n eigenvalues and n parameters in the gain
matrix  it is theoretically possible to place the poles of the system at positions
which gives the system any desired dynamic behaviour. This might seem ideal,
but in practice the pole placement is limited, particularly by the amplitude of the
control variable . This is where the LQ method makes a good job by calculating
a gain  which is a good compromise between a fast response and small control
variable amplitudes. It is of course also necessary that the system is controllable
according to Appendix A.5.
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3.4.2 Calculating the LQ gain
As discussed in the previous section the gain matrix  should be chosen in such
a way that the dynamic behaviour is satisfied, but at the same time the amplitude
of the control variables should not exceed the capabilities of the system. Addition-
ally the stability conditions of the closed loop system should of course be
respected. The control error is defined as
(3.37)
The problem of finding an appropriate candidate to  can be formulated as an
optimum search of the following objective function
(3.38)
Note that the first term in the objective function minimizes the control error .
While the second term minimizes the amplitude of the control variable. The two
matrices  are weight matrices which define the significance of the control
error and the amplitude of the control variable. They should be regarded as design
variables and it can take several tests and simulations before an acceptable behav-
iour of the overall system has been found, see section 6.5 for a full example of a
LQ position controller for a linear ironless synchronous motor.
The solution to the minimum problem (3.38) is given by the following gain ma-
trix
(3.39)
where  is the solution to
(3.40)
The solutions to this matrix equation can be found in most literature on control
theory, see for example [23]. Since there exists very good software tools to solve
the equation (3.40), the solution should never be made by hand except for trivial
problems. For a software resolution see for example the ‘lqr’ command in Matlab.
Once  is calculated, the scaling matrix  should be set so that the static gain
of the closed loop is 1. If  this is simply done
by setting
(3.41)
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This concludes the calculation of the controller gain, but this does not necessarily
mean that the design process is finished. The system might conform well to the
dynamic constraints and with reasonable amplitudes on the control variables, but
there are other important issues that should be considered. Especially before the
calculated controller is tested on the real system. Important properties of the
closed loop system are for example noise sensitivity, phase margin and amplitude
margin. These issues amongst others will be discussed in the following section.
3.4.3 Stability and noise rejection
As discussed in the previous section a successful design of a LQ-controller may
demand several iterative steps before an acceptable behaviour is found. It may
seem that there is little won compared to the “hands-on” adjustment of a PID con-
troller, but one big advantage of the LQ controller is the stability that follows
directly from the design routine.
If all system states are measurable, it follows that the phase margin is at least
, the amplitude margin is infinity and that the sensitivity function is smaller
than 1, see [23]. The fact that all states are measurable is however not always real-
istic. It is more common that the states are reconstructed with a Kalman filter. In
this case the LQ-controller guarantees neither the stability nor the sensitivity of the
system.
60°
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4.1 Overview
This chapter gives an introduction to the theory of observers and in particular the
Kalman observer which is historically also referred to as the Kalman filter. The
name observer comes from the algorithms ability to estimate (observe) non-meas-
urable states of a system. A non-measurable state is a system variable that is diffi-
cult or expensive to measure. In PMSM’s, non-measurable states are typically the
rotor speed, the rotor position and the load torque. The observer is however not
capable of producing miracles and the position information has to come from
Summary
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somewhere. In order to estimate non-measurable states, other variables such as the
phase voltages/currents have to be measured and fed to the observer. 
To start with a brief introduction to the general theory of observers will be dem-
onstrated in section 4.4. After this two different types of Kalman filters will be pre-
sented. At first the classical Kalman filter and its basic equations in section 4.5.
Based on these equations, the Extended Kalman filter is introduced in section sec-
tion 4.6. This type of observer is capable of handling highly dynamic non-linear
systems.
4.2 Why using the Kalman filter and related work
Sensorless control is not a new science and throughout the years, many methods to
extract the rotor position information from the induced voltage have been pro-
posed. All these methods can be divided into two categories, active and passive
methods. 
An active method will modify the phase voltages and/or currents in order to find
the rotor position. These modifications of the phase currents will inevitably result
in electric noise and in some cases also in a loss of performance. 
A passive method is only passively observing the motor by making voltage and
current measurements, the rotor position is then calculated by combining these
measurements with a model of the system. Observers and especially the Kalman
filter belong to this category. The passive methods are suitable when sinusoidal
phase currents are desired to minimize the torque ripple and acoustic noise. If vec-
tor control is used, the passive methods are also better since they integrate well with
the control algorithm.
In the beginning of this thesis a choice had to be made between a passive or an
active method. The first project that was considered in this thesis was the HSM pre-
sented in Chapter 7. One goal of this project was to transform the HSM into an or-
dinary PMSM. This demands sinusoidal currents and a control structure suitable
for a good dynamic performance. The choice fell therefore naturally at a passive
method. Amongst the passive methods there is one that in a certain sense is optimal,
and this is the Kalman filter. 
The Kalman filter is a signal processing algorithm that is widely used to estimate
non-measurable states in many different applications. It has grown very popular
since Rudolph E. Kalman proved in the 1960’s that the Kalman filter minimizes the
estimation error for a linear system, or in other words, it is not possible to find a
better estimation of the unknown system states. This seems ideal for sensorless
control, but it should be kept in mind that the original Kalman filter can not be used
for non-linear systems such as PMSM’s. The non-linear version of the Kalman fil-
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ter is called the Extended Kalman filter, see section 4.6. It is based on a linearization
of the system model and the Kalman filter remains optimal within the linearization,
but it is not possible to show that the global solution is optimal. 
The Kalman filter is also a good choice for other reasons. The use of PWM sig-
nals gives in general high noise levels in the measurements. The Kalman filter is
designed to handle measurement and system noise in a natural way by introducing
the noise covariance matrices in the filter equations. One of the disadvantages of
the Kalman filter is the relatively high complexity when compared to other sensor-
less methods and the high computational power which is required.
From the advantages and disadvantages that was discussed above, the Kalman
filter was estimated to be the best choice for the project at hand. 
While many authors use the Extended Kalman filter [5], [6] and [11], few have
focused on the influence of the covariance matrices  and the robustness of
the algorithm. It is a known problem to determine  and  but most authors use
simple trail-and-error techniques. In [3] a normalization of the motor parameters
makes it possible to use the same EKF for several different motors, some fine tun-
ing might however still be necessary before the algorithm works as expected. As
opposed to previous work, this thesis propose the use of an optimization algorithm
to determine  and . This new algorithm is explained in detail in section 4.8.3.
4.3 Choosing a coordinate system
The Kalman filter needs a model of the system. One of the first steps in the design
process is therefore to chose in which coordinate system the model should be rep-
resented. For PMSM’s there are basically two possibilities. It has been shown in
Chapter 2 and 3 that the motor model can be fixed either to the stator reference
frame or to the rotor reference frame. 
The literature shows several examples where the Kalman filter is expressed in a
stator fixed reference frame [3], [9], but also with a reference frame fixed to the ro-
tor, see for example [32], [49] and [36]. The latter approach can however be a
source to instability of the Kalman filter. The Park transformation is used to trans-
form the stator voltages and currents into the rotor fixed dq-reference frame. To do
this, it is however necessary to have the rotor angle , which is one of the variables
that is supposed to be estimated by the Kalman filter. It is of course possible to use
 which was estimated at the previous sample time to make the Park-transfor-
mation. However, if there is an error in , for example at startup, then the entire
model used in the Kalman filter is erroneous and the observer can not converge. By
using the model in a stator fixed reference frame this problem is avoided and there-
fore this alternative has been used throughout this work. 
R1 R2,
R1 R2
R1 R2
θ
θk 1–
θk 1–
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The motor model could eventually be transformed with the Clark transformation
if necessary. This transformation does not use  and could therefore be used with-
out any foreseen problems. The reference frame stays in this case fixed to the stator
windings.
4.4 Introduction to observers
In order to make a simple explanation of the Kalman filter it is good to start with
some basic observer theory [17], [23] and [24]. 
Consider to start with, a linear system G with a control variable , and an output
signal .
The system G can for example be an electrical circuit, the economical develop-
ment of Austria, or any other system that can be described by a set of ordinary dif-
ferential equations. The differential equations are often written on a state-space
form as shown below
(4.1)
The vector  is the state variables of the system. For some systems, it is impossi-
ble or difficult to measure all the state variables. The state variables that can not be
measured are called non-measurable states. For control purposes it might however
be necessary to have an estimation of some of the non-measurable states. A first
straightforward solution to this problem would be to run a simulation in parallel
with the true system, as shown in Fig. 4.1.
Unless our system model exactly describes the true system, there will be a dif-
ference between the simulation output  and the true output . In fact, almost all
simulations will diverge, if left to run long enough.
An obvious measurement of the simulation error would be , or rewritten
. This term is actually the measurement feedback that is used in the observer
theory. The simulation presented in Fig. 4.1 can be altered to include this measure-
ment feedback as shown in Fig. 4.2.
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Figure 4.1: A pure simulation runs in parallel with the true system, this
type of simulation will diverge if left to run long enough.
Figure 4.2: The measurement  from the real system is used as a feed-
back in the simulation. This gives a stable simulation even for long runs.
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The simulation approach which is presented in Fig. 4.2 is in fact the basic princi-
ple for a Luenberger observer. By using the term  it is possible to compen-
sate for the simulation error. This makes the simulation/observation stable also for
long runs. The dynamics of the observer is determined by the weighting matrix .
This matrix determines how fast the simulation error approaches zero and should
be chosen carefully to achieve good stability and a nice response of the observer. 
One well known scheme to determine  is to use the Kalman filter or the Ka-
lman observer. It can be shown that the Kalman filter minimizes the estimation er-
ror in a mean square sense.
4.5 The Kalman filter
This section will present a short introduction to the basic Kalman filter equations.
As early as 1960 R. Kalman proposed a method to determine the gain matrix 
that was introduced in Fig. 4.2. His work was focused on minimizing the estimation
error
(4.2)
where  is the real system states and  is the observer estimation of the system
states. Recall that the state-space equation of the real system can be written as
(4.3)
and the observer equation
(4.4)
By subtracting (4.4) from (4.3) and by using the definition in (4.2), a model of the
estimation error can be found as
(4.5)
Since  and  are constant matrices, it can be seen that the dynamics of the esti-
mation error can be chosen almost arbitrarily by setting . In this simplified
model the estimation error can thus be driven towards zero arbitrarily fast by set-
ting a large gain . The model in (4.3) and (4.4) is however stripped from all
influence of disturbances and in a more realistic situation the choice of  is usu-
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ally a compromise between sensitivity to measurement noise and the stability of
the estimation error (4.5). Given the covariances  for the system noise and 
for the measurements noise,  can be determined as
(4.6)
where  is the solution to the following stationary Riccati equation
(4.7)
the origin of this matrix equation is outside the frame of this thesis, see [23] for
more details. It will however be shown below how  can be calculated for a time-
discrete system. 
The time-discrete domain has been chosen since this corresponds better to the
work presented in the experimental section, where the Kalman filter has been im-
plemented in a DSP (Digital Signal Processor). At first, the model in (4.1) is trans-
formed into its time-discrete equivalent by using for example the Zero Order Hold
method described in appendix A.2, this results in the model
(4.8)
In this model  and  are assumed to be white noise sources with a normal dis-
tribution and with the following covariance matrices
Covariance of system noise, 
Covariance of measurement noise, 
Covariance between  and 
Since the noise sources are supposed to be uncorrelated, the covariance .
The discrete Kalman filter for the system in (4.8) can be divided into a “Measure-
ment update” and a “Time update”, the notation used in the following equations is
explained in appendix C.2
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(4.9)
The equations presented in (4.9) is the classical time-discrete Kalman filter for a
linear system. The state estimates are given by  and any output variable
can be found from
(4.10)
It should be noted that this estimation is actually a prediction of the system state
for the next sampling interval . This conforms to the needs in a Real-Time
implementation, where the estimated states are often used in a controller at the
next sampling interval.
4.6 The Extended Kalman filter
The classical Kalman filter was invented for linear systems only. Many real sys-
tems, including PMSM’s, are however non-linear. If the non-linearities are of
minor importance they can often be neglected. Non-linearities that can not be
neglected have to be compensated for in one way or the other, before a Kalman fil-
ter can be applied to the system. 
One effective method to linearize non-linear equations around a certain working
point is Taylor series. Applying a Taylor series to the non-linearities in the system
equations results in a version of the Kalman filter called the Extended Kalman filter
(EKF). This observer is capable of handling almost any non-linear system at the
cost of calculating Taylor series at each time sample. The Extended Kalman filter
can not be proved to be optimal, but this does not mean that the solution is bad. On
the contrary, the non-linear version of the Kalman filter usually performs very well
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as will be confirmed by the experimental results in Chapter 6 and 7. Consider as a
start, a non-linear system written in state-space form
(4.11)
where  is the state variables,  the system output and  is a non-linear but
known function with a control variable .
For some systems, such as PMSM’s, it is possible to split the non-linear equation
 into two parts. One part depends on the system states and the other depends
on the control variables as shown below
(4.12)
Two steps are necessary to transform the non-linear system in (4.11) into an
Extended Kalman filter. These steps are discretization and linearization. The order
is of less importance, but it is usually easier to start with linearization and then dis-
cretization. It must be stressed that both steps introduce model errors, and this is
also why it is so difficult to prove whether the EKF algorithm is optimal or not. 
4.6.1 Linearization of the system model
At first, define a working point  which will be used in the Taylor series. Accord-
ing to the definition of the Taylor series, it is valid in a region which is smaller
than 
(4.13)
Applying a Taylor series to the non-linear part in equation (4.12) around the work-
ing point  gives
(4.14)
Neglecting the higher order terms , allows the state-space model in
(4.11) to be rewritten as
(4.15)
x· f x u,( )=
y Cx=⎩⎨
⎧
x y f x u,( )
u
f x u,( )
f x u,( ) g x( ) Bu+=
xˆ
ε
x xˆ– ε≤
xˆ
g x( ) g xˆ( ) g∇ xˆ( ) x xˆ–( ) O x xˆ–( )2( )+ +=
O x xˆ–( )2( )
x· g xˆ( ) g∇ xˆ( ) x xˆ–( ) Bu+ +=
y Cx=⎩⎨
⎧
66
Chapter 4 Observers and Kalman filter theory
The next step is to introduce the following change of variables
(4.16)
by using this change of variables, (4.15) can be altered into a state-space descrip-
tion which is linear in the limited region 
(4.17)
where  is the unity matrix.
4.6.2 Discretization of the system model
The second step is to find a time-discrete equivalent to the time-continuous system
equations in (4.17). The method that has been used for this is called Zero Order
Hold, see more details in appendix A.2. It is a method widely used for sampling of
continues systems, see for example [23], [69]. If the sampling time is set to ,
then (4.17) can be transformed into a time discrete model according to
(4.18)
This discrete model which is calculated on-line at each working point , can now
be used in the Kalman filter algorithm presented in (4.9).
4.6.3 Estimating unknown parameters
When implementing an observer it can happen that some problems arise due to
imprecise models. Sometimes the system model is only partly known or there
might be parameters that change in an unpredictable way. It has already been
established in the previous sections that the Kalman filter needs a good model in
order to work. So what can be done when only an incomplete model is available?
R. Kalman showed that the Kalman filter is the optimal observer for any linear
system. The keyword here is “any”. This means that if the unknown parameters
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can be introduced as state-variables in the model, the observer is still optimal.
Even better, the Kalman filter will return an estimate of each unknown parameter.
Consider a time-discrete model where the unknown signal  enters the system
linearly with the matrix 
(4.19)
This model can not be directly used in a Kalman filter since it is not uniquely
determined. The unknown signal  can be treated as random with white normal
distributed noise 
(4.20)
This equation can be introduced into the model (4.19) as follows
(4.21)
The result is an extended model where  enters the model as a state-space signal.
This model is now fully specified and a Kalman filter can be used to estimate the
original system states  as well as the unknown signal . 
Theoretically it might seem that all system parameters can be determined this
way. This is however not to be recommended. The Kalman filter might be optimal
but there is no guarantee that it remains stable under all conditions. The more un-
known parameters in the model, the more sensitive the Kalman filter will be. Sim-
ulations with a PMSM model have shown that it is difficult to obtain stability if the
model contains more than 1-2 unknown parameters. In PMSM’s the load torque is
a typical unknown parameter. The load torque can change very quickly and is not
always known in advance. The experiments in Chapter 6 and 7 will give an exam-
ple of a successful estimation of the unknown load torque by using the algorithm
that was presented above.
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4.7 Numerical tricks in Kalman filters
The time-variant Kalman filter demands a lot of calculation power and good preci-
sion in the numerical manipulations. Floating point numbers in single or double
precision is recommended to avoid numerical problems. There exist however sev-
eral successful implementations of Kalman filter algorithms in fixed point archi-
tecture, but a considerable amount of work is needed to find the proper scaling in
such an implementation. This section will briefly introduce some tricks that can be
used to avoid numerical problems. The general rule should be to start with the
standard Kalman filter presented in (4.9) and use the following remedies only if a
problem arises. 
One problem that might occur is that the calculation of  returns a matrix which
is non-symmetrical. This occurs typically when the precision is not high enough to
exactly store and represents the numerous calculations and matrix inversions that
leads to 
(4.22)
A simple and effective remedy is to force  to be symmetrical by using the fol-
lowing update once  has been calculated from (4.22)
 (4.23)
A “Square Root” implementation of the Kalman filter solves the problem above
but also other numerical problems such as badly scaled matrices, see [17] and
[24]. As the name suggests, the “Square Root” algorithm has the advantage that it
works with the square root of the matrices. Possibly large numbers will then
become smaller and the small numbers will become larger. This helps avoiding
numerical problems due to limited word length in DSP’s and other hardware
devices. 
4.8 Setting the Filter Covariances
One aspect which makes the Kalman filter a natural choice in many real world
applications is the fact that the noise sources are dealt with in a natural and mature
way. The noise sources  are considered as stochastic variables with a mean
value equal to zero. They are introduced into the model as shown in equation
(4.8). The covariance matrix  for a vector  with the length  can be
defined as
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(4.24)
where  is 
(4.25)
and
(4.26)
where  is the number of observations of the pair . The covariance matrix
for the system noise  and for the measurement noise  can therefore be
defined as
(4.27)
These covariance matrices are used in the development of the Kalman filter and
therefore they have to be known or estimated in advance, but it is rare that they
can be determined directly from the definition (4.27). 
However, the values of  and  strongly determines the behaviour of the
Kalman filter. For example, the covariance matrix of the measurement noise tells
the Kalman filter how trustful the measurements are. If there is a lot of measure-
ment noise,  is large and this indicates that the Kalman filter should not base the
state update to much on the measurements, but more on the state estimates from the
previous sample time. In the opposite case when  is small this signifies a very
precise measurement which can be used for the update of the system states. 
Since the performance of the Kalman filter depends on such a great extent on
these matrices, it is important that they are chosen precociously. Section 4.8.1-4.8.3
shows three different methods to determine  and . 
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4.8.1 By modelling
If the system noise  can be estimated to have one unique source with the stand-
ard deviation , and if this noise enters the model via the filter . Then it can be
modelled as below
(4.28)
and the covariance matrix becomes
(4.29)
A similar conclusion can be made if there are several noise sources where the cov-
ariance matrix of the noise source itself can be determined as . The noise that
enters the system via the filter  can then be modelled as
(4.30)
The covariance matrix of the measurement noise  can be treated in a similar
way.
It should be noted that this type of modelling is only possible if the noise source
 is well known or if it is possible to make measurements which allows ,  and
 to be determined.
4.8.2 By hand
As indicated in the introduction to this section the relationship between  and
 can be used to determine the behaviour of the Kalman filter. It is common to
assume that the cross correlation between the different noise sources is zero, this
implies that  and  are diagonal. If nothing at all is known in advance about
the noise source then it can be assumed that the two covariance matrices are equal
to the unity matrix
(4.31)
Note that  and  not necessarily have the same dimensions. If (4.31) does not
give a satisfying observer, then the behaviour can be changed by using the knowl-
edge of how  and  influence the Kalman filter. 
 is the covariance matrix of the system noise. A large  means that the sys-
tem changes quickly and little confidence should be put on the old system states. In
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the opposite case, a very small  means that the system changes very slowly and
there is only a small difference between the old and the new system states.
The covariance matrix of the measurement noise  influences the Kalman fil-
ter in a similar manner. A large  tells the Kalman filter that there is a lot of meas-
urement noise, and that the influence of the measurements in the state update
should be limited. Practically this means that the Kalman gain  as defined in (4.6)
is kept relatively small. A filter with this characteristic is robust against noise influ-
ence but also slow to react to changes. A small  gives a much faster observer,
but is also more sensitive to the influence of external noise.
Given these rules, a compromise which gives an acceptable behaviour of the Ka-
lman filter can usually be found without to much effort. If possible, this tuning
should be made off-line to avoid that a possible controller goes out of hand if the
Kalman filter should diverge.
4.8.3 From measurement data
In section 2.9 it was shown how the parameters in a state-space model can be
determined from a set of measurements of the system input and output. In this the-
sis it is proposed that the covariance matrices  and  is determined in a simi-
lar way. 
An input signal should be carefully chosen according to the same criteria that
was presented in section 2.9.1. This input signal should then be applied to the sys-
tem and as many system states  as possible should be logged. The Kalman filter
is then run off-line with the same input signal and the estimated states  can be
compared to the measured states, which gives an error estimate
(4.32)
where  with  measurements with a sample interval 
A weighting matrix , can also be introduced in accordance with the results in
section 2.9.4. The weighting matrix is used to scale the different error estimates and
it can also be used to give the priority to certain state-variables which are more im-
portant than the others. For a PMSM this could typically be the rotor position. The
following sum can be used to calculate the total estimation error
(4.33)
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Minimizing  with respect to  and  will result in two covariance
matrices that gives a behaviour of the Kalman filter which in some sense is opti-
mal according to (4.33). 
In order to reduce the computation time of the optimization, the covariance ele-
ments in  and  can often be grouped together. In a PMSM it can for example
be assumed that the noise covariances for the phase currents all have the same
standard deviation. 
An example of this approach is presented in section 6.4.2. It is demonstrated in
this example that the proposed method gives a very good behaviour of the Kalman
filter. The result can in some extent be controlled by changing the weighting matrix
. However, in this thesis  has mainly been used to scale the error estimates to
the same level since this has given satisfying results.
4.9 Initializing the Kalman filter
The discrete version of the Kalman filter as presented in (4.9) has an iterative
nature. This implies that the time update depends on previous values, and at some
point when the Kalman filter is started these values has to be initialized. 
To simplify the equations all examples will be given for a 2-dimensional system.
The results can however easily be expanded to an arbitrary number of dimensions.
It can be seen in (4.9) that there are two variables which depends on values at
the previous sample time, the system states  and the error covariance
. At time t=0 the following definition is made
(4.34)
Setting an initial value of the system state vector  is usually straightforward. If
the system states at t=0 is known or can be estimated, an obvious initialization of
 is
(4.35)
If nothing at all is known about the initial states of the system, the state vector is
usually set to
(4.36)
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The initial value of the error covariance matrix  can be a little more tricky.
According to the formalism of the Kalman filter the initial value should be set as
the covariance of  i.e.
(4.37)
where  is defined in (4.24). This covariance matrix is however difficult to esti-
mate and it is usually not necessary to be this strict. If the system states are zero at
t=0 then the following estimation can be used
(4.38)
where  is the covariance matrix of the system noise. 
In a more general case when the system states are not equal to zero, then an es-
timation of the standard deviation of the system states can be used to initialize .
Assume for example that it is known that the typical values of  is in the interval
 and that  is in the interval . The max/min values
 and  can then be used as an approximation of the standard deviations and
the error covariance matrix can then be set to
(4.39)
4.10 Observability and Kalman filters
It has already been mentioned in section 4.1 that the Kalman filter needs to meas-
ure at least one output signal that contains the information necessary to estimate
the system states. The measured output can be rich on information about the sys-
tem states, or it might contain very little information. It is intuitive to state that the
more information a measured signal contains, the better the estimate will be. This
conclusion can also be verified by the mathematical formalism called observabil-
ity. Note that the observability will only tell if it is possible or not to estimate the
system states from a certain measurement, it will not reveal whether the estimate
is good or bad. It will be shown below how the observability can be investigated
for linear as well as non-linear systems, and finally an example with a PMSM will
be given in 4.10.3.
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4.10.1 Linear systems
Assume at first a state-space model for a linear system
(4.40)
According to appendix A.4 the observability can be determined by considering the
following matrix
(4.41)
The system in (4.40) is observable if the matrix  has full rank
(4.42)
where  is the order of the system, i.e the vector length of . It can be seen that it
is very straightforward to prove the observability for linear systems.
4.10.2 Non-linear systems
The test of observability for non-linear systems is slightly more elaborate when
compared to linear systems. To start with, there is a difference between local
observability and observability. The most stringent of the two definitions is actu-
ally local observability which states that any state  is distinguishable from its
neighbours, whereas observability only states that  is distinguishable from
other states if you travel far enough, see also [67] and [27] for a more strict defini-
tion of observability and local observability of non-linear systems. 
The concept of local observability will be used in the following example. Con-
sider a n-dimensional non-linear system
(4.43)
The local observability of this system can be investigated with the aid of Lie deriv-
atives. A Lie derivative is the gradient of the scalar function  along the vector
field , or in mathematical terms
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(4.44)
An observability matrix similar to the one presented in (4.41) can be constructed
for the non-linear system in (4.43) by using the gradient of the Lie derivatives
(4.45)
The system (4.43) is said to be locally observable if this matrix has full rank which
is the same condition as in (4.42). 
4.10.3 Observability of a PMSM
To conclude the discussion about observability, an example with a PMSM will be
investigated and some interesting conclusions will be drawn. The model is taken
from the linear PMSM in (6.9), this is the model which is used in the implementa-
tion of the Extended Kalman filter. The model (6.9) can be written on a compact
form as
(4.46)
where
(4.47)
Assume that only the two currents  and  is measured. In reality it is the three
phase currents ,  and  that is measured and ,  is calculated by using
the Clarke transformation. The output function is however given by
(4.48)
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Since there are two output variables and because it is only necessary to prove that
, the observability matrix becomes
(4.49)
This matrix shows that the Linear PMSM is observable. There is however one
interesting exception, when the rotor speed  the fourth column from the
left is zero and the motor is no longer observable. This is perfectly in accordance
with known practice. At zero rotor speed there is no induced voltage and there is
no information about the rotor position available. The observability matrix in
(4.49) proves local stability, as mentioned previously this means that the state var-
iable  is observable in a neighbourhood to . The system is however not
uniquely distinguishable for all  since there are system states which result in the
same output, for example
(4.50)
This situation occurs when  i.e. the number of pole pairs is larger than one.
One north pole can not be distinguished from another when the only position
information available comes from the induced voltage. Basically this means that
the system is observable if you do not look to far away from the initial point. Thus,
the Kalman filter has to run continuously without interruption in order to correctly
estimate the system states. If this condition is respected all the system states,
including the mechanical position, can however be estimated accurately.
4.11 Stability/Robustness of the Kalman filter
To prove the stability of a Kalman filter, especially in the non-linear case, is a very
complex work. The stability will depend on many factors such as the quantity of
measurement noise but also on the uncertainty of the model parameters. A theoret-
ical approach of this problem has not been made in this thesis. The stability has
however been verified under realistic experimental conditions, where the real sys-
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4.11 Stability/Robustness of the Kalman filter
tem has been modified voluntarily to test the robustness against model errors. The
result of some of these tests are presented in section 6.7.5 and 7.6.4 where two key
parameters, phase inductance and resistance, were changed more that 100% with-
out influencing the convergence of the Kalman filter.
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5.1 Overview
In most sensorless applications it is essential to know the rotor position  at
standstill. If the motor is started without a priory knowledge of  it can not be
guaranteed that the motor rotates in the desired direction during startup. It is most
likely that there will be a movement in the opposite direction before the sensorless
algorithm converges to a correct position. This kind of behaviour can be cata-
strophic for applications such as open/closing valves. The task to find the standstill
position is however not easy since there is no position information available from
the induced voltage. 
A possible and frequently used information source is the inductance saliency.
This phenomenon is caused by saturation or spatial effects in the motor. The satu-
ration can be caused by either the rotor flux or the stator flux. Spatial effects occur
when the rotor is non-symmetric. This saliency information can be extracted by us-
ing several different methods that will be presented in section 5.2. 
Summary
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θ0
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One of these methods will be used in section 5.3 where a standstill position de-
tection method for a Hybrid Stepper motor is demonstrated.
A new and promising method which is published for the first time in this thesis
is based on the anisotropic properties of permanent magnets. This method differs
significantly from all other standstill position detection methods previously pre-
sented in the literature. The theory and some illustrating examples of this method
are presented in section 5.4.
5.2 Classical standstill position detection methods
All classical standstill position detection methods are based on the inductance sali-
ency. There are two major reasons why the inductance changes with the rotor posi-
tion, i.e . The first is spatial saliency and the second is saturation
saliency.
Spatial saliency means that the rotor is anisotropic either mechanically or in the
composition of the material. A typical example is Interior Permanent Magnet IPM,
motors. In this motor type the cavities that hold the permanent magnets will make
the rotor mechanically anisotropic.
Saturation saliency, as the name suggests, means that the saturation of the ferro-
magnetic material in the motor depends on the rotor position. This is typical in a
motor with a high saturation level such as HSM’s. It is of course possible that the
inductance saliency is influenced by both spatial and saturation effects.
There are three major methods to extract the position information from the in-
ductance saliency. The first method injects a carrier signal at a medium high fre-
quency into the motor, this method is presented in section 5.2.1. The second
method extracts the position information from the PWM transients as presented in
5.2.2. The third and last method injects short current pulses to measure the satura-
tion level in the motor, see section 5.2.3. 
A common problem for methods that measure only the inductance saliency is
that the periodicity is two times the periodicity of one electrical tour, i.e the meas-
urements are ambiguous. The reason for this predicament is that it is impossible to
separate the north from the south pole by only considering the spatial or saturation
saliency. This problem can be overcome by changing the saturation state in the mo-
tor by injecting considerably large stator currents, this will be exemplified in sec-
tion 5.2.3 with the current impulse method.
5.2.1 Carrier signal injection
In this method, a carrier signal is superimposed onto the fundamental excitation
current. This carrier frequency is usually a square or sinusoidal voltage signal. The
dL dθm⁄ 0≠
81
5.2 Classical standstill position detection methods
frequency range is between a few hundred Hz up to 3-4 kHz. Many authors use a
carrier frequency of 500 Hz, it seems that this has become more or less standard.
This casual choice is often motivated with a comment that the results are inde-
pendent of the frequency, it will be shown in section 5.4 that this statement is not
necessarily true. 
The voltage carrier signal is usually injected via the PWM inverter and the re-
sulting currents are measured. Many methods have been proposed on how to ex-
tract the saliency information from the measured voltages and currents. One
possibility is to track the orientation of the ellipse that is given by a time-varying d-
and q-axis current, see [48] and [55]. Others have proposed more complex tracking
observers [10], [34] and [59]. One method shows also the capability to distinguish
the north pole from the south pole, see [35]. A more straightforward method is to
directly use an inverse tangent function on the filtered d- and q-axis currents as pro-
posed in [60]. It has also been proposed in [44] that a level discrimination look-up
table can be used to find the rotor position from a square wave carrier signal.
No matter which method is used to calculate the position, the source of informa-
tion is always the same, the inductance saliency. The basics of this principle will be
briefly explained in the remaining part of this section.
As already mentioned the injected carrier signals are usually sinusoidal voltages
with an amplitude  and a frequency . These carrier signals are superimposed
onto the main voltages. For a two phase motor, the phase voltages with injected car-
rier signals become
(5.1)
where the variables  and  represent the fundamental excitation voltages
commanded by the current controller. From the electrical equations for a two
phase PMSM motor it is given that 
(5.2)
The total flux  can be developed according to the definitions in (2.5)-(2.7). To
be as general as possible it is assumed that all inductances change with the static
rotor position . Using this assumption together with (5.1) gives the following
development of (5.2)
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(5.3)
The phase currents can be found by applying a Laplace transformation to (5.3) and
rearranging the equations as shown in (5.4) below. Uppercase letters are used to
indicate all variables that are in the s-domain (Laplace) rather than the time
domain. It is assumed that the  changes very slowly or is constant.
(5.4)
It can be seen in equation (5.4) that the phase currents will be directly influenced
by the inductance saliency and thus indirectly the rotor position. This is not a sur-
prise, but what is more interesting is the fact that the injected carrier signal  and
 can be completely separated from the fundamental excitation currents  and
. If it is assumed that the bandwidth of the current controller is much smaller
than  then the carrier signal current can be separated from the excitation cur-
rents with a simple band-pass filter.
5.2.2 PWM method
It was described in the previous section 5.2.1 how the inductance saliency can be
tracked by introducing a carrier signal. An indisputable disadvantage of this
method is that a part of the voltage range has to be used for the superimposed sig-
nal. If this could be avoided the entire voltage range could be used for the com-
mand of the motor. This is one reason why several authors have chosen to analyse
the high frequency content in the PWM signals. The sharp edges in the PWM sig-
nal act as a high frequency excitation of the rotor windings. These high frequency
components will contain a certain amount of inductance saliency information. As
for the carrier signal method in section 5.2.1, this saliency can be used to extract
the position information.
In [51] it is described how the high frequency content in the phase currents can
be used to extract the rotor position for a PMSM motor. The method relies upon
several current measurements during one PWM period. To arrive at a solution the
PWM signal has to have some special properties which is not guaranteed by a
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standard space-vector PWM. A modified PWM algorithm is therefore also defined.
The algorithm shows good results over a large speed range, including zero speed.
The modified PWM algorithm induces however additional core losses into the mo-
tor.
In contrast to the previous method, the authors of [28] propose the analyse of the
PWM voltages instead of the phase currents in a squirrel cage induction motor. This
requires some extra hardware and analog filtering, the method needs also the access
of the motors neutral point. The method shows a thorough analyses of the high fre-
quency components in the measured signal. This includes an analysis of the prop-
agation of travelling waves on the motor cables as well as the influence of high
frequency common-mode currents. 
At zero speed and at zero load there is no PWM signal, the methods above needs
therefore to inject a certain current to be able to produce a position estimation. In
this steady state the two methods presented in [28] and [51] resemble the current
impulse method which will be demonstrated in section 5.2.3. Methods based on the
high frequency content in the PWM signals are however ambiguous because the
north pole of the permanent magnet cannot be separated from the south pole. With
the current impulse method this problem can be solved as will be shown in section
5.2.3.
5.2.3 The current impulse method
The current impulse method differs in one important aspect when compared to the
previous methods presented in section 5.2.1 and 5.2.2. This method explores only
the saturation saliency and not the spatial saliency of the motor, and more impor-
tant the currents impulses imposed into the motor are large enough to change the
saturation state of the motor, see [8], [15] and [41]. These large currents are neces-
sary in order to be able to distinguish the north pole from the south pole as will be
shown later in this chapter. However, large currents can also introduce hysteresis
effects in the motor which can disturb the estimation of the standstill position. This
problem will also be addressed and a solution will be proposed.
When a voltage step is applied to one or several phase windings the current will
have the following transient growth
(5.5)
where  indicates that the total phase inductance changes with the rotor posi-
tion . Fig. 5.1 shows a typical situation were two current transients at two different
rotor positions have been superimposed. The voltage step in this case have a duration
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of 0.1 [ms] with an amplitude of 40 [V]. The peak of the current is approximately 3
[A]. The motor used in this example is the HSM motor presented in Chapter 7.
The two different positions  and  is separated by 90 electrical degrees.
Figure 5.1: The phase current at two different static positions  and
. (Horizontal axis 0.2 [ms/square], vertical axis 2 [A/square])
This figure shows that there is indeed a measurable and even visible difference 
between the two positions. By applying both positive and negative current pulses
in each phase the rotor position can be uniquely determined. The thorough exam-
ple in section 5.3, shows how the rotor position for a HSM can be estimated from
this type of current transients.
With a phase current of approximately 3 [A] the magnetic flux from the stator
windings  is comparable to the flux created by the magnets . The stator flux
will therefore contribute to the saturation in the motor structure. This is also the rea-
son why this method is able to separate the magnetic north pole from the south pole
by using both positive and negative currents. For a positive current  the stator flux
 has the same direction as  and the total flux is therefore
(5.6)
while a negative current  will give a stator flux in the opposite direction, and
consequently
(5.7)
The saturation in the ferromagnetic motor structure will therefore be higher for a
positive current. This results in a measurable inductance difference between a pos-
itive and negative current impulse.
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The interaction between the phase currents and the saturation level is a highly
non-linear and complex problem, and a deeper theoretical analysis of this phenom-
ena is very difficult. Therefore it is almost always necessary to make extensive tests
with different current amplitudes before the current impulse method can be made
to work correctly. The upper limit of the current amplitude is the mechanical time
constant of the motor. The current pulses have to be small enough to avoid any un-
desired movements of the rotor. 
Besides the saturation effects the ferromagnetic structure can also be affected by
hysteresis effects. This can be a problem for the current impulse method, since the
current transients which is used for the position estimation will be influenced by the pre-
vious history of the motor. To exemplify this problem, consider the magnetization curve
in Fig. 5.2. It is evident that the current transient (5.5) depends on the previous state
of the motor. The current that transfers the motor from p2 → p1 is not the same that
transfers the motor from p3 → p1. 
Figure 5.2: The hysteresis effect can create problems for the current im-
pulse method, a simple remedy is to reset the motor into a known satu-
ration state.
A straightforward remedy to the hysteresis problem is to reset the motor into a known
saturation state. This can be done by applying one or several large current pulses
before the estimation of the standstill position is made. The purpose of these cur-
rent pulses is to bring the motor to the saturation point p1 in Fig. 5.2. From this
point the motor will return along the exterior recoil curve and will end up in a known
saturation state represented by point p2.
p1
p2
p3
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To round off this section, a few practical aspects of this method will be dis-
cussed. The current impulse method is very simple and effective in its implemen-
tation. It is one of few methods that is able to separate the north pole from the south
pole, but the speed range is usually limited to zero speed. In [8] it is however shown
how the same method can be used for low/medium speed applications by interrupt-
ing the phase current and executing the current impulse method. The authors com-
ment reveals however that this method is very noisy and generates a lot of harmonic
noise in the phase currents. For standstill detection the method also generates a rel-
atively large amount of noise. If the motor is accelerated directly after the current
pulses this is however not a problem since this noise “drowns” in the mechanical
noise that follows from the acceleration. Note finally that this method only can be
used for motor types with a relatively high saturation level.
5.2.4 Comparing standstill methods
It is not easy to compare sensorless standstill detection methods. One method that
works well for one type of motor is not necessarily adequate for use in another
motor type. In Table 5.1, some of the most common features for different standstill
methods are compared. The new method called MAM is also included in the com-
parison table, this method is presented in detail in section 5.4. 
The table below should not be used as an absolute guideline for the choice of a
standstill method, it is more a listing of the most evident advantages and disadvan-
tages of each method.
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TABLE 5.1
COMMON FEATURES FOR STANDSTILL METHODS
CARRIER 
SIGNAL
PWM 
METHOD
CURRENT 
PULSES
MAM 
METHOD
Spatial sali-
ency detection
Yes Yes No No
Saturation 
saliency 
detection
Yes Yes Yes No
Magnetic 
polarity detec-
tion
In general 
No, except 
in [34]
No Yes In some 
cases
Audible Noise No No Yes No
Additional 
hardware
No Yes No Yes
Additional 
signals
Yes No Yes Yes
Performance 
loss
Medium Minor Important No
Zero Speed Yes Yes Yes Yes
Low Speed Yes Yes No, except 
in [8]
Unknown
High Speed No Yes No Unknown
Simplicity Medium Compli-
cated
Simple Medium
Measurements Needs 
good pre-
cision
Needs 
good pre-
cision
Simple Compli-
cated
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5.3 Hybrid stepper motor example
Hybrid Stepper motors are generally highly saturated. This is an advantage for
methods that use inductance saliency to extract the rotor position. In the algorithm
that will be presented, the position information is extracted by using the method of
current pulses as explained in section 5.2.3. 
5.3.1 Method and results
The procedure to extract the standstill position starts with one “reset” pulse in each
phase. These pulses removes any remaining hysteresis due to previous operation.
It should be noted that the rotor does not move due to these pulses, since the cur-
rents are not large enough to produce a rotation. After this initialisation, one posi-
tive and one negative pulse are injected in each phase. One example of the current
pulses for phase A and B can be studied in Fig. 5.3.
Figure 5.3: The current pulses in the HSM. Upper: Current in phase A.
Lower: Current in phase B.
Depending on the saturation level in the motor the amplitude of each current pulse
will change. In Fig. 5.4 the absolute value of the current pulses are shown for more
than 1000 different rotor positions. The measurements are distributed unevenly over
one mechanical tour, but the x-axis is in electrical degrees since one electrical
period is inseparable from another.
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Figure 5.4: Amplitude of the current pulses. The measurements are dis-
tributed over one mechanical tour, but the x-axis is in electrical degrees.
Figure 5.5:  By calculating  and  two symmetrical sinusoidal curves
are obtained.
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The difference between the positive current pulse , and the negative current
pulse  is defined as
(5.8)
From the raw measurements that was presented in Fig. 5.4 two sinusoidal curves are
obtained by calculating  and , see Fig. 5.5.
It can be noted that the curves in Fig. 5.5 above have a periodicity which corre-
sponds to one electrical period, this means that the electrical position can be unam-
biguously determined. From the two sinusoidal curves, the rotor position  can
easily be found as
(5.9)
In Fig. 5.6 the rotor position is estimated by using (5.9), the result is then plotted as a
function of the true rotor position. If the estimation is correct this should be a straight
line. The rotor position error is also shown in the figure.
Figure 5.6: Left: Estimated rotor position. Right: Rotor position error.
It can be seen in Fig. 5.6 that the position error by using this method is quite large.
The mean error is µ=2.75º, the standard deviation σs=22.4º and with a maximum
error of εmax=54.6º. This is okay for a correct startup of the motor but not more. It
can however be seen in Fig. 5.6 that the error is very systematic. The error comes
from the fact that the two sinusoidal curves in Fig. 5.5 is not very sinusoidal at all. It
will be shown in section 5.3.2 how this problem can be dealt with and how the pre-
cision of the algorithm can be significantly improved. 
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5.3.2 Improving the precision
The method that was proposed in the previous section 5.3.1 uses only the informa-
tion available in the phase shift between the two sinusoidal curves in Fig. 5.5. It can
however be seen from the measurements that the data points are very well grouped
even if the measurements comes from 50 different electrical periods. In other words
the standard deviation of the measurement is small. It is therefore possible to improve
the precision by using also the information available in the amplitude of  and .
This has been done by extracting a reference signal from the measurements, one for
phase A ( ), and one for phase B ( ). Each reference signal contains N=50
data points. The two reference signals and the measurements from which they where
calculated can be studied in Fig. 5.7.
Figure 5.7: The reference signals  and  ( ) for each
phase is created from the measurements (•).
Given the reference signals, a new position is calculated from the measurements
 and  by choosing the  that minimizes the following expression
(5.10)
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When the position is calculated from the method presented in (5.10) the precision is
significantly improved as can be seen in Fig. 5.8. The mean error with this algorithm
is µ=-0.3º, the standard deviation σs=6.47º and the maximum error εmax=29.7º.
The precision with this method is almost two times better when compared to the
traditional algorithm presented in section 5.3.1.
Figure 5.8: Left: Estimated rotor position. Right: Rotor position error.
5.4 The MAM method
In this section a new method to estimate the standstill position of PMSM is pre-
sented. The method is based on the anisotropic properties of permanent magnets
and is therefore referred to as MAM (Magnetic Anisotropy Method). The MAM
method differs significantly from all standard standstill position detection methods
previously presented in the literature, see section 5.2. The standard methods are
limited to motors where the ferromagnetic structure has an inductance saliency
caused by spatial or saturation variations. The proposed method is independent of
any ferromagnetic material and can therefore be used in many types of ironless
PMSM where the standard methods would fail. 
The method injects a very high frequency signal to detect anisotropic properties
of the permanent magnets. When other authors claim to use high frequency signals,
it is usually in the range of 0.5-3 [kHz]. The MAM method has a significantly high-
er signal bandwidth of 100-500 [kHz]. The phenomena is however very frequency
dependent and the excitation frequency should be carefully chosen as shown in sec-
tion 5.4.2. A short overview of the measurement setup is presented in section 5.4.1
and the experimental results in section 5.4.3. Since the method is new and still un-
der research, the priority has been given to experiments which can help to explain
and understand this phenomena.
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5.4 The MAM method
5.4.1 Measurement setup
This section will present the measurement setup. To start with, it has to be said that
the phenomena is rather difficult to measure. The high frequency content, 100-500
[kHz], eliminates the possibility to use a standard A/D hardware.
To make things as simple as possible, the 3-phase test motor consists of only one
free-standing stator winding plus a rotor made of a diametrically magnetized SmCo
magnet, see Fig. 5.9. The rotor has one pole pair which gives that . The
rotor is attached to a plastic axis which permits the rotor to be positioned and rotat-
ed inside the stator winding. Tests have been made with both a magnetized and a
non-magnetized rotor. It should be noted that in this setup there is absolutely no fer-
romagnetic structure, except the permanent magnet, present during the measure-
ments. 
There is one exception where the test motor in Fig. 5.9 is not used. The experi-
mental results in section 5.4.3 are made with the linear ironless PMSM that is pre-
sented in Chapter 6. All other measurements presented throughout this chapter are
made with the rotative test motor. 
Figure 5.9: The cylindrical SmCo magnet is attached to a plastic axis
which can be used to turn the rotor inside the stator windings.
The measurements are made by connecting a sinusoidal signal generator between
phase A and B in the three phase winding. The voltage amplitude is adjusted to
give a phase current of 10 [mA]. If the neutral point N is accessible, then the volt-
age in phase C is measured with the setup presented in Fig. 5.10.
θm θe=
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Figure 5.10: Measurement setup when the neutral point is accessible.
If the neutral point can not be used, which is the case for the linear motor, then the
voltage at this point is reconstructed with an artificial neutral point N’. This setup
is shown in Fig. 5.11. In both cases the measured voltage  is referenced to N or
N’, and this point can not be connected to ground without disturbing the measure-
ment. Therefore, it is necessary to use a differential amplifier when this voltage is
measured.
Figure 5.11: Measurement setup when the neutral point can not be used.
The induced voltage  is caused by the current in phase A and B. It will of course
have the same frequency and approximately the same shape as the excitation cur-
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5.4 The MAM method
rent, but there is also a position dependent component that modifies the amplitude
 and the phase  of the measured voltage. The definitions of  and
 are illustrated in Fig. 5.12. In this figure six measurements of  at differ-
ent rotor positions  are shown in the same graph. This demonstrates a typical
behaviour of  when  changes approximately 45º.
The measurement of  in Fig. 5.12 is presented in p.u. units since the true volt-
age level is of little importance, what is interesting is the relative change between
different positions. Other graphs in this chapter where  is used directly or indi-
rectly, use also p.u. units.
Figure 5.12: The amplitude  and the phase  change with the
rotor position . In this figure six measurements at different rotor posi-
tions between 0º and 45º are shown.
The experimental results that are presented in section 5.4.3 are primarily based on
the amplitude difference . This choice have been made since it is easier to meas-
ure an amplitude with good precision. The phase difference  could also be
used as information source, but so far nothing indicates that this could improve the
precision or stability of the proposed method. 
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5.4.2 Choosing the measurement frequency
Measurements have shown that the observed phenomenon is very frequency
dependant. In order to have a good result it is of great importance to chose care-
fully the frequency  of the excitation signal. To do this, numerous measure-
ments have been made at different frequencies, the result is presented in Fig. 5.13.
This graph shows the frequency dependency of the peak value of the measured
voltage . The vertical axis represents the difference  between the maximum
and the minimum value of  for one mechanical revolution, i.e
(5.11)
It can be seen that there is a maximum around 350 [kHz], while  quickly
approaches zero when the frequency is under 20 [kHz]. Higher frequencies makes
 smaller. To have a maximum precision in the algorithm, the excitation fre-
quency for this motor should therefore be chosen around 350 [kHz].
Figure 5.13: Frequency dependency of .
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5.4.3 Measurement results and position estimation
In this section the linear ironless PMSM from Chapter 6 is used to demonstrate
how the glider position can be estimated by using the proposed MAM method.
The linear motor is equipped with a position sensor which facilitates the measure-
ments. The use of two completely different motor types demonstrates also the ver-
satility of the proposed method. There is however one common point between the
linear motor and the rotative test motor presented in Fig. 5.9, the saturation is in
both cases very small or non-existing and attempts to use other standstill methods
have failed.
The measurements presented in this section have been made over one full stroke
length of the linear motor, this corresponds to a linear movement of approximately
100 [mm]. In Fig. 5.14 the voltage  is presented. The motor makes in this meas-
urement one full stroke at a constant and very low speed (~1 [mm/s]). A high-pass
filter with a cut-off frequency around 100 [Hz] is used to eliminate any induced
voltages due to the magnet flux.
Figure 5.14: The measured voltage  for one phase when the linear mo-
tor moves 100 [mm] at a low constant speed.
The measurements are made with an artificial neutral point as described in Fig.
5.11. To remove the offset that can be seen in Fig. 5.14 a second measurement for
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the same phase is made, but with the voltage source terminals inverted. It should
be noted that the voltage source produces a sinusoidal voltage between 0-12 [V]
with a positive offset of 6 [V]. A resistor is also connected in series with the motor
phase terminal to reduce the DC current.
The measurement is thus repeated twice, which results in a voltage measurement
 and a second measurement . The same measurements are repeated for the
other two phases which gives a total of six measurements. The difference between
each pair of +/- measurements are then calculated as
(5.12)
These three variables are then reduced to two by using the Clark transformation
(3.4). The result is two sinusoidal signals which can be studied in Fig. 5.15.
Figure 5.15: The measured voltages after the Clarke transformation. 
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In section 5.3.2 a method to calculate the standstill position for a HSM by using
reference signals was presented. The same method can be used in this case if the
two curves in Fig. 5.15 are used to extract the reference signal. By using this
method the result in Fig. 5.16 is obtained. Note that a second measurement set is
used for these results, i.e. the data that was used to calculate the reference points
are different from those used in the estimation of the glider position. The mean
error with this method is µ=0.084º, the standard deviation σs=1.4º and the maxi-
mum error εmax=5.1º. A quantization error due to the equidistant reference points
can be seen in Fig. 5.16, this is however inevitable and the precision can not be
improved by using more reference points. A full stroke of the linear motor con-
tains approximately 3.5 electrical periods. In Fig. 5.16 the errors which are a mul-
tiple of 360 electrical degrees have been corrected. This can be compared to a
tracking observer where the position is surveyed in permanence.
It is worth noting in Fig. 5.15 that the graphs are non-symmetrical and irregular.
Due to this fact it was possible to correctly determine the mechanical position 
in 68.5% of the cases. These results can be studied in Fig. 5.17. The maximum error
and standard deviation makes no sense in this case since the errors are a multiple of
180 electrical degrees.
Figure 5.16: Left: Position estimation vs. True position. Right: Position
error vs. True position.
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Figure 5.17: In 68.5% of the cases it is possible to correctly estimate the
mechanical position . (Left: Position estimation vs. True position.
Right: Position error vs. True position.)
5.4.4 Explaining the phenomena
This section will discuss the physical phenomena behind the MAM method. Due
to its simple structure, the test motor shown in Fig. 5.9 is used in this analysis. 
When this phenomena was observed for the first time one of the most surprising
discoveries was the large change in the measured voltage . The phenomena
changes between each motor type, but for the rotative test motor amplitude changes
of up to 100% with a phase shift of 180º has been observed. From this observation
a first, but incautious conclusion could be that this is a very distinct phenomena ca-
pable of significant changes in the flux paths. This is however not correct. The phe-
nomena becomes visible due to the imbalance of the three phase windings.
Consider the simplified model of a three phase motor in Fig. 5.18. The current  in
phase A-A’ generates the flux vector , and the negative current  in phase B-
B’ generates the flux vector . The flux  in the third phase C-C’, can be
found as the vector sum of  and .
Theoretically the three phases are symmetrical, which should result in zero flux
in the third phase, . In reality this is however not possible, there will al-
ways be some kind of imbalance which gives a non-zero vector in the phase C-C’
as demonstrated in the figure. Since the current in this phase is zero , the
measured voltage  can be found from the time derivative of the vector 
(5.13)
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Figure 5.18: Imbalance in the stator windings gives an induced voltage
in the third non-supplied phase.
If the physics behind the phenomena is neglected for the moment, then the flux
vectors in phase A-A’ and B-B’ can be modelled with position dependant induct-
ances  and  as shown in equation (5.14) below. It is assumed that the exci-
tation signal is sinusoidal. 
(5.14)
 and  represent the self inductance in each phase. Little is known about
the inductances  and , except that they are position dependent and that
. From measurements it has been possible to determine that
the variations are approximately sinusoidal with a double electrical period.
Remember that this is a one pole-pair motor so .
Assume for the moment that the amplitude of the inductance variation is the
same for both phase A-A’ and B-B’, this gives
(5.15)
This assumption might seem a little hasty, but measurements have shown that the
amplitude variation of  is almost equal between the three phases. Furthermore,
the purpose of these equations is not to give a strict mathematical proof but rather
to show why the amplitude variations are so large. With the assumption in (5.15)
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the magnetic flux in the third phase can be found with some simple trigonometry
from Fig. 5.18 and from equation (5.14)
(5.16)
It can be seen in this equation that if there is absolute symmetry in the windings A-
A’ and B-B’ i.e. , then the measured voltage in the third phase C-
C’ can be calculated from (5.13) and (5.16) as
(5.17)
This corresponds well to what has been observed in the rotative test motor, where
 variations of up to 100% and phase shifts of almost 180º have been witnessed.
This indicates that the symmetry of the test motor is very good, . This
is also illustrated by the designs in Fig. 5.19 where it can be seen how the flux 
in phase C-C’ changes and becomes negative due to only small changes in the
larger flux vectors  and . If these vectors change with only a few percent,
this will give a visible change in . In the figure it is demonstrated how the flux
 changes at four different positions between 0-90º electrical degrees. This
illustration is purely theoretical and is based on simulations of the equations
(5.13)-(5.17), but the theory corresponds well to measurements on the test motor.
If the symmetry in the stator windings is less perfect i.e.  then the
relative variations in the measured voltage will be smaller and  will be given by
the following relationship
(5.18)
Measurements that correspond to (5.18) have been made on other motor types,
such as the linear motor from Chapter 6. The results that was presented in section
5.4.3 can be explained with (5.18). 
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5.4 The MAM method
It is worth noting in (5.17) and (5.18) that the amplitude is directly proportional
to the excitation frequency . This can partly explain why the phenomena is fre-
quency dependant as was shown in section 5.4.2. However, these equations do not
tell the whole truth since resonance effects and bandwidth limits in the measure-
ment equipment become an important factor at these relatively high frequencies.
Figure 5.19: Why there is large changes in  even if the changes in
 and  are small
The line of reasoning above explains why a very large amplitude difference can be
observed even if the phenomenon is small. This brings us back to the question of
which physical phenomena is behind the observed measurements. Since the sim-
ple test motor consists of only a three phase winding and a non-magnetized PM
rotor, several physical phenomena can be excluded simply because they are
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impossible. A list of these phenomena with a few short motivations are presented
in Table 5.2.
When all phenomena in Table 5.2 have been excluded, there is only two possibili-
ties left, both related to the magnet. The first possibility is eddy current variations
due to an anisotropic resistivity , and the second is a variable relative permeabil-
ity . These two phenomena will be discussed in detail, starting with the eddy
currents in the PM.
Modern rare earth magnets such as SmCo or NeFeB are intentionally made an-
isotropic as a result of the production process. The dipole elements in the magnet
will have a predisposition to align themselves in one direction called the easy axis.
Thus, the magnetisation vector  can be separated into two components, the easy
axis component  and a component perpendicular to  called the hard axis
, see [19]. The subscripts “e” and “h” will from now be used to separate these
components. As a result of this anisotropy, the electrical resistivity in the easy axis
 will be different from the resistivity in the hard axis . This has been verified
by measurements on a square sample of a NeFeB magnet, where a difference of
TABLE 5.2
PHENOMENA THAT CAN BE EXCLUDED
PHENOMENA MOTIVATION
Spatial saliency Only the symmetric rotor is 
present.
Saturation saliency No iron material present.
Saturation effects in magnet The phase current is 10 mA. 
This flux is not large enough to 
saturate the magnet.
Hysteresis effects in the iron No supporting iron structure.
Hysteresis effects in magnets Very small flux operating only 
in the linear region.
Core losses in the iron No supporting iron structure.
Skin effect in stator windings The same phenomenon has been 
observed with a non-magnetized 
PM.
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more than 35% could be observed between the two axis. One question remains, can
the difference between  and  influence the magnetic flux in the stator wind-
ings, and thus the measured voltage ? The answer can be found by analysing the
eddy currents. Permanent magnets are in general good conductors and the time var-
ying magnetic flux from the stator windings will induce eddy currents in the super-
ficial parts of the magnet. A FEM simulation of a simple system with two
conductors and a cylindrical magnet can be studied in Fig. 5.20. This figure shows
the eddy currents in different shades of grey, a dark colour signifies a small eddy
current.
Figure 5.20: Eddy currents in a simple system with two conductors and
a cylindrical magnet. The eddy currents are parallel to the conductors.
There is one detail in Fig. 5.20 that suggests that the eddy currents are not
involved in the observed phenomena. The eddy currents are parallel to the conduc-
tors i.e. they go in or out of the paper plane. The variable resistivity due to the easy
and the hard axis of the magnet can be found only in the paper plane. This means
that the eddy currents are perpendicular to both  and . Therefore, the eddy
currents do not experience any change in resistance due to the magnetization axis.
This is a strong argument that the eddy currents are not involved in the MAM
method.
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The second possible phenomena is variations in the relative permeability . As
mentioned earlier, the magnetisation vector  has one hard and one easy axis.
There is actually a third hard axis which is axial, but this axis is not considered in
this discussion since it is perpendicular to the principal magnetic flux. It is well
known that the magnetization curve in the hard axis is significantly different from
the magnetization curve in the easy axis, see for example [12], [13] and [19]. In Fig.
5.21 the magnetization curve for the hard axis as well as the easy axis is shown for
a sample of a non-magnetized NeFeB (N40H) magnet. The permeability in the easy
axis is  and in the hard axis .
Figure 5.21: The hard axis and the easy axis magnetization curve for a
non-magnetized NeFeB (N40H) magnet.
In [61] it is shown how the magnetic field in a PMSM can be decomposed into
two vectors, one for the easy axis  and one for the hard axis . The total
magnetic flux  can then be calculated by using two magnetization curves, one
for each axis. It is given that each magnetisation curve have a different relative
permeability  and , see also [12]. From these results it is easy to realise
that the magnetic flux  and  in the test motor is influenced by the orienta-
tion of the easy axis since
µr
M
µre 24= µrh 1.3=
Hard axis
Easy axis
He Hh
B
µre µrhΨA ΨB
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(5.19)
where N is the number of loops in the stator winding,  the magnetic field inten-
sity and  the total surface. From the discussion above, it is possible to draw the
conclusion that a variable relative permeability  is a most likely candidate when
it comes to explaining the observed phenomena. A complete analysis of this phe-
nomenon is not in the frame of this thesis.
5.4.5 Analysis and conclusion
A new method to determine the rotor position at standstill has been proposed. The
method is called MAM (Magnetic Anisotropy Method) since it is based on aniso-
tropic properties in permanent magnets. The method has been tested on SmCo and
NeFeB magnets, but it is most likely that it works also for other types of aniso-
tropic magnets such as Alnico. The method use an excitation signal in the range of
100-500 [kHz], the optimal frequency depends however strongly on the magnet
type. The proposed method works also for non-saturated, non-saliency motors.
This is a motor type for which all standard standstill detection methods would fail.
Furthermore, it is possible to detect the position for a non-magnetized rotor. This
might be rare in PMSM, but this feature could be used in for example the produc-
tion process of permanent magnets to determine magnet orientation. 
Since the method is new, several questions remains still unanswered. What hap-
pens for example at different temperatures, Rare earth magnets are known to
change their properties with the temperature. How does this influence the proposed
method? 
Another question which has not yet been fully analysed is the origin of the ob-
served phenomena. It has been argued that there is only two possibilities, eddy cur-
rent effects due to a variable resistance  or changes in the relative permeability
 due to the anisotropy. The most likely candidate is changes in  since the eddy
currents are perpendicular to the variations in . Additional measurements and
analysis are however necessary to give a definitive answer to this question.
A more practical question concerns the realisation of the necessary hardware.
The measurements and the creation of the relatively high frequency signal can eas-
ily be produced in a laboratory, but a less complex measurement technique have to
be used if the method is to be used in industry.
Ψ N µ0µrH Sd
S
∫=
H
S
µr
ρ
µr µr
ρ
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6.1 Overview
This chapter will present the implementation of a sensorless position controller for
a linear ironless PMSM manufactured by ETEL in Switzerland. At first the exper-
imental setup with the necessary hardware and a detailed description of the linear
motor type and the current sensors is presented in section 6.2. A state-space model
of this motor type will also be presented in section 6.3, as well as the basic equa-
tions that lead to the implementation of the Extended Kalman filter, 6.4. 
The position controller that is used in this application is a LQ state-space con-
troller that is based on the motor model, see section 6.5. The closed loop system has
been simulated and the algorithm has also been implemented in a DSP for real-time
tests. Several simulation and experimental results are presented and compared in
section 6.6 and 6.7. The robustness against parameter variations is also investigated
in 6.7.5.
6.2 Experimental setup
6.2.1 DSP Board/Driver
The experiments presented in this section have been carried out with a DSP board
that was developed by several collaborators at LAI, EPFL. The board is specially
developed to fit the needs and flexibility that is necessary in a research project.
The board allows for algorithms to be implemented either in fixed-point or in
floating-point precision. The driver side is built by two H-bridge PWM modules at
200 W each, the DC voltage is 40 [V] by default but can be increased to 80 [V] by
some minor changes. The driver can be used to control 2-phase motors as well as
3-phase motors. Some more technical details is listed below. A picture of the DSP
board is shown in Fig. 6.1.
- 1 Fixed point DSP 30 MHz (TMS320LF2407)
- 1 Floating point DSP at 150 MHz (TMS320C6711)
- 2 Independent H-bridge PWM modules at 200 W, 40-80 V
- 256 kB Flash memory for stand alone applications 
- 32 kB DPRAM for inter DSP communication
- Several serial interfaces, RS232, CAN
- 4 Current shunt resistors + 4 ADC
- 12 Independent ADC entries
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- 16 Bit external databus 
- 8 Bit external databus
- 12-18 GPIO pins (General Purpose Input Output)
- 2 QEP sensor inputs
- 2 Timer input/outputs
Figure 6.1: The DSP board that was developed at LAI, EPFL gives the
flexibility necessary for research on motor control algorithms.
6.2.2 Motor characteristics
The motor that has been used in these experiments is an linear ironless PMSM
from the standard assortment of ETEL, Switzerland. The motor is a 3-phase motor
designed for a continuous force of 32 [N] at 54 [W]. The model is ILD(B) 06-030,
see Fig. 6.2 for an exploded view of this motor type. It can be seen that the perma-
nent magnets are fixed to the stator and the magnetic way. The glider consist of 6
windings, two for each phase. This design makes the moving parts extremely
lightweight, and favours therefore fast acceleration. The airgap is at the same time
large which results in very small or neglectable saturation effects in the surround-
ing iron structure. A datasheet which gives the basic characteristics of the motor is
shown in Appendix B.1.
16 [cm]
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Figure 6.2: An exploded view of the ETEL motor. The sketch shows the
glider part (windings) as well as the stator part (magnets, magnetic way).
Source: ETEL SA. Installation manual IL912/Ver A/2/6/03
Figure 6.3: The linear ironless PMSM is mounted on a rack equipped
with a linear Heidenhein sensor.
For the experiments the motor is fixed to a rack which is equipped with a linear
Heidenhein sensor, see Fig. 6.3. The sensor is used for reference and comparison
with the position estimated by the EKF. The glider is attached to a carriage which
allows different types of equipment to be attached to the motor.
Sensor
Motor Carriage
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6.2.3 Sensors
There are two different sensor types used in the experimental setup. One of them
is the position sensor which is mounted on the rack, see Fig. 6.3. The second type
is the current sensor. The current sensor is the only sensor that are used by the
EKF algorithm. Since a correct current measurement is a fundamental part of this
algorithm a detailed description of the signal conditioning will be presented in this
section.
Figure 6.4: A shunt resistor of 0.068 [ ] is connected to each leg in the
PWM module. The signals RS1 and RS2 goes then through an amplifier
and a anti-aliasing filter.
At first a few words about the position sensor which is used to verify the estimated
positions but also to make precise measurements that is used in the identification
process, see section 2.9. The position sensor is an optical encoder from Heiden-
hein, the model is LIDA 18C. This type of encoder returns two sinusoidal waves
with a periodicity of 40 [ ]. Since this sinus is not directly compatible with the
Shunt
resistor
Ω
µm
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QEP inputs of the DSP-board the two signals have been made rectangular by a
Schmitt-trigger. This gives a maximum position resolution of 10 [ ] which is
more than enough for the identification experiments.
The current sensor is based on a shunt resistors of 0.068 [ ] which is attached
to each leg in the PWM module, see Fig. 6.4. In this figure only two out of four legs
are shown. For the 3-phase motor used in this chapter, only three of the four legs
are used. The high potential of each shunt resistor is connected to an amplifier and
an active filter before the signal reaches the ADC input. The filter is an anti-aliasing
filter that ensures that the Nyquist sampling theorem for the sampled signal is al-
ways fulfilled. The sampling frequency is 12.5 [kHz] so the cutoff frequency of the
filter is set to approximately 6 [kHz], see Fig. 6.5. The two Schottky diodes to the
far right in the figure serve as input protection of the ADC input.
Figure 6.5: The high potential of the shunt resistor RS1, is amplified and
filtered through an anti-aliasing filter before the signal reaches the ADC
input AD7.
Since the shunt resistance is connected to the ground plane the ADC input has to
be synchronized with the PWM signal. The ADC input is read in the midpoint of
the OFF-period of the PWM, see Fig. 6.6. At this time instant the lower transistor
is open and the current derivative is smaller than during the ON phase. This avoids
as far as possible the noise associated with the transistor commutation. A problem
can however arise if the duty cycle of the PWM is close to 100%. At this value the
reading of the ADC coincides with the transistor commutation. To avoid this from
happening the output voltage is limited to 95% of it’s maximum value. To reach
100% of the voltage range it would be possible synchronize the reading of the
ADC to the middle of the on period if the duty cycle exceeds 50%. This has not
µm
Ω
Amplifier
Antialiasing
filter
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been implemented in these experiments since this is not an industrial application
where the entire voltage range has to be used. 
Since there is one shunt resistor in each leg, two measurements of the same cur-
rent are made simultaneously and a mean value is calculated. 
The hardware that have been presented above gives a precise measurement of
the phase current. This is important since the position estimation is based on these
measurements.
Figure 6.6: The ADC reads the current in the middle of the OFF-Period
6.3 Model
Two models of the linear motor will be presented in this section. The first model is
expressed in a reference frame which is fixed to the stator, it will be called the
-reference frame. This model is primarily used for position and speed estima-
tion in the Kalman filter.
The second model is expressed in a glider fixed reference frame, namely the dq-
reference frame. This model is essentially used for control purpose.
ON
ADC
Current [A]
PWM [V]
OFF
αβ
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6.3.1 Assumptions
As a first step it is important to determine which simplifications can be made
about the real system. It is unrealistic to believe that a model can cover every
aspect of the real system, and some assumptions that limit the complexity of the
model are necessary. The assumptions that are used in this model are listed and
motivated below. 
- Inductances are independent of the glider position, 
The airgap for this motor type is very large (~7 mm). This implies that
the saturation effect is very small. The spatial saliency can also be
neglected since this is an ironless motor. This has also been verified
with measurements where the change in inductance was found to be
less than 1%.
- The Self/Mutual inductances are time independent, 
The same line of reasoning that was used for the previous assumption
can also be used here. Furthermore, no good estimation of this phenom-
ena can be found that can be included into the model.
- The core loss effects are neglected.
These complex phenomenons are very difficult to include into a
dynamic model and it is more or less standard procedure that they are
neglected. This assumption is also motivated in accordance with the
discussion in section 2.8.5.
- Skin effects in the windings are neglected.
The skin effect is very small for frequencies below 8000 Hz, see [52].
Considering only the first harmonic, this frequency corresponds
approximately to a rotating speed of 500 000 [t/min] for a single pole-
pair motor. Today’s PMSM’s never reach these speeds and skin effects
can therefore be neglected.
- The induced voltage  is sinusoidal. 
It has been verified by measurements that the induced voltage is sinu-
soidal and the simplified model of  as defined in equation (2.32) can
therefore be used.
- The mutual inductance is zero, . 
The mutual inductance is very small since the major part of the mag-
netic flux follows the magnetic way to avoid traversing the airgap two
times, see Fig. 6.7 and Fig. 6.8.
- The cogging force is zero 
This is an ironless PMSM, since the glider does not contain any ferro-
magnetic material the cogging force is zero.
dL dθm⁄ 0=
dL dt⁄ 0=
en
en
Lab Lbc Lca 0= = =
TC xp( ) 0=
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- The static friction is zero 
This parameter is usually small if the bearings are in good condition. It
is furthermore a parameter which can change dramatically with wear,
temperature and glider position. Tests to measure this parameter have
given no coherent results. If it is believed that the influence of the static
friction is important, then it should be more rational to estimate this
parameter on-line as proposed in section 2.5.2. 
- The friction force is linear 
For higher speeds this is in most cases correct, see also section 2.8.4.
For lower speeds this falls under the assumption above. For linear
motors there is an inherent difficulty to measure the friction force at
high speeds. This is basically due to the fact that the stroke length is
limited.
- All currents and voltages are symmetrical
The controller is expressed in a glider fixed reference frame. The trans-
formation back to a stator fixed reference frame gives automatically
that all voltages are symmetrical. If the voltages are symmetrical this
implies directly that also the currents are symmetrical.
- The motor design is symmetrical
It is assumed that all phase windings and all magnetic ways are sym-
metrical. Small differences of the flux paths can however occur in the
end positions, but nothing that is significant for this model.
Figure 6.7: Front view: The mutual inductance is very small since the
majority of the flux  follows the magnetic way to avoid traversing
the airgap twice
Figure 6.8: Side view: The magnetic flux  follows the magnetic
way.
Kfs 0=
Tf vp( ) Kfvp=
($(# (%
$
ΦB
($ 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6.3.2 Motor model in stator reference frame
The motor model expressed in a stator fixed reference frame has been derived
according to the same line of reasoning that was presented in Chapter 2. 
The linear PMSM has a Y-connected 3-phase winding. A schematic model of
this winding is shown in Fig. 6.9. 
Figure 6.9: A schematic model of the electrical part of the linear
PMSM.
According to the assumptions in 6.3.1 the applied voltages are symmetrical which
gives that the voltage at the interconnecting point . It was also settled in
the assumptions that the motor is symmetrical, which results in
(6.1)
and
(6.2)
The statements above and Fig. 6.9 gives the following electrical equations
 (6.3)
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 is here the force constant. The electrical position  is proportional to the
mechanical position  according to the following relationship
(6.4)
where  which corresponds to a linear movement of 32 mm for
one electrical period. The mechanical equations for the linear motor can also be
found from the results that was discussed in Chapter 2 and from the assumptions
in 6.3.1
(6.5)
Furthermore, the differential relationship between speed and position is given by
(6.6)
The equations (6.3) and (6.5)-(6.6) build up the state-space model of the linear
motor, this is a fifth order model.
It has been mentioned earlier in section 3.2.1 that the complexity of the model
should be reduced as far as possible to keep the necessary calculations at a mini-
mum. In this case it is possible to reduce the model from order five to four by mak-
ing a Clarke transformation. In section 4.3 it was argued that a model which is
aimed for use in a Kalman filter should be kept in a stator fixed reference frame.
The Clarke transformation maintains the model in a stator fixed reference frame
and can therefore be used without any foreseen problems.
To make the Clarke transformation, four changes of variables are made. The
voltages are changed into
(6.7)
and the same thing for the currents
(6.8)
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Introducing these changes of variables into equations (6.3) and (6.5)-(6.6) gives a
state space-model expressed in the -reference frame.
(6.9)
This is the model that will be used in the Kalman filter. For control purposes it is
however necessary to make further simplifications of this model as will be seen in
the next section.
6.3.3 Motor model in dq-reference frame
The motor model presented in (6.9) can be transformed to the dq-reference frame
by applying the Park-transformation. An example of this procedure is presented in
section 3.2.3. Applying the same course of action in this case gives the following
motor model
(6.10)
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This motor model will be used mainly for control purposes. The model will be
manipulated and simplified further when a cascade controller and a decoupled
controller is implemented. This will be demonstrated in section 6.5. 
6.3.4 Identification of model parameters
The parameters of the model have been determined in several steps. A detailed
description of the parameter identification process is found in section 2.9. Further-
more, the example that is given in that section uses data taken from the linear
motor. Therefore only a short digest will be given here, together with the final
result. 
During the measurements that were made on the real system the load force was
zero, . The motor parameters for the linear PMSM were then defined as
Phase inductance [H]
Phase resistance [Ohm]
Induced Voltage/Force Constant [Vs/m]
Friction force [Ns/m]
Mass of moving part [kg]
As a first step all motor parameters were assigned an initial value. The parameters
 and  could be determined from the datasheets while all other values had to be
estimated from either measurements or from a more or less sophisticated guess.
As an example the mass  of the glider was based on an approximation of the
volume, while the friction force  was based on the power consumption at no
load operation.
From this starting point a first identification was performed using the grid based
optimization tool GBOS. This tool refined the parameter values and gave a model
that better matched the real system. Since GBOS is a grid based tool, the more ad-
vanced tool called Pro@Design was also used. The parameters found by GBOS
was used as a starting point for this tool. If Pro@Design was directly given the in-
itial values taken from datasheets and measurements it was not possible to make the
solution converge. This is also the reason why two different optimization tools
were used. The first tool GBOS is more robust while Pro@Design is more precise
τL 0=
L
R
Km
Kf
m
L R
m
Kf
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and gives a better optimization if one can be found. Using these tools together, as
described above, gave finally the parameters shown in Table 6.1.
6.4 EKF implementation
The Kalman filter algorithm is based on the model given in (6.9). The Extended
Kalman filter for this model is derived according to the procedure in section 4.6. 
In the following equations  is defined as the vector of state variables,  as the
vector of measurable outputs,  as the controlled signal and  as the control vari-
able. With these definitions the four differential equations in (6.9) can be written on
a compact form as
(6.11)
TABLE 6.1
IDENTIFIED PARAMETER VALUES FOR THE LINEAR MOTOR
PARAMETER VALUE
0.0010 [H]
4.43 [Ohm]
7.82 [Vs/m]
2.94 [Ns/m]
0.768 [Kg]
L
R
Km
Kf
m
x y
z u
x· g x( ) Bu+=
y Cx=
z Mx=⎩⎪
⎨⎪
⎧
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where 
(6.12)
and
(6.13)
the non-linear vector equation  is at first linearized with a Taylor series
around the working point 
(6.14)
The gradient  can be calculated as
(6.15)
where
(6.16)
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With the change of variables proposed in (4.16) a linearized system is directly
given by
(6.17)
where  is the unity matrix and
(6.18)
The next step is to transform the linearized model in (6.17) into a time discrete
version. This is done according to the Zero-Order hold technique described in sec-
tion 4.6.2. The sample frequency is set to  which gives the following time
discrete version of the motor model
(6.19)
6.4.1 Estimating unknown load force
When the motor is connected to an unknown load force this variable has to be esti-
mated on-line. According the discussion in section 4.6.3, the unknown load force
 can be treated as a random vector with white normal distributed noise 
(6.20)
This equation can be introduced into the model (6.19) as follows
x· g∇ xˆ( )x Iu∗+=
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z Mx=⎩⎪
⎨⎪
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(6.21)
This model is then directly used in the Kalman filter presented in (4.9). The
Kalman filter can however not be used before the covariance matrices have been
determined. This problem is addressed in the following section 6.4.2.
6.4.2 Setting the covariance matrices
It was demonstrated in section 4.8 that the covariance matrices can be determined
by three principal methods, by a known model of the noise source, by hand tuning
and finally by an optimization approach similar to what was used to determine the
parameters in the model.
The first option is quickly excluded since it would be very difficult to find a
model for the noise source. The main noise source is the switching of the PWM and
it is not known how these high frequency components interact with the measure-
ment electronic. The first feasible possibility is to set the covariance matrices by
hand. As a first step the following assumptions where made
(6.22)
where  and  are defined as in section 4.8. Furthermore, it is supposed that
the noise sources are uncorrelated which gives 
(6.23)
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To provide some data to the Kalman filter, measurements were made of all state
variables and inputs during a fast 10 cm long step of the glider. During the meas-
urements a position sensor was used to control the position. The voltages and cur-
rent measurements were fed to the Kalman filter which gave the estimated
position that can be seen in Fig. 6.10 and the position error in Fig. 6.11. 
It can be seen from these figures that the assumption (6.22) gives a Kalman es-
timator which is far from satisfying. The position error is larger than 180 electrical
degrees during the startup which makes a closed loop operation impossible. Fur-
thermore the position estimation diverges when the glider is stopped. The perform-
ance could be improved by some hand tuning but the best result was found when
the optimization approach presented in section 4.8.3 was applied. The same data set
was used for the optimization and it resulted in the following covariance matrices
(6.24)
In Fig. 6.12 and Fig. 6.13 it can be seen that the behaviour of the Kalman filter has
been dramatically improved after the optimization. While the glider is moving the
position error is less than 5 electrical degrees. At standstill the error reaches a
maximum of 15 electrical degrees and more important the Kalman filter does not
diverge as it did in Fig. 6.10 and Fig. 6.11.
R1
10 0 0 0 0
0 10 0 0 0
0 0 10 7– 0 0
0 0 0 10 6– 0
0 0 0 0 10
= R2
102 0
0 102
=
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6.4 EKF implementation
Figure 6.10: The true position is given by (-----) and the Kalman filter
output is shown by the dotted line (---). This is not a satisfying result
Figure 6.11: The estimation error is large, >180 electrical degrees in the
beginning. When the glider has stopped moving the position diverges.
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Figure 6.12: The system output (-----) and the Kalman estimation (---) cor-
respond well when the covariance matrices are optimized.
Figure 6.13: The estimation error is kept within reasonable limits. The
Kalman filter does not diverge at standstill.
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6.4 EKF implementation
6.4.3 Initializing the EKF and initial glider position
Before the Kalman filter can be started, it is necessary to initialize the system state
variables  and the error covariance matrix .
It is straightforward to initialize the system variables. It is assumed that the Ka-
lman filter is started at standstill before the current controller is started. This gives
directly
= 0 [A]
= 0 [A]
= 0 [m/s]
It can not be assumed that the initial position  is equal to zero by default. The
glider can be moved to any position by external manipulation. The initial position
is however important to make the Kalman filter converge as fast as possible.
There are several techniques to determine the initial position for a PMSM, see
Chapter 5. For this type of motor with a very small saturation effect all methods that
are based on the inductance saliency will fail. The most promising approach for this
motor is the new MAM method that is presented in section 5.4. Some promising
examples taken from this motor are also presented in section 5.4. This technique is
however still under research and the necessary hardware to implement this method
is not yet fully determined. 
For the experiments presented in this chapter the glider is set by hand to a pre-
determined position that corresponds to
= 0 [m]
An alternative to this “hands-on” method would be to force the glider to a known
position by injecting a constant current in two phases and wait for the glider to sta-
bilize around this point. It should be noted that this is only necessary when the
motor is started after a power down of the entire system. Once the motor is started
it can make as many halts as necessary, the Kalman filter will keep track of the
position also at zero speed. In section 6.6.3 the robustness against an initial posi-
tion error is investigated.
According to the arguments in section 4.9 the error covariance matrix is as-
signed the following initial value
(6.25)
where  is the covariance matrix of the system noise and  is the input matrix
as defined in (6.19).
x0 P0
iα
iβ
vp
xp
xp
P0 BkR1Bk
T
=
R1 Bk
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6.5 The control structure
The position controller is implemented as a state-feedback controller, where the
gain matrices are calculated using the Linear Quadratic method (LQ). This is a
natural choice since a precise and good model already has been developed for use
in the Kalman filter algorithm. The design of the controller can be based on the
same model, but the model has to be linearized before it can be used in the control-
ler. Two different schemes will be presented and compared.
The first scheme in section 6.5.1 is based on the hypothesis of a decoupling be-
tween the direct current , and the quadratic current . The result is a simple po-
sition controller, but without an explicit force control. This solution differs from the
standard solution proposed in the literature, see for example [63], since there is no
q-axis current controller.
The second approach in 6.5.2 introduce a cascaded control structure in order to
separate the mechanical system from the electrical. This is possible since the time
constant of the electrical system is much smaller than the time constant of the me-
chanical system. In this case the force producing current , is controlled explicitly
by using a fast PI controller. The advantage of this approach is that the current, thus
the force, can easily be limited even if the position controller is very fast. The dis-
advantage is a slightly more complex structure with one additional PI controller.
This type of cascaded control structure have been proposed earlier in the literature.
A similar state-feedback controller is for example proposed in [32] for the position
control of a rotative motor. It is however not clear if the gain matrix is determined
with an LQ-method or some other procedure.
Both the approach in section 6.5.1 and 6.5.2 are based on the following general
feedback equation
 (6.26)
For more details, see also section 3.4 for a theoretical background to the LQ-con-
troller.
6.5.1 LQ-controller, without explicit force control
As mentioned before, the model that has been developed in section 6.3 has to be
linearized before it can be used in the control design. The starting point is the
motor model in the dq-reference frame (6.10). This model is apparently non-lin-
ear. An effective approach for handling MIMO (Multiple Input Multiple Output)
systems is to decouple the controlled variables by a change of variables, see
appendix A.3. This is especially efficient if there is a small cross-correlation
id iq
iq
u t( ) Kqx t( )– Krr t( )+=
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between different controlled signals. Consider for example the following change
of variables
(6.27)
Introducing (6.27) in (6.10) gives then
(6.28)
If  and  are defined as control variables, the control of the d-axis current
 and the quadratic current  is decoupled. The control problem can thus be sep-
arated in two parts. The control of the phase angle of the stator current (controlled
signal = ), and the control of the stator coil position (controlled signal = ). 
Note also that the system in (6.28) is linear. There is of course a cross-correlation
between  and  due to the mutual terms in the variable change (6.27), but this
is not necessarily a problem as will be shown later in this section.
After the decoupling, the first control problem is the phase angle of the stator
current which is directly related to . From the first equation in (6.28) a simple
model of this 1-D system can be illustrated as
where the control variable is  and the controlled signal is . The system can
also be written as a transfer function
(6.29)
ud∗ ud Lpvpiq+=
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This is a nice stable system that easily can be controlled with a simple PI control-
ler on the form
(6.30)
The closed loop system , can be found from (3.27), (6.29) and (6.30). A pole
placement method is used to give  an appropriate dynamic behaviour. The
commutation angle of the phase current is set to zero which gives,  and
. 
The final controller is presented in (6.31). The term  in this expression
comes from the change of variables (6.27) and is a compensation for the cross-cor-
relation that exists between  and . This term can also be interpreted as a feed-
forward control of the known “disturbances”  and .
(6.31)
The second and last control problem is the position control of the glider as illus-
trated below
where the controlled signal is  and the control variable is . The system is on
standard state-space form according to (3.30) if the following definitions are made
(6.32)
From this model the gain matrices  and  can be found by applying the equa-
tions (3.39) and (3.41)
The stability and the dynamic characteristics of the closed loop system are de-
termined by two weighting matrices  and , see also section 3.4. 
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As mentioned before the direct current should be kept small , to guarantee
the efficiency of the motor. The cross-correlation from  to  is therefore very
small, using this fact in equation (6.27) gives
(6.33)
The final position controller is consequently given by
(6.34)
In Fig. 6.14 a block model of the complete control structure is presented. This fig-
ure shows the PI-controller, the LQ controller, the Park transformations and the
extended Kalman Filter algorithm. 
Figure 6.14: The control structure for the linear ironless PMSM, with-
out explicit force controller.
6.5.2 LQ-controller, with explicit force control
The position controller presented in 6.5.1 is simple and shows good stability prop-
erties. One disadvantage is however that there is no explicit control of the force.
The force is proportional to the stator current. The amplitude of the current can
therefore increase drastically if the position controller is designed to be very fast.
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A solution to this problem is a controller that controls directly the force producing
current . This can be done by introducing a cascaded control structure. This
means that the mechanical system sees the force producing current , as a
“servo” input. This is an acceptable approximation since the electrical time con-
stant is much smaller than the mechanical time constant in a PMSM.
The direct current , and the quadratic current , is also decoupled which re-
sults in a total of three subsystems which is each one controlled by a separate con-
troller. To start with the system model in (6.10) is linearized by the following
change of variables
(6.35)
and introducing (6.35) into (6.10) gives
(6.36)
It can be seen that the first and second equation is decoupled from each other. If 
in the third equation is defined as a control variable, the last two mechanical equa-
tions are also decoupled from the first two electrical equations. This system model
can therefore be divided into three different subsystems as mentioned above.
The first of theses subsystems is taken from the first equation in (6.36) and it is
the system for the control of the phase angle. The control variable is  and the
controlled signal is  as illustrated below
The second subsystem comes from the second equation in (6.36) and it is the con-
trol of the force producing current. The control variable is  and the controlled
signal is , which yields the system below
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It can be seen that this equation is similar to the first subsystem. Writing these two
systems as transfer functions gives two nice and stable linear systems 
(6.37)
(6.38)
According to what already was mentioned in section 6.5.1 for , both these
systems can be controlled with two separate PI controllers. The PI transfer func-
tion  is determined by a pole placement method to give a fast and stable system,
see also (6.30) and (3.27). The commutation angle of the stator current is set to
zero, which gives  and . The two controllers can then be written
as
(6.39)
(6.40)
taking into account the change of variables in (6.35) gives finally
(6.41)
(6.42)
The term  in (6.41) and  in (6.42) can either be seen as a compensa-
tion for the decoupling/linearization or as a feed-forward control from the known
“disturbances”  and .
The final and third subsystem is the mechanical system for position control and
it is defined by the last two equations in (6.36). The control variable is  and the
controlled signal is  which can be illustrated as follows
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This system is controlled by an LQ state-space controller. The system can be writ-
ten on standard state-space form if the following definitions of state variables and
control/output signals are made
(6.43)
From this model the gain matrices  and  in the LQ-controller can be found
by applying (3.39) and (3.41). The weighting matrices  and  determines the
characteristics of the closed loop system, see section 3.4 for definitions of ,
.
Fig. 6.15 shows the entire control structure with the two PI-controllers, the LQ-
controller, the extended Kalman filter and the Park transformations
6.5.3 Comparison
As mentioned previously the two controllers have different advantages and dissad-
vantages. 
The LQ-controller without explicit current control has a simpler design and it
also avoids a cascaded control structure which can be a source of oscillation prob-
lems. Furthermore only two instead of three controllers have to be implemented
and designed. The disadvantage is that there is no direct way to control the maxi-
mum force/current if the position controller is made very fast.
The possibility to set a maximum force enables the LQ-controller with explicit
force control to be made arbitrary fast without over current problems. This does not
necessarily mean that the mechanical response is faster, because the maximum ac-
celeration is limited by the maximum force. The controller can however be made
fast to reject disturbances such as changes in the load force, and in this type of ap-
plications this is the method to use. 
Several simulations of a step response from both strategies will be presented and
compared in this section. 
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Figure 6.15: The control structure for the linear ironless PMSM, with
explicit force controller.
The first two simulations in Fig. 6.16 and Fig. 6.18 shows a step response of the
position controller. At time  the position reference is changed from 0 to 10
cm. Both controllers have been designed to have a time constant of approximately
0.06 [s]. It can be seen that the controller without force control have a large accel-
eration in the beginning, while the acceleration is more modest for the controller
with force control. The latter controller catches however up, and arrives at the
final position approximately at the same time as the first controller.
The difference becomes more evident when looking at the phase currents in Fig.
6.17 and Fig. 6.19. The controller without explicit force control have peak currents
which approaches 25 [A], while the controller with force control never exceeds 4
[A]. It is evident that for a small time constant close to 0.06 [s] the second controller
is a better choice. If the time constant is increased, two times or more, the difference
in current amplitudes becomes less apparent, and in this case it can be motivated to
chose the simpler controller without force control.
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Figure 6.16: Step response for LQ-controller without current controller.
Figure 6.17: Stator currents for LQ-controller without current control-
ler.
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Figure 6.18: Step response for LQ-controller with current controller.
Figure 6.19: Stator currents for LQ-controller with current controller.
0 0.05 0.1 0.15 0.2 0.25 0.3
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Time [s]
P
os
iti
on
 [m
]
0 0.05 0.1 0.15 0.2 0.25 0.3
−3
−2
−1
0
1
2
3
Time [s]
P
ha
se
 C
ur
re
nt
s 
[A
]
140
Chapter 6 Linear ironless PMSM example
Finally a few words about the feed-forward or decoupling terms in the PI-control-
lers (6.31), (6.41) and (6.42). The same type of feed-forward compensation has
been used in [32] and [49], but for the speed and position control of a rotative
motor. The PI-controllers will work also without these compensation terms, but
the following simulation will show the efficiency of the feed-forward strategy.
The simulation is based on the LQ-controller without explicit force control as
presented in section 6.5.1. Two different simulations of a start-up from speed 0 up
to 0.8 [m/s] are made. In the first simulation the PI-controller has no feed-forward
(6.44)
and in the second simulation the feed-forward term is included.
(6.45)
The results are presented in Fig. 6.20, note the difference of the vertical scale in
the two graphs. The reference value is in both cases zero and it can be seen that
there is a significant difference between the two simulations. The results show that
the feed-forward term  in the controller (6.31) plays an important role to
make an effective and fast controller.
Figure 6.20: Two different simulations showing the importance of feed-
forward compensation. Note the difference of the vertical scale in the
two graphs. Left: PI controller without feed-forward. Right: PI-control-
ler with feed-forward
6.5.4 Holding the position at zero speed
When implementing a sensorless position controller two separate problems occur.
The first problem is to get the glider from A to B as fast as possible. This have
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been successfully achieved by the controller that was presented previously in sec-
tion 6.5.1 and 6.5.2.
The second problem is to hold on to the new position even if there are unknown
external disturbances. This problem is delicate since there are no position informa-
tion available coming from the induced voltage at standstill. The standard methods
to estimate the position with induced medium frequency signals or current spikes
will also fail. The reason for this failure is that the airgap of this ironless motor is
very large 6-7 [mm], this means that the magnetic flux in the motor is relatively
small and hence also the saturation effect on which most standstill methods are
based. Since this is an ironless motor the spatial saliency is also non-existent.
As mentioned previously in section 6.4.3 the new standstill method that was pro-
posed in section 5.4 seems to be the only feasible way to determine the standstill
position for this motor type. This method is however still under research and it is
not yet ready to be incorporated into the control algorithm. 
In the meanwhile an acceptable and simple solution is to inject a d-axis current
when the motor is approaching its final position. This d-axis current will lock the
glider to the desired position and the motor will be robust against a limited external
disturbance. The cost is of course a certain power consumption and heating of the
motor also at standstill. Special care should also be taken when the d-axis current
is switched on. It is easy to create a jump in the phase currents which result in a non-
optimal behaviour and possibly also in a jerky movement. To avoid these problems
the following rule was used to introduce a d-current
(6.46)
This rule switches on a d-axis current when the q-axis current drops below the
threshold 1.5 [A] and the d-axis current reaches a maximum of 1.5 [A] when the
motor is stopped and .
In Fig. 6.21 and Fig. 6.22 the phase currents in a typical breaking to halt situation
is shown. In Fig. 6.21 a normal run with  is shown, and in Fig. 6.22 the rule
that was proposed in (6.46) is used. Note that there is no jump in the phase currents
when the d-axis current is switched on.
id Max 0 1.5 iq–,( )=
iq 0=
id 0=
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Figure 6.21: Phase currents when the d-axis current is zero, .
This is a normal breaking to a halt situation. Once stopped the glider can
move from its desired position if an external force is applied.
Figure 6.22: Phase currents with a d-axis current of 1.5 [A], .
This is a typical breaking to a halt situation when the glider is forced to
remain at a fixed position by introducing a continuous current.
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6.6 Simulation
A model of the ETEL motor was developed in section 6.3. This model has been
useful in the design of the controller as well as in the implementation of the
Kalman filter. A few simulation results will be presented in this section. At first a
complete simulation of the entire system with motor model as well as controller
will be presented in 6.6.1. Section 6.6.3 is dedicated to the convergence and
robustness of the Kalman filter against initial position errors.
Most simulations have been made in the Matlab environment. Some functions
have been implemented in C and integrated into Matlab, this was done when it was
possible to use the same C-code in the DSP environment for the real-time program-
ming.
6.6.1 Step response of control loop
The purpose of this simulation is to verify the function of the controller and the
motor model, in this simulation the Kalman filter is not included. These simulation
results will later on be compared with the real system in section 6.7.4. The
Simulink model that was used in the simulation is presented in Fig. 6.23 below.
Figure 6.23: The Simulink model of the ETEL motor with LQ-control-
ler. At time  the reference signal is changed from 0.03 to 0.13 [m]. 
The initial position was set to 30 [mm] and at time  the reference signal
was changed to 130 [mm] and thus forcing the glider to make a step of 100
[mm]. The controller gain were set to
(6.47)
t 0=
t 0=
Kq 11 492,=
Kr 492=
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From this simulation, the phase voltages, phase currents, glider speed and glider
position are presented in Fig. 6.24.
Figure 6.24: Upper left: Phase voltages. Upper right: Phase currents.
Lower left: Glider speed. Lower right: Glider position.
This simulation shows that the controller performs as expected. The step response
is stable without any oscillations, there are no abrupt voltages spikes and the cur-
rent does not exceed the maximum limit of 3.5 [A]. Since the controller gain is
quite high this controller behaves almost as a “bang-bang” controller, this means
that it is not possible to make this specific movement faster. Note especially the
phase currents and the speed, at t=0.045 [s] the motor switches quickly from max-
imum acceleration to maximum deceleration.
The next step in the design process is to include the Extended Kalman filter into
the simulation.
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6.6.2 Step response of Extended Kalman filter
The behaviour of the Extended Kalman filter was verified through simulations
before the observer was tested on the real system. The step response that was
obtained in section 6.6.1, was used also for this simulation. The control structure
remains also the same, with the only difference that a Kalman filter was connected
in parallel with the motor model, see Fig. 6.25 below.
Figure 6.25: The Extended Kalman filter is connected in parallel with
the motor model, and estimates all the state variables of the system.
The true and estimated glider position is shown in Fig. 6.26 together with the esti-
mation error. The difference is very small and it is difficult to see any difference
between the two curves. The maximum error is smaller than 0.6 electrical degrees
which corresponds to a precision of 0.1 [mm]. This is a very precise result, but
nothing else should be accepted in this simulation since the model in the Kalman
filter corresponds exactly to the motor model used in the simulation. This simula-
tion confirms that the Kalman filter functions correctly and that the algorithm is
ready to be tested on the real motor.
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Figure 6.26: Left: A simulation of the motor model (-----) and the corre-
sponding Kalman filter estimation (---). Right: The position error in the
simulation never exceeds 0.6 electrical degrees, which corresponds to a
precision of 0.1 [mm]. 
6.6.3 Robustness against initial position error
At startup there is inevitably an error in the initial position. This can result in two
different behaviours of the Kalman filter depending on weather the error is large
or small. For smaller errors the Kalman filter will converge towards the true posi-
tion while larger errors can make the Kalman filter converge to a position which is
a half, one or several electrical periods away. This can happen since one electrical
period is not distinguishable from another. The Kalman filter can converge to a
position which is a half electrical degree away if the speed is estimated as nega-
tive. In Fig. 6.27 twenty Kalman filter simulations with different initial glider
position errors are presented. The errors are ranging from -20 to 20 [mm] which
corresponds to -225 to 225 [electrical degrees]. It is clearly visible that the Kalman
filter converges to 3 different solutions depending on the importance of the initial
error. Fig. 6.28 shows the position error in more detail and in the scale of electrical
degrees. Note that the position error is not necessarily exactly one half electrical
period. This is due to the fact that the speed estimated by the Kalman filter is also
incorrect. This results in a cumulative error when compared to the real position.
As a conclusion it can be stated that the Kalman filter converges to the correct
solution within 10 [ms] if the absolute error is less than ±75 electrical degrees
which corresponds to ±6.7 [mm].
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6.6 Simulation
Figure 6.27: The initial position error is varied between -20 to 20 [mm]
in order to test the robustness of the Extended Kalman filter.
Figure 6.28: The Kalman filter converges to the correct solution if the
initial position error is less than ±75 electrical degrees.
0 0.05 0.1 0.15 0.2
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
Time [s]
P
os
iti
on
 [m
]
0 0.005 0.01 0.015 0.02
−250
−200
−150
−100
−50
0
50
100
150
200
250
Time [s]
P
os
iti
on
 E
rr
or
 [d
eg
]
148
Chapter 6 Linear ironless PMSM example
6.7 Experimental results
The experimental results that are presented in this section were realised with the
hardware and software that was presented in section 6.2-6.5. The controller and
the Kalman filter was implemented in C-code and downloaded to the floating
point DSP to run at real-time. The controller is an LQ controller with explicit force
control as demonstrated in section 6.5.2. The current is limited to 4.0 [A] and the
supply voltage of the PWM module is 80 [V]
Three different experimental results will be presented to demonstrate the per-
formance of the algorithm. The first test is a step response, it will also be demon-
strated how the motor performs when asked to make several consecutive steps with
or without load. Furthermore the experimental results will be compared with the
simulation results to illustrate the good congruence that exists between the simula-
tion model and the real system. To conclude this section the robustness against pa-
rameter variations will be demonstrated.
Figure 6.29: Upper left: Phase voltages. Upper right: Phase currents.
Lower left: Glider speed. Lower right: Glider position.
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6.7.1 Step response
The step response is one of the most typical applications for a linear motor. In this
test the motor is forced to make a step of approximately 60 [mm]. The results of
this experiment is shown in Fig. 6.29.
The starting position is at x=140 [mm] on the x-axis. The glider reaches the de-
sired position x=80 [mm], after 0.1 [s] with a final position error of 0.3 [mm]. Dur-
ing the acceleration the phase currents reach their maximum value of 4 [A], while
the phase voltages are kept well within the limits. The speed reaches a maximum
of 1.6 [m/s] before the deceleration starts. 
6.7.2 Multiple steps
In this test the position reference is switched each 0.10 [s] between x=30 and x=80
[mm]. This will result in a fast back and forth movement between those positions
as can be seen in Fig. 6.30.
Figure 6.30: Upper left: Phase voltages. Upper right: Phase currents.
Lower left: Glider speed. Lower right: Glider position.
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The glider is producing a nice repetitive movement as desired. The maximum final
position error in this movement is 1 [mm]. As for the single step, the phase cur-
rents reach their maximum value of 4 [A] during the acceleration. The phase volt-
ages are however kept well within the limits. The speed reaches a maximum of 1.4
[m/s] before the deceleration starts. 
6.7.3 Multiple steps with load
This experiment is based on the same repetitive movement that was used in sec-
tion 6.7.2 above, i.e the position reference is switched each 0.10 [s] between x=30
and x=80 [mm]. 
The difference is that an external unknown load is applied to the glider by using
a spring system. The principle of the spring system is shown in Fig. 6.31. This sys-
tem will introduce a force which is a function of the glider position. The force var-
ies between approximately -7 to -17 [N]. This disturbance corresponds to more than
half of the nominal force for this motor type. For a movement in the negative direc-
tion of the x-axis this is a pulling force, while it is a braking force in the other di-
rection. The force amplitude in this repetitive back/forth movement can be studied
in Fig. 6.32.
Figure 6.31: Principle of the spring system used to apply an external
force to the linear motor.
)
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Figure 6.32: External force applied to the glider via a mechanical spring
system.
The results of the experiment with the spring is shown in Fig. 6.33 below. The
motor shows a stable repetitive behaviour. The position error is however much
larger compared to the no load case, 1 [mm] at the position x=30 [mm] and 4
[mm] at x=80 [mm]. This large position error is due to two different factors. At
first the Extended Kalman filter gives an erroneous position estimation due to the
load force, and secondly the controller is not strong enough to pull the glider all
the way and thus there will be a static error. As expected, the current reaches often
its maximum value of 4 [A]. A distinct difference in current amplitude can also be
noticed depending on whether the spring system acts as a braking or pulling force.
The phase voltages are kept within the limits. The speed reaches a maximum of
1.2 [m/s] for the movement in the positive direction and 1.4 [m/s] in the negative
direction.
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Figure 6.33: Upper left: Phase voltages. Upper right: Phase currents.
Lower left: Glider speed. Lower right: Glider position.
6.7.4 Comparison simulation/experiments
It is interesting to make a comparison between the real sensorless system and the
simulation. The following results compares the entire closed loop system and not
only the motor model. The real system and the simulation model from Fig. 6.23
are both initialized at the position 30 [mm] and the reference signal is then
switched to 130 [mm] at the time t=0 [s]. The real system and the simulation are
implemented with the same control structure and the same controller gains. The
phase voltages, phase currents, glider speed and glider position are logged for both
the simulation and for the real system. These results are presented in Fig. 6.34. It
can be seen that the resemblance between the simulation and the real system is
very good.
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6.7 Experimental results
Figure 6.34: The simulation results are represented by a full line (-----)
and the measurements on the real system by a dotted line (---). 
Upper left: Voltages in Phase A. Upper right: Currents in Phase A. 
Lower left: Glider speed. Lower right: Glider position.
6.7.5 Robustness against parameter variations
Aging and wear can change the mechanical and electrical properties of the motor.
It is important that a sensorless method is robust against changes in the motor
parameters. This section will present some results to show that the proposed
method can handle large changes in these parameters. The sampling frequency 
is also considered in this test even if this is a constant that does not change under
normal conditions. 
The experiments have been conducted in the following manner. The “multiple
step” movement that is described in section 6.7.2 is used as a reference. Each pa-
rameter have been changed in small steps until the motor no longer can perform the
movement correctly. The last value which gives a correct operation of the motor is
defined as the upper/lower limit of this parameter. In Table 6.2 below, the stability
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interval for each parameter is shown. The table is presented in percentage of the in-
itial value.
It can be seen in Table 6.2 that the stability interval is large for most of the param-
eters. Besides the sampling frequency, the algorithm is most sensible to changes in
the force constant . This is not surprising since the available position informa-
tion is based on this parameter. 
In the tests above only one parameter at the time have been changed. These tests
can not be used as a general rule of the stability region since the table can change
considerable if several parameters change simultaneously. A test of this kind can
not be practically realised due to the numerous combinations that this implies.
6.8 Analysis and conclusion
The experimental results that was presented in section 6.7.1-6.7.5 show how a
sensorless position controller can be successfully implemented by using only
back-EMF voltages as information source. A LQ-controller together with an
Extended Kalman filter can be used to replace the expensive and bulky position
sensor in a linear motor. The dynamic response is comparable to what can be
achieved with a sensor.
TABLE 6.2
STABILITY INTERVAL FOR MODEL PARAMETERS
PARAMETER INITIAL VALUE
STABILITY 
INTERVAL
 (Phase inductance) 1.01e-3 [H] 5-300%
 (Phase resistance) 4.43 [Ohm] 10-150%
 (Voltage/Force constant) 7.81 [Vs/m] 80-115%
 (Friction force) 2.94 [Ns/m] 1-170%
 (Mass of moving part) 0.77 [kg] 70-130%
 (Sampling frequency) 80 [µs] -105%
L
R
Km
Kf
m
Ts
Km
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6.8 Analysis and conclusion
The shortcomings of the method are related to the precision of the position at
standstill and the holding force at standstill. The precision that has been achieved
at standstill is less than 0.2 [mm], but larger errors can occur if an external force is
applied to the motor. The results are promising but not yet comparable to the pre-
cision that can be achieved with a position sensor. It is unlikely that these problems
can be solved with the proposed method, since there is no position information
available from the induced voltage when the motor is stopped. A new method that
could possibly solve these problems are under development, see section 5.4.
The method has been proved to be robust against parameter variations due to ag-
ing and wear. In applications where a high precision is not required the proposed
method can save a lot of money and space by avoiding completely the position sen-
sor.
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7.1 Overview
The Hybrid Stepper Motor (HSM) is often used in printers, cash points, machine
tools and many other applications. In these applications, the HSM is almost
always used with an open loop controller. The HSM is however a 2-phase syn-
chronous machine perfectly apt for more advanced control strategies. Open loop
applications often have problems with overheating, excessive noise and lack of
Summary
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robustness against changes in the load torque. All these limitations can be over-
come with a closed loop controller.
This chapter presents a closed loop speed/position controller without the use of
a position sensor. The position is estimated by an Extended Kalman filter based on
a physical model of the HSM, see section 7.4 and 7.3 respectively. The experimen-
tal results presented in section 7.6 show a stable operation in a large speed range.
On-line load torque estimation makes the HSM robust against brutal changes in the
load torque, these results are presented in section 7.6.3. The dynamic behaviour is
also demonstrated with a fast movement between two fixed positions in “the sew-
ing machine” experiment, section 7.6.5.
7.2 Experimental setup
7.2.1 Hardware/Sensors
The hardware and current sensors used for the tests of the HSM are similar to what
was used for the linear motor in Chapter 6. There are two minor changes. The first
difference is the DC-bus voltage which is 40 instead of 80 [V] and the second is
the sampling frequency which is 25 rather than 12.5 [kHz]. More information
about the DSP-board and the PWM-module can be found in section 6.2.1. The
current measurement strategy and the current sensors are presented in section
6.2.3.
Figure 7.1: Exploded view of the HSM. Left: Transversal view. 
Right: Longitudinal view, source [39]
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7.2.2 Motor characteristics 
The motor which is used in the following tests comes from the manufacturer Son-
ceboz, Switzerland. This is a standard bipolar HSM (model 6600-20) with a nom-
inal power of 10.5 [W]. The motor has 200 steps per revolution. A datasheet
which gives the characteristics of the motor can be studied in Appendix B.2. An
transversal and longitudinal view of the HSM can be studied in Fig. 7.1
For the experiments the motor has been mounted in two different configurations.
In the first configuration the axis of the HSM is attached to a DC-motor of 40 [W]
and a position sensor, see Fig. 7.2. The position sensor is used for reference, while
the DC-motor is used to impose a load torque.
 In the second configuration the motor is only equipped with a small wooden
“propeller” which is used to make the rotor position visible to the eye during the
tests, see Fig. 7.3.
Figure 7.2: In this configuration the HSM is connected to a DC-motor
and a position sensor.
Sensor DC-Motor HSM
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Figure 7.3: The HSM is here equipped with a small wooden “propeller”
to make the rotor position visible.
7.3 Model
The first motor model presented in this section is expressed in a reference frame
which is fixed to the stator. This model is later on used in the Kalman filter. The
second model is attached to the dq-reference frame, this model is basically used
for control purposes. To complete this section, the identification of the model
parameters will also be discussed in section 7.3.4.
7.3.1 Assumptions
It is necessary to make various assumptions in order to simplify the modelling
process. A list of all the assumptions that are used for the HSM can be found
below. Each assumption is followed by a short motivation.
- Inductances are independent of the rotor position, 
Measurements show no significant variation between different rotor
positions. The measurements were made with a small sinusoidal signal,
1 [V] peak-peak, in the frequency range 10-20000 [Hz].
- The Self/Mutual inductances are time independent, 
This assumption is based on the fact that the currents are relatively
dL dθm⁄ 0=
dL dt⁄ 0=
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small. For large currents this might not be true due to saturation effects,
However, it is not possible to find an estimation of this phenomena that
can be included into the model.
- The core loss effects are neglected.
These complex phenomenons are very difficult to include into a
dynamic model and it is more or less standard procedure that they are
neglected. This assumption is also motivated in accordance with the
discussion in section 2.8.5.
- Skin effects in the rotor windings are neglected.
The skin effect is very small for frequencies below 8000 Hz, see [52].
Considering only the first harmonic, this frequency corresponds
approximately to a rotating speed of 500 000 t/min for a single pole-
pair motor. Today’s PMSM’s never reach these speeds and skin effects
can therefore be neglected.
- The induced voltage  is sinusoidal. 
It has been verified from measurements that the induced voltage is
sinusoidal.
- The mutual inductance is zero, . 
The mutual inductance can be neglected due to the symmetry of the
HSM, see Fig. 7.1. The total flux linkage between phase A and phase B
is zero.
- The static friction is zero 
This parameter is usually small if the bearings are in good condition. It
is furthermore a parameter which can change dramatically with wear,
temperature and rotor position. Tests to measure it has given no coher-
ent results. If it is believed that the influence of the static friction is
important, then it should be more rational to estimate this parameter on-
line as proposed in section 2.5.2. 
- The friction torque is linear 
For higher speeds this is in most cases correct, see also section 2.8.4.
For lower speeds this falls under the assumption for static friction
above.
- All currents and voltages are symmetrical
The controller is expressed in a rotor fixed reference frame. The trans-
formation back to a stator fixed reference frame gives automatically
that all the voltages are symmetrical. If the voltages are symmetrical
this implies directly that also the currents are symmetrical.
- The motor design is symmetrical
It is assumed that all phase windings and all magnetic ways are sym-
metrical.
en
Lab Lba 0= =
Kfs 0=
Tf vp( ) Kfvp=
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7.3.2 Motor model in stator reference frame
The motor model has been built by using the modelling approach that was pre-
sented in Chapter 2. The assumptions presented in section 7.3.1 above have also
been used wherever necessary.
The HSM has two electrical phases. A schematic model of this winding is shown
in Fig. 7.4 below
Figure 7.4: The electrical model of the HSM.
From Fig. 7.4 the electrical equations can be directly found as
 (7.1)
 is here the torque constant and 
 (7.2)
since there are 50 electrical periods per revolution. The following mechanical
equations completes the HSM model
(7.3)
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td
dia 1
L
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(7.4)
From the equations (7.1)-(7.4) a state-space model can be found by introducing
the state variables , the measurable outputs , the controlled signal  and the
control variable 
(7.5)
This model is fixed to the stator reference frame and is therefore appropriate for
use in the Kalman filter.
7.3.3 Motor model in dq-reference frame
A model which is expressed in the dq-reference frame can easily be found from
(7.1)-(7.5) by using the theory presented in section 3.2.3. Applying the Park trans-
formation gives directly
(7.6)
7.3.4 Identification of model parameters.
The parameters in the HSM model have been found from a combination of direct
measurements and identification experiments. The following parameters have
been considered for the identification:
Phase inductance [H]
Phase resistance [Ohm]
td
d θm Ω=
x y z
u
x
ia
ib
Ω
θm
= y ia
ib
= z Ω= u ua
ub
=
td
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Induced Voltage/Torque Constant [Vs/rad]
Friction torque [Ns/rad]
Cogging torque constant [Nm]
Rotor inertia [kg m2]
The parameters , ,  and  are given with good precision by the manufac-
turer. The given values have been verified with direct measurements. If a discrep-
ancy were found, the priority was given to the measured value. The parameters 
and  were determined from an identification process using the GBOS tool, see
section 2.9. The final parameter values that was obtained with this approach can
be studied in Table 7.1 below.
7.4 Extended Kalman filter
The stator fixed model from section 7.3.2 is used in the Kalman filter. The proce-
dure that was presented in section 4.6 is used to develop the Extended Kalman fil-
ter. 
From the definitions in (7.5) it is possible to write the state-space equations on a
compact form
TABLE 7.1
IDENTIFIED PARAMETER VALUES FOR THE HSM
PARAMETER VALUE
0.00126 [H]
0.50 [Ohm]
0.099 [Vs/rad]
32e-5 [Ns/rad]
0.035 [Nm]
3.0e-5 [kg m2]
Km
Kf
KC
J
L R J Km
Kf
KC
L
R
Km
Kf
KC
J
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(7.7)
where
(7.8)
The non-linear vector equation  is linearized with Taylor series as proposed
in (4.14). The gradient  for the HSM model can be found as
(7.9)
where
(7.10)
From this development, the linearization of the HSM model can be made accord-
ing to (4.17), with the change of variable proposed in (4.16). By using the Zero-
Order hold sampling technique described in section 4.6.2, the linear time-discrete
HSM model is given by
x· g x( ) Bu+=
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z Mx=⎩⎪
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⎧
B
1 L⁄ 0
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0 0
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(7.11)
 is here the sampling interval. The model (7.11) above together with equation
(4.9) gives directly the Kalman filter for the HSM.
7.4.1 Estimating unknown load torque
The estimation of the unknown load torque for the HSM can be introduced into
the EKF in exactly the same way as it was introduced for the linear motor, see sec-
tion 6.4.1 for details.
7.4.2 Setting the covariance matrices
It was discussed in section 4.8 that the covariance matrices of the Kalman filter
can be set by several methods. For the HSM, the covariance matrices  and 
are set by hand. This hand tuning is based on what is known about the system. For
example, it is known that the phase currents changes faster than the rotor position.
Therefore the covariance for the current should be larger than the covariance for
the position. It is also known that the current measurements are relatively precise
and the covariance for the measurement should therefore be given a small value.
By progressing with this type of analysis and with the aid of various simulations,
the covariance matrices are finally set to
(7.12)
xk 1+ Akxk Bkuk∗+=
yk Ckxk=
zk Mkxk=⎩⎪
⎨⎪
⎧
Ak I Ts g∇ xˆ( )+=
Bk TsI=
Ck C=
Mk M=
Ts
R1 R2
R1
15 0 0 0 0
0 15 0 0 0
0 0 10 4– 0 0
0 0 0 10 5– 0
0 0 0 0 10 6–
= R2
0.05 0
0 0.05
=
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Furthermore, it is supposed that the noise sources are uncorrelated which gives 
(7.13)
7.4.3 Initializing the EKF and initial rotor position
The initialization of the Kalman filter requires that the state variables  and the
error covariance matrix  is known at time t=0. At this time instant the motor is
supposed to be halted, and without phase currents. This gives easily the first three
state variables as
= 0 [A]
= 0 [A]
= 0 [rad/s]
The fourth and last state variable is the rotor position . This variable can not be
assumed to be zero unless the rotor has been moved voluntarily to this position.
For a HSM this is unrealistic, the motor has to be able to start without any external
intervention. Therefore, a standstill estimation method has been implemented. The
method which is based on current pulses is fully explained in section 5.3. The
standstill estimation method returns the electrical rotor position  and from this
estimate the last state variable is initialized as
=  [rad]
It should be noted that the absolute mechanical rotor position cannot be deter-
mined this way since the electrical cycles are indistinguishable. The relative value
of  is correct, but only an external index can determine in which of the 50 elec-
trical periods the rotor is positioned.
The error covariance matrix  is initialized according to the discussion in sec-
tion 4.9, this gives
(7.14)
where  is the covariance matrix of the system noise and  is the input matrix
as defined in (7.11).
7.5 The control structure
The control structure for the HSM motor is implemented as a classical vector con-
trol for PMSM motors. The same type of controller is used in [63] for various
PMSM’s such as motors with surface mounted PM’s and motors with interior
R12 0=
x0
P0
ia
ib
Ω
θm
θe
θm θe 50⁄
θm
P0
P0 BkR1Bk
T
=
R1 Bk
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PM’s. The step between these motors and the HSM used in this chapter is not very
large. In [49] a field oriented speed control for a HSM is demonstrated. It differs
from the controller proposed in this thesis only by using a state-feedback control-
ler instead of a PI controller for controlling the speed. 
The controller proposed in this chapter use two current controllers, surveying the
d- and q-axis current. The speed controller is connected in cascade with the q-axis
controller, see Fig. 7.5. All three controllers are of PI type, with the transfer func-
tion
(7.15)
Each PI controller uses the conditional integration proposed in (3.28) to prevent
overshoots or oscillations when there are abrupt changes in the reference signal.
Figure 7.5: The control structure for the HSM is implemented as a clas-
sical vector control with three PI controllers.
Although a good model for the HSM was developed in section 7.3.3, this model is
not used to determine the controller coefficients. This is motivated by the fact that
the behaviour of the closed loop system with hand tuned parameters was more
than satisfying. Therefore no further attempts were made to adjust the controllers. 
The controller coefficients are determined in the following way: At first the
speed controller is disconnected and the current controllers are made very slow to
ensure stability. The gain  and the integrator  are then slowly increased to
give a nice step response. Finally the speed controller is once again inserted into the
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system, and the same procedure is repeated. The coefficients for the three control-
lers are presented in Table 7.2.
7.6 Experimental results
This section will present the experimental results of the HSM. All tests are carried
out with the hardware and the algorithms that was presented in section 7.2-7.5.
The PWM module is connected to a 40 V power supply, and the current is limited
by software to 3.5 [A].
The first experiment in section 7.6.1 demonstrates a typical startup of the HSM.
Thereafter the stability of the speed controller will be demonstrated with and with-
out external load torque, see section 7.6.2 and 7.6.3 respectively. The fast dynamic
response is demonstrated in “7.6.5 The sewing machine”, where the HSM is forced
to move between two fixed positions 20 times per second. Finally the power losses
of the HSM will be analysed in section 7.6.6, and it will be demonstrated that the
optimal commutation angle is quite far from what is de facto standard.
7.6.1 Startup
The following experiment will demonstrate a typical startup of the HSM. The ini-
tial position is determined with the method shown in section 7.4.3. At time t=0 [s]
the speed reference is set to 1000 [t/min]. The startup for two different configura-
TABLE 7.2
PI-CONTROLLER COEFFICIENTS
PARAMETER VALUE
 (D-axis controller) 20
 (D-axis controller) 0.04
 (Q-axis controller) 20
 (Q-axis controller) 0.04
 (Speed controller) 5*10-3
 (Speed controller) 8*10-6
KP
KI
KP
KI
KP
KI
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tions are presented. The experimental setup from Fig. 7.2 with a DC motor con-
nected to the HSM axis is used in the first experiment which is presented in Fig.
7.6. In the second experimental setup only a small wooden propeller is attached to
the HSM rotor axis as shown in Fig. 7.3, a startup with this configuration can be
studied in Fig. 7.7. 
The HSM in the second experimental setup responds much faster, this is how-
ever expected since the inertia is about four times lower. During the acceleration
both configurations reaches the maximum current which is set to 4 [A]. Except for
the transition during the first 20 [ms], the d-axis controller keeps the d-axis current
well at zero.
Figure 7.6: Upper left: DQ-voltages. Upper right: DQ-currents. 
Lower left: Rotor speed. Lower right: Rotor position.
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Figure 7.7: Upper left: DQ-voltages. Upper right: DQ-currents. 
Lower left: Rotor speed. Lower right: Rotor position.
7.6.2 Speed tracking
The speed controller which is implemented for the HSM shows very good preci-
sion and stability. In this experiment it will be shown how the motor reacts when
the reference signal is changed from 500.0 to 550.0 [t/min]. The results can be
studied in Fig. 7.8. It can be seen that the sensorless algorithm responds fast, in less
than 30 [ms] the new speed is reached. The final precision is within 0.1 [t/min].
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Figure 7.8: Upper left: DQ-voltages. Upper right: DQ-currents. 
Lower left: Rotor speed. Lower right: Rotor position.
7.6.3 Load disturbance
One of the advantages of the closed loop control for HSM is the ability to handle
unexpected changes in the load torque. The following experiments will demon-
strate the good stability of the sensorless closed loop system. In these experiments
a DC motor is connected to the HSM motor, see Fig. 7.2. By injecting a current in
the DC motor very steep changes in the load torque can be achieved, see Fig. 7.9.
The response of the HSM can be studied in Fig. 7.11 and the position error during
the load torque transition is presented in Fig. 7.10.
At time t=0.087 [s] a load torque with a mean value of just below 0.3 [Nm] is
applied. This corresponds to approximately 30% of the maximum hold torque of
the HSM. The load torque reaches a peak value of 0.45 [Nm] in less than 0.5 [ms].
The position error due to this violent change in load torque never exceeds 35 elec-
trical degrees during the transition, see Fig. 7.10. Due to the unexpected load, the
speed decreases momentarily to 780 [t/min], the controller recover the correct
speed in less than 120 [ms] as shown in Fig. 7.11.
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Figure 7.9: The load torque changes quickly from zero to a peak value
of 0.45 [nm] in less than 0.5 [ms].
Figure 7.10: Rotor position error in electrical degrees during the load
torque transition. The error never exceeds 35 electrical degrees.
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Figure 7.11: Upper left: DQ-voltages. Upper right: DQ-currents.
Lower left: Rotor speed. Lower right: Rotor speed error
7.6.4 Robustness against parameter variations
Correct parameters in the HSM model plays an important role to make the
Extended Kalman filter as stable as possible. A sensorless control algorithm
should however accept a certain variation in the parameters due to aging and wear
of the mechanical system. Excessive heating can also change the electrical proper-
ties of the HSM. This section presents a stability analysis of the sensorless algo-
rithm. Theoretically it is very difficult to show the stability of non-linear
observers, therefore this analysis is based on practical tests.
The phase resistance  have been changed by physically adding a resistance in
series with each phase. In the same way, the rotor inertia , is changed by connect-
ing a rotor with known inertia to the HSM. 
It is difficult to change the other parameters physically and therefore the analysis
for these parameters have been made by increasing/decreasing the model parame-
ters in small steps. The “Sewing Machine” experiment is used as reference, see
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7.6.5. When the motor is no longer able to run correctly, the previous value is used
as an upper/lower limit of the stability. Table 7.3 below shows the stability interval
for each parameter. The table is presented in percentage of the initial value.
The table above shows that the sensorless algorithm is quite sensitive to changes
in the phase inductance . This parameter is however unlikely to change with age,
wear or heating. It can also be seen that the influence of  and  is small, it is
possible that these variables could be eliminated from the model to save some cal-
culations. The measurement range of  and  starts at 100% since these parame-
ters were tested by physically changing the system. It is possible to add a
resistance but impossible to remove some. It is however most likely that the algo-
rithm can accept also a significant decrease in  and  without running into sta-
bility problems.
7.6.5 The sewing machine
The sewing machine application will be used to show the fast dynamics of the
closed loop sensorless controller. It is called the sewing machine experiment
because the very first tests of the HSM were realised on a rig intended for an
industrial sewing machine. In this application the HSM makes a fast movement
between two fixed positions. This is not a position controller in the classical sense,
TABLE 7.3
STABILITY INTERVAL FOR MODEL PARAMETERS
PARAMETER INITIAL VALUE
STABILITY 
INTERVAL
 (Phase inductance) 0.00126 [H] 90-105%
 (Phase resistance) 0.50 [Ohm] 100-200%
 (Voltage/Torque constant) 0.099 [Vs/rad] 70-160%
 (Friction torque) 32e-5 [Ns/rad] 0-1000%
 (Cogging torque constant) 0.035 [Nm] 0-1000%
 (Rotor inertia) 3.0e-5 [kg m2] 100-350%
L
R
Km
Kf
KC
J
L
KC Kf
R J
R J
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the speed reference switches simply sign when one of the end positions are
reached. The end positions are set to make a movement of totally 90º. The result is
presented in Fig. 7.12. The back/forth movement is repeated 20 times each sec-
ond. Even if the position is not controlled specifically, the sensorless controller
shows a very good precision. The motor can also be exposed to external distur-
bances, such as curious and meddlesome visitors, without “losing” any steps. 
Figure 7.12: Upper left: Phase voltages. Upper right: Phase currents.
Lower left: Rotor speed. Lower right: Rotor position
7.6.6 Optimal efficiency in HSM’s
One of the reasons to use sensorless control for a HSM is to reduce the power con-
sumption. By using a feedback control the current is minimal, this means that it is
just large enough to drive the load torque. In an open loop control the current has
to be large enough to handle the maximum load and to assure the desired move-
ment. This dramatically increases the power consumption and the heating of the
motor. An excessively large current is also a source of audible noise. 
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Introducing a closed loop controller have also other benefits. One of them is the
possibility to control the commutation angle , this is often called field weaken-
ing. The definition of  can be studied in Fig. 7.13.
Figure 7.13: The commutation angle  is defined as the angle between
the current vector , and the induced voltage vector .
The commutation angle  determines the amount of d-axis flux in the motor. The
amount of d-axis flux affects the efficiency of the HSM. If the core losses are
neglected it can be shown that the maximum efficiency for a PMSM is achieved
when , [31]. The core losses in a HSM can however be important and for
some HSM there might also be a saliency torque present. Therefore, it is interest-
ing to take a closer look at the power losses and especially the overall efficiency of
the HSM. To do this the HSM was connected to a DC motor. Several measure-
ments were made at constant speed. Since the DC motor is short circuited, a con-
stant speed implies also a constant load torque. The commutation angle was
changed between -90 to 50 electrical degrees, and for each commutation angle the
following measurements were made
 [A] (Current from DC power source)
 [W] (Electrical power consumed in the HSM)
 [A] (RMS of phase current)
 [A] (Current in DC motor producing the load torque)
From these measurements the following power losses were calculated. At first
, which is defined as the power from the DC power source. Furthermore,
 which is the electrical power consumed in the HSM. The core losses and the
viscous friction in the DC motor is neglected and  is defined as the load
torque produced by the short circuited DC motor.  is the power consumed by
the winding resistance of the HSM.  is the core losses plus the viscous
friction. The power losses were calculated as shown in the equations below
 [W] (7.16)
 [W] (7.17)
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 [W] (7.18)
 [W] (7.19)
 [W] (7.20)
The results are presented in Fig. 7.14, the rotor speed in this measurement is 1000
[t/min]. It is interesting to note that the overall power consumption is not minimal
at  but rather at a rather large negative commutation angle, .
Figure 7.14: The power distribution of the HSM at different angles 
This is even more obvious when looking at the efficiency , which is calculated
as
(7.21)
The efficiency of the HSM at constant load is measured at 500 and 1000 [t/min].
The results are presented in Fig. 7.15. This graph confirms that the maximum effi-
ciency can be found at a commutation angle of approximately . The
increase in efficiency is about 10% which is not neglectable. 
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In many PMSM applications , is used as de facto standard. This angle
is calculated from the assumption that the core losses are neglectable. The meas-
urements presented in this section shows that this theoretical value can be incorrect
for certain motor types, such as the HSM, where large core losses and also a certain
saliency torque might be present. 
Figure 7.15: The efficiency of the HSM at different commutation angles
. Two different speeds are shown, 500 [t/min] and 1000 [t/min].
7.7 Analysis and conclusion
In section 7.6.1-7.6.6 it has been demonstrated that the control loop for the HSM
can be closed by using a sensorless algorithm based on the Extended Kalman fil-
ter. The closed loop controller adds several advantages when compared to the tra-
ditional open loop control. Amongst other things it has been shown that it is
possible to make a very precise speed controller which can handle different loads
and rotor inertia. The results in section 7.6.3 show that the algorithm is very robust
against sudden changes in the load torque. An almost instantaneous change of
more than 30% of the nominal hold torque is not a problem. 
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The “sewing machine” experiment also shows the possibility to make a very fast
and robust movement between two end positions separated by 90º, this back/forth
movement can be executed more than 20 times per second.
The shortcomings of the proposed algorithm is in the low speed region. The al-
gorithm can run down to 30-40 [t/min] with a reasonable torque but below this
speed the functionality can not be guaranteed. As for all other PMSM’s this short-
coming is due to the small amplitude of the induced voltage at low speeds. This
shortcoming can probably be partly overcome by increasing the gain in the ADC
amplifiers. This way the signal to noise ratio will be improved and the HSM could
be made running at lower speeds, another limit will eventually be attained before
the zero speed is reached. This method could never include the zero speed as dem-
onstrated by the observability study of PMSM’s in section 4.10.3. The only way to
include the zero speed region is to extract the information in the inductance salien-
cy.
The optimal efficiency of the HSM was also discussed in the experimental sec-
tion 7.6.6. It was shown that the commutation angle can be used to increase the ef-
ficiency of up to 10% as compared to the de facto standard.
181
Chapter 8
CONCLUSION
8.1 Conclusion   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
8.2 Comments on the experimental results  . . . . . . . . . . . . . . . . . . . . . . 181
8.3 Originality  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
8.4 Outlook  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
8.1 Conclusion
This thesis has presented a new standstill position estimation method for PMSM.
The method, which is called MAM, is based on magnetic anisotropy properties of
modern permanent magnets. The advantage of this method is that it can be used
for non-salient, non-saturated motors, this is a motor type where all standard
standstill methods fail. The feasibility of the MAM method has been shown with
experimental results, the theoretical background has also been discussed even if a
complete analysis of the phenomena needs further research.
A high performance sensorless control algorithm for PMSM has also been es-
tablished. The position and rotor speed are estimated continuously by an Extended
Kalman filter. The motor model and the Kalman filter parameters have been deter-
mined with an optimization algorithm to obtain maximum stability and perform-
ance of the total system. At standstill a current impulse method has been used to get
a first estimation of the rotor position. In the experimental part it has been demon-
strated that the algorithm can be used for a vast diversity of different motor types,
such as HSM’s and linear ironless motors.
8.2 Comments on the experimental results
These comments are focused on the experimental results of the EKF algorithm,
the results of the MAM-method needs no further comments.
In the experimental chapters 6 and 7, two completely different motor types have
been presented. The first one is a linear ironless motor and the second one is a
HSM. It has been shown that the same sensorless algorithm can be used for both
Summary
182
Chapter 8 Conclusion
motor types by changing only the model and the parameter values. During this
work, a priority has been to find a good model that corresponds well with reality.
This has been achieved with identification experiments, and the simulation results
have been compared with measurements on the real system.
It has been demonstrated that the HSM can be transformed into a highly dynam-
ic brushless DC-motor with sensorless vector control. This overcomes the usual
problems of HSM, such as high currents, overheating and acoustic noise. It has also
been demonstrated that the sensorless controller can handle very abrupt changes in
the load torque. A simplified version of a position controller is shown in the “sew-
ing machine” experiment.
With the linear ironless motor it is shown how a sensorless position controller
can be successfully implemented by using only back-EMF voltages as information
source. The dynamic response of the sensorless algorithm equals the response of a
controller with sensor. The standstill precision of the sensorless algorithm is how-
ever not as good, even if it is sufficient for certain applications.
Furthermore, the robustness against parameter variations has been investigated
both for the HSM and the linear ironless motor. This analysis shows that the overall
algorithm is rather insensitive, even if certain parameters are more critical than oth-
ers.
8.3 Originality
A novel method to determine the rotor position for PMSM at standstill is pre-
sented. This method is called the MAM-method and is based on the anisotropic
properties of modern rare-earth permanent magnets.
The second method that has been developed is based on the Extended Kalman
filter. This filter has been used previously by many scientists to control numerous
different motor types, ranging from AC- to DC-motors. However, what is often ne-
glected is the fact that the behaviour of the Kalman filter depends strongly on the
motor model parameters as well as the Kalman filters covariance matrices. This
thesis shows how the model parameters as well as the covariance matrices can be
set from measurement data, in order to optimize the robustness of the overall sys-
tem. The good performance and stability that is achieved with this method opens
up for new applications of the Kalman filter, such as sensorless position controllers
for linear motors.
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8.4 Outlook
An ideal sensorless controller should work from 0-100% of the speed range, at any
load, and the same method should work for a majority of all motor types. At
present there is no sensorless method capable of doing this, actually it is quite a
long way to go.
This thesis has shown the importance of a model which is close to reality. As
computational power gets cheaper the models can get more complex. If we could
find a model which perfectly corresponds to the true system, then we can start talk-
ing about true sensorless control. With a perfect model we do not need neither po-
sition sensor nor current sensors, it is enough to run a simulation in parallel. This is
of course an utopia, but maybe some day it is possible to go half the way.
The new standstill estimation method (MAM) that has been presented in this
thesis, is not yet ready to be used in an industrial application. To start with a deeper
analysis of the physics behind this phenomena is necessary. Secondly, the hardware
has to be simplified and made less expensive, if possible the method should be in-
tegrated with the existing MOSFET power bridge. Furthermore it should be inter-
esting to investigate whether the same phenomena could be used at non-zero speed.
The rather high frequency of the proposed method could be useful if it should be
necessary to filter out the frequencies of the fundamental excitation.
Sensorless control has certain physical limitations, such as no induced voltage
at zero speed. This can be overcome by injecting a carrier signal to track rotor sali-
ency or saturation, but then again, the saliency can change drastically from one mo-
tor to another and is it really possible to claim that sensorless control is more
reliable than sensors in such a case. It is my belief that sensorless control will never
eliminate the need of sensors in all applications. There are certain applications, well
suited for sensorless control and this is were it should be used.
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A.1 State-space to transfer function representation
Assume a linear system on state-space form
(A.1)
the equivalent transfer function can be found by performing a Laplace transforma-
tion and extracting the output signals  as a function of the control variables .
This gives directly (A.2), where  is the unity matrix
(A.2)
A.2 Going from a continuous to a discrete systems
A continuous system on state-space form can be transformed into time discrete
equivalent if it is assumed that the control variable is constant between the sam-
pling instants, this method is called Zero Order Hold sampling. Consider the fol-
lowing continuous system on state-space form
(A.3)
if it assumed that  is constant during the sampling interval
(A.4)
then the system at each sampling interval  can be described by
(A.5)
where
(A.6)
and
(A.7)
where  is the unity matrix.
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y u
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A.3 Decoupling of MIMO systems
In MIMO systems the output variables can sometimes be decoupled by using the
following strategy. Consider a transfer functions of a 2-input 2-output system
 (A.8)
The goal is to find a controller  for this system, the non-diagonal ele-
ments  and  makes however this difficult. These elements represent the
coupling between the output signals. The first step towards a decoupling of the
system is to assume the following change of variables
(A.9)
and the inverse relationships
(A.10)
From (A.8) and (A.10) the transfer function expressed with the new variables can
be found as
 (A.11)
Here,  and  should be chosen to make  as diagonal as possible. In most
practical cases  and  has to be constant and real. Therefore  can be made
diagonal only at a specific frequency, it is common to chose the zero-frequency
, or the cut-off frequency . From the diagonal transfer function
 a controller  can be calculated, and by using (A.9) this control-
ler can be expressed in the original variables as
  (A.12)
y Gu G11 G12
G21 G22
u1
u2
= =
u F– y=
G12 G21
y∗ w2y=
u∗ w1u=
y w2
1– y∗=
u w1
1–
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y∗ w2Gw1
1–
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w2 w1
1– G∗
w1 w2 G∗
s 0= s iωc=
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A.4 Observability
A state-vector  is non-observable if the in/out-signal both are identical to zero
when the initial state-vector is . This means that there are “hidden” or
“silent“ state-vectors which can not be seen on the output. A system is observable
if there are no non-observable state-vectors. 
Assume a n-dimensional system on standard state-space form
(A.13)
The observability can be tested by introducing the following matrix
(A.14)
The system is observable if the matrix  has full rank i.e.
(A.15)
If  is square this corresponds to
 (A.16)
or if  is rectangular
(A.17)
A.5 Controllability
A state-vector  is controllable if there exists an input vector that moves the sys-
tem from origin to  on a finite time. If all the state-vectors are controllable the
system is controllable.
Assume a n-dimensional system on standard state-space form
(A.18)
The controllability can be tested by introducing the following matrix
xi
xi 0≠
x· Ax Bu+=
y Cx=
O
C
CA
...
CAn 1–
=
O
rank O( ) n=
O
det O( ) 0≠
O
det OTO( ) 0≠
xi
xi
x· Ax Bu+=
y Cx=
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(A.19)
the system is controllable if the matrix  has full rank i.e.
(A.20)
If  is square this corresponds to
 (A.21)
or if  is rectangular
(A.22)
Γ B AB ... An 1– B=
Γ
rank Γ( ) n=
Γ
det Γ( ) 0≠
Γ
det ΓTΓ( ) 0≠
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Appendix C List of Symbols
C.1 Symbols
Matrices in the state-space representation [-]
Magnetic flux density [T]
Induced voltage [V]
Control error [-]
Transfer function of controller [-]
Frequency [Hz]
System function [-]
Cutoff frequency [Hz]
Transfer function of system [-]
Transfer function of closed loop system [-]
Filter function [-]
Magnetic field intensity [A/m]
Phase currents a,b,c [A]
Phase currents in -reference frame [A]
Unity matrix [-]
Integration term [-]
Direct axis current [A]
Quadratic axis current [A]
Reference of quadratic axis current [A]
Inertia [kg m2]
Kalman filter gain matrix [-]
Material constant (Eddy current) [-]
Cogging torque constant [Nm]
Differential gain [-]
Viscous friction constant [Nms/rad]
Stick-slip friction [Nm]
Material constant (Hysteresis) [-]
Integral gain [-]
Torque constant [Vs/rad]
Proportional gain [-]
Gain Matrix in LQ controller [-]
Gain Matrix of reference signal [-]
Phase inductance [H]
Element in inverse L matrix, [H-1]
A B C D, , ,
B
e
e
F
f
f x u,( )
Fc
G G s( ),
Gc
H
H
ia ib ic, ,
iα iβ, αβ
I
In
id
iq
iqref
J
K
kc
KC
KD
Kf
Kfs
kh
KI
Km
KP
Kq
Kr
L
L* L 1–
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Lie derivative [-]
Matrix in state-space representation [-]
Magnetisation vector, hard/easy axis [T]
Mass [kg]
Observability matrix, Ordo [-],[-]
Covariance matrix for the state estimate [-]
Number of pole pairs, Mech./Elec. position constant [-]
Initial error covariance [-]
Power loss due to eddy currents [W]
Power loss due to hysteresis [W]
 Total core loss [W]
Total core loss [W]
Weight matrix of control error [-]
Weight matrix of control signal amplitude [-]
Phase resistance [ ]
Covariance matrix [-]
Covariance matrix for the system noise [-]
Covariance matrix for the measurement noise [-]
Cross correlation between noise sources [-]
Eddy current equivalent resistance [ ]
Hysteresis equivalent resistance [ ]
Reference signal [-]
Solution to Riccatti equation [-]
Laplace operator [-]
Electromagnetic torque [Nm]
 Cogging torque [Nm]
Scale factor for derivation approximation [-]
 Friction torque [Nm]
Park transformation matrix [-]
Sampling rate [s]
Control variable [-]
Voltage [V]
Phase voltages a,b,c [V]
Phase voltages in -reference frame [V]
Neutral point voltage [V]
Lfh
M
Me h,
m
O
P
p
P0
Pc
Ph
PI
Pt
Q1
Q2
R Ω
R
R1
R2
R12
Rc Ω
Rh Ω
r
S
s
Tem
TC
Td
Tf
TP
Ts
u
u u t( ),
ua ub uc, ,
uα uβ, αβ
un
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Direct axis voltage [V]
Quadratic axis voltage [V]
Linear rotor speed [m/s]
Total estimation error [-]
Injected carrier signal amplitude [V]
System noise [-]
Measurement noise [-]
Diagonal weighting matrix [-]
System states [-]
Initial system states [-]
Linear rotor position [m]
Output signal [-]
Controlled signal [-]
Unknown parameter vector [-]
Prediction error [-]
Controllability matrix [-]
Electrical rotor position [rad]
Mechanical rotor position [rad]
Permanence [Vs/A]
Mean value [-]
Permeability [Vs/Am]
Relative permeability [-]
Resistivity [ ]
Standard deviation [-]
Conductivity [S/m]
Load, Load torque [N, Nm]
 Magnetic flux [T]
Total magnetic flux, Flux linkage [T]
Total magnetic flux from magnets [T]
Total magnetic flux from stator windings [T]
Commutation angle [º]
Electrical rotor speed [rad/s]
Injected carrier signal frequency [rad/s]
Mechanical rotor speed [rad/s]
Reluctance [A/Vs]
ud
uq
vp
VN
Vi
v1
v2
W
x
x0
xp
y
z
δ
ε
Γ
θe
θm θ,
λ
µ
µ0
µr
ρ Ωm
σs
σ
τL
φm
Ψ
Ψm
Ψw
ψ
ω
ωi
Ω
ℜ
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C.2 Indexes
C.2 Indexes
Time derivative
Vector/Matrix variable (Bold)
Change of variables
Estimation/Simulation variable
Error variable
Inverse
Transpose
Differential
Direct axis (Park transformation)
Quadratic axis (Park transformation)
Time discrete variable at sample k
Time discrete variable at sample k, 
depends on values up to sample k-1
C.3 Abbreviations
ARMA Auto Regression Moving Average
BJ Box-Jenkins model
DSP Digital Signal Processor
EKF Extended Kalman Filter
FEM Finite Element Method
GBOS Grid Based Optimum Search
HSM Hybrid Stepper Motor
IPMSM Internal Permanent Magnet Synchronous Motor
LQ Linear Quadratic Method
MAM Magnetic Anisotropy Method
MIMO Multiple Input Multiple Output
NeFeB Neodymium Iron Boron
PM Permanent Magnet
PMSM Permanent Magnet Synchronous Motor
PRBS Pseudo Random Binary Signals
PWM Pulse Width Modulation
SISO Single Input Single Output
SmCo Samarium Cobalt
SQP Sequential Quadratic Programming
QEP Quadrature Encoder Pulse
X'
X
X∗
Xˆ
X˜
X 1–
XT
X∆
Xd
Xq
Xk
Xk k 1–
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