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Abstract
Reducing the dependence on fossil fuels in the transport sector is crucial to have a
realistic chance of halting climate change. The automotive industry is, therefore,
transitioning towards an electrified future at an unprecedented pace. However, in
order for electric vehicles to be an attractive alternative to conventional vehicles,
some issues, like range anxiety, need to be mitigated. One way to address these
problems is by developing more accurate and robust navigation systems for electric
vehicles. Furthermore, with highly stochastic and changing traffic conditions, it
is useful to continuously update prior knowledge about the traffic environment by
gathering data. Passively collecting energy consumption data from vehicles in the
traffic network might lead to insufficient information gathered in places where there
are few vehicles. Hence, in this thesis, we study the possibility of adapting the routes
presented by the navigation system to adequately explore the road network, and
properly learn the underlying energy model.
The first part of the thesis introduces an online machine learning framework
for navigation of electric vehicles, with the objective of adaptively and efficiently
navigating the vehicle in a stochastic traffic environment. We assume that the road-
specific probability distributions of vehicle energy consumption are unknown, and
thus, we need to learn their parameters through observations. Furthermore, we take
a Bayesian approach and assign prior beliefs to the parameters based on longitudinal
vehicle dynamics. We view the task as a combinatorial multi-armed bandit problem,
and utilize Bayesian bandit algorithms, such as Thompson Sampling, to address it.
We establish theoretical performance guarantees for Thompson Sampling, in the form
of upper bounds on the Bayesian regret, on single-agent, multi-agent and batched
feedback variants of the problem. To demonstrate the effectiveness of the framework,
we perform simulation experiments on various real-life road networks.
In the second half of the thesis, we extend the online learning framework to
find paths which minimize or avoid bottlenecks. Solutions to the online minimax
path problem represent risk-averse behaviors, by avoiding road segments with high
variance in costs. We derive upper bounds on the Bayesian regret of Thompson
Sampling adapted to this problem, by carefully handling the non-linear path cost
function. We identify computational tractability issues with the original problem
formulation, and propose an alternative approximate objective with an associated
algorithm based on Thompson Sampling. Finally, we conduct several experimental
studies to evaluate the performance of the approximate algorithm.
Keywords: Energy Efficient Navigation, Machine Learning, Online Learning,
Multi-Armed Bandits, Thompson Sampling, Combinatorial Semi-Bandits, Online
Shortest Path Problem, Online Minimax Path Problem.
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The automotive industry has in recent years been undergoing a paradigm shift as a
result of advances within research around electrification, connectivity and autonomous
vehicles. The future of the automotive industry depends on how well it adapts to an
evolved market where customer demands are higher on environmental sustainability,
flexibility and accessibility. Furthermore, the European Union has formulated targets
on reductions in greenhouse gas emissions until 2050, which should decrease at least
60% below 1990 levels in the union. In the shorter term, most of the transports in
urban areas should be electrified until 2030 (European Commission, 2011).
To have a realistic chance of reaching these goals, the appeal of electric vehicles
needs to increase. Many people may avoid purchasing or using electric vehicles
due to concerns around their maximum driving range (Rauh et al., 2015). This
range anxiety is present despite the fact that most common electric vehicle models
have sufficient battery capacity for the needs of a daily commute. Some examples
of disturbances that could cause problems for a typical driver trying to reach a
destination are e.g., unexpected traffic congestion, redirection due to road works,
extreme weather conditions, and a lack of available charging stations.
One way to alleviate some of these concerns is by using improved navigation
algorithms and systems. An efficient navigation or route planning system for electrical
vehicles should take both travel time and energy consumption into account. This
places high demands on not only the computational efficiency of both algorithms
and energy consumption models, but also their robustness in the face of uncertainty.
During the previous decade, several works have investigated possibilities to employ
variants of shortest path algorithms for the purpose of finding routes that minimize
the energy consumption. Some of them (e.g. Artmeier et al., 2010; Sachenbacher
et al., 2011) focus on computational efficiency in searching for feasible paths where
the constraints induced by limited battery capacity are satisfied. Both use energy
consumption as edge weights for the shortest path problem in road network graphs.
In Sachenbacher et al. (2011) a consistent heuristic function for energy consumption
is used with a modified version of A*-search to capture battery constraints at query-
time. In a more recent work (Baum et al., 2017), instead of using fixed scalar energy
consumption edge weights, the authors use piece-wise linear functions to represent
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the energy demand, as well as lower and upper limits on battery capacity.
While these methods mainly consider accuracy and computational efficiency, it is
also interesting to consider paths which are robust to external sources of uncertainty,
such as traffic congestion and weather. Beyond using approximations of just the
expected energy consumption of each road segment, it is possible to view it as
stochastic and thus also model the variance in the energy consumption. This can be
utilized to find reliable paths through the road network, where risk-averse drivers
can reach their destination with a high probability that the energy remaining in the
battery exceeds a certain level (B. Y. Chen et al., 2013).
Additionally, most existing methods either assume that the necessary information
for computing the optimal path is available, or do not provide any satisfactory
exploration to acquire it. Hence, it is relevant to consider the problem of exploring
the environment sufficiently to learn the parameters of the energy model, while
simultaneously solving the navigation problem in a resource efficient way. Using
Bayesian methods to model the energy consumption for each road segment enables
a principled way of utilizing prior knowledge when updating the models with new
information.
In this thesis, we present an online learning framework for electric vehicle navigation
problems, which we evaluate through theoretical and experimental studies. The
thesis is structured in the following way. Chapter 2 provides an overview on relevant
background knowledge to aid understanding of the material in the appended papers.
Chapter 3 consists of summaries of the problems, methods, results and contributions
of each paper. Chapter 4 contains concluding remarks on the work performed so far,
as well as a brief discussion on possible future directions of this research project.
Two papers are appended in the second part of the thesis. Paper 1 is an extended
version, intended for journal submission, of Åkerblom et al. (2020). The contributions
of Paper 1 are (i) a framework for addressing the need for efficient exploration in
electric vehicle navigation problems where the road-specific energy consumption is
uncertain, (ii) Bayesian regret bounds for the single-agent, multi-agent and batched
feedback settings, and (iii) experimental results from simulations on real-world road
networks.
Paper 2 builds on the framework introduced in Paper 1, extending it for identifica-
tion and avoidance of bottlenecks in transport networks. The contributions in the
second paper are (i) exact and approximate problem formulations and algorithms
for the online minimax path problem, (ii) a Bayesian regret bound for the exact
algorithm, and (iii) experimental results on real-world transport networks.
Chapter 2
Background
The following chapter introduces some of the concepts and topics used throughout
this thesis.
2.1 Road network model
A road network may consist of everything between national highways, arterial roads,
residential streets, and individual lanes. Consequently, it can be mathematically
represented with various levels of fidelity, depending on the intended use case. For
navigation purposes, it is common to model the road network using a graph structure,
where vertices (nodes) correspond to intersections, and edges (connections) correspond
to road segments. For more complex intersections, it is possible to represent, e.g.,
turn restrictions, by introducing additional vertices and edges.
Formally, the road networks considered in this thesis are modelled using graphs
G(V , E ,w), with sets of vertices V and edges E representing intersections and road
segments respectively. Since there may be road segments with a single allowed
direction of travel, we mainly consider directed graphs, where each edge (u1, u2) ∈ E
is a pair of vertices u1, u2 ∈ V , where the order of the pair indicates the direction. A
sequence of edges, connected by vertices (without any gaps) in G, is called a path. If
the path begins and ends in the same vertex, it is also called a cycle.
Furthermore, a tree is a graph containing no cycles, where each pair of vertices is
connected by at least one path. A spanning tree of an undirected graph G(V , E ,w),
is a tree which consists of all vertices in V and a subset of the edges in E (connecting
all vertices in V).
Each edge and vertex may have many associated attributes (e.g., position and
elevation of intersections, or length and inclination of road segments), but the most
important attribute for navigation problems is the weight we of each edge e ∈ E
(we also denote the vector of all weights in the graph as w). Finding paths which
minimize some function of the edge weights (e.g., the total travel time or energy
consumption) is the objective of all combinatorial optimization methods used in this
thesis. An example of a weighted directed graph is shown in Figure 2.1.
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Figure 2.1: Example of a weighted directed graph.
2.1.1 Shortest path problem
Let P be the set of all connected paths, in a graph G(V , E ,w), from a fixed source
vertex u1 to a fixed target vertex un. The problem of finding the shortest path
p∗ ∈ P , for the problem instance determined by G, u1 and un, is then defined as:





This is a classical problem, with many algorithms available for different variations.
One of the oldest and most common methods used is Dijkstra’s algorithm (Dijkstra,
1959). While it is still efficient and simple enough to be utilized for many applications,
there are plenty of extensions and alternatives.
Two of the classical ones are A* (Hart et al., 1968), which integrates a heuristic
distance estimation function to guide the search, and Bellman-Ford (Shimbel, 1955;
Ford Jr, 1956; Bellman, 1958), which can handle negative edge weights as long as
there are no negative cycles in the graph. A more recent extension uses contraction
hierarchies (Dibbelt et al., 2014) to preprocess large scale graphs, in order to enable
more efficient queries in real-time navigation systems. This method has also recently
been utilized for battery constrained navigation of electric vehicles (Baum et al.,
2017).
2.1.2 Minimax path problem
Like in the shortest path problem, a problem instance for the minimax path problem
(also named the bottleneck shortest path problem) is determined by a graph G(V , E ,w),
and a pair of vertices u1 and un. The minimax path p∗ ∈ P is defined as:
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In other words, p∗ is the path which minimizes the maximum edge weight or
bottleneck between the source and target vertices. Finding and avoiding bottlenecks
is useful for transportation planning of public services (e.g., police, fire department,
or repair vehicles) (Berman and Handler, 1987) and routing in computer networks
(Shacham, 1992). By negating the edge weights, we get an equivalent widest or
maximum capacity path problem (Pollack, 1960), which may be solved using the
same methods.
For an undirected weighted graph G, a minimum spanning tree (MST) is a spanning
tree of G which minimizes the sum of the edge weights. An MST can be efficiently
found using e.g., Prim’s algorithm (Prim, 1957). It has been shown that every path
through an MST of a graph G is a minimax path in the original graph G (Hu, 1961),
enabling the use of Prim’s algorithm to find minimax paths. For directed graphs,
a modified version of Dijkstra’s algorithm (see Berman and Handler, 1987) can be
used instead.
2.2 Energy consumption in a navigation problem
There are various ways of modelling road specific energy consumption of electric
vehicles. Some high fidelity simulation frameworks utilize detailed vehicle models
and are very accurate, but are also too slow to be viable for assigning weights to
edges in a road network graph. Additionally, they typically assume that speed profile
information is available with high time resolution, while usually only aggregate
information is available in navigation settings.
In this thesis, we utilize a common formula (see Guzzella, Sciarretta, et al., 2007)
describing the forces acting on the vehicle during longitudinal motion. The mechanical
traction force Ft exerted by the vehicle at the wheels has to overcome resistive forces
in order to induce acceleration. The main resistive forces considered are aerodynamic
drag Fa, rolling resistance Fr and gravity (during uphill or downhill driving) Fg.
This relationship is illustrated in the following equation (where we denote the vehicle
mass m and acceleration v̇):
Ft = m · v̇ + Fg + Fr + Fa.
The forces are illustrated in Figure 2.2. In this thesis, our datasets only contain
speed distribution information for each road segment. To avoid making assumptions
about acceleration and deceleration profiles, we discard the first term and consider
the speed to be constant. The second term, Fg = m · g · sinα, is the longitudinal
component of the gravitational force (with gravitational acceleration g and road
inclination angle α). The rolling friction force, Fr = Cr ·m · g · cosα (where Cr is
the rolling resistance coefficient), is affected by properties of the road surface and
tires. Finally, the aerodynamic friction force, Fa = 12 · ρ · A · Cd · v
2, depends on the
air density ρ, the front surface area A of the vehicle, the air drag coefficient Cr, and
on the squared speed.
To derive the energy consumption for a road segment, like in Basso et al. (2019),
we multiply the terms by speed to get mechanical power, and integrate with respect





Figure 2.2: Longitudinal forces during vehicle motion.
to time (while also considering the powertrain efficiency η for conversion of electric
energy to mechanical energy), and obtain (for constant speed, with road segment
length l):
E = 13600 · η
(
l ·m · g · sinα + l · Cr ·m · g · cosα +
1
2 · l · ρ · A · Cd · v
2
)
The energy consumption E can be either positive (traction) or negative (recupera-
tion). Furthermore, for vehicles with internal combustion engines, the efficiency η is
highly depending on the current gear, engine speed and torque. However, for battery
electric vehicles, η is high for a wider range of operating points. This increases the
relative impact of the aerodynamic friction term, since it has a quadratic dependence
on the vehicle speed.
2.3 Sequential decision-making problems
In sequential decision-making problems, we want to choose a (deterministic or
stochastic) policy π from a set of policies Π, which specifies how an agent should
interact with an environment. The goal is typically to maximize some sort of long-
term return, rather than immediate rewards resulting from individual actions. The
actions that the agent may select need not be available all the time, nor in all possible
states of the environment. The time, reward space R, state space S and action space
A can be either discrete or continuous, though all except rewards are discrete in this
thesis.
A typical such decision-making problem is shown in Algorithm 1. In each time step
t until the considered time horizon T , the environment may reveal some information
about the current state St ∈ S. Subsequently, the agent has to decide which action
to take, out of a set of possible actions At(St) ∈ A which may vary depending on
the state and time.
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Algorithm 1 Sequential decision-making problem
Input: Policy π ∈ Π
1: for each time step t← 1, . . . , T do
2: St ← Current state St ∈ S revealed by environment to agent.
3: At ← Action At ∈ A(St) selected by agent according to policy π.
4: Rt ← Reward Rt ∈ R given to agent.
5: St+1 ← Environment enters new state St+1 ∈ S.
6: end for
Based on the selected action, the environment reveals a reward Rt ∈ R to the agent,
possibly along with more feedback from the environment. Finally, the environment
enters a new state St+t ∈ S, which may possibly depend on the previous state St
and the action At taken by the agent. Intuitively, a central problem for the agent is
to find a balance between selecting actions to explore the environment and to exploit
the knowledge already acquired.
2.4 Multi-armed bandit problems
Sequential decision-making problems of how an agent should act in uncertain and
partially unknown environments can be modelled in various ways. If we want to
consider how the environment is affected and changed by the actions of the agent,
it may be appropriate to model the environment using a Markov decision process
and use reinforcement learning (RL) methods to learn policies through interactions
with the environment. However, finding good policies for these problems is typically
difficult. In settings where it is not desirable or necessary to take environment state
changes caused by the agent into account, or where no such changes occur, it can be
beneficial to simplify the decision-making problem formulated above.
A common simplification is the multi-armed bandit problem (MAB). Here, we only
consider the actions and rewards. We may still receive information about the state
(now called context) of the environment prior to decisions made by the agent in
each time step, but we no longer assume that the actions affect the state in any
meaningful way. The MAB problem is shown in Algorithm 2, where some notation
changes have been introduced to reflect the simplified problem.
Algorithm 2 Multi-armed bandit problem
Input: Bandit algorithm π
1: for each time step t← 1, . . . , T do
2: at ← Arm at ∈ A played by agent according to bandit algorithm π.
3: rt(at)← Reward rt(at) ∈ R given to agent.
4: Update algorithm π using observed reward rt(at).
5: end for
The term multi-armed bandit refers to the one-armed bandit, an old name for a slot
machine of the type that can be found in casinos. One typical example is a gambler
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selecting which slot machine, out of a collection of slot machines, to play (i.e., which
arm at to pull). In this thesis, we only consider stochastic MAB problems, where the
reward rt(at), received for playing an arm at ∈ A at time t, is drawn from some fixed
and unknown distribution associated to at. However, there are more general MAB
formulations, like adversarial bandits (see Auer, Cesa-Bianchi, et al., 1995). In this
thesis, we also make the assumption that the rewards from each arm are independent
of those from other arms.
The objective of a bandit algorithm is to play arms to maximize the expected sum
of received rewards until a considered time horizon T . This is typically reformulated
as a regret minimization problem, where the regret is defined in the following way
(where the outer expectation is over any randomness in how the bandit algorithm
selects arms):
Regret(T ) := E
∑
t∈[T ]
(E [rt(a∗)]− E [rt(at)])
 . (2.1)
In the Eq. 2.1, the optimal arm a∗ is defined as a∗ := arg maxa∈A E [rt(a∗)]. The
regret is the sum, over each time step t ∈ [T ], of the expected difference between the
reward of a∗ and the reward of at (the arm played by the algorithm). This quantity
is only known in hindsight, but is useful for evaluation, analysis and comparison of
bandit algorithms.
2.4.1 Bandit algorithms
The stochastic MAB is a classical problem, for which there are many different
approaches available. A naive approach is the greedy method, where reward mean
estimates are updated for each arm visited, and the algorithm selects the arm with
the highest estimate in each time step. Depending on the initial estimates, there is a
high risk of the algorithm committing to a sub-optimal arm.
The ε-greedy algorithm
A common modification to the greedy approach is to combine it with some random
exploration. With ε-greedy, in each time t, the agent explores with probability ε and
uses the greedy approach with probability 1− ε. When exploring, the agent selects
an arm a ∈ A uniformly at random. The method is also often used in reinforcement
learning (Sutton and Barto, 2018).
One variation of the method is to, instead of a constant ε, use an εt which decreases
with each time step t (see Auer, 2002). The reason is that, in a setting where the
reward distributions are fixed, it is inefficient to continue with the initial rate of
exploration when sufficient information has already been collected.
Upper Confidence Bound
Upper Confidence Bound (UCB) (Auer, 2002) is a class of bandit algorithms based on
the principle of taking optimistic decisions in uncertain environments. The algorithms
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encourage exploration by, during the arm selection step, adding an exploration term
to the reward mean estimates of each arm. The resulting sum, which the algorithm
selects an arm to maximize, should exceed the unknown mean reward of the arm
with high probability, i.e., be an upper confidence bound. It should also not be too
high, to avoid unnecessary exploration.
The exploration term is usually a function which decreases with the number of
times an arm has been played. In this way, an arm is selected either due to, so far,
having a high reward average or a low number of plays. If an arm with a low mean
reward is selected by the algorithm for the latter reason, it will likely be discarded in
favor of other arms once the exploration term has decreased enough. The exploration
term itself is often derived using concentration properties of the reward distributions,
e.g., Chernoff-Hoeffding bounds (see Auer, 2002).
Thompson Sampling
One of the oldest bandit algorithms is Thompson Sampling (TS) (Thompson, 1933).
Since it was originally developed, it has been forgotten and rediscovered multiple
times, also under alternative names like posterior sampling and probability matching.
While it has been known for a long time, intense study began during the last decade,
starting with extensive experimental studies (Chapelle and Li, 2011; Graepel et
al., 2010) demonstrating impressive performance on several problems. This was
followed by a rapid succession of theoretical results (Agrawal and Goyal, 2012;
Kaufmann, Korda, et al., 2012; Russo and Van Roy, 2014), both confirming the
empirical observations and matching existing theoretical guarantees of e.g., UCB
and Successive Elimination (Even-Dar et al., 2006).
Thompson Sampling is a Bayesian method for stochastic MAB problems, which
assumes that the reward distribution parameters for each arm are sampled from a
known prior distribution. The posterior distributions, given prior distributions and
observed rewards, are used by the algorithm to efficiently explore the environment.
Whereas ε-greedy induces exploration through a uniformly random selection of arms,
Thompson Sampling instead randomly selects arms according to their posterior
probability of being the optimal arm.
Algorithm 3 Thompson Sampling
Input: Prior parameters µa,0, σa,0 for each arm a ∈ A
1: for each time step t← 1, . . . , T do
2: for each arm a ∈ A do








5: at ← arg maxa∈A θ̃i
6: rt(at)← Play arm at and receive reward.
7: µat,t, σ
2
at,t ← Compute posterior parameters using observed reward rt(at),
previous parameters µat,t−1, σ2at,t−1, and the known reward variance σ̃2at .
8: end for
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The method is described in Algorithm 3, for a stochastic MAB with Gaussian
rewards. For simplicity and to match the settings studied in this thesis, we assume
that the reward variances is known. Furthermore, we also assume that the reward
means of all arms are drawn from Gaussian prior distributions, and that they are
mutually independent.
The algorithm is initialized with prior parameters µa,0, σa,0 for all arms a ∈ A. First,
one sample θ̃a is drawn from the current posterior (or prior, at t = 1) distribution
N (µa,t−1, σa,t−1) of each arm a ∈ A. The algorithm then selects the arm at ∈ A which
maximizes the expected reward, with respect to reward distributions parameterized
by the sampled parameters. The observed reward rt(at) is used to calculate the
posterior parameters µat,t, σ2at,t, which are used for sampling in the next time step
t+ 1.
If we lack full knowledge of the prior distributions, we can select them to indicate
prior beliefs about the reward distribution parameters. Intuitively, assigning high
prior variance will increase the amount of exploration performed by the agent.
2.4.2 Combinatorial bandit problems
We can extend the MAB framework to combinatorial optimization problems in
stochastic environments. This type of extension is called a combinatorial bandit
problem (Cesa-Bianchi and Lugosi, 2012). Here, an agent may, in each time step t,
select and play a subset of arms at ⊆ A (called a super-arm), instead of a single arm.
The case where feedback (e.g., reward) is received for each individual base arm i ∈ at
in the played super-arm at, is called semi-bandit feedback, with the setting being
a combinatorial semi-bandit problem. There are extensions for the combinatorial
semi-bandit problem of both UCB (W. Chen et al., 2013) and Thompson Sampling
(Wang and W. Chen, 2018).
Typically, an agent may only choose super-arms from a set of feasible super-arms
I ⊆ 2A. In the context of combinatorial optimization problems, this corresponds to
a set of feasible solutions, e.g., the set of all paths P for the shortest and minimax
path problems, or the set of spanning trees for the MST problem. Furthermore, the
reward received for a super-arm a ∈ I is neither necessarily the sum nor a linear
function of the base arm feedback. We denote the expected reward of a super-arm
a ∈ I (parameterized by a vector θ of base arm feedback distribution parameters) as
fθ(a). The definition of regret for this problem setting (where the outer expectation
is over any randomness in how the bandit algorithm selects arms), analogous of Eq.
2.1 for the standard MAB, is:





To find at := arg maxa∈I at each time step t, the combinatorial bandit algorithms
often utilize combinatorial optimization algorithms (e.g., Dijkstra’s algorithm), some-
times called oracles (see W. Chen et al., 2013). The reason is that enumeration of I
to find at is infeasible for many combinatorial problems.
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2.4.3 Regret bounds
The performance of a bandit algorithm is often measured by how the regret depends
on the horizon T . There are multiple notions of regret, as well as different types of
bounds on regret. Since we, in this thesis, consider Bayesian problem settings and
utilize Bayesian bandit algorithms, we also use a Bayesian notion of regret, defined
as
BayesRegret(T ) := E [Regret(T )] ,
where the expectation is with respect to the prior distribution over the mean vector
(i.e., the prior distribution over problem instances). While it is common to derive
upper bounds on Eq. 2.4.3 for Bayesian methods, worst-case (for any fixed mean
vector) bounds on Eq. 2.1 are also often derived. For worst-case bounds, there are




for standard stochastic bandits (Auer,
Cesa-Bianchi, et al., 2002), and Ω
(√
|A| · Imax · T
)
for combinatorial bandits (Kveton
et al., 2015), where Imax denotes the maximum number of base arms in any super-arm.

Chapter 3
Summary of Included Papers
The following chapter includes brief summaries of the problems studied, methods
used and contributions made in each of the papers appended to this thesis.
3.1 Paper 1
In Paper 1, we study the problem of how to, by repeated trials, find paths over a
road network which minimize the energy consumption of an electric vehicle. The
energy consumption of each road segment between intersections in the network is
assumed to be stochastic and a priori unknown. We represent the road network as a
graph and develop a probabilistic model of the energy consumption for each edge,
where we incorporate a simple deterministic energy consumption model through a
prior distribution over the parameters, i.e., using a Bayesian approach.
In order to address this online learning problem, we cast it as a stochastic combi-
natorial semi-bandit problem where paths between the source and target vertices
correspond to super-arms, consisting of edges corresponding to base arms. Dijkstra’s
algorithm (Dijkstra, 1959) is identified as a viable offline optimization oracle, which
can efficiently find the best feasible super-arm with respect to a provided mean (edge
weight) vector.
To prevent the existence of negative energy consumption cycles in the graph,
which can not be handled by a shortest path algorithm, we adapt and restrict the
probabilistic model to non-negative energy consumption in two different ways: (i)
with a log-normal distribution and (ii) with a rectified normal distribution.
We develop an online learning framework for energy efficient navigation, where
the bandit algorithms we consider are: a (probabilistic) greedy baseline algorithm,
a combinatorial variant of Thompson Sampling, and a combinatorial extension we
develop of BayesUCB (Kaufmann, Cappé, et al., 2012; Kaufmann et al., 2018).
We also extend the framework to a multi-agent setting, where several agents can
collaborate to solve the same problem instance through synchronous information
sharing.
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For Thompson Sampling in particular, we perform a finite-horizon analysis of
the Bayesian regret, for both the single-agent and multi-agent settings. In the
single-agent setting, we model the problem as a reinforcement learning problem and
show the equivalence of combinatorial Thompson Sampling and PSRL (Osband,







Osband and Van Roy (2017).
Furthermore, the multi-agent problem is equivalent to a bandit problem with
delayed (or batched, specifically) feedback. We show how to recover a regret bound
from existing black-box delayed feedback results (Joulani et al., 2013). We also
derive a novel and tighter Bayesian regret bound of Õ
(





combinatorial Thompson Sampling (where K denotes the batch size).
Finally, we evaluate the framework and theoretical results through simulation
experiments using realistic road network data from several cities, as well as synthetic
graphs of varying size and density. For the real-world road networks, we study: (i) a
scenario with energy consumption simulated from realistic distributions, handled by
agents using wide misspecified priors, and (ii) a scenario where the agents know and
utilize the true priors.
3.2 Paper 2
Paper 2 builds upon the work performed in Paper 1, but with the objective of finding
a path minimizing the maximum stochastic edge weight along that path, instead
of the sum. The solution to this online bottleneck identification and avoidance
problem, i.e., the minimax path, is a more risk-averse policy than the shortest path,
avoiding edges with high variance. Avoiding risk can be a desirable property when
selecting charging stations, while identifying bottleneck edges may be interesting for
improvement of infrastructure.
We first model the problem, identifying the desired objective as finding a path
which minimizes the expected maximum edge weight. We cast this, like in Paper
1, as a combinatorial semi-bandit problem, where the feedback of each base arm in
the selected super-arm can be observed at each time step. We focus on normally
distributed edge weights, identifying that neither negative edge weights nor negative
cycles pose any problems for minimax path algorithms.
Again, we make a Bayesian assumption and assume that the the edge weight means
are sampled from a known prior distribution, allowing us to utilize combinatorial
Thompson Sampling to address the problem. For this algorithm, we then perform a






by carefully relating the estimated and true mean costs of each super-arm, and then
continuing with a proof utilizing upper and lower confidence bounds in the style of
(Russo and Van Roy, 2014).
Since the objective formulated above is computationally intractable when super-
arms contain more than a few base arms, we formulate an alternative approximation
objective, where we minimize the maximum expected edge weight instead of the
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expected maximum. This allows us to use computationally efficient minimax path
algorithms (see Section 2.1.2) in a framework like the one introduced in Paper 1, for
both directed and undirected graphs.
To relate the two objectives, we bound the maximum difference between the optimal
solutions for each. Finally, we perform simulation experiments to demonstrate the
effectiveness of the approximation method in: (i) transport networks of various cities
and (ii) a social network.

Chapter 4
Concluding Remarks and Future
Work
In this thesis, we studied the problem of how to balance the utilization of available
knowledge and the collection of new information, in the context of energy efficient
navigation of an electric vehicle through an uncertain road network. To address
this problem, we developed an online learning framework using Bayesian algorithms
for stochastic combinatorial multi-armed bandit problems. We adopted a Bayesian
approach for probabilistic modelling of the energy consumption associated with
each road segment, assigning prior distributions based on a deterministic energy
consumption model. We utilized combinatorial versions of Thompson Sampling and
BayesUCB, with an additional extension to a multi-agent setting with synchronous
data sharing between vehicles.
We analyzed the Bayesian regret of the Thompson Sampling method, by relating
the online shortest path problem to an equivalent RL problem, enabling recovery
of an existing regret bound for an RL analogue of Thompson Sampling, PSRL.
Furthermore, we established a regret bound for the multi-agent setting by relating
it to a combinatorial batched feedback setting, for which we performed a novel
finite-time regret analysis. We applied the framework on several simulated real-world
traffic networks, demonstrating the effectiveness of the methods with both accurate
and misspecified prior distributions.
We also studied an alternative online navigation problem, with the objective of
identifying and avoiding bottlenecks, instead of finding shortest paths. We modelled
the task as a minimax path problem and extended the online learning framework
to address it. We derived an upper bound on the Bayesian regret of combinatorial
Thompson Sampling applied to the online minimax path problem. To handle the
computational intractability of the original problem formulation, we proposed an
approximate objective. Finally, we evaluated the approximate method on several
real-world networks and datasets.
We note that while assumptions of Gaussian rewards (or costs) in multi-armed
bandit problems are common, especially for ease of analysis, they are likely too
strong for this problem setting. The distribution of accelerations and decelerations
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during rush hour traffic conditions are often different from the conditions during e.g.,
weekends. Thus, for future work, we plan to extend our methods to more realistic
settings with less assumptions. For example, as described in Section 2.4, we may be
able to receive contextual information before making decisions (e.g., current average
speed of each road segment from a real-time traffic information system), which might
be possible to utilize.
One problem with using contextual information for each edge in an online shortest
path problem, which is necessary to address, is the time dependency of the information.
We can realistically retrieve the current average speed for any edge in a road network
graph. We may even be able to retrieve the expected average speed for any given
time of day. However, for any long path, the arrival time at the last edge is very
uncertain.
Furthermore, even if we know the exact speed for all edges and points in time,
shortest path problems in time-dependent graphs are NP-hard in general (Dean,
2004) (though special cases of the problem admit polynomial time solutions). A
recent work (Yang et al., 2020) studies the setting where, instead of exact contexts,
the learner is provided with probability distributions over contexts, albeit for the
standard MAB setting. A possible future direction can be to extend their work and
analysis to a combinatorial semi-bandit setting.
We also plan to address scalability aspects of the framework, by adapting it to
road networks of realistic size. In this context, we also want to include charging
stations in the problem, considering the effects of queuing and charging time on the
total travel time.
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