Fog computing is an extended version of Cloud computing. It minimizes the latency by incorporating Fog servers as intermediates between Cloud Server and users. It also provides services similar to Cloud like Storage, Computation and resources utilization and security.Fog systems are capable of processing large amounts of data locally, operate on-premise, are fully portable, and can be installed on the heterogeneous hardware. These features make the Fog platform highly suitable for time and location-sensitive applications. For example, the Internet of Things (IoT) devices isrequired to quickly process a large amount of data. The Significance of enterprise data and increased access rates from low-resource terminal devices demands for reliable and low-cost authentication protocols. Lots of researchers have proposed authentication protocols with varied efficiencies.As a part of our contribution, we propose a protocol to ensure data integrity which is best suited for fog computing environment.
INTRODUCTION
Due to the significant physical distance between cloud service provider's Data Centers and End User (EU) [2] , cloud computing suffers from substantial end-to-end delay, traffic congestion, processing of huge amount of data, and communication cost. Although few companies like Apple are moving towards more environmental friendly 100 percent renewable DCs with the wind, solar, and geothermal energy, the carbon emission from DCs due to the round-the-clock operation will dominate on global carbon footprint. Fog computing emerges as an alternative to traditional cloud computing to support geographically distributed, latency sensitive, and Quality-of-Service (QoS)-aware Internet of Things (IoT) applications. Fog computing was first initiated by Cisco to extend the cloud computing to the edge of a network as per [5] . Fog computing is a highly virtualized platform [4] that provides computing, storage, and networking services between EU and DC of the traditional cloud computing. According to [3] , Fog computing has thefollowing -Low latency and location awareness -Supports geographic distribution -End device mobility -The Capacity of processing a high number of nodes -Wireless access -Real-time applications -Heterogeneity
The OpenFog Consortium [6] , a consortium of high-tech giant companies and academic institutions across the world, aims to standardize and promote fog computing in various fields.
Many technology enablers for fog computing in various fieldsare discussed by [10] .Some of the examples are EU experience by GE, TOYOTA, BMW, etc., network equipment like switches, gateway by Cisco, Huawei, Ericsson, etc. The current research trends reflect the tremendous potential of fog computing towards sustainable development in the global IoT market.
The term Fog Computing was introduced by Cisco Systems as a new model to bridge the gap between cloud computing and the Internet of Things (IoT) devices (SABU, n.d.). It is a decentralized computing and it is a highly virtualized platform which provides computation, storage, and networking services between IoT devices and traditional cloud servers. Thus, the cloud-based services can be extended closer to the IoT devices [9] .
According to [11] , fog computing extends a substantial amount of data storage, computing, communication, and networking of cloud computing near to the end devices. Due to close integration with the front-end intelligence enabled end devices, fog computing enhances the overall system efficiency, after that improving the performance of critical cyber-physical systems. An important key difference is that cloud computing tries to optimize resource in a global view, whereas fog computing organizes and manages the local virtual cluster.
According to [3] , fog computing is considered as an extension of the cloud computing to the edge of the network, which is a highly virtualized platform of the resource pool that provides computation, storage, and networking services to nearby end users. As per [25] , fog computing as "a scenario where a huge number of heterogeneous (wireless and sometimes autonomous) ubiquitous and decentralized devices communicate and potentially cooperate among them and with the network to perform storage and processing tasks without the intervention of third parties. These tasks can beused for supporting basic network functions or new services and applications that run in a sandboxed environment. Users leasing part of their devices to host these services get incentives for doing so." Although those definitions are still debatable before, fog computing is no longer a buzzword.
RELATED WORK
In order to propose a Protocol for data integrity in fog computing, we have reviewed some existing schemes. In this section, we briefly summarize some few ones among those that address fog computing.
In [17] , it was have proposed a PDP (Provable Data Possession) model for verifying if an untrusted server stores a client'sdata. The data owner processes the data file to generate some metadata to store it locally. The file is then sent to be stored in the server, and the owner may delete the local copy of the file. Clients may encrypt the file earlier to upload it to the storage. After that, the client asks the server to reduce a proof of the stored file, which it returns to the client. For security issues, the client verifies the "yes" or "no" answer from the server to make sure from his behavior. The main drawback of this approach is that they have encrypted the whole file F and then permutation is done which incurs a lot of processing overhead. In [8] , "Ensuring the data integrity in cloud data storage", proposed a remote data integrity checking protocol based on HLAs and RSA signature with the support of public verifiability. The support of public verifiability makes the protocol very flexiblesince the user can commission the data possession to check the TPA. The main drawback of this approach is that user has to depend onthe third party. There should be trust between TPA and user. Sentinel-based Approach by SravanThe approach developed by these authors overcomes the drawback of processing overhead due to encryption and permutation in RSA-based approach. They have developed the scheme which does not involve the encryption of the whole data. The scheme encrypts only a few bits of data per data block thus reducing the computational overhead on clients. The verifierOnly needs to store a single cryptographic key. The verifier before storing the file at the archive preprocesses the file and appends some metadata to the fileand stores at the archive. At the time of verification, the verifier uses this metadata to verify the integrity of the data. The approach is divided into two phases Setup Phase and Verification phase. The advantage of this approach is that this algorithm reduces computational overhead because this scheme is not encrypting the whole file. The number of bits which have been encrypted depends on the client [4] .
The main problem associated with this approach is that checking the integrity of each bit incurs a lot of network overhead. To check the integrity of each bit causesa large number of challenge request from the client to cloud archive which is time-consuming too.
In a Fog platform, both security and performance factors are considered in conjunction, and mechanisms such as the encryption methodologies known as fully homomorphic by [12] and FanVercauteren somewhat homomorphic by [13] can be used to secure the data. These schemes consist of a hybrid of symmetric and public-key encryption algorithms, as well as other variants of attribute-based encryption. As homomorphic encryption permits normal operations without decrypting the data, the reduction in key distribution will maintain the privacy of data. Other research work provides a similar framework to secure smart grids, regardless of Fog computing, called the Efficient and Privacy-Preserving Aggregation (EPPA) scheme by [14] . The system performs data aggregation based on the homomorphic Paillier cryptosystem. As the homomorphic ability of encryption makes it possible for local network gateways to perform an operation on cipher-text without decryption, it reduces the authentication cost (in terms of processing power) while maintaining the secrecy of data.
Security in fog computing is one of the main concerns, and without proper security and privacy preserving mechanisms, fog computing will not be adopteddespite its usefulness [23] . Table 1 has been compared different cryptography algorithms which have been used to protect the user's data on fog computing. Sincewe have been reviewed different papers and we didn't conduct an experiment. In this section, we will establish a pattern in reviewed work and we will compare all used techniques and cryptography algorithms. Cryptography algorithms havebeen compared in general and according to the reviewed papers, without comparing algorithm characteristics such as speed, key length, etc. ). It also showed slow performance on software [24] .
3DES
Easy and efficient [24] . 3DES algorithm has been cracked, it is not secure anymore. It also showed slow performance on software [24] .
AES
It shows the best results for high processing devices. It has been Showed the best results among all symmetric key algorithms in term of security, flexibility, memory usage, and performance [24] .
AES is not considered s best encryption algorithm for encrypting low processing devices [24] .
RSA
RSA is secure cryptography algorithm. It is faster encryption than ElGamal [24] .
The same security level can be obtained by ECC with less key size [24] . Also, key generation step is complex. ECC It has been provided good security with smaller key sizes than RSA, it's useful in many fog applications and it's more suitable for fog environments [21] .
It is much less explored and known [21] .
BLOWFISH.
Appropriate in applications where the key is not changed frequently and it's more efficient in softwares [24] .
BLOWFISH could be time consuming in some implementations regarding its complicated encryption functions. Also, once the source code have been obtained, it will be easy to hacked (Kurumanale et al., 2017).
RC5.
RC5 is simple, easy to implement, fast, and requires low memory [27] .
It can be broke if the used key is too short [27] .
ElGamal.
ElGamal showed faster decryption than RSA [24] .
It's slow and needs more time in digital signature .
ECDH
ECDH algorithm showed significant performance with its lightweight, robustness, and low power consumption [26] .
DATA SECURITY RISKS
Security is one of the main attributes of information technology. By access to fog services and data through the Internet, the importance of security is increased because data is a bigger amount of security risk. Within various fog service models, data responsibility is shared by more groups. Data is the most important for the organization which owns them and uses the fog services for storage. That is the reason why the organization should be aware of all risks which exist for data stored in fog environment.
A. BASIC ATTRIBUTES OF DATA SECURITY
As defined by [15] , one of the basic data security concepts is the trio CIA shown in Figure  1 .Confidentiality, integrity and availability, also known as the CIA triad, is a model designed to guide policies for information security within an organization. The model is also sometimes referred to as the AIC triad (availability, integrity and confidentiality) to avoid confusion with the Central Intelligence Agency. The elements of the triad are considered the three most crucial components of security. As long as confidentiality is concerned it represents information protection from revealing it to unauthorized persons. A basic way how to ensure confidentiality is setting access authorization to data and introducing policies which define access right to data. The key element of confidentiality protection is cryptography. It enables that only the persons who know the key can read the information. Saved and also transmitted data can be encrypted.
Data integrity represents protection against changes by unauthorized persons. Data has value only if it is safe. Data which has been manipulated does not have any value and may cause financial waste. For example data manipulation in which information about financial accounts is stored. Similarly, cryptography plays an important role in ensuring data integrity. Frequently used methods of data integrity protection contain information about data changes and hash checksums by which data integrity is verified.
Availability concept is to make sure that the services of an organization are available for all legitimate users. This is to ensure that the system is free from DoS or DDoS attacks (denial of service or distributed denial of services). The motive behind DoS attacks is to bring down the respective services and therefore to defeat availability. Though, availability can also be defeated through some other natural causes such as disasters (flood, fire, or earthquake etc). Generally, the aim of availability is to develop systems which are fault tolerant.
B. DATA ENCRYPTION
One of the keys to data protection in the Fog computingis accounting for the possible states in which your data may occur, and what controls are available for that state. For the purpose of Microsoft Azure [16] , data security and encryption best practices the recommendations will be around the following data's states:
 At-rest: This includes all information storage objects, containers, and types that exist statically on physical media, be it magnetic or optical disk.
 In-Transit: When data is being transferred between components, locations or programs, such as over the network, across a service bus (from on-premises to cloudand vice-versa, including hybrid connections such as ExpressRoute), or during an input/output process, it is thought of as being inmotion.
Some of the recommended best practices for data security and encryption are as follows:
 Enforce multi-factor authentication  Use role-based access control (RBAC)
C. ENCRYPTION METHODS USED IN SECURING DATA
Depending on the application domain, existing encryption algorithms can be used in securing data in fog computing. Advanced Encryption Standard (AES) is asymmetrical block encryption. It is using 128-bit blocks and key of 128, 192 and 256 bits. The algorithm AES consists of bit substitution, permutation, arithmetic operation through a finite field and operation XOR with a key. Another example is the Triple Data Encryption Standard (TDES or 3DES) which is asymmetrical block encryption which is based on encryption algorithm Data Encryption Standard (DES). It is applied three times in order to increase resistance against breaking. TDES is slower than AES and that is why it is replaced by AES nowadays. Data is divided into 64-bit blocks (56 randomly generated bits for encryption algorithm and 8 bits for detection).
RSA is an alternative for asymmetric encryption. It is suitable for encryption and signing. In the case of a key long enough, it is considered to be safe. RSA is built on an assumption that spreading a large number on the product of prime numbers (factorization) is a computationally demanding task. From numbers n=p*q it is computationally impossible to find out p and qin real time. Nowadays, there is no known algorithm of factorization which would work in polynomial time against the size of binary numbers n. Multiplication of two big numbers is computationally not a demanding task.
D. DATA INTEGRITY CHECK
Data integrity check in fog computing was necessary to realize by the use ofa data audit model by an audit page. The audit page is a confidential entity in which the data owner and the service provider have confidence. It can be directly the owner of data or data integrity check provider.
One approach to ensure data integrity is Provable Data Possession (PDP) as described in Ateniese et al., (2007) . This method enables a client to verify that the server possesses his data, without having to retrieve the entire data. The model implements a challenge/response protocol between client and server, in which the server has to deliver a so-called Proof of Possession. Instead of a deterministic proof, this proof is probabilistic, as in this protocol, it is not possible to verify every bit of data. This would require having to download the entire data set, which is undesirable for large amounts of data. Instead, random samples of blocks are verified. The goal of PDP is therefore, to detect misbehavior of a server when it does not possess the complete file anymore. In contrast to some other methods, PDP requires the client to store a small and constant amount of metadata locally, to minimize network communication. This enables verifying large data sets, distributed over many storage devices. The authors propose two schemes that are supposedly more secure than previous solutions, have a constant server overhead, independent of the data size, and have a performance bounded by disk I/O and not by cryptographic computation. The size of the challenge and response are both 1 Kilobit. The method works with homomorphically verifiable tags, that enable possession verification without having to possess the files locally. For each file block, such a tag is computed. The homomorphic property enables multiple tags to be combined into one value. The file blocks, together with their tags, are stored.
Whenever the user wants to check whether the server is performing the right behavior, he can decide to send a challenge to the server. The challenge consists of the references to a random subset of file blocks. The server has to construct a proof of possession out of the blocks that are queried, and their tags, to convince the client that the server possesses the blocks, without having to send them. Note here that the server should not be able to construct a proof without possessing the queried blocks. Figure 2 clearly shows the steps. Step (a) shows the pre-processing phase, in which the client uses the file to create the metadata, and stores this metadata locally. The client may modify the file, by appending other metadataor encrypting the file. Next, the modified file is sent to the server, which stores it without further processing. In (b), the verification step is shown. The client sends a challenge to the server. The server uses the stored file to create a proof and sends it back to the client. The client uses the stored metadata to verify this proof.
E. DATA INTEGRITY CHECK MODEL BY THIRD-PARTY AUDITOR
A mathematical model by [19] has been chosen as a mathematical model for data audit stored onthe cloud which is in fact, an edited model of [28] . The same model can be applied in fog computing as well. Operation descriptions of mathematical model and formulas have been adopted from the source [20] . The model of public audit used four algorithms: KeyGenalgorithm to generate the key. SiSSen-algorithm used by the user to generate verification metadata. Metadata contained entries needed to verify the integrity of stored data. GenProofalgorithm launched by cloud application server to generate metadata needed to verify the integrity of stored data in the cloud. VerifyProof -algorithm launched byan audit server to check metadata.
CRYPTOGRAPHIC PARAMETERS OF MATHEMATICAL MODEL
F = (m 1 , . . . ,m n )∈ℤp user´s data which should be stored in the server storage where n is the number of blocks and p is a high prime number. 
MATHEMATICAL DESCRIPTION OF TPA MODEL OPERATION
In the process of settings, the user launched the algorithm KeyGen and generated the public and private parameters. Randomly selected x ← ℤp, random element u ← G 1 and calculated u ← g x and w ← u x . The private parameter was sk=(x) and the public were vk = (v,q,g,u). On data F = (m 1 , . . . ,m n )the user launched the algorithm SigGen by which he calculated the sign σ i for each data block mi:
x ∈G 1 , for i=(1, … ,n). Then the summary of all signs was Φ = {σ i } 1≤ I ≤n fori=(1, … , n). Consequently, the user sent {F, Φ} on a server and deleted the local copy.
During the audit, the message "chal" has been created. It specified the blocks´ position which wasneeded to be checked during the audit phase. The third audit side randomly selected a subset s c elemental I={S 1 , … , S c } sets [1, n] where S q =πk prp (q) where q=(1, … ,c) and k prp was the third permutation key for each audit chosen by audit side. For each element i∈I, TAP has chosen randomly the value υ i . Then it has sent the message chal={(i, υ i )}i∈ I to the server.
After receiving the the message "chal", the server launched the algorithm GenProff which generated an answer as a proof of correctness of data storage. The Server selected a random element r← ℤp through r = fk prf (chal) where k prf was a randomly chosen key by the server by the use of the pseudo-random function for every unit. Then it calculated R= (w) r = (u x ) r ∈G 1 . Linear combinations of chosen blocks specified in the message "chal" was μ' = Σv i m i , for i∈I. For μ' and r server calculated μ = μ'+rℎ(R) ∈ℤp. Then server calculated aggregated signature σ = Π i∈ I σ i vi ∈G 1 , for i∈ I. Finally, the server has sent the answer { σ, μ, R} to third audit side.
After receiving the answer from the server, TAS launched the algorithm VerifyProof by which it verified the accuracy of the answer by calculating in the verifying equation:
Random mask R did not have any effect on accuracy verification. Simultaneously, the third side did not have any access to data of customer F, privacy has been maintained, Cong et al., (2010).
PROPOSE PROTOCOL FOR TPA MODEL
The proposed protocol is similar to some previously proposed schemes in the context of remote data integrity checking such as [19] . The protocol consists of four algorithms; KeyGen is run by the client and sets up the scheme, SigGen is run by the client and generates verification metadata used for auditing, GenProof is run by the server and generates the proof of correctness of data, and finally VerifyProof which is run by the TPA and verifies the server's proof. The client first runs KeyGen and SigGen. He sends the file to the server and the metadata to the TPA. Then he deletes his local data. In the auditing phase, the TPA creates a challenge and sends it to the server. The server runs GenProof, sends the proof to the TPA, and the TPA runs VerifyProof to verify
The protocol consists of the following algorithms:
Run by the client. Creates a public and private key pair.  SigGen(sk, F) → (Φ, sig sk (H(R))). Run by client. Creates a set of signatures Φ = {σi} for each block mi in file F, and a signature of the root R (signed with the private key) of the Merkle hash tree.  GenProof(F, Φ, chal) → (P). Run by the server. Constructs a proof out of file F, the signature set, and the challenge chal (created by the TPA).  VerifyProof(pk, chal, P) → {T RUE, F ALSE}. Run by TPA. Verifies the proof, using the public key and the corresponding challenge. Returns true or false.  ExecUpdate(F, Φ, update) → (F' , Φ' , P update ). Run by the server. Performs the update on the file, and returns the new file and signatures set, as well as a proof for the update.  VerifyUpdate(pk, update, P update ) → {(T RUE, sig sk (H(R' ))), F ALSE}. Run by the client.
Verifies whether the updated proof is correct, meaning that the update has been performed correctly. If correct, returns a new root signature
SECURING TCP/IP COMMUNICATIONS
There are two main subgroups of cipher suites recommended for TCP/IP transport layer security communication. RSA and ECDHE. RSA-based cipher suites use RSA as the keyexchange algorithm, while the ECDHE-based ones use an algorithm that makes use of Ephemeral Diffie-Hellman based on Elliptic Curves. The Ephemeral part means that the key is regenerated after each session, providing Perfect Forward Secrecy (PFS) in contrast to the variants based on RSA. Figure 3 below illustrates the messages exchanged during the handshake when using the cipher suite with an ECDHE key-exchange algorithm. Refers to private keys, while public keys are the ones defined as the procedure takes place as follows:
 The client sends a ClientHello specifying its supported cipher suites.  The server responds with a ServerHello with the cipher suite selected. This is the cipher suite that is going to be used during the whole TLS session.  The server sends its certificate in a Certificate message. Along with it, the public key (Qcert) of the aforementioned certificate is sent.  The server generates a key pair (ds ,Qs) needed for the ECDHE algorithm and sends the public key to the client, encrypted with the private key of the certificate (dcert (Qs). This corresponds to the ServerKeyExchange message.  Once the client receives the ServerKeyExchange, it uses the certificate's public key received in the Certificate message to check the authenticity of the ECDHE public key by verifying the RSA signature (Qcert (dcert (Qs ))), thus obtaining the ECDHE public key (Qs) of the server.  Finally, the client generates its own ECDHE key pair (dc ,Qc) and sends the public key to the server.
 At this point, both theserver and client can obtain the Session Secret by performing an operation (ECC dot product) with one's own private key and the other party's publickey. 
CONCLUSION
Proposed data integrity model gives a proof of the integrity of the data which the user wishes to store in the storage servers with bare minimum costs and efforts. This scheme is developed to reduce the computational and storage overhead of the client. This approach gives better accuracy as compared to sentinel-based approach. The accuracy totally depends on the client.
In the context of computation integrity, most algorithms still require computationally expensive pre-computation steps, requiring one function to be executed many times before it becomes effective. This is not always a realistic scenario. Often, a client may only want to execute a function once by the server. Future work should make the verifiable computation for these types of functions more efficient.
In future work, there will be a growing body of work dealing with fog computing security issues. It would be desirable to propose new mechanisms and cryptography algorithms which is light, fast and strong enough to secure fog computing data. Also, integrating one or more good techniques together such as multilevel algorithm on the enhanced user behavior and decoy technology may result in a secure and effective mechanism. Combining one or more techniques need more detailed experiments which focus on the algorithms performance such as robust and secure.
