The aim of this paper is to derive a large deviation principle for a certain class of higher order operators by combining the ideas of Donsker and Varadhan with the random evolution point of view of Griego and Hersh.
Introduction.
It has been known for some time how to recover the principal eigenvalue for operators that generate Markov semigroups by means of the Large Deviation Principle of Donsker and Varadhan ([3] , [4] , [5] ). The principal eigenvalues for such operators will be obtained as limits of certain functionals of Brownian motion.
We shall consider operators of the form L = jA x + c(x)A y , where the Laplacian A x is stochastic in the sense that it generates the Brownian motion semigroup; whereas A y is analytic and does not correspond in general to a Markov process. The operator L can be interpreted as either the averaged result of randomization of the evolutions c(x)A y driven through the variable x in the coefficient c(x) by Brownian motion or as a perturbation of the Laplacian by an operator-valued potential V(x) = c{x)Ay.
We follow the notation of [7] , and we will recall some necessary facts. Let (1.2) u(y,y>,t) ^e-^φ n {y)φ n {y'\ • < -α 2 < -*ι < 0 where {φ n } are complete and orthonormal eigenfunctions of A y with corresponding eigenvalues {-a n }. We assume the multiplicity of a { is k.
As shown by Garding [6] , this assumption is satisfied whenever Dirichlet boundary conditions are imposed, i.e., See also below for a direct derivation of these facts.
We will consider functionals Φ satisfying the conditions of [3] . Thus, let & be the space of probability distribution functions on R n with the Levy metric. Let Φ : 9* -> [0, oo] be a function such that (a) Φ is lower semicontinuous on 
L(t,ω,B) = (1/ί) [Ί B (X(s,ω))ds, Jo
which is the proportion of time in [0, t] that the path X(-9 ω) spends in the set B. Also, let E x denote expectation with respect to Wiener measure P x on Ω, so that P x {ω : The following corollary follows by considering Φ{f) = fv{x)f{x)dx.
COROLLARY. IfV>0is continuous and V(x) -* oo as \x\ -> oo, then the principal eigenvalue -λ\ of the operator \Δ
These results appear in [3] for n = 1, but they readily carry over to higher dimensions by mimicking the proofs there.
The main result of this paper is the following version of the DonskerVaradhan theorem in our setup. Observe that when A y = -1, then u(y,y f , t) = e~tδ(y -/) and we recover (1.4).
Proofs are given in the next section.
EXAMPLES. AS a simple illustration, consider the fourth order operator which arises in elasticity theory. We impose boundary conditions *(0) = S(l) = g"(0) = g"(l) = 0 on A y . Then (-A y g,g) = {g\g") and we obtain 
II. Proofs.
LEMMA. Let 0 < p < oo <2m/ 0<β<α<ooδe g7 ve«. ΓΛen for real numbers such that 0 < αi < ot2 < αnί/ a n ~ CnP as n - Letting M be the finite constant in the brackets we otain the result of the lemma. We also need some information about the eigenvalues {-a n } of -A y in the form of a Weyl-type theorem. where k is the multiplicity of a\ and the constant M does not depend on the sample path ω. Taking E x and then (l/ί)log of both sides of (11.2) and letting t -• oo we obtain Turning to the proof of the Corollary and (1.6), the way that one obtains the eigenvalues and eigenfunctions for L = jA x + c(x)A y in [7] is a two-stage process that leads to a double index for both eigenvalues and eigenfunctions as follows. Fix n and consider the operator jA x -a n c(x) operating on L t,ω,-) ))dy\.
Note that the absolute value on the left-hand side is necessary since w(yo> y> 0 is not nonnegative in general.
Our results can be extended to operators of the form L = D + V{x) where D is the generator of a wide class of Markov processes satisfying the assumptions of the Donsker-Varadhan theory and for fairly general operator-valued potentials V(x) treated in the theory of random evolutions.
