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Abst rac t - -Based  on the three well-known Banach, Mann, and Ishikawa iteration processes, con- 
structive solutions to a general nonlinear nonhomogenions two-parameter eigenvalue problem of the 
form Ax ÷ ABx -I- #Cx = f are established. The allowed range of the complex parameters A and/z 
is discussed. Error estimates are studied. The obtained results are natural extensions, to the two- 
parameter case, of the corresponding one-parameter problem discussed in the author's paper [1]. 
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1. INTRODUCTION 
An intensive study of Multiparameter Problems (MPP) started in the late sixties. Admittedly, 
most of the attention has been directed to linear problems. These problems appear quite fre- 
quently when applying the method of separation of variables to certain classes of partial differ- 
ential equations [2,3]. Tensor product of Hilbert spaces and that of operators are the common 
techniques used in the investigation of linear MPP [4]. Nonlinear multiparameter p oblems also 
occur, for example in the study of determining the figures of equilibrium of celestial bodies initi- 
ated by Clairaut in 1743. The problem of minimization of a functional subject o certain imposed 
constraints also give rise to nonlinear MPP [5,6]. As a third example, we mention the nonlinear 
algebraic MPP appearing in connection with the study of the bifurcation equations associated 
with the von K£rmfin equations [7,8]. MPP also appear in the study of the approximation theory. 
In this connection we would cite the very old work of Hill [9]. The above mentioned problems 
are homogeneous MPP. Nonhomogeneous MPP also arise, for example, when the famous pertur- 
bation technique is used [10]. Abstract MPP attracted the attention of many authors [4,11-15]. 
Special attention has been given to specific nonlinear MPP of ordinary differential equations [5, 
14-17]. Apart from few results appearing in literature [18-21], constructive methods for solving 
MPP, even in the linear case, have hardly been developed. In July 1988, the fourth international 
workshop on the spectral theory of MPP was held at Calgary University in Canada to discuss 
the recent development of the subject. One of the main recommendations of the workshop was 
to find constructive methods for solving MPP. Since then, the literature shows that no advances 
have been made in this direction. 
The main purpose of this paper is to introduce constructive solutions to a general class of 
monotone nonlinear nonhomogeneous MPP in Hilbert space. This objective is achieved by using 
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the three well-known Banach, Mann, and Iskikawa iteration processes [22-24]. By so doing, we 
extend the work of Amer and Roach [18] in two directions. The first direction is accomplished 
by using more general iteration processes and allowing the involved parameters to be, in general, 
complex numbers. In the second direction, we investigate the case when the involved operators 
are defined only on an appropriate subset of the Hilbert space under consideration. The main 
results of the present paper are natural extensions, to the two-parameter case, of those studied by 
the author in [1] concerning the one-parameter problems. Further extensions to the n-parameter 
case (n > 2) are straightforward. 
2.  PREL IMINARIES  
Let X be a complex Hilbert space with inner product (., .) and induced norm 11.[[. We denote 
by C the set of all complex numbers. Then, the map T : D(T) C X ~ X is said to be: 
(i) strongly monotone with constant g, if there exists g > 0 with 
Re (Tx - Ty, x - y) >_ g [Ix - y[12, for all x, y e D(T); 
(ii) monotone, if
Re (Tx - Ty, x - y) >_ O, for all x, y e D(T); 
(iii) Lipschitzian with Lipschitz constant L, if there exists L > 0 with 
[[Tx - Ty H <_ L Itx - yl[, for all x, y e D(T); 
(iv) nonexpansive, if it is Lipschitzian with Lipschitz constant L = 1; 
(v) contraction, if there exists a real number a satisfying 
0<a<l  and [ [Tx -Ty l [<a[ lx -y l [ ,  foral lx,  yeD(T) .  
Let us recall the three well-known iteration processes due to Banach [22], Mann [23], and 
Ishikawa [24]. 
1. The Banach iteration process [22] is defined as follows: for a closed subset Y of a complete 
X oo metric space X and a mapping T from Y into itself the sequence { n}n=o in Y is defined 
by 
x0 EY, 
Xn+l  ----- Txn, n >_ O. 
2. The Mann iteration process [23] is defined as follows: for a convex subset Y of a Banach 
X o0 space X and a mapping T from Y into itself the sequence ( n}n=o in Y is defined by 
xo e Y, 
xn+l = (1 - an)Xn + anTxn, n > O, 
a oo oo where { n}n=0 is a real sequence satisfying 0 _< an _< 1, for all n _> 0 and ~,~=oan 
oo a oo diverges. (The condition ~n=0 n diverges is sometimes replaced by ~n=o an (1 - an) 
diverges.) 
3. The Ishikawa iteration process [24] is defined as follows: for a convex subset Y of a Banach 
oo space X and a mapping T from Y into itself the sequence {xn}n=o in Y is defined by 
xo~Y,  
xn+l = (1 - an)xn + anTy,~, 
Yn = (1 - 13n)Xn + ~nTxn, n >_ O, 
a oo oo where { n}n=o and {f~-}n=o are real sequences satisfying 0 < an <_ f~, <: 1, for all n _> 0, 
limnJ3n 0 and oo m. En=O Otnt~n diverges. 
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These iteration processes have been extensively used by many authors for finding solutions of 
nonlinear operator equations in several space settings (see for example [25-28]). 
The next lemma, due to Browder [29], is useful in the following discussion. 
LEMMA 1. (See [29].) Let P : X ~ Y be the projection map which assigns to each point x 
of a Hilbert space X a unique point y of the nonempty closed convex subset Y of X given by 
HY - xll = minz~y fix - z H. Then the map P is nonexpansive on X. 
Our main problem can be stated shortly as follows: Let A, B, C : Y C X ---+ X be, in general, 
nonlinear Lipschitzian operators with Lipschitz constants M, L, K, respectively, and satisfying 
certain monotonicity conditions on Y. For any f E Y and A, # E C, we consider constructive 
solutions to the general nonlinear nonhomogeneous two-parameter eigenvalue problem 
Ax + ABx  + #Cx = f.  (1) 
To this end, we establish the following new results. 
3. MAIN  RESULTS 
3.1. The  Banach  I te ra t ion  P rocess  
In this section, we introduce two new results. In Theorem 1, we consider sufficient conditions 
on the complex parameters A and # for which problem (1) has a unique solution for every 
given f in the Hilbert space X. This unique solution is obtained iteratively by means of the 
Banach iteration process. When the operators A, B, and C are not necessarily defined on the 
whole Hilbert space X, then the existence of a solution of problem (1) is no longer guaranteed. 
However, if such a solution exists then, by means of the projection map defined in Lemma 1, we 
show in Theorem 2, that an approximation of that solution can still be constructed. 
THEOREM 1. Suppose X is a complex Hilbert space and A, B, C : X ~ X are strongly mono- 
tone, Lipschitzian operators on X with constants m, ~, k, and Lipschitz constants M,  L, K ,  re- 
spectively. Suppose A = A1 -b iA2,# -- ~1 -[- itz2 E C are such that 
A1,#1 _~ O, w:=m+AI~+#lk - IA2]L - [#2[K>O.  (2) 
Fix f E X and define a map S : X ~ X by Sx  = f - Ax  - ABx  - #Cx,  for all x E X .  Suppose 
that a positive number  6 is chosen such that 
2~ 
0 < < (3) 
where L.  := M + IX I L + [#[ K.  Define a map G : X ---* X by Gx = x + 6Sx.  Then the Banach 
iteration process 
xn+l = Gx,~, n = O, 1 , . . . , xo  E X 
converges trongly to the unique solution p E X of  problem (1), with an error estimate 
where 
7(6) := 1 - 2w6 + L.262. (4) 
The optimal v~lue of ~ that produces the fastest convergence is
~d 
~opt---~ L--~." (5) 
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PROOF. First observe that  S : X ~ X is Lipschitzian with Lipschitz constant L ,  and satisfies 
Re (Sx - Sy, x - y) _< -w [Ix - yll 2 , for all x, y E X. 
Then we have 
IIGx - Gyll 2 = [Ix + 6Sz - y - 6SyH 2 
< Hx - y[I 2 + 26 Re (Sz - Sy, x - y) + L2.62 [Ix - yll 2 
_< [1 - 2w6 + L2.62] Hx - yll 2 
= 7(5) I I z  - yl l  2 
Since the graph of the real quadratic function 7(5) is a parabola whose vertex is the point 
(w/L2.,1 -w2/L2.) ,  0 < w <_ L. ,  and 7(0) = 1, then it follows that  0 < 7(6) < 1, for all 6 
satisfying (3). Hence, G is contraction on X.  It  is also clear that  the min imum value of 7(5) is 
given by 
o) 2 
7min(5) = 1 - L--~' (6) 
which occurs at 5 = 5opt = w/L~.. The rest of the proof is now a direct consequence of the Banach 
contract ion mapping theorem [22]. 
THEOREM 2. Suppose X is a complex Hilbert space and A, B, C : Y C X , X are strongly 
monotone Lipschitzian operators defined on the nonempty closed convex subset Y of X with 
constants m, l, k, and Lipschitz constants M, L, K,  respectively. Suppose that for A = A1 + iA2, 
# = #1 + i#2 E C such that  (2) is satisfied and f E Y,  the two-parameter problem (1) has 
a solution p E Y.  Define a map S : Y C_ X ~ X by S(y) = f -Ay -ABf l -#Cy,  
for all y E Y .  Then for any 6 satisfying (3) the sequence {pn}n°°__o C X generated by Pn = 
Yn + 6Svn,Yn+l = Ppn,n  = 0 ,1 , . . . ,  flo E Y converges trongly to p, with an error estimate 
HPn -P [ I  -< [7(6)] n/2 [[Po -P[ [ ,  n _> 1, where 7(6) is given by (4) and P is the projection map 
defined in Lemma 1. The optimal value of 6 that produces the fastest convergence is given 
by (5). 
PROOF. The map S : Y C X - -~  X is Lipschitzian on Y with Lipschitz constant L.  and satisfies 
Re (Sx - Sy, x - y) < -w [Ix - y[[2, for all x, y E Y. 
Also, 
[ [Px -Py[ [<[ [x -y [ [ ,  for a l lx ,  yEX,  Pp=p,  andSp=0.  
Then we have 
[[Pn --pll 2 = [[y. + 6Syn --pl[ 2 = [[(Yn --P) + 6(Sy.  - Sp)[[ 2 
< I l y -  - pl l  2 + 26 Re (Syn - Sp, Yn -- P) + L262 I l y .  - pl l  2 
< [1 - 2w6 + L2.62] I ly -  - pl l  2 
= [1 - 2w6 + L2.62] [[PPn-a - Pp I I  2 
< [1 - 2w6 + L262] [[Pn-1 - PII 2 
= 7(6) I lp - -x  - pll 2 .  
Since 0 < 7(6) < 1, for all 8 satisfying (3), then it follows that  l i P .  - Pll --* 0 ,  as n - - ,  oo ,  and 
IIp~ - pl l  < [7 (5) ] - /2  Ilpo - p l l ,  n > 1. The min imum value of the real quadratic function 3'(6) is 
given by (6) and occurs at 8 = 6opt = w/L2.. This completes the proof of the theorem. 
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Several corollaries of Theorem 1 and Theorem 2 can be formulated if the strong monotonicity 
assumptions on the operators A, B, and C are relaxed by assuming that at least one of them 
is strongly monotone while the remaining two are only monotone. Appropriate modifications of 
the values of w, 6, and q,(6) will be needed. Moreover, a direct corollary of Theorem 2 can be 
obtained if the operators A, B, and C are self-mappings on Y. Theorems 1 and 2 are extensions 
and generalizations of Theorems 1 and 3 of [1], respectively. Also, Theorem 4.1 of [18] is a special 
case of Theorem 1. 
3.2.  The  Mann I te ra t ion  P rocess  
In this section, under relaxed monotonicity assumptions on the operators B, C, and with less 
restrictions on the complex parameters A and #, we apply the Mann iteration process to obtain the 
unique solution of problem (1) (Theorem 3). As in the previous case, when the operators A, B, 
and C are not necessarily defined on the whole Hilbert space X, we show in Theorem 4, that if 
a solution of problem (1) exists, then an approximation of that solution can still be constructed 
by means of the Mann iteration process. 
THEOREM 3. Suppose X is a complex Hilbert space and A, B, C : X ~ X are Lipschitzian 
operators on X with Lipschitz constants M, L, K,  respectively, A is strongly monotone with 
constant m >_ 1 and B, C are monotone. Let A = A1 + iA2, # = #1 + i#2 E C be such that 
.~1,#1 _~ 0, a:=m- I - [A2[L - [#2[K>_O.  (7) 
Fix f E X and define a map S : X ~ X by Sx = f + x -  Ax -  ABx-  #Cx, for all x E X.  
Suppose 0 <_ an <_ 1/M2., M. := 1 + M + JAIL + [#[K. Then the Mann's iteration process 
Xn+ 1 = (1 - o~n)x n "k anSXn, n ~- O, 1 . . . .  , xo E X converges trongly to the unique solution 
p E X of problem (1). Moreover, i ra ,  = 1/M2. , for all n >_ O, then 
[[X.+l - p[[ ~ •n/2 []Xl - -  p[], ~ __< ~? := 1 -- ~ 1 -- < 1. 
PROOF. The existence of the solution follows from [30] and uniqueness follows from the strong 
monotonicity of A. Then, we observe that S is Lipschitzian with Lipschitz constant M., Re (Sx -  
Sy, x - y) <_ -a  [Ix - y[[2 _< 0, for all x, y E X, and Sp = p. 
Hence, 
]lXnq_ 1 - -  p [ ]2  = ][(1 - an)xn + anSxn - p[[2 
= [[(1 - an)(xn -p )  + an(Sxn - Sp)][ 2 
<_( l _a ,~)=[ [x , _p l [2+2a, j l _a ,~)Re(Sz , _Sp ,  zn_p)  2 2 + a ,M.  [[z,~ - p[[2 
2 2 < [(1 - 2 +  nM:] - Pll 
= [1 - { . . (1  (1 -V I I  2 
Therefore, 
n 
[[Xn+l - p[[2 _< YI [1 - {c~i (1 - ai) + ai (1 - aiM2.) }] Hxo - pll 2 . 
i=0  
Since 
1 1 1 
0 <_ ai(1 - ai) +a i  (1 - aiM2.) _< ~ + ~ _< 2' for all i = 0 ,1 ,2 , . . . ,  
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we get 
n 
H[1-{ai(1-oq)+cri(1-aiM2,)}]--~0, asn- - *~.  
i=0  
This shows that  Xn --* p, as n --* ~ .  
In particular, if all an = 1/M2., n >_ O, then we see that  
2 2 IIxn -p l l  I l zn+x-P l l  < [ (1 -  an) 2 q-anM~]  1/2 
1 2 1 
= 1 - ~2.2 + ~2.2 11xn -P I t  
[ = 1-~~-2  1 -  I I x~, -P l l  
< i - ~2,2 1 - Ilzx - P l I .  
Hence,  
I I x .+ l  - pll --- n n/2 I lxl - p l l ,  ~ < ~/= 1 - ~2.2 1 < 1. 
This completes the proof of the theorem. 
THEOREM 4. Suppose X is a complex Hilbert space and A, B, C : Y c_ X , X are strongly 
monotone Lipschitzian operators on the nonempty  closed convex subset Y of  X with constants 
m > 1,£,k, and Lipschitz constants M,L ,K ,  respectively. Suppose that for A = A1 + i)t2,g = 
#1 -F i#2 E C satisfying (7) and for any fixed f ~ X ,  problem (1) has a solution p ~ Y .  Define a 
- -  ~ = - -  O l  O0  map S : Y C X X by Sy f + y -  Ay ABy - #Cy,  for all y e Y .  Le t{  n}n=0 be a real 
sequence satisfying: 
(i) ao = 1, 
(ii) 0 < an < l /M2., for all n > 1, 
(iii) ~-']n~__o an(1 - an) diverges. 
Then the sequence {Pn} generated by 
Pn = (1 -a=)yn  + anSy~,y=+l = PPn, n = 0,1 , . . . ,  Yo E Y 
converges strongly to p, where P : X --~ Y is the projection map defined in Lemma 1. Moreover, 
lean  = 1/M2, , for all n > O, then 
IlYn+l --PI] < r] n/2 Ilyl --PI[, ~ < r /= 1 - ~2,2 1 - < 1. 
PROOF. First observe that  I lSx - Syll < M.  IIx - YlI, Re  (Sx  - Sy ,  x - y) <_ -~ IIx - Ytl 2 < 0, 
Px  = x, for all x, y E Y , I IPx - Pyll  <- IIx - yll, for all x, y E X and Sp = p. 
Then we have, 
Ilpn - pll 2 - -  I1(1 - a=)yn + anSyn - pll 2 
= I1(1 - a . ) (y .  - p) + an(Syn  - Sp)l l  2 
= (1 - an)  2 IlYn -- Pll 2 + 2a . (1  -- a~)  Re  (Syn - p, y~ - p> 
2 
+ a,~ I lSyn - Spl l  2 
_< (1 - a~)  2 I ly.  - pll 2 + a~ I lSy .  - Spll = 
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2 2 < (1 - an)  2 iiYn - Pit2 T anM.  ]lYn - PIt 2 
2 2 = [(1 - an) 2 +anM. ]  IlYn -PIt  2 
2 2 = [(1 -an)  2 + a,~M.] [[PPn-1 - ppi]2 
2 2 < [(1 -an) :  + anM,] liPn-1 -Pll ~ 
= [1 - {an (1 - an) + an (1 - anM, ~) }] liP~-I - Pii ~ 
< I ]  [1 -  {a' (1 -h i )+ ai (1 -  a~M*~)}] liP° - Pll ~ 
i=O 
Since for all i > 0, we have, hi(1 - hi) + hi(1 - aiM2.) <_ 1/4 + 1/4M2. < 1/2 ,  then using (ii) 
'~ 1 and (iii) it follows that  l-Ii=0[ - {hi(1 - aki) + hi(1 - aiM.2)}] --~ 0 as n -* 0o. This implies that  
Pn ---* P strongly as n --* 0o. The proof of the error estimate follows as in the proof of Theorem 3. 
3.3. The  I sh lkawa I te ra t ion  P rocess  
Finally, we consider the more general Iskikawa iteration process to construct, iteratively, the 
unique solution of problem (1) under the same assumptions on the operators A, B, and C stated 
in Theorem 3 and with the same restrictions on the parameters ~ and # given by (7). The 
following theorem is a straightforward extension, to the two-parameter case, of Theorem 5 of [1]. 
THEOREM 5. Suppose X is a complex Hilbert space and A, B, C : X ~ X are Lipschitzian 
operators on X with Lipschitz constants M, L, K ,  respectively, A is strongly monotone with 
constant m > 1 and B, C are monotone. Let ~ = A1 ÷ i)~2, ~ : /~1 ÷ il~2 E C be such that (7) is 
satisfied. F ix f E X and define a map S : X > X by Sx  = f ÷ x - Ax  - ABx  - #Cx,  for all 
x E X .  Let  (a,~}~= 1 and {fin}~=l be real sequences satisfying: 
(i) 0 < fin -< an _< m(O ÷ 2m - 1) -1 for each n, 0 := M4. ÷ 2M.(1 ÷ M.) ;  
(ii) ~-~n~=o an diverges. 
Then the Ishikawa iteration process x,~+l = (1 - a~)x~ + anSy,~, Yn = (1 - ~)x ,~ ÷ ~,~Sxn, 
n = O, 1 , . . . ,  xo E X converges trongly to the unique solution p E X of  problem (1). Moreover, 
ff  a~ = m[O ÷ 2m - 1] -1, for all n > O, then 
Nxn+l - pI[ < vn/2 llxl - Pl[ , 0<v:= [1 -  m2 (O + 2m -1 )  -1] < 1. 
PROOF. The proof is similar to that  of Theorem 5 of [1] with some necessary modifications. 
Perhaps, it is worth mentioning that when the operators A, B, and C are not defined on 
the whole Hilbert space X then, unlike in the previous cases, if a solution of problem (1) exists, 
constructing such a solution by means of the Ishikawa iteration process eems to be difficult. This 
is because using the idea of the projection map defined in Lemma 1 seems to be inconvenient. 
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