Given a partial action α = (Ag, αg)g∈G of a connected groupoid G on a ring A and an object x of G, the isotropy group G(x) acts partially on the ideal Ax of A by the restriction of α. In this paper we investigate the following reverse question: under what conditions a partial group action of G(x) on an ideal of A can be extended to a partial groupoid action of G on A? The globalization problem and some applications to the Morita and Galois theories are also considered, as extensions of similar results from the group actions case.
Introduction
The notion of partial group action, which was introduced in [9] , is an efficient tool to study the structure of C*-algebras (see [10] ). Partial group actions on sets can be described in terms of premorphisms. In fact, in [12] it was shown that a partial action of a group G on a set X is a unital premorphism from G to the inverse monoid I(X) of partial bijections of X. In the same way, N. D. Gilbert introduced in [11] the concept of partial actions of ordered groupoids on sets. Motivated by N. D. Gilbert's work, the authors of [3] defined partial actions of ordered groupoids on rings. After that, partial actions of groupoids on rings was considered by D. Bagio and A. Paques in [2] . From then on, several questions involving partial groupoid actions were investigated. For instance, ring-theoretical properties of the partial skew groupoid ring were studied in [5] and [14] and the Galois correspondence theorem for groupoid actions was given in [15] .
It is well-known that every groupoid is a disjoint union of its connected components and that a partial action of a groupoid on a ring is uniquely determined by the respective partial actions of its connected components (see [5, Proposition 2.3] ). Therefore, we can reduce the study of partial groupoid actions to the connected case.
Let α = (A g , α g ) g∈G be a partial action of a connected groupoid G on a ring A and x an object of G. We highlight two important facts. First, the isotropy group G(x) acts partially on the ideal A x of A by the restriction of α. Second, the groupoid G is isomorphic to G 2 0 × G(x), where G 0 is the set of objects of G and G 2 0 is the coarse groupoid associates to G 0 . Therefore it is natural to expect that, under appropriate conditions, we can extend a partial action of G(x) on an ideal of A to a partial action of G on A.
The main purpose of this paper is to determine such conditions as well as to construct such extensions.
We organize the paper as follows. The background about groupoids and partial actions that will be used later is given in Section 2. The main results are in Section 3. We present sufficient condition to extend partial group actions to partial groupoid actions in § 3.1. The explicit construction of the extensions is given by (4) and (5) in § 3. 2 . Some examples that illustrate the construction are in § 3.3. The globalization problem of partial groupoid actions obtained in this setting is discussed in Section 4. Applications to the Morita and Galois theories are given in Section 5.
Conventions. Throughout this work, the rings are associative and not necessarily unital. Given a groupoid G and a morphism g : x → y in G, we will often write g ∈ G.
We will work with a functor that extends partial group actions. This functor will be denoted by Ext although it is no related to the extension functor used in the homological algebra.
Preliminaries
In this section we recall the background about groupoids and partial actions that will be used in the work.
Groupoids.
A groupoid G is a small category in which every morphism is an isomorphism. The set of the objects of G will be denoted by G 0 . As usual, each object x of G is identified with its identity morphism id x , whence G 0 can be seen also as the set of the identity elements of G. Given g ∈ G, the source (or domain) and the target (or codomain) of g will be denoted by s(g) and t(g), respectively.
The composition of morphisms of a groupoid G will be denoted via concatenation and we will compose from right to left. We will write G s × t G to denote the set of ordered pairs of G which are composable, that is, G s × t G = {(g, h) ∈ G × G : s(g) = t(h)}. Notice that s(x) = x = t(x), s(g) = g −1 g, t(g) = gg −1 , s(gh) = s(h) and t(gh) = t(g), for all x ∈ G 0 , g ∈ G and (g, h) ∈ G s × t G. These relations will be freely used along the text. For x, y ∈ G 0 we set G(x, y), = {g ∈ G : s(g) = x and t(g) = y}. Particularly G(x) := G(x, x) is a group, called the isotropy group associated to x.
A groupoid G is called connected (or Brandt groupoid) if G(x, y) = ∅ for all x, y ∈ G 0 . It is well-known that any groupoid is a disjoint union of connected subgroupoids. In fact, we have the following equivalence relation on G 0 : for all x, y ∈ G 0 ,
x ∼ y if and only if G(x, y) = ∅.
Every equivalence class X ∈ G 0 /∼ determines a subgroupoid G X of G in the following way. The set of the objects of G X is X and G X (x, y) = G(x, y) for all x, y ∈ X. By construction, G X is a full connected subgroupoid of G which is called the connected component of G associated to X. Clearly, G =∪ X∈G 0 /∼ G X , that is, G is the disjoint union of its connected components.
The structure of a connected groupoid is well-known. It is the cartesian product of a coarse groupoid by a group (see Proposition 2.1 below). We recall that the coarse groupoid associated to a nonempty set Y is the groupoid Y 2 = Y × Y , whose set of objects is Y and {(y, y) | y ∈ Y } is the set of its identities. The composition in Y 2 is given by: (z, w)(y, z) = (y, w), and it is immediate to see that (y, z) −1 = (z, y), s(y, z) = y and t(y, z) = z, for all y, z, w ∈ Y .
follows that ϕ is a groupoid morphism. Suppose that ϕ(g) = ((y, y), x) for some y ∈ G 0 . Thus s(g) = t(g) = y and x = g x = τ −1 y gτ y which implies that g = τ y τ −1 y = x. This ensures that ϕ is injective. Given an element ((y, z), h) ∈ G 2 0 × G(x), consider g = τ z hτ −1 y ∈ G. Notice that g x = h and whence ϕ(g) = ((y, z), h), that is, ϕ is surjective, so an isomorphism of groupoids.
2.2.
Partial and global actions of groupoids. We start by recalling from [2] the definition of partial groupoid action on rings. A partial action of a groupoid G on a ring A is a pair α = (A g , α g ) g∈G that satisfies (P1) for each g ∈ G, A t(g) is an ideal of A, A g is an ideal of A t(g) and α g :
The partial action α is said to be global if α g α h = α gh , for all (g, h) ∈ G s × t G. By Lemma 1.1 of [2] , α is global if and only if A g = A t(g) , for all g ∈ G. Global actions of G on a ring B induce by restriction partial actions of G on any ideal A of B. Indeed, let β = (B g , β g ) g∈G be a global action of a groupoid G on a ring B, and A ⊆ B an ideal of B. For each x ∈ G 0 and g ∈ G, consider A x = A ∩ B x , A g = A t(g) ∩ β g (A s(g) ) and α g = β g | A g −1 . Then α = (A g , α g ) g∈G is a partial action of G on A. Partial actions constructed in this way are called globalizable. The formal definition is given below. Let α = (A g , α g ) g∈G be a partial action of a groupoid G on a ring A. A globalization of α is a pair (B, β), where B is a ring and β = (B g , β g ) g∈G is a global action of G on B, that satisfies
If α admits a globalization we say that α is globalizable. The globalization of α is unique, up to isomorphism; see section 2 of [2] for more details.
We recall that a partial action α = (A g , α g ) of G on A is unital if every A g is unital, for g ∈ G. In this case, the identity element of A g , denoted by 1 g , is a central idempotent of A. By Theorem 2.1 of [2] , any unital partial action of a groupoid on a ring is globalizable.
For the convenience of the reader, we recall two useful properties of partial groupoid actions that were proved in Lemma 1.1 of [2] .
We end this section by noting that the study of partial actions of groupoids on rings can be reduced to the case of connected groupoids.
Remark 2.4. Let G be a groupoid. Using the decomposition of G =∪ X∈G 0 /∼ G X in connected components, it is straightforward to check that partial actions of G on a ring A induce by restriction partial actions of G X on A, for all X ∈ G 0 /∼. Conversely, it is easy to see that partial actions of G on A are uniquely determined by partial actions of G X , X ∈ G 0 /∼, on A.
Restriction and Extension Functors
Throughout this section, G is a connected groupoid. Suppose that x is an object of G and α = (A g , α g ) g∈G is a partial action of G on a ring A. Notice that α induces by restriction a partial action (A h , α h ) h∈G(x) of the group G(x) on the ring A x . Our main purpose in this section is to study the converse problem. More precisely, we will investigate when a partial action of G(x) on an ideal of A can be extended to a partial action of G on A .
3.1. The categories Par G (A) and D G (A). Denote by Par G (A) the category whose objects are partial actions of G on a fixed ring A and whose morphisms are defined as follows. Given α = (A g , α g ) g∈G and α
, for all a ∈ A g −1 . In order to define the category D G (A), we need some extra notation. Given x ∈ G 0 , consider on G(x, ) := {g ∈ G : s(g) = x} the following equivalence relation: (1) g ∼ x l if and only if t(g) = t(l).
A transversal for ∼ x such that τ x = x will be called a transversal for x and denoted by τ (x), that is, τ (x) = {τ y : y ∈ G 0 } where τ y is a chosen morphism in G(x, y), for each y ∈ G 0 , and we take τ x = x. For a fixed transversal τ (x), we associate for each α = (
Observe that A τ −1 y is an ideal of A t(τ −1 y ) = A x and A τy is an ideal of A t(τy) = A y , for all y ∈ G 0 . Hence, α τy is a ring isomorphism from an ideal of A x to an ideal of A y . Since τ x = x, it follows from (P2) that α τx = α x = id Ax . As in Proposition 2.1, we consider g x := τ −1 t(g) gτ s(g) . Then, by Lemma 2.3,
which is an ideal of A t(g) , for all g ∈ G.
The triple that we introduced in (2) suggests to consider the category D G,τ (x) (A) that we describe below. The objects of
. Now, we prove that the category D G,τ (x) (A) does not depend neither on the choice of the object x ∈ G 0 , nor on the choice of the transversal τ (x) of x.
Proof. We start by defining the functor F
chosen in the following way:
Notation: Whenever x ∈ G 0 and the transversal τ (x) for x are fixed, we will denote the category D G,τ (x) (A) simply by D G (A), that is, without any mention to the transversal τ (x).
The functors
Res and Ext. In the previous subsection we constructed the category D G (A) using the known information about the objects of Par G (A). We will investigate if the information extracted from Par G (A) is enough to reverse the process. In order to do this, we will define functors that relate these categories.
Fix
is a functor. Since Res(α) is the restriction of the partial groupoid action of G on A to the partial group action of G(x) on A x , we will say that Res is the restriction functor.
In order to construct the reverse functor, we start by recalling the definition of composition of partial bijections. Let Z be a nonempty set, f :
Given an object (I, γ τ (x) , γ (x) ) in D G (A) we set θ = (B g , θ g ) g∈G , where each θ g is the following ring isomorphism
and each B g is taken as the range of θ g , for all g ∈ G. Notice that B y = I y for all y ∈ G 0 and
Theorem 3.2. The pair θ = (B g , θ g ) g∈G constructed above is an object of Par G (A).
Ext(f ) = f, is a functor. The functor Ext will be called the extension functor.
The next result establishes the relation between the restriction functor Res and the extension functor Ext.
Proof. Observe that for g / ∈ G 0 we have θ g
where ( * ) follows from Remark 2.2. If g = y ∈ G 0 , then θ g = θ y = α y = α g and i) follows. For ii), notice that
for all g / ∈ G 0 , and whence we obtain ii). The item iii) is easily checked using the definitions of Ext and Res.
Then the following conditions are equivalent:
Since α g −1 is a ring isomorphism, we obtain that A g = A g ∩ A gτ s(g) and consequently A g ⊆ A gτ s(g) .
Suppose that α = (A g , α g ) g∈G ∈ Par G (A) satisfies one of the equivalent conditions of Proposition 3.4. Then, by Proposition 3.3, α = Ext(Res(α)). Motivated by this, we introduce the following definition.
In general not all partial actions are recoverable by Ext; see Example 3.10. However, we will see bellow that an important class of partial groupoid actions are recoverable by Ext.
We recall from [4] that a partial action α = (A g , α g ) g∈G of G on a ring A is group-type if there exist x ∈ G 0 and a transversal τ (x) = {τ y : y ∈ G 0 } for x such that A τ −1 y = A x and A τy = A y , for all y ∈ G 0 . Proof. Consider α = (A g , α g ) g∈G ∈ GrT G (A). Then there exist x ∈ G 0 and τ (x) a transversal for x such that (7) holds. Hence A g ⊂ A t(g) = A τ t(g) , for all g ∈ G \ G 0 . Thus α is recoverable by Ext and i) follows. Notice that Proposition 3.4 ii) and Proposition 3.3 ii) imply that Ext(Res(α)) = α. Then, from Proposition 3.3 iii) we conclude that GrT G (A) and C G (A) are isomorphic.
Remark 3.6. The objects of GrT G (A) are an important subclass of partial groupoid actions, as can be seen in [4] . Particularly, it was proved in section 4 of [4] that if α ∈ GrT G (A) then the partial skew groupoid ring A ⋆ α G can be realized as a partial skew group ring. In this sense, some problems involving partial groupoid actions are reduced to analogous problems involving partial group actions.
3.3. Examples. We start this subsection with some examples that illustrate the construction of a partial groupoid action from an object of D G (A). The diagram bellow illustrates the structure of G: Then θ = Ext I, γ τ (x) , γ (x) is the following partial action of G on A. First, note that (4) and (5) it follows that 
, where g ∈ G and i, j ∈ I m . Also, s(i, g, j) = j, t(i, g, j) = i and the composition is given by (i, g, j)(j, h, l) = (i, gh, l), for all i, j, l ∈ I m and g, h ∈ G.
Fix i 0 ∈ I m and the transversal τ (i 0 ) = {τ i = (i, e, i 0 )} i∈Im for i 0 , where e denotes the identity element of G. Notice that Γ m G (i 0 ) = {(i 0 , g, i 0 ) | g ∈ G} ≃ G. Let A be a unital ring and {e i } i∈Im a set of orthogonal idempotents in the center of A whose sum is 1 A . Suppose that G acts on Ae i 0 by ring isomorphisms γ g , g ∈ G, and take I, γ τ (i 0 ) , γ (i 0 ) ∈ D G (A) in the following way: Then θ = Ext I, γ τ (x) , γ (x) is the partial action of G on A given by
We finish this subsection with an example of a partial groupoid action that is not recoverable by Ext. 
i=1 is a set of orthogonal idempotents whose sum is 1 A and k is a field. Then we have the following partial action α = (A g , α g ) g∈G of G in A:
It is easy to check that α is a partial action of G on A. If τ (x) = {τ x = x, τ y = l} then notice that A h A τ t(h) = A l . The other possibility of a transversal for x is τ (x) = {τ x = x, τ y = m}. In this case, we have again that A h A τ t(h) = A m . In both cases, (6) is not satisfied. Similarly, the condition (6) is not satisfied for any transversal τ (y). Hence, α is not recoverable by Ext.
Globalization
The problem of investigating when a partial action is globalizable, that is, when it can be obtained as restriction of a global action, is relevant for partial actions; see [2] (resp. [7] ) for details on globalization of partial groupoid (resp. group) actions.
Throughout this section, G denotes a connected groupoid, x ∈ G 0 is an object of G and τ (x) = {τ y : y ∈ G 0 } is a transversal for x. We fix a ring A, γ = (I, γ τ (x) , γ (x) ) ∈ D G (A) and θ = Ext(γ) the partial action of G on A given by (4) and (5) .
Our main purposes here are the following. First, we will relate the existence of the globalization for θ with the existence of the globalization for γ (x) . Second, we will investigate how to construct a globalization for θ from a globalization of γ (x) . Proof. Suppose that θ is globalizable. By Theorem 2.1 of [2] , B g is a unital ring, for all g ∈ G. Let 1 g be a central idempotent of A such that B g = A1 g , g ∈ G. Then 
x )) satisfies B g = A1 g . If g = y ∈ G 0 then B g = B y = I y = A1 y . Hence, Theorem 2.1 of [2] implies that θ is globalizable.
In general, it is not easy to calculate the globalization of a partial groupoid action (see § 2 of [2] ). However, we can do it if θ = Ext(γ) and the object γ ∈ D G (A) satisfies the following conditions: 
is the globalization of θ.
Proof. Clearly β is a global action of G on B and β g (a) = θ g (a), for all a ∈ B g −1 and g ∈ G. Notice that
where ( * ) holds because (J x ,γ (x) ) is a globalization of the partial group action γ (x) of G(x) on I x . On the other hand,
Hence, B g = B t(g) ∩ β g (B s(g) ). Note also that, for each g ∈ G, we have
In order to justify ( * * ) note that, if l ∈ G(x) then (τ t(g) l) x = (τ t(g) ) x l x = xl = l. Thus,
The next example illustrates the construction given by Proposition 4.2. Then θ = (B z , θ z z∈G = Ext(γ) is the partial action of G on A given by θ x = id Ix , θ y = id Iy , θ g = γ g , θ l = γ l , θ m = γσ| Aeσ(e) : Aeσ(e) → Aγ(eσ(e)),
Notice that γ satisfies the condition (C1). Also I x is unital and γ (x) has globalizatioñ γ (x) given byγ x = id A andγ g = σ. Thus, (C2) is also true. Moreover, γ satisfies (C3) for J x = J y = A,γ τx =γ x = id A andγ τy = γ. By Proposition 4.2, the action β of G on A given by
is the globalization of the partial action θ.
Applications
In this section we will show that, under appropriate assumptions, the Morita and Galois theories for a partial action of a connected groupoid G construct via the functor Ext are strongly related with the Morita and Galois theories for the partial action of an isotropy group G(x).
Throughout the rest of this paper we will assume that G is a connected finite groupoid, x is a fixed object of G, τ (x) is a transversal for x, A is a ring and γ = I, γ τ (x) , γ (x) is an object of D G (A) that satisfies I τ −1 y = I x and I τy = I y , for all y ∈ G 0 . We will also assume that I x is unital and γ (x) is a unital partial action, i. e., I h = I x 1 h where 1 h is a central idempotent of I x for all h ∈ G(x). Fix θ := Ext(γ) = (B g , θ g g∈G the partial action given by (4) and (5) .
Proof. Suppose that I x = A1 x and I h = I x 1 h , where 1 x is a central idempotent of A and 1 h is a central idempotent of I x , for all h ∈ G(x). Then a1 h = a(1 x 1 h ) = (a1 x )1 h = 1 h (a1 x ) = 1 h (1 x a) = (1 h 1 x )a = 1 h a, for all a ∈ A, h ∈ G(x). Hence 1 h is a central idempotent of A and I h = A1 h , for all h ∈ G(x). Using that I τ −1 y = I x , y ∈ G 0 , we obtain from (5) 
In what follows in this paper, we will assume that A = ⊕ y∈G 0 I y = ⊕ y∈G 0 B y , which is the appropriate context for working with invariant elements and trace maps.
5.1.
Invariant elements and trace map. According to [2] an element a ∈ A is called invariant by θ if θ g (a1 g −1 ) = a1 g , for all g ∈ G. We will denote by A θ the set of all invariants of A. Clearly, A θ is a subring of A.
The trace map t θ : A → A associated to the partial groupoid action θ is given by
It was proved in Lemma 4.2 of [2] that t θ (A) ⊆ A θ and consequently t θ :
Proof. Indeed,
Now we will prove a result relating the surjectivity between t θ and t θ (x) which will be useful later.
x . By assumption, there exists a x ∈ B x such that t θ (x) (a x ) = b x . Then, Lemma 5.3 implies that t θ (a x ) = y∈G 0 γ τy (t θ (x) (a x )) = y∈G 0 γ τy (b x ) = b.
Morita theory.
We start by recalling the definition of a Morita context. Given two unital rings R and S, bimodules R U S and S V R , and bimodule maps µ : U ⊗ S V → R and ν : V ⊗ R U → S, the sixtuple (R, S, U, V, µ, ν) is called a Morita context (associated with R U ) if the set
with the usual addition and multiplication given by the rule
is a unital ring, which is equivalent to say that the maps µ and ν satisfy the following two associativity conditions:
We say that this context is strict if the maps µ and ν are isomorphisms and, in this case, the categories R Mod and S Mod are equivalent via the mutually inverse equivalences V ⊗ R − : R Mod → S Mod and U ⊗ S − : S Mod → R Mod. When it happens we also say that the rings R and S are Morita equivalent. The surjectivity of µ and ν is enough to ensure the strictness of the above context. Similar statements equally hold for right module categories. More details on Morita contexts can be seen, e. g., in § 3.12 of [13]. 5.2.1. Partial skew groupoid ring and partial skew group ring. First we recall from [2] that the partial skew groupoid ring R := A ⋆ θ G associates to the partial groupoid action θ of G on A is the set of all formal sums g∈G b g δ g , where b g ∈ B g , for each g ∈ G. The addition in R is the usual and the multiplication is given by
is the partial skew group ring associates to the partial group action θ (x) of G(x) on B x . Notice that R and S are unital associative rings, where 1 R = y∈G 0 1 y δ y and 1 S = 1 x δ x . In order to relate R and S we recall that B g = γ τ t(g) (I gx ) and θ g (γ τ s(g) (a)) = γ τ t(g) (γ gx (a)), for all g ∈ G, a ∈ I g −1 x .
In fact, the first identity of (9) can be seen in the proof of Lemma 5.1 and the second follows from (4).
Lemma 5.6. Let R and S be the rings defined above. Then
iii) 1 S R1 S = S and R1 S R = R.
Proof. Let g ∈ G such that s(g) = x and a ∈ B g . By (9) , there exists a ′ ∈ I gx such that a = γ τ t(g) (a ′ ) and whence
For g ∈ G such that s(g) = x and a ∈ B g , we have (aδ g )1 S = 0. Consequently, if r = g∈G a g δ g ∈ R then r1 S = s(g)=x a g δ g and i) follows. The proof of ii) is similar.
For iii), it is clear that R1 S R ⊂ R. For the reverse inclusion notice that
The equality 1 S R1 S = S follows in a similar way.
Fix the (R, S)-bimodule U := R1 S and the (S, R)-bimodule V := 1 S R. Define also the bimodule map µ :
With this notation we have the following result.
Proof. It is straightforward to check that µ, ν satisfy (8) . By Lemma 5.6 iii), µ and ν are surjective maps.
5.2.2.
Partial skew groupoid ring and subring of invariants. Denote by R := A ⋆ θ G the partial skew groupoid ring. According to § 4 of [2] A is a (A θ , R)-bimodule and a (R, A θ )bimodule. The left and the right actions of A θ on A are given by the multiplication of A, and the left (resp., right) action of R on A is given by aδ g · b = aθ g (b1 g −1 ) (resp., b · aδ g = θ g −1 (ba)), for all a, b ∈ A and g ∈ G. Moreover, the maps 
is also a Morita context constructed in a similar way as the previous one for the partial group action of G(x) on B x (see Theorem 1.5 of [1] ). Proof. Since A (resp. B x ) is a unital ring, it is immediate to check that Γ (resp. Γ x ) is surjective if and only if t θ (resp. t θ (x) ) is surjective. Therefore the result follows from Proposition 5.5. 
Hence,
Since ϕ is a ring isomorphism, it is enough to check that for any element of the Now we present the main result of this subsection which relates the strictness of the Morita contexts associate to θ (partial grupoid action) and to θ (x) (partial group action).
Theorem 5.10. If A (resp., B x ) is a left A θ -module (resp., B θ (x)
x -module) then the following statements are equivalent: i) the Morita context (A θ , A ⋆ θ G, A, A, Γ, Γ ′ ) is strict, ii) the Morita context (B
Proof. The result follows from Corollary 5.8 and Lemma 5.9.
5.
3. Galois theory. The notion of partial Galois extension for partial groupoid actions was introduced in [2] as a generalization of the classical one for group actions due to S.U. Chase, D.K. Harrison and A. Rosenberg in the global case [6] and to M. Dokuchaev, M. Ferrero and the second named author in the partial case [8] . This notion is very close related with the strictness of the Morita context between the partial skew groupoid ring and the subring of invariants. We say that A is a θ-partial Galois extension of its subring of invariants A θ if there exist elements a i , b i ∈ A, 1 ≤ i ≤ r, such that 1≤i≤r a i θ g (b i 1 g −1 ) = δ y,g 1 y , for all y ∈ G 0 , where δ y,g denotes the Kronecker symbol. This is equivalent to say that the map Γ ′ defined in the previous subsection is a ring isomorphism (cf. Theorem 5.3 of [2] ). Furthermore, in this case A, is also projective and finitely generated as a right A θ -module. (cf. assertion (ii) in [2, Theorem 5.3] ).
The following theorem shows that the Galois theory for partial connected groupoid actions and that for partial group actions are really close.
Theorem 5.11. The following statements are equivalent:
i) A is a partial Galois extension of A θ and t θ is onto, ii) the Morita context (A θ , A ⋆ θ G, A, A, Γ, Γ ′ ) is strict, 
