Markovian bulk-arrival and bulk-service queues with general state-dependent control by Chen, Anyue et al.
Queueing Systems (2020) 95:331–378
https://doi.org/10.1007/s11134-020-09660-0
Markovian bulk-arrival and bulk-service queues with
general state-dependent control
Anyue Chen1,2 · Xiaohan Wu1 · Jing Zhang3
Received: 17 March 2019 / Revised: 25 May 2020 / Published online: 5 July 2020
© The Author(s) 2020
Abstract
We study a modified Markovian bulk-arrival and bulk-service queue incorporating
general state-dependent control. The stopped bulk-arrival and bulk-service queue is
first investigated, and the relationship between this stopped queue and the full queueing
model is examined and exploited. Using this relationship, the equilibrium behaviour
for the full queueing process is studied and the probability generating function of the
equilibrium distribution is obtained. Queue length behaviour is also examined, and the
Laplace transform of the queue length distribution is presented. The important ques-
tions regarding hitting times and busy period distributions are answered in detail, and
the Laplace transforms of these distributions are presented. Further properties regard-
ing the busy period distributions including expectation and conditional expectation of
busy periods are also explored.
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1 Introduction
Markovian queues occupy a significant niche in applied probability. Indeed, Markovian
queues play a very important role both in the development of general queueing models
and in the theory and applications of continuous-time Markov chains. Good references,
among many others, for the former are Asmussen [4], Gross and Harris [18], Kleinrock
[23] and Medhi [27], and, for the latter, Anderson [1], Chung [12], Freedman [15] and
Syski [36].
Within the framework of queueing theory, there are two particularly interesting
topics which have attracted much attention. The first one is bulk queues, which have
wide and very important applications. The theory of bulk queues, (including bulk
arrivals and/or bulk service) has attracted extensive attention and is well developed.
Note that bulk arrivals (sometimes to be called batch arrivals) and bulk service queues
are commonplace in scenarios such as industrial assembly lines, road traffic flow,
the movement of aircraft passengers, etc., and thus the related models have extensive
and important applications. One important reference in this topic is the good mono-
graph by Chaudhry and Templeton [7]. For advances in this topic, see Armero and
Conesa [2], Arumuganathan and Ramaswami [3], Chang, Choi and Kim [6], Fakinos
[14], Srinivasan, Renganathan and Kalyanaraman [33], Sumita and Masuda [35] and
Ushakumari and Krishnamoorthy [37], Stadje [34], V. Ramaswami [31], Lucantoni
[25] and many others. The second topic is state-dependent input and output mecha-
nisms, usually called state-dependent controls, which have also attracted considerable
attention. For example, Chen and Renshaw [10,11] considered models which have
allowed the possibility of clearing the entire workload.
It seems that it is Chen et al. [8] who first combined the two modifications together
by interweaving the bulk-arrival and bulk-service queues with state-dependent control
either at idle time or at time with empty waiting line, which thus generalises the Chen-
Renshaw models [10,11] to make them more relevant and applicable. See also Chen
et al. [9].
The model discussed in Chen et al. [8] has close links with so-called negative
arrivals. It seems to us that Gelenbe [16] and Gelenbe, Glynn and Sigman [17] first
introduced the particularly useful concept of negative arrivals, and this was followed up
by many other authors, including Bayer and Boxma [5], Harrison and Pitel [19], Hen-
derson [20] and Jain and Sigman [22]. The model also has close theoretical links with
the versatile Markovian arrival processes introduced by Neuts [28], which includes
several kinds of batch-arrival processes. Additionally, Neuts [29] described a number
of interesting batch-arrival models together with useful methods for analysing them.
For further developments, see, for example, Lucantoni and Neuts [26], Nishimura and
Sato [30] and Dudin and Nishimura [13].
However, the model discussed in Chen et al. [8] has the serious limitation that
the control effect only happens when the queue is empty or has only one customer,
which prevents the model from having extensive applications. The main aim of this
paper is therefore to overcome this limitation. That is, the current paper combines the
bulk-arrival and bulk-service mechanism with general state-dependent control. More
specifically, based on the bulk-arrival and bulk-service structure, the control effect can
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happen for arbitrary (but finitely) many states. This makes the model have much wider
applications.
We now give a formal definition of our model. Our model is a Markovian one and
thus the model is usually specified by an infinitesimal q-matrix; see Asmussen [4] or
Anderson [1]. Now our model discussed in this paper has an infinitesimal q-matrix
Q = {qi j ; i, j ∈ Z+}, where Z+ = {0, 1, 2 . . .}, which takes the following form:
there exist a positive integer N ≥ 1 such that
qi j =
⎧
⎨
⎩
hi j if 0 ≤ i ≤ N − 1, j ≥ 0
b j−i+N if i ≥ N , j ≥ i − N
0 otherwise,
(1.1)
where
hi j ≥ 0 (i = j), 0 ≤ −hii =
∑
j =i
hi j < +∞ (0 ≤ i ≤ N − 1), (1.2)
b0 > 0, b j ≥ 0 ( j = N ),
∞∑
j=N+1
b j > 0 and 0 < −bN =
∑
j =N
b j < +∞.
(1.3)
By the above definition, we see that the underlying structure of our model is
something like an M X/MY /1 queue. However, mainly due to the applications, the
state-dependent input and output mechanisms have been incorporated into this under-
lying structure. Intuitively speaking, this extra structure indicates that when the
queueing length is less than some specific level, N say, then the manager may wish,
randomly, to move some “customers” or “workload”, stored somewhere else, to the
system in order to speed up working and thus make the work more effectively. How-
ever, because of applications, we shall not only consider increasing working loads but
also consider some other aspects, and thus make the extra structure arbitrary. This is
exactly the reason why we name this extra structure “state-dependent control” even
though it may not be an appropriate terminology. It should be noticed that due to
this arbitrary effect, the underlying structure is seriously affected and, in particular,
the original “arrival process” and “service process” are closely interwoven and corre-
lated with each other. This makes some traditional methods and techniques, including
the powerful matrix-analytic method, less effective in analysing our current model. It
should be also noticed that our model is a Markovian one and thus our model has more
deep properties than, for example, the M/G/1-type Markov chains. Being a Marko-
vian model, we also have more powerful methods and techniques such as Kolmogorov
backward and forward equations and Ito’s excursion law which enable us to get many
more fruitful results than for the M/G/1-type Markov chains, say.
Another reason for us to use the current approach is that the results obtained in this
paper open the door and paves the way to study another advanced and extremely impor-
tant topic of quasi-limiting distributions, including determining the decay parameter
and invariant measure, and functions which reveal deep properties regarding tran-
sient behaviour of our current queuing models. It is remarkable that the quasi-limiting
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behaviour is quite different for the continuous time and discrete time processes. There-
fore, as far as quasi-limiting distributions are concerned, the behaviour of our current
model is also remarkably different to say, the M/G/1-type Markov chains. We shall
discuss this topic in a couple of subsequent papers.
The paper is organised as follows: In Sect. 2, we present a fundamental construc-
tion theorem together with some key lemmas. All later developments depend heavily
on these results. Section 3 concentrates on discussing the so-called stopped queue
with both bulk arrivals and bulk service. A delicate structure is revealed. The results
obtained in this section regarding stopped queues are not only of their own interest but
also crucial in our later analysis. Sect. 4 concerns questions of recurrence and ergod-
icity, as well as equilibrium distributions. The generating function of the equilibrium
distribution is derived. The queue length distribution is also derived in this section. In
Sect. 5, the bulk-arrival and bulk-service queues stopped at the idle state is analysed
in detail, which paves the way to study the busy period distributions. In Sect. 6, the
important hitting time distributions and the busy period distributions are discussed.
Many important properties regarding these hitting time distributions and busy period
distributions are revealed and many deep results regarding these distributions are pre-
sented. In the final Sect. 7, an example is provided to illustrate the conclusions obtained
in the previous sections.
2 Preliminaries
We first pack our known data specified in (1.1)–(1.3) into a few generating functions.
For any 0 ≤ i ≤ N − 1, define
Hi (s) =
∞∑
j=0
hi j s j (0 ≤ i ≤ N − 1) (2.1)
and
B(s) =
∞∑
j=0
b j s j . (2.2)
Here we view B(s) and Hi (s) (0 ≤ i ≤ N − 1) as complex functions. Note that B(s)
and Hi (s) (0 ≤ i ≤ N − 1) may have their (usually different) convergence radii.
But due to conditions (1.2) and (1.3), they are all well-defined at least on the closed
unit disc {s; |s| ≤ 1} and analytic on the open unit disc {s; |s| < 1}. Considering that
the q-matrix Q given in (1.1)–(1.3) is conservative and bounded, the corresponding
Q-process is unique and is just the Feller minimal Q-process. It follows that the Feller
minimal Q-resolvent R(λ) satisfies both the Kolmogorov backward and the forward
equations. Using the Kolmogorov forward equations, we immediately obtain the fol-
lowing construction theorem which will be the starting point for our further analysis.
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Theorem 2.1 For any i ≥ 0, the Feller minimal Q-resolvent R(λ) = {ri j (λ); i, j ∈
Z+} satisfies the equation
∞∑
j=0
ri j (λ)s j =
∑N−1
k=0 rik(λ)(B(s)sk − Hk(s)s N ) − si+N
B(s) − λs N , (2.3)
where B(s) and Hk(s) (0 ≤ k ≤ N − 1) are defined in (2.1) and (2.2), respectively.
Proof By the Kolmogorov forward equation λR(λ) − I = R(λ)Q, together with
noting the form of Q given in (1.1), we immediately obtain that, for any i, j ∈ Z+,
λri j (λ) − δi j =
N−1∑
k=0
rik(λ)hkj +
j+N∑
k=N
rik(λ)b j−k+N . (2.4)
Multiplying by s j , where |s| < 1, on both sides of (2.4) and summing over j from 0
to ∞ yields
λ
∞∑
j=0
ri j (λ)s j − si =
∞∑
j=0
(N−1∑
k=0
rik(λ)hkj
)
s j +
∞∑
j=0
⎛
⎝
j+N∑
k=N
rik(λ)b j−k+N
⎞
⎠ s j .
By noting the definitions given in (2.1) and (2.2), we immediately obtain
λ
∞∑
j=0
ri j (λ)s j − si =
N−1∑
k=0
rik(λ)Hk(s) + B(s)
s N
∞∑
k=N
rik(λ)s
k . (2.5)
Now (2.3) easily follows from (2.5), which ends the proof. unionsq
By Theorem 2.1, particularly by (2.3), it is clear we need to define, for each λ > 0,
Bλ(s) = B(s) − λs N (2.6)
which is C∞ at least on (−1, 1). Similarly to B(s), we view Bλ(s) as complex functions
of s and note that Bλ(s) is well defined, at least on the closed unit disc {s; |s| ≤ 1},
and is analytic on the open unit disc {s; |s| < 1}.
We now provide a couple of fundamental lemmas which will be our stepping stones
for further analysis. To make these lemmas, as well as the conclusions obtained there-
after, enjoy probabilistic meanings, let
mb =
∞∑
j=N+1
( j − N )b j and md =
N−1∑
j=0
(N − j)b j (2.7)
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denote the mean “arrival” and “service” rates, respectively. Note that 0 < md < +∞
and 0 < mb ≤ +∞. Clearly,
B ′(1) = mb − md with − ∞ < B ′(1) ≤ +∞, (2.8)
which explains the probabilistic meaning of B ′(1).
The following conclusions are just corollaries of results obtained in Li and Chen
[24].
Lemma 2.1 The equation B(s) = 0 has either N or N + 1 roots in the closed disc
{s; |s| ≤ 1}. Moreover, it has N roots if and only if B ′(1) ≤ 0. More specifically,
(i) If B ′(1) < 0 (i.e. mb < md), then 1 is the only real and single root on the interval
[0, 1], and, for any s ∈ [0, 1), B(s) > 0.
(ii) If B ′(1) = 0 (i.e. mb = md), then 1 is the only real root but is a “double” root
(with multiplicity 2) on [0, 1] and, again, for any s ∈ [0, 1), B(s) > 0.
(iii) If B ′(1) > 0 (i.e. md < mb ≤ +∞), then, in addition to the root 1, we have
another positive root, denoted by u, such that B(s) > 0 for all s ∈ [0, u) and
B(s) < 0 for all s ∈ (u, 1).
(iv) All the other (N − 1) roots of B(s) = 0 in {s; |s| ≤ 1} are either negative or
complex conjugate roots. Also, their moduli are strictly less than the smallest
positive root of B(s) = 0. That is, if B ′(1) ≤ 0, then for any such root, the
modulus is strictly less than 1, while if B ′(1) > 0, then all the moduli of these
roots are less than u.
Lemma 2.2 For each fixed λ > 0, the equation Bλ(s) = 0 has exactly N roots on the
open unit disc {s; |s| < 1} and has no roots on the unit circle {s; |s| = 1}. Denote
these N roots as u0(λ), u1(λ), . . . , uN−1(λ). Then
(i) u0(λ) is the only positive root of Bλ(s) = 0 on [0, 1] satisfying 0 < u0(λ) < 1.
(ii) All the other N−1 roots are either negative or complex conjugate roots. Moreover,
|ui (λ)| < u0(λ) (1 ≤ i ≤ N − 1).
(iii) All these N roots are continuous and C∞(0,∞) functions of λ > 0. Also,
limλ→0 ui (λ) = ui (0) (0 ≤ i ≤ N −1), where ui (0) are the roots of B(s) = 0 as
stated in the above Lemma 2.1. In particular, if B ′(1) ≤ 0, then limλ→0 u0(λ) =
u0(0) = 1, while if B ′(1) > 0, then limλ→0 u0(λ) = u0(0) = u < 1.
For the full proof of these important conclusions, readers could consult Li and Chen
[24]. Clearly the key point in Lemma 2.2 is the fact that there exist exactly N roots
on the unit open disc {s; |s| < 1}. This important fact can be easily proved by using
Rouché’s Lemma. Indeed, by Rouché’s lemma we can show that Bλ(s) and f (s) = s N
have the same number of zeros within the open disc {s; |s| < 1}. For details, see Li
and Chen [24].
The most important root is the positive root u0(λ) of the equation Bλ(z) = 0
on [0, 1). Hence, in the following lemma, we concentrate on discussing important
properties of u0(λ). First note that u0(λ) is defined only for λ > 0 at the current stage.
Lemma 2.3 The root u0(λ) given in Lemma 2.2 has the following properties:
123
Queueing Systems (2020) 95:331–378 337
(i) u0(λ) ∈ C∞(0,∞);
(ii) u0(λ) is a decreasing function of λ > 0 and as λ → ∞ we have u0(λ) ↓ 0 and
λ(u0(λ))N → b0.
(iii) Let u denotes the smallest real root of B(s) = 0 on [0, 1]. Then, as λ → 0,
u0(λ) ↑ u
{= 1 if mb ≤ md
< 1 if mb > md .
(2.9)
(iv) For any positive integer k
lim
λ→0
1 − (u0(λ))k
λ
=
{∞ if mb ≥ md
k/(md − mb) if mb < md . (2.10)
(v) If md < mb ≤ +∞ (and hence u < 1), then, for any positive integer k,
lim
λ→0
1 − (u0(λ)/u)k
λ
= −ku
N−1
B ′(u)
. (2.11)
(vi) If mb = md (and hence u = 1), then, for any positive integer k,
lim
λ→0
1 − (u0(λ))k√
λ
=
{
k
√
2
B′′(1) if B
′′(1) < ∞
0 if B ′′(1) = ∞. (2.12)
Remark 2.1 Note that B(s) and B ′(s) are both finite when −1 < s < 1, and u0(λ)
is defined only for λ > 0. However, once Lemma 2.3 is proven, in particular if the
conclusions (i)–(iii) are proved, then by defining u0(0) = u0 = u, we then obtain a
continuous function on [0,∞). Similarly, for the other ui (λ) (1 ≤ i ≤ N − 1) we
may get nearly the same results as u0(λ) (see the remark below). Then by defining
ui (0) = ui (1 ≤ i ≤ N − 1), we may obtain the other (N − 1) continuous functions
on [0,∞).
Proof First, since u0(λ) is the unique root of Bλ(s) = 0 on [0, 1], it can be viewed
as the positive x-coordinate of the intersection point of the two curves y = B(x) and
y = λx N . Parts (ii) and (iii) then follow immediately because the latter curve is an
increasing function of x ≥ 0. Part (i) is a direct consequence of (iii) of Lemma 2.2.
Indeed, u0(λ) is the root of the equation λ = s−N B(s), and so λ, as a function of
s ∈ (0, 1], is C∞. Hence the inverse function u0(λ) belongs to C∞[0,∞). We have
thus proved (i)–(iii).
To prove the other parts, first note by the proven (2.9) and on writing u0 = u0(0)
we have
u0(λ) − u0 = λu ′0(ξ) (0 < ξ < λ), (2.13)
since u0(λ) is differentiable for λ > 0. Also, since u0(λ) is a decreasing function of
λ > 0, we thus have that u′0(ξ) < 0 for any ξ ∈ (0, λ). Now since mb > md implies
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u < 1 (refer to (2.9)), we see that (2.10) holds true if mb > md . Hence we need only
consider the case that mb ≤ md , in which case (2.13) can be written as
(1 − u0(λ))/λ = −u′0(ξ) (0 < ξ < λ). (2.14)
Whence, on considering u0(λ) as the root of Bλ(s) = 0, we may get B(u0(λ)) =
λ(u0(λ))N . Differentiation with λ > 0 then yields
B ′(u0(λ))u′0(λ) − NλuN−10 (λ)u′0(λ) = (u0(λ))N . (2.15)
Letting λ → 0, and noting that u0(λ) and B ′(u0(λ)) are continuous functions of λ
on [0,∞) (see Remark 2.1 and noting that we have already proved (i)–(iii)) and that
λuN0 (λ) tends to 0 as λ → 0 leads us to conclude that
lim
λ→0 [B
′(u0(λ))u′0(λ)] = uN , (2.16)
which is true for all cases.
Note that the right-hand side of the above (2.16) is a finite positive value and thus
so is the left-hand side of (2.16). However, B ′(s) is a continuous function of s, at least
for 0 ≤ s < 1, and lim
λ→0 B
′(u(λ)) = B ′(u), which is zero if and only if u = 1 and
B ′(1) = 0, or if and only if md = mb. Hence, by (2.16) we get the conclusion that if
md > mb, then
u′(0) =ˆ lim
λ→0 u
′
0(λ) =
1
B ′(1)
= 1
mb − md < 0, (2.17)
while if md < mb ≤ +∞, then, again by (2.16),
u′(0) =ˆ lim
λ→0 u
′
0(λ) =
uN
B ′(u)
< 0, (2.18)
In (2.18), 0 < u < 1 is the smallest positive root of B(s) = 0 as defined before.
Finally, if md = mb, then by (2.16)
lim
λ→0 [B
′(u0(λ)) · u′0(λ)] = 1 (2.19)
and, thus since B ′(u0(λ)) tends to B ′(1) = 0, we know that if md = mb then
u′(0) =ˆ lim
λ→0 u
′
0(λ) = −∞, (2.20)
which is a consequence of (2.19) together with the fact that B ′(u0(λ)) is negative when
λ ↓ 0. Now, mb ≤ md implies u0 = 1, and combining this fact with (2.14) and noting
that B ′(1) = mb − md then yields
lim
λ→0
1
λ
(1 − u0(λ)) =
{
1/(md − mb) if mb < md
∞ if mb = md , (2.21)
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and so (2.10) holds true for k = 1. Now, for mb < md , we may rewrite (2.21) as
u0(λ) = 1 − λ/(md − mb) + o(λ). Hence, for any positive integer k, (u0(λ))k =
1 − kλ/(md − mb) + o(λ) and so (2.10) follows. This completes the proof of (iv).
Turning to (v), since md < mb ≤ +∞ and hence u0 < 1, both B ′(u0) and B ′′(u0)
are finite. Now by (2.18) we see that the finiteness of B ′(u) implies u′(0) is a nonzero
and finite value and thus we have
u0(λ) = u0 + u′(0)λ + o(λ) (2.22)
and, by using (2.22) together with (2.18), we get that, for any positive integer k,
(u0(λ))
k = uk0 +
kλuN+k−10
B ′(u0(λ))
+ o(λ),
from which (2.11) follows by also noting u0 = u, which ends the proof of (v).
We now proceed to the subtle case where md = mb. Recall if md = mb then B(1)
and B ′(1) are both zero, and thus, if we assume that B ′′(1) is finite, then we have, for
0 < s < 1,
B(s) = B
′′(1)
2
(s − 1)2 + o((s − 1)2).
Letting s = u(λ) for λ > 0 in the above and noting that 0 < u(λ) < 1, we get
B(u0(λ)) = 12 (1 − u0(λ))
2 B ′′(1) + o((1 − u(λ))2).
It then follows that
1 − u0(λ)√
λ
=
(
2
B ′′(1)
· B(u(λ))
λ
+ o((1 − u(λ))
2)
λ
) 12
(2.23)
by noting that 0 < B ′′(1) < +∞. Now letting λ → 0 in the above (2.23) we see that,
firstly,
lim
λ→0
o((1 − u(λ))2)
λ
= 0
and, secondly, by noting that lim
λ→0 B
′(u(λ)) = B(1) = 0 and using Hospital’s rule, we
obtain
lim
λ→0
B(u(λ))
λ
= lim
λ→0 B
′(u(λ)) · u′(λ),
which is just one; see (2.19).
123
340 Queueing Systems (2020) 95:331–378
Hence, we obtain
lim
λ→0
1 − u0(λ)√
λ
=
√
2
B ′′(1)
, (2.24)
we have thus proved (2.12) for the case k = 1. For the general case k > 1, we may use
(2.23) together with some easy algebra to show that (2.12) holds true for any k ≥ 1,
which then finishes the proof of (vi) and thus the whole of Lemma 2.3. unionsq
Remark 2.2 Note that in proving properties of u0(λ) in Lemma 2.3, the only condition
we have used is that u0(λ) is a zero of Bλ(s). Hence, all the conclusions, particu-
larly statements analogous to (ii)–(iii), hold true for all the other zeros of Bλ(s), i.e.
ui (λ) (1 ≤ i ≤ N − 1) given in Lemma 2.2.
3 The stopped bulk-arrival and bulk-service queue
In this section, we assume that all the first N states are absorbing. That is, we assume
hi j ≡ 0 (0 ≤ i ≤ N − 1, j ≥ 0) and thus Hi (s) ≡ 0 (0 ≤ i ≤ N − 1). The
corresponding q-matrix is denoted by Q∗. There are two main reasons for us to study
the Q∗-process first. On the one hand, the properties of the Q∗-process will serve
as a tool in investigating the main models which will be discussed in detail in the
following sections and, on the other hand, to study the corresponding Q∗-process has
its own interests since it can be viewed as a model of generalised Markov branching
processes rather than a queueing model. Just because of the latter reason, we shall use
some notation and terminology, such as extinction probabilities, within this section.
For both reasons, we are now interested in getting closed forms of the Feller minimal
Q∗-resolvent {φ∗ik(λ)}.
By Lemma 2.2 the equation Bλ(s) = 0 has exactly N roots on the open unit
disc {s; |s| < 1}, denoted by {u0(λ), u1(λ), . . . , uN−1(λ)}, with u0(λ) as the unique
positive root on (0, 1). We now use the N -dimensional column vector U(λ) to denote
these N roots, i.e.,
U(λ) = (u0(λ), u1(λ), . . . , uN−1(λ))T, (3.1)
where T denote the transpose. Also, for any non-negative integers k ≥ 0, denote
Uk(λ) = ((u0(λ))k, (u1(λ))k, . . . , (uN−1(λ))k)T. (3.2)
Of course U1(λ) = U(λ) and U0(λ) = 1; here 1 denotes the column vector whose
components are all one. Similarly, we let
U(0) = (u0(0), u1(0), . . . , uN−1(0))T (3.3)
denote the N roots of the equation B(s) = 0 on the unit closed disc {s; |s| ≤ 1} as
Lemma 2.1 shows. In fact, we have limλ→0 U(λ) = U(0). In many cases, we shall
just denote U = U(0), or in component form,
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U = (u0, u1, . . . , uN−1)T. (3.4)
Note that, however, if md < mb ≤ +∞, u0(0) = u < 1, and the trivial root 1 is not
included in (3.3). As a result, all the component of U(0) ≡ U are totally distinct. It is
also convenient to denote
Uˆ(λ) = (u1(λ), . . . , uN−1(λ))T. (3.5)
That is, Uˆ(λ) is nothing but cutting off the first component of U(λ). Similarly, Uˆ(0)=ˆUˆ
is just the column vector obtained by cutting off the first component from U. Finally,
the determinant of the N × N matrix (1, U(λ), U 2(λ), . . . , U N−1(λ)) will be denoted
by
(λ) = |1, U(λ), U 2(λ), . . . , U N−1(λ)| ≡ |U 0(λ), U(λ), U 2(λ), . . . , U N−1(λ)|.
(3.6)
By applying properties regarding determinants, it is easy to see that (λ) defined in
the above (3.6) can be rewritten in the following forms:
(λ) = |1 − U(λ), U(λ) − U 2(λ), U 2(λ) − U 3(λ), . . . , U N−1(λ) − U N−2(λ), U N−1(λ)|
= |1 − U(λ), 1 − U 2(λ), 1 − U 3(λ), . . . , 1 − U N−1(λ), 1|. (3.7)
Also, for any 0 ≤ i ≤ N − 1, denote
(i)(λ) = |U 0(λ), U 1(λ), · · · , U k−1(λ), U i (λ), U k+1(λ), · · · , U N−1(λ)|. (3.8)
By comparing the forms of (λ) and (i)(λ) given in (3.6) and (3.8), we see that they
are the same except that the kth column of the former is replaced by the i th column
of the latter.
Keeping the above notation in mind, we may claim the following simple yet inter-
esting result.
Theorem 3.1 Let Q∗ be the q-matrix given in (1.1)–(1.3) together with the conditions
that hi j ≡ 0 (0 ≤ i ≤ N − 1, j ∈ Z+) and let ∗(λ) = {φ∗i j (λ); i, j ∈ Z+} be the
(unique) Feller minimal Q∗-resolvent. Then, for 0 ≤ i ≤ N − 1 and λ > 0,
φ∗i j (λ) =
1
λ
δi j (0 ≤ i ≤ N − 1, j ∈ Z+) (3.9)
and, for i ≥ N and λ > 0,
∞∑
j=0
φ∗i j (λ)s j =
B(s)
∑N−1
k=0 φ∗ik(λ)sk − si+N
B(s) − λs N , (3.10)
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where {φ∗ik(λ); i ≥ N , 0 ≤ k ≤ N − 1} on the right-hand side of the above (3.10)
are given by
λφ∗ik(λ) =
∣
∣1 U(λ) . . . U k−1(λ) U i (λ) U k+1(λ) . . . U N−1(λ)
∣
∣
∣
∣1 U(λ) . . . U k−1(λ) U k(λ) U k+1(λ) . . . U N−1(λ)
∣
∣
= 
(i)(λ)
(λ)
.
(3.11)
Proof (3.9) follows from the fact that each state of {0, 1, . . . , N − 1} is absorbing.
(3.10) is simply a consequence of (2.3) in Theorem 2.1 together with the fact that all
Hk(s) ≡ 0 (0 ≤ k ≤ N −1) due to the assumptions hi j ≡ 0 (0 ≤ i ≤ N −1, j ∈ Z+).
Hence we only need to show that (3.11) is true. However, this is easy. Indeed, by
Lemma 2.2, Bλ(s) = 0 has a root u0(λ) in (0, 1). Since 0 < u0(λ) < 1, it is clear that∑∞
j=0 φ∗i j (λ)s j is well defined at s = u0(λ). It follows from (3.10) that the right-hand
side of (3.10) is also well defined for s = u0(λ). But u0(λ) is a zero of Bλ(s) and thus
the denominator of the right-hand side of (3.10) is zero. It follows that u0(λ) must
also be a zero of the numerator of the right-hand side of (3.10). Therefore, we have
B(u0(λ))
(N−1∑
k=0
φ∗ik(λ)(u0(λ))k
)
− (u0(λ))i+N = 0,
and hence
N−1∑
k=0
φ∗ik(λ)(u0(λ))k =
(u0(λ))i+N
B(u0(λ))
.
But, u0(λ) is a root of Bλ(s) = 0 and thus B(u0(λ)) = λ(u0(λ))N , and then, by noting
we use ui0(λ) to denote (u0(λ))i , we obtain
N−1∑
k=0
φ∗ik(λ)uk0(λ) =
1
λ
ui0(λ). (3.12)
Similarly, since each ui (λ) (i = 1, 2, . . . , N − 1) is a root of Bλ(s) = 0 on the open
unit disc {s; |s| < 1}, the same argument yields
N−1∑
k=0
φ∗ik(λ)ukl (λ) =
1
λ
uil (λ) (1 ≤ l ≤ N − 1). (3.13)
By (3.12) and (3.13), we immediately obtain the first equality in (3.11). The second
equality follows from the notation in (3.6) and (3.8). This ends the proof. unionsq
Remark 3.1 Note that the coefficient determinant (λ) of the linear equation (3.12)–
(3.13) is just a Vandermonde determinant, and thus (λ) = ∏0≤i< j≤N−1(ui (λ) −
u j (λ)). Now, the solutions of the linear equation (3.12)–(3.13) is just {λφ∗ik(λ); 0 ≤
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k ≤ N − 1} which is, of course, well-defined. This implies that (λ) = 0. It follows
that the N roots of the equation Bλ(s) = 0 are all distinct.
It is interesting to note that (3.10) and (3.11) provide a perfect solution to our process,
since the whole resolvent can be simply expressed by the N roots of the known equation
B(s)−λs N = 0. Therefore the expressions (3.10) and (3.11) will be extremely helpful
in analysing the properties of the Q∗-process. In particular, let {Z∗t , t ≥ 0} be the Q∗-
process. Define the hitting time to state i (i = 0, 1, . . . , N − 1) as τ ∗i = inf{t > 0 :
Z∗t = i} if Z∗t = i for some t > 0, and τ ∗i = ∞ if Z∗t = i for all t > 0. Also,
let τ ∗ := ∧N−1k=0 τ ∗k denote the “overall” hitting time (the hitting time to the absorbing
set {0, 1, . . . , N − 1} ). We are now ready and interested in getting these important
quantities. We first claim the following simple lemma.
Lemma 3.1 For any n ≥ N we have
(λ) · λφ∗n0(λ) =
∣
∣U n(λ), U(λ), U 2(λ), . . . , U N−2(λ), U N−1(λ)
∣
∣ . (3.14)
Moreover, for any 1 ≤ k ≤ N − 1, we have
(λ) ·
k∑
l=0
λφ∗nl (λ)
= ∣∣1-U(λ), U(λ) − U 2(λ), . . . , U k−1(λ) − U k (λ), U n(λ), U k+1(λ), . . . , U N−1(λ)∣∣ (3.15)
and, in particular,
(λ) ·
N−1∑
l=0
λφ∗nl(λ) =
∣
∣1-U(λ), U(λ) − U 2(λ), . . . , U N−2(λ) − U N−1(λ), U n(λ)∣∣ .
(3.16)
Proof First note that (3.14) is just a rewritten form of the proved (3.11) by letting i = n
and k = 0. We now use mathematical induction to prove (3.15). By using (3.14) and
(3.11), we obtain
(λ)(λφ∗n0(λ) + λφ∗n1(λ))
= |U n(λ), U(λ), U 2(λ), . . . , U N−1(λ)| + |1, U n(λ), U 2(λ), . . . , U N−1(λ)|
= | − U(λ), U n(λ), U 2(λ), . . . , U N−1(λ)| + |1, U n(λ), U 2(λ), . . . , U N−1(λ)|
= |1 − U(λ), U n(λ), U 2(λ), . . . , U N−1(λ)|,
and hence (3.15) is true for k = 1.
Now, suppose that for some k, where 1 ≤ k ≤ N − 2, (3.15) is true. Then by using
properties of determinants together with some easy algebra, it is easily seen that (3.15)
is true for k + 1. Therefore (3.15) is true for any n ≥ N and any 0 ≤ k ≤ N − 1. In
particular, (3.16) is true since it is a consequence of (3.15). unionsq
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As a consequence of Lemma 3.1, we have the following corollary which can be more
easily applied to our later analysis.
Corollary 3.1 Let ∗(λ) = {φ∗i j (λ); i, j ∈ Z+} be the Q∗-resolvent. Then, for any
n ≥ N, we have
λ
N−1∑
k=0
φ∗nk(λ) =
|1 − U(λ), 1 − U 2(λ), . . . , 1 − U N−1(λ), U n(λ)|
|1 − U(λ), 1 − U 2(λ), . . . , 1 − U N−1(λ), 1| . (3.17)
Proof By noting (3.16) and (3.6), we get that, for all n ≥ N ,
λ
N−1∑
k=0
φ∗nk(λ) =
|1 − U(λ), U(λ) − U 2(λ), . . . , U N−2(λ) − U N−1(λ), U n(λ)|
| 1, U(λ), . . . , U N−2(λ), U N−1(λ)| .
(3.18)
Now (3.17) follows by noting (3.7). unionsq
We are now ready to reveal properties of the Q∗-process. Let P∗(t) = {p∗i j (t); i, j ≥
0} be the Q∗-function. Thus, for any n ≥ N , 0 ≤ k ≤ N − 1, p∗nk(t) is just the
cumulative distribution function of τk given that the Q∗-process starts at state n ≥ N .
That is,
φ∗nk(λ) =
∫ ∞
0
e−λtP{τ ∗k ≤ t |Z∗0 = n}dt =
∫ ∞
0
e−λtPn{τ ∗k ≤ t}dt .
Here we have denoted P{τ ∗k ≤ t |Z∗0 = n} as Pn{τ ∗k ≤ t}.
Let a∗nk = Pn{τ ∗k < ∞} (n ≥ N ; 0 ≤ k ≤ N − 1), and thus a∗nk is the hitting
probability to state k (0 ≤ k ≤ N −1), given that the process {Z∗t (ω); t ≥ 0} starts at
the state n ≥ N . We shall use the terms “extinction probabilities”, etc., as though the
Q∗-process is some kind of branching processes. Similarly, let a∗n = Pn{τ ∗ < ∞} be
the overall “extinction probability” to the “extinction set” {0, 1, 2, . . . , N − 1} given
that the Q∗- process starts at state n ≥ N . Now we may claim the following important
conclusion by noting that
∑∞
j=0 φ∗i j (λ)s j is the Laplace transform of the generating
function of transition probabilities p∗i j (t); i.e.,
∞∑
j=0
φ∗i j (λ)s j =
∞∑
j=0
(∫ ∞
0
e−λt p∗i j (t)dt
)
s j .
Theorem 3.2 Let {Z∗t (ω); t ≥ 0} be the Q∗-process. Then the overall extinction prob-
abilities {a∗n ; n ≥ N } and the extinction probabilities {a∗nk; n ≥ N , 0 ≤ k ≤ N − 1}
are given as follows:
a∗nk =
|1, U, U 2, . . . , U k−1, U n, U k+1, . . . , U N−1|
|1, U, U 2, . . . , U k−1, U k, U k+1, . . . , U N−1| , (3.19)
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where, for example, U 2 = U 2(0) = limλ→0 U 2(λ), etc., as stated before.
Moreover, for the overall extinction probabilities a∗n = Pn(τ ∗ < ∞) (n ≥ N ), we
have that
(i) If md ≥ mb (i.e. if B ′(1) ≤ 0), then, for each n ≥ N, a∗n = 1(n ≥ N ).
(ii) If md < mb ≤ +∞ (i.e., if 0 < B ′(1) ≤ ∞), then, for any n ≥ N, a∗n < 1 and
the value of a∗n is given by
a∗n =
∣
∣
∣
∣
1 − u0 1 − u20 . . . 1 − uN−10 un0
1 − Uˆ 1 − Uˆ 2 . . . 1 − Uˆ N−1 Uˆ n
∣
∣
∣
∣
∣
∣
∣
∣
1 − u0 1 − u20 . . . 1 − uN−10 1
1 − Uˆ 1 − Uˆ 2 . . . 1 − Uˆ N−1 1
∣
∣
∣
∣
. (3.20)
Proof Noting that a∗nk = P{τ ∗k < ∞|Z∗0 = n} = limλ→0 λφ∗nk(λ), (3.19) immediately
follows from (3.11) together with the fact that, for each k ≥ 0,
lim
λ→0 U
k(λ) = U k(0) =ˆ U k .
We now show that (i) and (ii), including (3.20), are true. Indeed, since, for any n ≥ N ,
a∗n = limλ→0 λ
∑N−1
k=0 φ∗nk(λ), by (3.17) in Corollary 3.1, we obtain
a∗n =
|1 − U, 1 − U 2, . . . , 1 − U N−1, U n|
|1 − U, 1 − U 2, . . . , 1 − U N−1, 1| .
(3.21)
By using the notation introduced in (3.5) we may write (3.21) as
a∗n =
∣
∣
∣
∣
1 − u0 1 − u20 . . . 1 − uN−10 un0
1 − Uˆ 1 − Uˆ 2 . . . 1 − Uˆ N−1 Uˆ n
∣
∣
∣
∣
∣
∣
∣
∣
1 − u0 1 − u20 . . . 1 − uN−10 1
1 − Uˆ 1 − Uˆ 2 . . . 1 − Uˆ N−1 1
∣
∣
∣
∣
. (3.22)
Now, if md ≥ mb, then u0 = 1 and (3.22) becomes
a∗n =
∣
∣
∣
∣
0 0 . . . 0 1
1 − Uˆ 1 − Uˆ 2 . . . 1 − Uˆ N−1 Uˆ n
∣
∣
∣
∣
∣
∣
∣
∣
0 0 . . . 0 1
1 − Uˆ 1 − Uˆ 2 . . . 1 − Uˆ N−1 1
∣
∣
∣
∣
=
∣
∣1 − Uˆ 1 − Uˆ 2 . . . 1 − Uˆ N−1∣∣
∣
∣1 − Uˆ 1 − Uˆ 2 . . . 1 − Uˆ N−1∣∣ . (3.23)
We see that the numerator and the denominator of (3.23) are exactly the same and
also nonzero, and thus, a∗n = 1 for all n ≥ N . Here the fact that the numerator and
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the denominator in (3.23) are the same is clear, while the fact that, they are nonzero is
due to the fact that, by using the properties of determinants,
|1 − Uˆ, 1 − Uˆ 2, . . . , 1 − Uˆ N−1| = |1, Uˆ, Uˆ 2, . . . , Uˆ N−1|,
which is nothing but 
1≤i< j≤N−1(ui − u j ) and thus nonzero. Thus (i) is proved.
On the other hand, if md < mb ≤ +∞, then limλ→0 u0(λ) = u0 < 1. Then, by
(3.22), we get that
a∗n =
|1 − U, 1 − U 2, . . . , 1 − U N−1, U n|
|1 − U, 1 − U 2, . . . , 1 − U N−1, 1 | . (3.24)
It is easy to see, by noting (3.24), that a∗n < 1 (n ≥ N ). Indeed, the difference between
the denominator and the numerator of (3.24) is just
|1 − U, 1 − U 2, . . . , 1 − U N−1, 1 − U n|,
which is clearly nonzero and thus strictly great than zero, and thus a∗n < 1 and the
value of a∗n is just (3.24) (i.e., (3.20)). This completes the proof. unionsq
By Theorem 3.2, we see that if md ≥ mb, then the Q∗-process will definitely go
to extinction. We are therefore interested in obtaining the mean extinction time,
i.e., E(τ ∗|Z∗0(ω) = n), where n ≥ N . We shall denote this important quantity as
En(τ
∗) (n ≥ N ).
Theorem 3.3 The overall mean extinction times En(τ ∗) (n ≥ N ) of the Q∗-process
are finite if and only if md > mb. More specifically, if md ≤ mb ≤ +∞, then
En(τ
∗) = +∞ (n ≥ N ), while if md > mb, then En(τ ∗) < +∞ (n ≥ N ) and these
finite values are given by
En(τ
∗) = 1
(md − mb)
∣
∣
∣
∣
1, 2, 3, . . . , N − 1, n
1 − Uˆ, 1 − Uˆ 2, 1 − Uˆ 3, . . . , 1 − Uˆ N−1, 1 − Uˆ n
∣
∣
∣
∣ ,
(3.25)
where  in (3.25) is given by
 = ∣∣1, U, U 2, . . . , U N−2, U N−1∣∣
and En(·) denote the mathematical expectation under Pn(·), i.e. under the condition
that the Q∗-process starts at state n ≥ N.
Proof First if md < mb ≤ +∞, then by Theorem 3.2, a∗n < 1 and thus, trivially,
En(τ
∗) = ∞ (n ≥ N ). Hence we only need to consider the case that md ≥ mb. For
this case, applying the Tauberian Theorem yields
En(τ
∗) =
∫ ∞
0
Pn(τ
∗ > t) dt = lim
λ→0
1 − λ∑N−1k=0 φ∗nk(λ)
λ
. (3.26)
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Now, by (3.17) we have
λ
N−1∑
k=0
φ∗nk(λ) =
n(λ)
(λ)
, (3.27)
where (λ) is given in (3.6) or (3.7) and
n(λ) =
∣
∣1 − U(λ), 1 − U 2(λ), . . . , 1 − U N−1(λ), U n(λ)∣∣ . (3.28)
Substituting (3.27)–(3.28) into (3.26) yields
En(τ
∗) = lim
λ→0
1
λ
(
1 − n(λ)
(λ)
)
= lim
λ→0
1
(λ)
(λ) − n(λ)
λ
. (3.29)
By (3.6) and (3.7) and noting the notation Uˆ(λ) introduced in (3.5), it is easy to get
that
(λ) − n(λ)
λ
=
∣
∣
∣
∣
∣
1−u0(λ)
λ
,
1−u20(λ)
λ
, . . . ,
1−uN−10 (λ)
λ
,
1−un0(λ)
λ
1 − Uˆ(λ), 1 − Uˆ 2(λ), . . . , 1 − Uˆ N−1(λ), 1 − Uˆ n(λ)
∣
∣
∣
∣
∣
, (3.30)
Letting λ → 0 in (3.30) and using (2.10) proved in Lemma 2.3 immediately yields
the result that if md = mb then
lim
λ→0
(λ) − n(λ)
λ
= +∞, (3.31)
while if md > mb then
lim
λ→0
(λ) − n(λ)
λ
= 1
md − mb
∣
∣
∣
∣
1, 2, 3, . . . , N − 1, n
1 − Uˆ, 1 − Uˆ 2, 1 − Uˆ 3, . . . , 1 − Uˆ N−1, 1 − Uˆ n
∣
∣
∣
∣ ,
(3.32)
where we recall that 1 − Uˆ k (k is a positive integer) is nothing but
1 − Uˆ k = (1 − uk1(0), 1 − uk2(0), . . . , 1 − ukN−1(0))T.
On the other hand, it is trivial to see that limλ→0 (λ) = (0), which is finite and
strictly positive. By (3.6) we see that, if we let  = (0), then
 = ∣∣1, U, U 2, . . . , U N−2, U N−1∣∣ . (3.33)
Substituting (3.31)–(3.33) into (3.29) shows that we have proved our conclusion. unionsq
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Remark 3.2 Although somewhat similar the notations (i)(λ) and n(λ) defined in
(3.8) and (3.28), respectively, are not the same. In particular, for the former we have
0 ≤ i ≤ N − 1 and thus the position of the column vector U i (λ) is varying while for
the latter n ≥ N and thus the position of U n is always in the last column.
By Theorem 3.3 we see that, if md < mb ≤ ∞, the mean time to overall extinction
En(τ
∗) is infinite which is quite informative. The main reason is that if md < mb ≤ ∞
then the overall extinction probability a∗n is strictly less than 1. This prompts us to
consider the expectation of τ ∗ conditional on τ ∗ < ∞ which will be much more
informative.
In order to state our results more simply, we give the following non-standard
definition: Suppose A = {a1, a2, . . . , an}T and B = {b1, b2, . . . , bn}T are two n-
dimensional column vectors. We define
A ⊗ B = {a1 · b1, a2 · b2, . . . , an · bn}T (3.34)
as a new n-dimensional column vector.
Theorem 3.4 If md < mb ≤ ∞, then the overall mean extinction time under the
condition that τ ∗ < ∞ and Z∗0 = n (n ≥ N ) is given by
En(τ
∗|τ ∗ < ∞) = −1
a∗n
(
d
dλ
(
λ
N−1∑
k=0
φ∗nk(λ)
)) ∣
∣
∣
∣
λ=0
, (3.35)
where a∗n is given in (3.20) and
∑N−1
k=0 λφ∗nk(λ) is given in (3.17). More specifically,for n ≥ N,
En(τ
∗|τ ∗ < ∞) = 1
a∗n
(
n
()2
N−1∑
k=1
kDk − 1

N∑
k=1
F
(n)
k
)
, (3.36)
where  is defined in (3.33) and n is defined as below:
n =
∣
∣
∣1 − U, 1 − U 2, . . . , 1 − U N−1, U n
∣
∣
∣ (n ≥ N ) (3.37)
and in fact, n = limλ→0 n(λ); here n(λ) is defined in (3.28). Also, for 1 ≤ k ≤
N − 1,
Dk =
∣
∣
∣1, U . . . , U k−1, U k−1 ⊗ U ′(0), U k+1, . . . , U N−1
∣
∣
∣ , (3.38)
F
(n)
k = k · |1-U, . . . , 1-U k−1, − U k−1 ⊗ U ′(0), 1 − U k+1 . . . , U n |. (3.39)
Proof First note that, for any n ≥ N ,
En(τ
∗|τ ∗ < ∞) =
∫ ∞
0
[1 − P{τ ∗ ≤ t |τ ∗ < ∞, Z∗0 = n}]dt . (3.40)
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But it is easy to see that
P{τ ∗ ≤ t |τ ∗ < ∞, Z∗0 = n} =
P{τ ∗ ≤ t |Z∗0 = n}
P{τ ∗ < ∞|Z∗0 = n}
and thus substituting the above into (3.40) yields
En(τ
∗|τ ∗ < ∞) =
∫ ∞
0
[
1 − P{τ
∗ ≤ t |Z∗0 = n}
P{τ ∗ < ∞|Z∗0 = n}
]
dt . (3.41)
However, P{τ ∗ ≤ t |Z∗0 = n} is just the p∗n0(t) for the Q∗-function of the Q∗-process{Z∗t ; t ≥ 0} whose Laplace transform is just φ∗n0(λ) (n ≥ N ) which is given in (3.11).
It follows that the Laplace transform of
∫ t
0 [1 − P{τ
∗≤u|Z∗0=n}
P{τ∗<∞|Z∗0=n} ] du is just
1
λ
(
1
λ
−
∑k=N−1
k=0 φ∗nk(λ)
P{τ ∗ < ∞|Z∗0 = n}
)
and thus by applying the Tauberian Theorem in (3.41) yields
En(τ
∗|τ ∗ < ∞) = lim
λ→0 λ ·
1
λ
(
1
λ
−
∑N−1
k=0 φ∗nk(λ)
P{τ ∗ < ∞|Z∗0 = n}
)
= 1
P{τ ∗ < ∞|Z∗0 = n}
lim
λ→0
P{τ ∗ < ∞|Z∗0 = n} − λ
∑N−1
k=0 φ∗nk(λ)
λ
.
(3.42)
Noting that P{τ ∗ < ∞|Z∗0 = n} is nothing but a∗n(n ≥ N ) which is given in (3.20)
(since in our case md < mb), the crucial thing is to calculate
lim
λ→0
a∗n − λ
∑N−1
k=0 φ∗nk(λ)
λ
. (3.43)
Applying L’Hospital’s rule in (3.43) shows that the limit in (3.43) is just
lim
λ→0
[
− d
dλ
(
λ
N−1∑
k=0
φ∗nk(λ)
)]
. (3.44)
Hence (3.35) is proven. Moreover, substituting (3.17) into the above (3.44) yields that
the limit in (3.44) is just
(−1) · lim
λ→0
[
d
dλ
· |1 − U(λ), 1 − U
2(λ), . . . , 1 − U N−1(λ), U n(λ)|
|1 − U(λ), 1 − U 2(λ), . . . , 1 − U N−1(λ), 1|
]
. (3.45)
Now, using (3.17), (3.33), (3.28), (3.37) and applying the rules of differentiating
determinants, together with the notation introduced in (3.31), (3.38) and (3.39), we
immediately obtain all the conclusions stated in the second part of this theorem. unionsq
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Expressions (3.9)–(3.11) in Theorem 3.1 can also be used to obtain information
about the mean function of the Q∗-process. Let m∗i (t) = Ei (Z∗t (ω)) and denote its
Laplace transform by ξ∗i (λ). Then, since m∗i (t) =
∑∞
k=1 kp∗ik(t), we have
ξ∗i (λ) =
∞∑
k=1
kφ∗ik(λ) =
∂
∂s
∞∑
j=0
φ∗i j (λ)s j
∣
∣
∣
∣
∣
∣
s=1
, (3.46)
from which we can obtain the following result.
Theorem 3.5 Assume that mb < ∞. Then
ξ∗i (λ) =
i
λ
+ mb − md
λ2
(
1 − ((λ))−1 · |1 − U(λ), 1 − U 2(λ), . . . , 1 − U N−1(λ), U i (λ)|
)
(3.47)
and
m∗i (t) = i + (mb − md)t − (mb − md)
∫ t
0
N−1∑
k=0
pik(τ ) dτ, (3.48)
where (λ) in (3.47) is given by (3.6). Moreover, if mb < md then, as t → ∞,
m∗i (t) ↓ i −
1

∣
∣
∣
∣
1, 2, . . . , N − 1, i
1 − Uˆ, 1 − Uˆ 2, . . . , 1 − Uˆ N−1, 1
∣
∣
∣
∣ , (3.49)
where  in (3.49) is again given in (3.33) or, equivalently,
 = ∣∣1 − U, 1 − U 2, . . . , 1 − U N−1, 1∣∣ , (3.50)
while if md < mb < ∞ then m∗i (t) ↑ ∞. If mb = md then m∗i (t) ≡ i . Finally, if
mb = ∞ then m∗i (t) = ∞.
Proof By recalling that Bλ(s) = B(s) − λs N , we may rewrite (3.10) as
(B(s) − λs N )
∞∑
j=0
φ∗i j (λ)s j = B(s)
N−1∑
k=0
φ∗ik(λ)sk − si+N . (3.51)
Differentiating with respect to s, letting s = 1 and using (3.46) yields
ξ∗i (λ)(B(1) − λ) + (B ′(1) − Nλ)
∞∑
j=0
φ∗i j (λ)
= B ′(1)
N−1∑
k=0
φ∗ik(λ) + B(1)
N−1∑
k=1
kφ∗ik(λ) − (i + N ). (3.52)
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Since B(1) = 0, ∑∞j=0 φ∗i j (λ) = 1/λ and B ′(1) = mb−md , and using (3.17) together
with the notation introduced in (3.6) we obtain (3.47) for the case mb < ∞. Taking
the inverse Laplace transform of (3.47) gives (3.48). On writing (3.48) as
m∗i (t) = i + (mb − md)
∫ t
0
(
1 −
N−1∑
k=0
pik(τ )
)
dτ, (3.53)
we see that if md < mb < ∞ then m∗i (t) is an increasing function of t , and if
mb < md then it is decreasing, while if mb = md it remains at the constant value
m∗i (t) ≡ i . Furthermore, if md < mb < ∞, then limt→∞(1−
∑N−1
k=0 pik(t)) > 0, and
so limt→∞
∫ t
0 (1 −
∑N−1
k=0 pik(τ )) dτ = ∞. The result for mb < md is best derived
from the Laplace transform (3.47):
lim
t→∞ m
∗
i (t) = lim
λ→0 λξ
∗
i (λ) = i − (md − mb) · lim
λ→0
1 − λ∑N−1k=0 φ∗ik(λ)
λ
. (3.54)
However, we know that if md > mb, then limλ→0(1 − λ∑N−1k=0 φ∗ik(λ))λ−1 is just
Ei (τ
∗) and thus is given by (see (3.25) in Theorem 3.3)
(md − mb)−1 · −1 ·
∣
∣
∣
∣
1, 2, 3, . . . , N − 1, i
1 − Uˆ, 1 − Uˆ 2, 1 − Uˆ 3, . . . , 1 − Uˆ N−1, 1 − Uˆ i
∣
∣
∣
∣ .
Substituting the above expression into (3.53) immediately yields the result for the
case md > mb. Finally, letting mb → ∞ in (3.53) establishes the fact that if mb = ∞
then m∗i (t) = ∞. unionsq
4 The full bulk-arrival and bulk-service queues
After studying the properties of the Q∗-processes in the previous section, we are now
ready to study the full queueing model with bulk-arrival-bulk-service and general
state-dependent control; this is the key section of this paper. Our q-matrix Q now
takes the general form (1.1)−(1.3) with the feature that for all 0 ≤ k ≤ N − 1 we
have hkk = 0. It follows that Hk(s) = 0 (0 ≤ k ≤ N − 1). For convenience, we shall
further assume that the q-matrix Q is irreducible. It follows that the (unique Feller
minimal) Q-function and Q-resolvent are also irreducible. Denote the corresponding
queueing process as {Xt ; t ≥ 0}.
This section consists of three sub-sections. In the first sub-section, we consider the
structure of the Q-resolvent of the queueing process {Xt ; t ≥ 0} which is the main
tool to investigate properties of our full queuing model. Based on the conclusions
obtained in the first sub-section, the ergodic property, particularly the equilibrium
distribution, which is always one of the most important topics for all kinds of queuing
models, is fully discussed in the second sub-section. In the final sub-section, the queue
length distribution, which is also one of the important topics in queuing models, is
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investigated in detail. Another extremely important topic, the busy period distribution,
will be investigated in the following Sects. 5 and 6.
4.1 Construction of the Q-resolvent
We now consider the structure of the Q-resolvent of the process {Xt ; t ≥ 0}. By using
Theorem 2.1 and similar methods to those used in the last section, we can immediately
obtain the following important construction theorem.
Theorem 4.1 Suppose Q is given in (1.1)–(1.3) and let R(λ) = (ri j (λ); i, j ≥ 0) be
the Feller minimal Q-resolvent. Then
(i) For any i ≥ 0, |s| ≤ 1,
∞∑
j=0
ri j (λ)s j =
∑N−1
k=0 rik(λ)
(
B(s)sk − Hk(s)s N
) − si+N
B(s) − λs N . (4.1)
(ii) The {ri j (λ); i ≥ 0, 0 ≤ j ≤ N − 1} in the numerator of the right-hand side of
(4.1) take the form
ri0(λ) = |U
i (λ), V1(λ), . . . , VN−1(λ)|
|V0(λ), V1(λ), . . . , VN−1(λ)| (4.2)
and, for 1 ≤ k ≤ N − 2,
rik(λ) = |V0(λ), V1(λ), . . . , Vk−1(λ), U
i (λ), Vk + 1(λ), . . . , VN−1(λ)|
|V0(λ), V1(λ), . . . , Vk−1(λ), Vk(λ), Vk+1(λ), . . . , VN−1(λ)| (4.3)
and
ri N−1(λ) = |V0(λ), V1(λ), . . . , VN−2(λ), U
i (λ)|
|V0(λ), V1(λ), . . . , VN−2(λ), VN−1(λ)| , (4.4)
where, in (4.2)–(4.4), the N-dimensional column vector Vk(λ) (0 ≤ k ≤ N − 1)
is defined as
Vk(λ) = λU k(λ) − Hk(U(λ)) (0 ≤ k ≤ N − 1) (4.5)
and U k(λ) is given in (3.2), and, for 0 ≤ k ≤ N − 1,
Hk(U(λ)) = (Hk(u0(λ)), Hk(u1(λ)), . . . , Hk(uN−1(λ)))T. (4.6)
Of course, V0(λ) = λ1 − H0(U(λ)) since U 0(λ) = 1.
Proof (4.1) is a rewriting of (2.3) in Theorem 2.1. For other parts, just note that again,
by the facts that B(s) − λs N = 0 has N roots {u0(λ), u1(λ), . . . , uN−1(λ)} on the
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open unit disc {s; |s| < 1} and the right-hand side of (4.1) is finite at these roots, we
know that the numerator of the left-hand side of (4.1) vanishes at these N roots. It
follows that, for 0 ≤ l ≤ N − 1 and i ≥ 0,
N−1∑
k=0
rik(λ)[B(ul(λ))(ul(λ))k − Hk(ul(λ))(ul(λ))N ] = (ul(λ))i+N .
Now, using the fact that B(ul(λ)) = λ(ul(λ))N (0 ≤ l ≤ N − 1), we obtain that, for
all i ≥ 0,
N−1∑
k=0
rik(λ)[λukl (λ) − Hk(ul(λ))] = (ul(λ))i (0 ≤ l ≤ N − 1). (4.7)
By solving the linear equations (4.7) and noting the notation (4.5), we immediately
obtain (4.2)–(4.4). This completes the proof of Theorem 4.1. unionsq
4.2 Recurrence, ergodic and equilibrium properties
We are now ready to consider the ergodic and equilibrium behaviour of the full queue-
ing model. Recall that we have assumed that the q-matrix Q and thus the Feller minimal
Q-process is irreducible. By applying the conclusions obtained in the previous Sect. 3,
we immediately obtain the following important theorem.
Theorem 4.2 The irreducible queueing process determined by the Q given in (1.1)–
(1.3) is recurrent if and only if md ≥ mb. Moreover, it is positive-recurrent if and only
if md > mb and
H ′k(1) < +∞ (0 ≤ k ≤ N − 1),
or, equivalently,
∞∑
j=k+1
j · hkj < +∞ (0 ≤ k ≤ N − 1). (4.8)
Proof We use a probabilistic approach to prove this theorem. Just consider the rela-
tionship between the Q-process and the Q∗-process discussed in the previous Sect. 3.
It is obvious that the Q-process is recurrent if and only if, for the Q∗-process, the
overall extinction probability is 1, and the latter is equivalent to the fact that md ≥ mb.
Next, it is also easy to see that the Q-process is positive recurrent if and only if, for
the Q∗-process, the mean extinction time is finite and for any state i (0 ≤ i ≤ N −1),
the mean returning time to states {N , N + 1, . . .} from any state k (0 ≤ k ≤ N − 1)
is finite. However, it is easily seen that the former is equivalent to md > mb, and the
latter is equivalent to (4.8) holding true. unionsq
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Under the positive recurrence conditions, we know that there exists a unique equi-
librium distribution. We are now interested in obtaining a closed form for this unique
equilibrium distribution. Interestingly, the closed form can be easily obtained.
Theorem 4.3 Under the conditions that md > mb and H ′k(1) < +∞ (0 ≤ k ≤ N−1),
the limiting distribution {π j ; j ≥ 0} of the Q-process {Xt (ω); t ≥ 0} exists. Moreover,
the generating function of this unique limiting distribution, 
(s) = ∑∞j=0 π j s j , is
given by

(s) =
∞∑
j=0
π j s j =
N−1∑
k=0
πk
(
sk − Hk(s)
B(s)
s N
)
, (4.9)
where πk (0 ≤ k ≤ N − 1) on the right-hand side of (4.9) are given by
π0 = |H1(Uˆ), H2(Uˆ), . . . , HN−1(Uˆ)|
κ
(4.10)
and, for 1 ≤ k ≤ N − 2,
πk = (−1)k · |H0(Uˆ), . . . , Hk−1(Uˆ), Hk+1(Uˆ), . . . , HN−1(Uˆ)|
κ
(4.11)
and
πN−1 = (−1)N−1 · |H0(Uˆ), H1(Uˆ), . . . , HN−2(Uˆ)|
κ
, (4.12)
and the κ in (4.10)–(4.12) is given by
κ =
∣
∣
∣
∣
1, 1, . . . , 1
H0(Uˆ), H1(Uˆ), . . . , HN−1(Uˆ)
∣
∣
∣
∣ +
1
md − mb
∣
∣
∣
∣
H ′0(1), H ′1(1), . . . , H ′N−1(1)
H0(Uˆ), H1(Uˆ), . . . , HN−1(Uˆ)
∣
∣
∣
∣ . (4.13)
Proof Letting i = 0 in (4.1) and multiplying by λ > 0 yields
∞∑
j=0
λr0 j (λ)s j =
∑N−1
k=0 λr0k(λ)(B(s)sk − Hk(s)s N ) − λs N
B(s) − λs N . (4.14)
Letting λ → 0 in the above (4.14), noting that lim
λ→0 λr0 j (λ) = π j , and using the
Dominated Convergence Theorem yields

(s) =
∞∑
j=0
π j s j =
∑N−1
k=0 πk
(
B(s)sk − Hk(s)s N
)
B(s)
,
which is just (4.9).
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To determine the form of πk for 0 ≤ k ≤ N −1, we turn our attention to the proven
expressions (4.2)−(4.4). Letting i = 0 and then multiplying λ > 0 on both side of
(4.2) yields
λr00(λ) =
∣
∣
∣
∣
∣
1, λu0(λ) − H1(u0(λ)), . . . , λuN−10 (λ) − HN−1(u0(λ))
1, λUˆ(λ) − H1(Uˆ(λ)), . . . , λUˆN−1(λ) − HN−1(Uˆ(λ))
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
1 − 1
λ H0(u0(λ)), u0(λ) − 1λ H1(u0(λ)), . . . , uN−10 (λ) − 1λ HN−1(u0(λ))
λ1 − H0(Uˆ(λ)), λUˆ(λ) − H1(Uˆ(λ)), . . . , λUˆN−1(λ) − HN−1(Uˆ(λ))
∣
∣
∣
∣
∣
∣
∣
. (4.15)
Letting λ → 0 in (4.15), noting that lim
λ→0
(
uk0(λ) − 1λ Hk(u0(λ))
) = 1 + H ′k (1)
md−mb (0 ≤
k ≤ N − 1) and lim
λ→0
(
λuk0(λ) − Hk(u0(λ))
) = 0 − Hk(1) = 0 (1 ≤ k ≤ N − 1) then
yields
lim
λ→0 λr00(λ) =
∣
∣
∣
∣
1, 0, . . . , 0
1, −H1(Uˆ), . . . , −HN−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
1 + H ′0(1)
md−mb , 1 +
H ′1(1)
md−mb , . . . , 1 +
H ′N−1(1)
md−mb
−H0(Uˆ), −H1(Uˆ), . . . , −HN−1(Uˆ)
∣
∣
∣
∣
∣
=
∣
∣
∣
∣
1, 0, . . . , 0
1 H1(Uˆ), . . . , HN−1(Uˆ)
∣
∣
∣
∣
κ
,
where κ is given in (4.13), which is just π0. This also shows that (4.10) is true.
Similarly, for 1 ≤ k ≤ N − 1, by letting i = 0 and multiplying by λ > 0 on both
sides of either (4.3) or (4.4), together with some similar algebra, it is quite easy to
show that in letting λ → 0, (4.11) or (4.12) becomes true. This finishes the proof. unionsq
The particular interesting forms presented in the above Theorem 4.3 are very con-
venient to obtain other important queueing quantities in the equilibrium distribution

 = {π j ; j ≥ 0}. For example, we may obtain the mean equilibrium queue size, 
,
as the following corollary shows.
Corollary 4.1 The expectation of the equilibrium queueing size distribution 
 is given
by
E(
) =
N−1∑
k=1
kπk + 1
md − mb
N−1∑
k=0
πk
[
H ′k(1) · B ′′(1)
2(md − mb) + N H
′
k(1) +
1
2
H ′′k (1)
]
(4.16)
which is finite if and only if (in addition to md > mb ) B ′′(1) < +∞ and H ′′k (1) <+∞ (0 ≤ k ≤ N − 1).
Note: H ′′k (1) < +∞ implies that H ′k(1) < +∞.
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Proof By using (4.9), we can get that

′(s) =
N−1∑
k=1
kπksk−1 −
N−1∑
k=0
πk
[
Hk(s)
B(s)
Ns N−1 + s N B(s)H
′
k(s) − Hk(s)B ′(s)
B2(s)
]
.
(4.17)
In order to consider E(
), we first consider the following two limits:
lim
s→1
Hk(s)
B(s)
and lim
s→1
B(s)H ′k(s) − Hk(s)B ′(s)
B2(s)
.
Clearly, the former is just H ′k (1)B′(1) whose finiteness is guaranteed by our conditions
that md > mb and H ′k(1) < ∞ (0 ≤ k ≤ N − 1), while the latter, by using Hospital’s
rules two times and after some easy algebra, is just
lim
s→1
B(s)H ′′k (s) − Hk(s)B ′′(s)
2B(s)B ′(s)
= H
′′
k (1)
2B ′(1)
− H
′
k(1)B
′′(1)
2(B ′(1))2
which is finite if and only if B ′′(1) < +∞ and H ′′k (1) < +∞.
Now, letting s ↑ 1 in (4.17) immediately yields
E(
) =
N−1∑
k=1
kπk −
N−1∑
k=0
πk
[
N · H
′
k(1)
B ′(1)
+ H
′′
k (1)
2B ′(1)
− H
′
k(1)B
′′(1)
2(B ′(1))2
]
,
which can be rewritten as (4.16) by noting that B ′(1) = mb − md < 0. unionsq
The higher moments, including the variance of 
, can be similarly obtained. But we
shall omit the details here.
4.3 Queue length distributions
We now turn to consider another important topic, the queuing length distribution, which
people are usually quite interested in. The construction Theorem 4.1 presented in sub-
section 4.1 is also particularly convenient in analysing the related properties. We, again,
assume that for all k (0 ≤ k ≤ N −1), hkk = 0 and thus Hk(s) = 0 (0 ≤ k ≤ N −1).
Now let mi (t) be the mean length of the queueing process {Xt } at time t > 0,
starting from X0 = i . Let ξi (λ) denote the Laplace transform of mi (t).
Theorem 4.4 The Laplace transform of the mean queue length function, ξi (λ), starting
from X0 = i ≥ 0, is given, by
ξi (λ) = i
λ
+ (mb − md)1 −
∑N−1
k=0 λrik(λ)
λ2
+ 1
λ
N−1∑
k=0
rik(λ)H ′k(1), (4.18)
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where the quantities {rik(λ); 0 ≤ k ≤ N − 1} are given in (4.2)–(4.4). Moreover, the
mean queue length function at time t ≥ 0 is given by
mi (t) = i + (mb − md)
∫ t
0
(
1 −
N−1∑
k=0
pik(τ )
)
dτ +
N−1∑
k=0
H ′k(1) ·
∫ t
0
pik(τ )dτ,
(4.19)
where {pik(t); 0 ≤ k ≤ N − 1} can be obtained by inverting the Laplace-transform
regarding the known quantities {rik(λ); 0 ≤ k ≤ N − 1} given in (4.2)–(4.4).
Proof We first rewrite (4.1) as
(
B(s) − λs N
) ∞∑
j=0
ri j (λ)s j =
N−1∑
k=0
rik(λ)s
k
(
B(s) − Hk(s)s N−k
)
− si+N .
Differentiating both sides of the above equation with respect to s yields
(
B ′(s) − λNs N−1
) ∞∑
j=0
ri j (λ)s j +
(
B(s) − λs N
) ∞∑
j=1
jri j (λ)s j−1
=
N−1∑
k=1
rik(λ)s
k−1 · k(B(s) − Hk(s)s N−k)
+
N−1∑
k=0
rik(λ)s
k(B ′(s) − H ′k(s)s N−k − Hk(s)(N − k)s N−k−1) − (i + N )si+N−1.
(4.20)
Letting s ↑ 1 in (4.20) and noting that B(1) = 0 and Hk(1) = 0 (0 ≤ k ≤ N − 1),
together with
∑∞
j=0 ri j (λ) = 1λ , immediately yields
(
B ′(1)
λ
− N
)
− λ
∞∑
j=1
jri j (λ) =
N−1∑
k=0
rik(λ)[B ′(1) − H ′k(1)] − (i + N ),
which, by denoting ξi (λ) = ∑∞j=1 jri j (λ), can be rewritten as
λξi (λ) = B
′(1)
λ
+ i +
N−1∑
k=0
rik(λ)
(
H ′k(1) − B ′(1)
)
.
(4.18) now follows by noting that B ′(1) = mb − md . Taking the inverse Laplace
transform of (4.18) immediately yields (4.19). unionsq
Remark 4.1 By (4.19), it is easily seen that if mb ≥ md and H ′k(1) ≥ 0 (∀ 1 ≤ k ≤
N − 1), mi (t) is increasing with t > 0.
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The higher moments of the queueing length can be similarly given. As an example,
we consider the second moment as follows.
Theorem 4.5 The Laplace transform of the second moment of the queue length func-
tion, denoted by ηi (λ)=ˆ∑∞j=2 j( j −1)ri j (λ), starting from state X0 = i ≥ 0, is given
by
ληi (λ) = 2(B ′(1) − λN )ξi (λ) + B
′′(1)
λ
+ 2
N−1∑
k=1
krik(λ)(H ′k(1) − B ′(1))
+
N−1∑
k=0
rik(λ)[H ′′k (1) + 2(N − k)H ′k(1) − B ′′(1)] + i(2N + i − 1),
(4.21)
where {ξi (λ)} and {rik(λ); 0 ≤ k ≤ N − 1} are given in (4.21) and (4.2)–(4.4),
respectively.
Proof Differentiating with respect to s in (4.20), once again, yields
(B ′′(s) − λN (N − 1)s N−2)
∞∑
j=0
ri j (λ)s j + 2(B ′(s) − λNs N−1)
∞∑
j=1
jri j (λ)s j−1
+ (B(s) − λs N )
∞∑
j=2
j( j − 1)ri j (λ)s j−2
=
N−1∑
k=2
rik(λ)k(k − 1)sk−2(B(s) − Hk(s)s N−k)
+ 2
N−1∑
k=1
rik(λ)ksk−1[B ′(s) − H ′k(s)s N−k − Hk(s)(N − k)s N−k−1]
+
N−1∑
k=0
rik(λ)s
k[B ′′(s) − H ′′k (s)s N−k − 2H ′k(s)(N − k)s N−k−1
− Hk(s)(N − k)(N − k − 1)s N−k−2] − (i + N )(i + N − 1)si+N−2.
Letting s = 1 in the above expression and noting that B(1) = Hk(1) = 0 and
ξi (λ) = ∑∞j=1 jri j (λ), together with the fact that
∑∞
j=0 ri j (λ) = 1λ , yields that if we
let ηi (λ) = ∑∞j=2 j( j − 1)ri j (λ), then we obtain the expression (4.21). unionsq
5 The bulk-arrival and bulk-service queue stopped at idle state
In this, as well as the following, section, we concentrate on discussing the very impor-
tant topic of the busy period distribution. As a preparation, the probabilistic laws
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regarding hitting time to the idle state zero are firstly revealed in this section. To
achieve this aim, we need to study a special structure of our queueing model. More
specifically, we need to examine the structure of the regular process {Yt ; t ≥ 0}
whose (regular) q-matrix Qˆ is defined in (1.1)−(1.3) but with the special feature of
{h0 j } = 0 (∀ j ≥ 0), but hii = 0 (1 ≤ i ≤ N −1). We shall immediately see that there
exists a close relationship between this process and our full queuing model. In partic-
ular, the hitting properties of the process {Yt ; t ≥ 0} are directly related to the busy
period properties of our full queueing process {Xt }. For convenience, as in Sect. 3,
let’s view {Yt ; t ≥ 0} as a branching process and thus use terms such as extinction
probability etc. In fact, the process {Yt ; t ≥ 0} can indeed be viewed as a generalised
Markov branching process with state-dependent immigration, and thus also has its
own interest.
Similar to in Sect. 3, we now again provide a special structure for the Qˆ-resolvent
of the process {Yt ; t ≥ 0}. But this is easy. In fact, it is simply a direct consequence
of Theorem 2.1. Indeed, letting H0(s) = 0 in Theorem 2.1 immediately yields the
following conclusion.
Theorem 5.1 Suppose that h0 j ≡ 0 for all j ≥ 0 and h j j = 0 for all 1 ≤ j ≤ N − 1.
Then the Qˆ-resolvent (λ) = (φi j (λ); i, j ≥ 0) of the Qˆ-process {Yt ; t ≥ 0}
possesses the following form:
(i)
φ0 j (λ) = 1
λ
δ0 j . (5.1)
(ii) For any i ≥ 1, |s| ≤ 1,
∞∑
j=0
φi j (λ)s j = B(s)φi0(λ) +
∑N−1
k=1 φik(λ)(B(s)sk − Hk(s)s N ) − si+N
B(s) − λs N ,
(5.2)
where the known function B(s) and Hk(s)(1 ≤ k ≤ N − 1) are given in (2.2) and
(2.1), respectively. Moreover, the {φi j (λ); i ≥ 1, 0 ≤ j ≤ N − 1} in the numerator
of the right-hand side of (5.2) take the form
φi0(λ) = |U
i (λ), V1(λ), V2(λ), . . . , VN−1(λ)|
| λ1 , V1(λ), V2(λ), . . . , VN−1(λ) |, (5.3)
and, for 1 ≤ k ≤ N − 2,
φik(λ) = |λ1, V1(λ), . . . , Vk−1(λ), U
i (λ), Vk+1(λ), . . . , VN−1(λ)|
|λ1, V1(λ), . . . , Vk−1(λ), Vk(λ), Vk+1(λ), . . . , VN−1(λ)| , (5.4)
φi N−1(λ) = λ|1 , V1(λ), . . . , VN−2(λ) , U
i (λ)|
| λ1 , V1(λ), . . . , VN−2(λ) , VN−1(λ)| . (5.5)
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Proof Using similar arguments as in proving Theorem 4.1, we can immediately prove
this theorem. unionsq
Similar to Uˆ(λ) defined in (3.5), we define Vˆk(λ) as follows:
Vˆk(λ) = λUˆ k(λ) − Hk(Uˆ(λ)) (0 ≤ k ≤ N − 1). (5.6)
Note that the component form of Vˆk(λ) is, for 0 ≤ k ≤ N − 1,
Vˆk (λ) =
(
λuk1(λ) − Hk (u1(λ)), λuk2(λ) − Hk (u2(λ)), . . . , λukN−1(λ) − Hk (uN−1(λ))
)
.
(5.7)
We now use Theorem 5.1 to investigate properties of the branching process (named
as above) {Yt ; t ≥ 0}. Denote by τ the extinction time to state 0, i.e. τ := inf{t >
0; Yt = 0} if Yt = 0 for some t > 0 and τ = ∞ otherwise. Let
qi0(t) := Pi (τ ≤ t) (i ≥ 1)
and
qi0 = lim
t→∞ qi0(t) = Pi (τ < ∞) (i ≥ 1)
denote the conditional distribution of the extinction time and the extinction probability,
respectively, conditional on the process starting at state i ≥ 1. By noting that the
Laplace transforms of qi0(t) are actually given in (5.3), we can immediately obtain
the following important result.
Theorem 5.2 If md ≥ mb then qi0 = 1 (i ≥ 1). On the other hand, if md < mb
(including mb = +∞), then qi0 < 1 (i ≥ 1), in which case qi0 is given by
qi0 =
∣
∣
∣
∣
ui , H1(u), H2(u), . . . , HN−1(u)
Uˆ i , H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣
1, H1(u), H2(u), . . . , HN−1(u)
1, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
(i ≥ 1), (5.8)
where u < 1 is the unique smallest positive root of B(s) = 0 on (0, 1).
Proof By using (5.3) and noting that U(λ), Uk(λ) and Hk(λ) are all continuous func-
tions of λ ≥ 0, together with the fact that limλ→0 Uk(λ) is finite, we obtain
lim
λ→0 Vk(λ) = limλ→0
(
λU k(λ) − Hk(U (λ))
)
= −Hk(U (0)) = −Hk(U ). (5.9)
By applying the Tauberian Theorem, we immediately get that, for i ≥ 1,
qi0 = lim
t→∞ qi0(t) = limλ→0 λφi0(λ) =
|U i , H1(U ), . . . , HN−1(U )|
| 1 , H1(U ), . . . , HN−1(U )| . (5.10)
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Note that in obtaining (5.10), we have used the fact that, for any uk(λ) (1 ≤ k ≤ N−1),
|uk(λ)| ≤ 1 and thus limλ→0 λU k(λ) = 0 for any non-negative integer k ≥ 0 (and
hence (5.10)), together with using the rules regarding taking limit in determinants.
By noting the notations introduced in (3.5), using (4.6) and (5.9), and applying the
properties of determinants, we can rewrite (5.10) as follows:
qi0 =
∣
∣
∣
∣
∣
ui0, H1(u0), H2(u0), . . . , HN−1(u0)
Uˆ
i
, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
1, H1(u0), H2(u0), . . . , HN−1(u0)
1, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
(i ≥ 1). (5.11)
Now, if md ≥ mb, then u0 = u = 1 and thus, for all 1 ≤ k ≤ N − 1, we have
Hk(u0) = Hk(1) = 0. It follows that, by applying Hk(1) = 0 in (5.11),
qi0 =
∣
∣
∣
∣
1, 0, 0, . . . , 0
Uˆ i , H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣
1, 0, 0, . . . , 0
1, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
=
∣
∣
∣H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
= 1.
On the other hand, if md < mb ≤ ∞, then u0 = u < 1 and thus not all of the
Hk(u) = 0. Hence,
qi0 =
∣
∣
∣
∣
ui , H1(u), H2(u), . . . , HN−1(u)
Uˆ i , H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣
1, H1(u), H2(u), . . . , HN−1(u)
1, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
, (i ≥ 1), (5.12)
which is less than 1. Indeed, the determinants in the numerator and denominator are
exactly the same except for the two first columns. This finishes the proof. unionsq
By the above theorem, we see that if md ≥ mb, then, starting from any state i ≥ 1,
the process will go to extinction with probability one. Therefore we are interested in
obtaining the mean extinction times Ei (τ ) (i ≥ 1) as well as the conditions under
which these mean extinction times are finite.
Theorem 5.3 Ei (τ ) (i ≥ 1) is finite if and only if md > mb and H ′k(1) < ∞ (1 ≤
k ≤ N − 1), in which case
Ei (τ ) =
∣
∣
∣
∣
∣
i
md−mb , 1 +
H ′1(1)
md−mb , . . . , 1 +
H ′N−1(1)
md−mb
1 − Uˆ i , H1(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
. (5.13)
Proof First note that if md < mb, then the extinction probability is strictly less than
1, and thus, trivially, Ei (τ ) = ∞ (i ≥ 1). Hence we only need to consider the case
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that md ≥ mb. However, under this condition we know that, for any i ≥ 1,
Ei (τ ) = lim
λ→0
1 − λφi0(λ)
λ
,
where φi0(λ) is given in (5.3) of Theorem 5.1.
Substituting (5.3) into the above, a little algebra gives that
Ei (τ ) = lim
λ→0
∣
∣
∣
∣
∣
λ−1(1 − ui0(λ)), u0(λ) − λ−1 H1(u0(λ)), . . . , uN−10 (λ) − λ−1 HN−1(u0(λ))
1, Vˆ 1(λ), . . . , Vˆ N−1(λ)
∣
∣
∣
∣
∣
∣
∣1, V1(λ), . . . , VN−1(λ)
∣
∣
.
(5.14)
By the expression (2.10) of Lemma 2.3, we know that if md > mb then
lim
λ→0
1 − ui0(λ)
λ
= i
md − mb =
i
−B ′(1) < +∞, (5.15)
and if md ≤ mb, this limit is +∞. Also, if md > mb then, for any 1 ≤ k ≤ N − 1,
lim
λ→0
(
uk0(λ) −
Hk(u0(λ))
λ
)
= 1 − H ′k(1) · u′0(1), (5.16)
where in obtaining (5.15) and (5.16) we have used the facts that limλ→0 u0(λ) = 1,
due to the conditions that md ≥ mb, and that both Hk(s) and B(s) are continuous
functions of s ≥ 0.
Recall that u0(λ) satisfies the equation B(s) − λs N = 0 and thus B(u0(λ)) =
λ(u0(λ))N .Differentiating with respect to λ > 0 gives B ′(u0(λ))·u′0(λ) = (u0(λ))N +
λN (u0(λ))N−1 · u′0(λ).
Letting λ → 0, noting that limλ→0 u0(λ) = 1 and limλ→0 u′0(λ) < ∞ yields that
B ′(1)u′0(1) = 1, or,
u′0(1) = (B ′(1))−1. (5.17)
Also, it is easily seen that, for 0 ≤ k ≤ N − 1,
lim
λ→0 V k(λ) = limλ→0
(
λUk(λ) − Hk(U(λ))
)
= −Hk(U(0)) = −Hk(U) (5.18)
due to the facts that U(λ) is a bounded function of λ (bounded by 1, say) and Hk(·)
and Uk(·) are continuous functions, where Uk(0)=ˆU = (u0, u1, . . . , uN−1) are the
N roots of the equation B(s) = 0 on the unit disc {s; |s| ≤ 1}.
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By applying (5.15)–(5.18) in (5.14), we immediately get that, for i ≥ 1,
Ei (τ ) =
∣
∣
∣
∣
∣
i
−B′(1) , 1 −
H ′1(1)
B′(1) , . . . , 1 −
H ′N−1(1)
B′(1)
1 − Uˆ i , −H1(Uˆ), . . . , −H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
1, −H1(1), . . . , −HN−1(1)
−H1(Uˆ), −H2(Uˆ), . . . , −H N−1(Uˆ)
∣
∣
∣
∣
. (5.19)
By noting that, for any 1 ≤ k ≤ N−1, Hk(1) ≡ 0 and that B ′(1) = (−1)(md−mb),
we see by (5.19) that if md = mb or if there exists some k such that, H ′k(1) = ∞ (1 ≤
k ≤ N − 1), then Ei (τ ) = ∞ (i ≥ 1) while, if md > mb and, for all 1 ≤ k ≤ N − 1,
H ′k(1) < ∞, then (5.19) is just (5.13). The proof is finished. unionsq
Theorem 5.3 provides useful information regarding the mean extinction time Ei (τ )
under the conditions that md > mb and H ′k(1) < +∞ (1 ≤ k ≤ N − 1). If md <
mb ≤ +∞, then Ei (τ ) (for all i ≥ 1) will be infinite since, by the above Theorem 5.2,
the extinction probabilities qi0 < 1. To get rid of such uninteresting situations, we
turn our attention to the conditional mean extinction time Ei (τ | τ < ∞) which will
be much more informative.
Theorem 5.4 Suppose md < mb ≤ +∞. Then the conditional mean extinction times
Ei (τ | τ < ∞) (i ≥ 1) are finite and given by
Ei (τ |τ < ∞) = −1qi0
(
d
dλ
(λφi0(λ))
) ∣
∣
∣
∣
λ=0
, (5.20)
where qi0 is given in (5.12) and φi0(λ) is given in (5.3).
More specifically, for i ≥ 1,
Ei (τ |τ < ∞) = −1qi0
(
B(i)
A2
N−1∑
k=1
G˜k − 1A
N−1∑
k=0
F˜(i)k
)
, (5.21)
where
A = |1, H1(U(0)), H2(U(0)), . . . , H N−1(U(0))|, (5.22)
B(i) = |U i (0), H1(U(0)), H2(U(0)), . . . , H N−1(U(0))|, (5.23)
F˜
(i)
0 = i · |U i−1(0) ⊗ U ′(0), H1(U (0)), H2(U (0)), . . . , HN−1(U (0))|, (5.24)
and, for 1 ≤ k ≤ N − 1, F˜(i)k and G˜k are given in the following: (5.25) and (5.26),
respectively:
|U i (0), H1(U (0)), . . . , Hk−1(U (0)), H ′k(U(0)),
⊗ U ′(0) − Uk(0), Hk+1(U (0)), . . . , HN−1(U (0))|, (5.25)
|1, H1(U (0)), . . . , Hk−1(U (0)), H ′k(U(0))
⊗ U ′(0) − Uk(0), Hk+1(U (0)), . . . , HN−1(U (0))|. (5.26)
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Proof First note that, for any i ≥ 1,
Ei (τ |τ < ∞) =
∫ ∞
0
(1 − P{τ ≤ t |τ < ∞, Y0 = i}) dt . (5.27)
But
P{τ ≤ t |τ < ∞, Y0 = i} = P{τ ≤ t |Y0 = i}
P{τ < ∞|Y0 = i}
and thus substituting the above into (5.27) yields
Ei (τ |τ < ∞) =
∫ ∞
0
(
1 − P{τ ≤ t |Y0 = i}
P{τ < ∞|Y0 = i}
)
dt . (5.28)
However, P{τ ≤ t |Y0 = i} is just the pi0(t) for the Qˆ-function of the Qˆ-process
{Yt ; t ≥ 0} whose Laplace-transform is just φi0(λ) (i ≥ 1) which is given in (5.3). It
follows that the Laplace-transform of
∫ t
0 (1 − P{τ≤u|Y0=i}P{τ<∞|Y0=i} )du is nothing but
1
λ
(
1
λ
− φi0(λ)
P{τ < ∞|Y0 = i}
)
and thus, applying the Tauberian Theorem in (5.28) yields
Ei (τ |τ < ∞) = lim
λ→0 λ ·
1
λ
(
1
λ
− φi0(λ)
P{τ < ∞|Y0 = i}
)
= 1
P{τ < ∞|Y0 = i} limλ→0
P{τ < ∞|Y0 = i} − λφi0(λ)
λ
.
(5.29)
Noting that P{τ < ∞|Y0 = i} is nothing but qi0(i ≥ 1) given in (5.8) (since in our
case md < mb), the crucial thing is to calculate
lim
λ→0
qi0 − λφi0(λ)
λ
. (5.30)
Applying Hospital’s rule in (5.30) shows that the limit in (5.30) is just
lim
λ→0 −
d
dλ
(λφi0(λ)), (5.31)
where φi0(λ)(k ≥ 1) is given in (5.3). Hence (5.20) is proven. Moreover, substituting
(5.3) into the above (5.31) yields that the limit in (5.31) is just
(−1) · lim
λ→0
(
d
dλ
·
∣
∣U i (λ), V 1(λ), V 2(λ), . . . , V N−1(λ)
∣
∣
| 1, V 1(λ), V 2(λ), . . . , V N−1(λ)|
)
. (5.32)
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Now by applying the differential rules regarding the determinants together with some
lengthy but elementary algebra, we can get all the conclusions stated in Theorem 5.4.
unionsq
6 Busy period distributions
We are now ready to consider the busy period distributions of our full queueing
processes. As in Sect. 4, the full irreducible queueing process will be denoted by
{Xt ; t ≥ 0} which denotes the number of customers in the queue (including the cus-
tomers being served) at time t ≥ 0. Without loss of any generality, we assume that
X0 = 0. We now define a sequence of random variables {σn; n ≥ 0} as follows:
σ0 = 0, σ1 = inf{t > 0; Xt = 0}, σ2 = inf{t > σ1; Xt = 0}
and, for all n ≥ 1,
σ2n = inf{t > σ2n−1; Xt = 0} and σ2n+1 = inf{t > σ2n; Xt = 0}.
It is clear that {σn; n ≥ 0} is a sequence of increasing stopping times. Note that the
random variables {σ2n − σ2n−1; n ≥ 1} are just the busy periods. By Itoˆ’s excursion
law, see [21], we know that {σ2n − σ2n−1; n ≥ 1} are independent identically dis-
tributed random variables. For more details regarding this important excursion law,
one can also see Rogers and Williams [32]. Our main aim now is to find this common
distribution. Now, by the strong Markov property, we have, for all n ≥ 1,
P(σ2n − σ2n−1 ≤ t) =
∞∑
k=1
P(Xσ2n−1 = k)P(σ2n − σ2n−1 ≤ t | Xσ2n−1 = k)
=
∞∑
k=1
−h0k
h00
P(σ2n − σ2n−1 ≤ t | Xσ2n−1 = k)
=
∞∑
k=1
−h0k
h00
P(σ2 − σ1 ≤ t | Xσ1 = k). (6.1)
However, under the condition that Xσ1 = k (k ≥ 1), the distribution of σ2 − σ1 is
just the extinction distribution of the {Yt (ω); t ≥ 0} discussed in the previous Sect. 5.
In other words, the Laplace transform of the conditional distribution P(σ2 − σ1 ≤ t |
Xσ1 = k) is just φk0(λ) (k ≥ 1) given in (5.3). More specifically, let T denote the
length of the first busy period (recall that all busy periods are independent identically
distributed random variables, and thus, it is enough to consider T only), and denote
the cumulative distribution function of T by
Fk(t) = Pk(T ≤ t), k ≥ 1.
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We then can find the Laplace transform of Fk(t), i.e.
∫ ∞
0 e
−λt dFk(t), using the results
obtained in the previous section. To this end, we claim the following conclusion.
Theorem 6.1 For the queueing process {Xt ; t ≥ 0} with the irreducible q-matrix Q
given in (1.1)–(1.3), we have, for k ≥ 1,
∫ ∞
0
e−λt dFk(t) =
∣
∣U k(λ), V1(λ), V2(λ), . . . , VN−1(λ)
∣
∣
∣
∣ λ1, V1(λ), V2(λ), . . . , VN−1(λ)
∣
∣
, (6.2)
where Vi (λ) (1 ≤ i ≤ N −1) is defined as in (4.5). Moreover, Ek(T ) < ∞ if and only
if md > mb and H ′i (1) < +∞ (1 ≤ i ≤ N − 1) and if these conditions are satisfied,
then this finite-valued Ek(T ) is given by
Ek(T ) =
∣
∣
∣
∣
uk, H1(u), H2(u), . . . , HN−1(u)
Uˆ k, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
1, H1(u), H2(u), . . . , HN−1(u)
1, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
(k ≥ 1), (6.3)
Proof Let { fi j (t); i, j ∈ Z+} and {φi j (λ); i, j ∈ Z+} denote the Qˆ-function and
Qˆ-resolvent, respectively, of the process {Yt (ω); t ≥ 0} discussed in the previous
Sect. 5. Then their hitting time properties have been revealed in the previous section.
In particular, the Laplace transform of Fi (t) = fi0(t) is given in (5.3), and thus we
obtain (6.2) directly from (5.3). Moreover, again by the arguments in the previous
Sect. 5, in particular regarding Theorem 5.3, we can get (6.3) by using (5.13). The
finiteness conditions for Ek(T ) also follow. unionsq
We now can claim the following important conclusion.
Theorem 6.2 For the queueing process {Xt ; t ≥ 0} with the irreducible q-matrix
Q given in (1.1)–(1.3), the busy periods {σ2n − σ2n−1} are independent, identically
distributed random variables whose Laplace transform of this common distribution,
denoted by gT (λ), say, is given by
λgT (λ) = 1 + λh ·
∣
∣H0(U(λ)), V1(λ), V2(λ), . . . , VN−1(λ)
∣
∣
∣
∣ λ1, V1(λ), V2(λ), . . . , VN−1(λ)
∣
∣
, (6.4)
where h = −h00 > 0 and Vi (λ) (0 ≤ i ≤ N − 1) are still given in (4.5).
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Proof By (6.1) and the remarks made before Theorem 5.3, we have
gT (λ) =
∞∑
k=1
h0k
−h00 φk0(λ)
=
∞∑
k=1
h0k
−h00 ·
∣
∣Uk(λ), V 1(λ), V 2(λ), . . . , V N−1(λ)
∣
∣
∣
∣λ1, V 1(λ), V 2(λ), . . . , V N−1(λ)
∣
∣
=
∣
∣
∣
∑∞
k=1
h0k−h00 U
k(λ), V 1(λ), V 2(λ), . . . , V N−1(λ)
∣
∣
∣
∣
∣λ1, V 1(λ), V 2(λ), . . . , V N−1(λ)
∣
∣
.
(6.5)
Note that |U(λ)| ≤ 1 and thus ∑∞k=1 h0kU k(λ) is well-defined and that
∞∑
k=1
h0k
−h00 U
k(λ) = − 1−h00
[ ∞∑
k=0
h0kUk(λ) −
∞∑
k=0
h0kU0(λ)
]
= 1−h00 [H(U(λ)) − h001] = 1 +
H(U(λ))
h
,
(6.6)
where h = −h00 > 0.
Substituting (6.6) into (6.5) together with some simple algebra regarding determi-
nants immediately yields (6.4), which then ends the proof. unionsq
By (6.4), we may get many properties regarding busy periods. For example, we may
get an elegant form of the mean time of the busy periods as follows: The importance
of such conclusions in queueing theory is well known.
Theorem 6.3 The mean busy period is finite if and only if md > mb and H ′i (1) <∞ (1 ≤ i ≤ N − 1). Moreover, under these conditions, the (finite) mean busy period
is given by
E(σ2n − σ2n−1) =
∣
∣
∣
∣
∣
∣
∣
H ′0(1)
md−mb , 1 +
H ′1(1)
md−mb , . . . , 1 +
H ′N−1(1)
md−mb
−H0(Uˆ), H1(Uˆ), . . . , HN−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
h · ∣∣H1(Uˆ), H2(Uˆ), . . . , HN−1(Uˆ)
∣
∣
, (6.7)
where, again, h = −h00 > 0.
Proof We only need to show (6.7) since the former part is obvious. Although (6.7) is
a direct consequence of the proven (6.3), we may get (6.7) more simply. In fact, by
(6.1) we have that
E(σ2n − σ2n−1) = E(σ2 − σ1) =
∞∑
i=1
h0i
h
Ei (τ ),
123
368 Queueing Systems (2020) 95:331–378
where Ei (τ ) (i ≥ 1) is given in (5.13). Substituting (5.13) into the above expression
together with some simple algebra immediately yields (6.7). unionsq
If md < mb ≤ +∞, then, although the mean busy period is infinite, we may still get
much information by providing an expression regarding the conditional mean busy
period. By the i.i.d property, it is enough to consider E(σ2 − σ1 | σ2 < ∞) only.
Theorem 6.4 If md < mb ≤ +∞, then the conditional expectation of the busy period,
under the condition that the queue reaches the idle period, is given by
E(σ2 − σ1 | σ2 < ∞) = 1A2
N−1∑
k=1
G˜k
( ∞∑
i=1
h0i
h
· B
(i)
qi0
)
− 1
A
N−1∑
k=0
( ∞∑
i=1
h0i · F˜(i)k
hqi0
)
,
(6.8)
where A, B(i)(i ≥ 1), F˜(i)k (k ≥ 1) and G˜k(k ≥ 1) are given in (5.22)–(5.26), respec-
tively.
Proof Just note that
E(σ2 − σ1 | σ2 < ∞) =
∞∑
i=1
h0i
h
Ei (τ | τ < ∞), (6.9)
where Ei (τ | τ < ∞) (i ≥ 1) are given in (5.22)–(5.26) and h = −h00. Substituting
(5.22)–(5.26) into the above expression immediately yields the conclusion. unionsq
It is interesting to note that, as Theorem 6.4 shows, so long as md < mb ≤ +∞,
the conditional expectation of the busy period is always finite even if B ′(1) and all
H ′k(1) (0 ≤ k ≤ N − 1) are infinite. Note that, however, neither Theorem 6.3 nor
Theorem 6.4 covers the case md = mb. In fact, this critical case is more subtle. Indeed,
although the busy period is almost surely finite, the expected value is infinite. Never-
theless, we are still able to provide interesting information regarding the asymptotic
behaviour of the busy period for this subtle case. For this purpose, we first provide
the following lemma. Recall that {φk0(λ); k ≥ 1} given in (5.3) is the Laplace trans-
forms of the pk0(t) for the absorbing process {Yt ; t ≥ 0} which was constructed in
Theorem 5.1.
Lemma 6.1 If md = mb and B ′′(1) is finite, then, for any i ≥ 1,
lim
λ→0
1 − λφi0(λ)√
λ
=
√
2
B ′′(1)
·
∣
∣
∣
∣
i, H ′1(1), H ′2(1), . . . , H ′N−1(1)
1 − Uˆ, H1(Uˆ), H2(Uˆ), . . . , HN−1(Uˆ)
∣
∣
∣
∣
∣
∣1 H1(U), H2(U), . . . , HN−1(U)
∣
∣
. (6.10)
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Proof We first point out that if md = mb and B ′′(1) < ∞, then we have
lim
λ→0
1 − ui0(λ)√
λ
= i
√
2
B ′′(1)
(6.11)
and, for any k (1 ≤ k ≤ N − 1),
lim
λ→0
λuk0(λ) − Hk(u0(λ))√
λ
=
√
2
B ′′(1)
· H ′k(1). (6.12)
(6.11) is easy and has been proved in Lemma 2.3 (see (2.12)). We now show that (6.12)
is also true. Indeed, for any k where 1 ≤ k ≤ N − 1,
lim
λ→0
λuk0(λ) − Hk(u0(λ))√
λ
= − lim
λ→0
Hk(u0(λ))√
λ
(6.13)
since, when λ → 0, uk0(λ) is finite. Moreover, for the right-hand side of the above
(6.13), we first note that
Hk (u0(λ)) =
∞∑
j=0
hk j · u j0(λ) =
∑
j =k
hk j · u j0(λ) + hkkuk0(λ) =
∑
j =k
hk j · (u j0(λ) − uk0(λ)),
which can be written as
k−1∑
j=0
hkj · u j0(λ)(1 − uk−10 (λ)) −
∞∑
j=k+1
hkj · uk0(λ)(1 − u j−k0 (λ)).
Dividing the above by
√
λ, letting λ → 0 and using (6.12) together with noting (6.12)
is trivial true for k = 0 yields
− lim
λ→0
Hk(u0(λ))√
λ
=
∞∑
j+k+1
hkj · ( j − k)
√
2
B ′′(1)
−
k−1∑
j=0
hkj · (k − j)
√
2
B ′′(1)
=
√
2
B ′′(1)
⎡
⎣
∞∑
j=k+1
hkj · ( j − k) −
k−1∑
j=0
hkj · (k − j)
⎤
⎦ ,
which is just
√
2
B′′(1) · H ′k(1), and hence (6.12) is proved.
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We are now ready to prove (6.10). By (5.3), we know that
lim
λ→0
1 − λφi0(λ)√
λ
= lim
λ→0
1√
λ
[
1 − λ · |U
i (λ), V 1(λ), V 2(λ), . . . , V N−1(λ)|
| λ1 , V 1(λ), V 2(λ), . . . , V N−1(λ)|
]
= lim
λ→0
1√
λ
· |1 − U
i (λ), V 1(λ), V 2(λ), . . . , V N−1(λ)|
| 1 , V 1(λ), V 2(λ), . . . , V N−1(λ)|
which is just
lim
λ→0
1√
λ
·
∣
∣
∣
∣
∣
1 − ui0(λ), λu0(λ) − H1(u0(λ)), . . . , λuN−10 (λ) − HN−1(u0(λ))
1 − Uˆ(λ), λUˆ(λ) − H1(Uˆ(λ)), . . . , Uˆ N−1(λ) − H N−1(Uˆ(λ))
∣
∣
∣
∣
∣
∣
∣
∣1, V 1(λ), . . . , V N−1(λ)
∣
∣
∣
.
Now, moving 1√
λ
into the first row of the numerator of the above, and then letting
λ → 0 and using the proved (6.11) and (6.12), together with the trivial and proved
results, that, for any 1 ≤ k ≤ N − 1,
lim
λ→0 V k(λ) = −Hk(U) and limλ→0[λUˆ
k
(λ) − Hk(Uˆ(λ))] = −Hk(Uˆ),
we immediately obtain that, for all i ≥ 1,
lim
λ→0
1 − λφi0(λ)√
λ
=
√
2
B ′′(1)
·
∣
∣
∣
∣
∣
∣
i, H ′1(1), H ′2(1), . . . , H ′N−1(1)
1 − Uˆ, −H1(Uˆ), −H2(Uˆ), . . . , −H N−1(Uˆ)
∣
∣
∣
∣
∣
∣
∣
∣ 1, −H1(U), −H2(U), . . . , −H N−1(U)
∣
∣
which is the same as (6.10). Lemma 6.1 is thus proven. unionsq
We are now able to tackle the subtle case of md = mb.
Theorem 6.5 Suppose that md = mb and B ′′(1) < ∞, and further assume that
H ′k(1) (1 ≤ k ≤ N − 1) are all finite. Then the expectation of the busy periods{σ2n − σ2n−1} is infinite but with
E(σ2n − σ2n−1) ∼
√
8t
π B ′′(1)
1
h
·
∣
∣
∣
∣
H ′0(1), H ′1(1), H ′2(1), . . . , H ′N−1(1)
1, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣ 1 , H1(U), H2(U), . . . , H N−1(U)
∣
∣
as t → ∞.
(6.14)
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Proof Recall that we have used gT (λ) to denote the Laplace transform of the common
distribution of the busy periods. Hence, to prove (6.14) we only need to show that
lim
λ→0
1 − λgT (λ)√
λ
=
√
2/B ′′(1)
h
·
∣
∣
∣
∣
H ′0(1), H ′1(1), H ′2(1), . . . , H ′N−1(1)
1, H1(Uˆ), H2(Uˆ), . . . , H N−1(Uˆ)
∣
∣
∣
∣
∣
∣ 1 , H1(U), H2(U), . . . , H N−1(U)
∣
∣
.
(6.15)
However, (6.15) is obvious. Indeed, by (6.1) and (6.4) we have
lim
λ→0
1 − λgT (λ)√
λ
=
∞∑
i=1
h0i
h
lim
λ→0
1 − λφi0(λ)√
λ
.
Now using (6.10) together with some easy algebra we immediately obtain (6.15). This
ends the proof. unionsq
7 An example
In this final section, we provide an example to illustrate conclusions obtained in the
previous sections. For notational convenience, we shall use k to replace N in this
section. We assume that the control sequences {hi j } takes a birth-death structure of
the following forms: for any 0 ≤ i ≤ k − 1,
hi,i−1 = μi , hi,i = −(λi + μi ), hi,i+1 = λi , (7.1)
Here we assume μ−1 = μ0 = 0, μi > 0 (1 ≤ i ≤ k −1) and λi > 0 (0 ≤ i ≤ k −1).
Hence, by (7.1) we have obviously
H0(s) = −λ0 + λ0s = −λ0(1 − s) (7.2)
for 1 ≤ i ≤ k − 1,
Hi (s) = μi si−1 − (μi + λi )si + λi si+1 = si−1(1 − s)(μi − λi s) (1 ≤ i ≤ k − 1),
(7.3)
and thus
H ′0(1) = λ0 > 0 and H ′i (1) = λi − μi (1 ≤ i ≤ k − 1).
(7.4)
We further assume that the arrival-service sequence {b j ; j ≥ 0} takes the following
special forms:
b0 = a > 0, bk+1 = b > 0, bk = −(a + b), (7.5)
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and hence, by (7.5), all the other components of the sequence {b j ; j ≥ 0} are just zero.
Hence this example is a queueing model with a Poisson arrival rate b > 0 together
with a full loading service rate a > 0. That is, suppose the service is taken by some
vans, say, then only when the van is fully packed will the van begin taking service.
For this example, we know that
B(s) = a − (a + b)sk + bsk+1 (7.6)
with md = ka and mb = b, and, for any λ > 0,
Bλ(s) = a − (λ + a + b)sk + bsk+1. (7.7)
By the results obtained before, we know that Bλ(s) has a unique positive zero in (0, 1),
denoted by u(λ), together with the other (k−1) zeros on the open unit disc {z; |z| < 1}.
Note that, however, for this special case, Bλ(s) is simply a polynomial with degree
(k + 1), and thus Bλ(s) has exactly (k + 1) zeros. By noting that Bλ(1) = −λ < 0
and lim
s→+∞ Bλ(s) = +∞, we know that, in addition to the k zeros on the open unit
disc {z; |z| < 1}, Bλ(s) has a unique positive zero on {z; |z| > 1}. We now let v(λ)
denote this zero. Therefore, Bλ(s) has exactly two positive zeros u(λ) and v(λ) which
satisfy, for all λ > 0,
0 < u(λ) < 1 < v(λ) < +∞. (7.8)
Similarly, B(s) is also a polynomial with degree (k+1) and thus has exactly (k+1)
zeros on the complex plane. By noting that B ′(1) = b − ka, we can get the following
simple conclusion.
Lemma 7.1 For the B(s) defined in (7.6) we have the following conclusions:
(i) B(s) has exactly (k + 1) zeros on the complex plane. Among them exactly two are
positive zeros. Moreover, if b < ka then these two positive zeros are just 1 and v,
where 1 < v < +∞, and if b > ka then these two positive zeros are just 1 and q,
where 0 < q < 1, and if b = ka, then these two positive zeros are both 1.
(ii) The other (k − 1) zeros, denoted by {ωi ; 1 ≤ i ≤ k} are all located within the
open unit disc {z; |z| < 1} and they are either negative zeros or conjugate complex
zeros. Moreover, if b > ka, then |ωi | < q < 1, where q < 1 is given in the above
(i).
Proof Obvious and thus omitted. unionsq
Using the notation introduced in (3.4) and (3.5), we then have
Uˆ=ˆUˆ(0) = (ω1, ω2, . . . ωk−1)T, (7.9)
where (ω1, ω2, . . . ωk−1) are the (k − 1) zeros of B(s) specified in (ii) of the above
Lemma 7.1. We can now obtain many results regarding this example by citing con-
clusions obtained in the previous sections. However, we shall be mainly interested in
the ergodic property and, in particular, the limiting distributions.
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For this purpose, we introduce some new notations as follows:
D(0) = [−λ0,−λ0, . . . ,−λ0]T = (−λ0)[1, 1, . . . , 1]T (7.10)
and, for 1 ≤ j ≤ k − 1,
D( j) =
[
ω
j−1
1 (μ j − λ jω1), . . . , ω j−1i (μ j − λ jωi ), . . . , ω j−1k−1(μ j − λ jωk−1)
]T
.
(7.11)
Hence D( j) (0 ≤ j ≤ k − 1) are all (k − 1)-dimensional column vectors and the i th
component of D( j) (1 ≤ j ≤ k − 1) is just
(D( j))i = ω j−1i (μ j − λ jωi ). (7.12)
Now, the meaning of the following determinants should be self-explanatory:
|D(0), D(1), . . . , D( j−1), D( j+1), . . . , D(k−1)|. (7.13)
Applying the results obtained in the previous section, particularly Theorem 4.3, we
can claim the following conclusion.
Theorem 7.1 Suppose the control sequences {hi j } are given in (7.1) and the arrival-
service sequence {b j ; j ≥ 0} is given in (7.5). Then we have
(i) The corresponding queueing process is recurrent if and only if ka ≥ b and positive
recurrent if and only if ka > b.
(ii) If ka > b, then there exists a unique limiting distribution {π j ; j ≥ 0} whose
generating function is given by

(s) =
∞∑
j=0
π j s j =
k−1∑
j=0
π j s j
(
1 + λ j s − μ j
G(s)
sk−1
)
,
(7.14)
where G(s) = B(s)1−s = a−(a+b)s
k+bsk+1
1−s and {π j ; 0 ≤ j ≤ k − 1} are given by
π0 = |D
(1), D(2), . . . , D(k−1)|
D˜
(7.15)
and, for 1 ≤ j ≤ k − 2,
π j = (−1) j |D
(0), . . . , D( j−1), D( j+1), . . . , D(k−1)|
D˜
(7.16)
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and
πk−1 = (−1)k−1 · |D
(0), D(1), . . . , D(k−2)|
D˜
, (7.17)
where the numerators of (7.15)–(7.17) are explained in (7.13) and the D˜ in (7.15)–
(7.17) is given by
D˜ = det(A) + λ0
ka − b det(B). (7.18)
Here the (k − 1) × (k − 1) matrices A = {ai j ; 1 ≤ i ≤ k − 1, 1 ≤ j ≤ k − 1}
and B = {bi j ; 1 ≤ i ≤ k − 1, 1 ≤ j ≤ k − 1} are given by
ai j = λ0 + ω j−1i (μ j − λ jωi ) (7.19)
and
bi j = λ j (1 − ω ji ) − μ j (1 − ω j−1i ). (7.20)
Proof By noting (7.4), conclusion (i) immediately follows from Theorem 4.2. To show
(ii), just apply Theorem 4.3 to our example. In particular, write κ in (4.13) as
κ = κ1 + 1ka − bκ2,
where κ1 and κ2 should be self-explanatory by noting the form (4.13).
Using (7.2) and (7.3) together with (7.9), we immediately obtain that κ1 is just
κ1 =
∣
∣
∣
∣
∣
∣
1, 1, . . . , 1
D(0), D(1), . . . , D(k−1)
∣
∣
∣
∣
∣
∣
×
k−1∏
i=1
(1 − ωi ).
By noting the special form of D(0) in (7.10) it is easy to see that
κ1 =
k−1∏
i=1
(1 − ωi ) · det(A), (7.21)
where A = {ai j ; 1 ≤ i ≤ k − 1, 1 ≤ j ≤ k − 1} is given in (7.19).
Similarly, for κ2, just using (7.4) and (7.9), we can obtain that
κ2 =
∣
∣
∣
∣
λ0, λ1 − μ1, . . . , λ j − μ j , . . . , λk−1 − μk−1
D(0), D(1), . . . , D(i), . . . , D(k−1),
∣
∣
∣
∣ ×
k−1∏
i=1
(1 − ωi ), (7.22)
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which, by simply applying properties of determinants and noting (7.10), is just
κ2 =
k−1∏
i=1
(1 − ωi ) × det(B), (7.23)
where B = {bi j } is given in (7.20).
It follows from (7.21) and (7.23) that the κ in (4.13) is just
κ =
k−1∏
i=1
(1 − ωi ) × D˜ (7.24)
if we define D˜ as in (7.18).
Now consider π0 in (4.10). It is fairly easy to see that the numerator of π0 in (4.10)
is just, by applying (7.2) and (7.3) again,
k−1∏
i=1
(1 − ωi ) ×
∣
∣D(1), D(2), . . . , D(k−1)
∣
∣ . (7.25)
By noting (7.24) and (7.25) and cancelling the common term ∏k−1i=1 (1 − ωi ), we see
that (7.15) is true.
By the same arguments, together with using either (4.11) or (4.12), we immediately
obtain (7.16) or (7.17). This ends the proof. unionsq
In order to get a more concrete and convincing example, we consider the further
special case where λi ≡ λ > 0 (0 ≤ i ≤ k − 1) and μi ≡ μ (1 ≤ i ≤ k − 1). That
is, we assume that the control sequence takes an M |M |1 structure. Then the forms
(7.14)–(7.20) take particularly simple expressions. In particular, the Vandermonde
determinant will play an interesting role. For simplicity, we further assume that k = 3.
Then, as a direct consequence of Theorem 7.1, we can get the following simple yet
interesting corollary.
Corollary 7.1 Suppose that the control sequences {hi j } are given in (7.1) together with
the further assumptions that λi ≡ λ > 0 (0 ≤ i ≤ k −1) and μi ≡ μ (1 ≤ i ≤ k −1)
and the arrival-service sequence {b j ; j ≥ 0} is given in (7.5). Further assume that
k = 3. Then we have the following conclusions:
(i) The corresponding queueing process is recurrent if and only if 3a ≥ b and positive
recurrent if and only if 3a > b. Moreover, if 3a > b, then B(s) has exactly 4 zeros,
ω1, ω2, 1 and v, where 1 < v < +∞ and ω1 and ω2 are conjugate complex zeros
within the open unit disc {z; |z| < 1}.
(ii) If 3a > b, then there exists a unique limiting distribution {π j ; j ≥ 0} whose
generating function is given by
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(s) =
∞∑
j=0
π j s j =
(
π0 + π1s + π2s2
)(
1 + λ
G(s)
s3
)
− (π1 + π2s) · μG(s) s
3,
(7.26)
where G(s) = a(1 + s + s2) − bs3 and {π j ; 0 ≤ j ≤ 2} are given by
π0 = θ0
θ0 + λθ1 + λ2 + σ , (7.27)
π1 = λθ1
θ0 + λθ1 + λ2 + σ , (7.28)
and
π2 = λ
2
θ0 + λθ1 + λ2 + σ , (7.29)
where
θ0 = (μ − λω1) (μ − λω2) , (7.30)
θ1 = μ − λ (ω1 + ω2) , (7.31)
and
σ = λ
3 (1 − ω1) (1 − ω2)
3a − b . (7.32)
Proof Just apply Theorem 7.1 together with some easy algebra. unionsq
Remark 7.1 Note that by expressions (7.26)–(7.32), we see that the limiting dis-
tribution takes a very simple yet interesting form and all these expressions only
depend on the given values a, b, λ, μ and the two zeros ω1 and ω2 of the polyno-
mial a(1 + s + s2) − bs3. Note also that the other properties, including busy period
distributions and queueing length distribution, can also be expressed explicitly, but
will be omitted here.
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