A full Lie analysis of a system of third-order difference equations is performed. Explicit solutions, expressed in terms of the initial values, are derived. Furthermore, we give sufficient conditions for existence of 2-periodic and 4-periodic solutions in certain cases. Our results generalize and simplify the work by Elsayed and Ibrahim [E. M. Elsayed and T.F. Ibrahim, Periodicity and solutions for some systems of nonlinear rational difference equations, Hacettepe Journal of Mathematics and Statistics 44:6 (2015), 1361-1390].
Introduction
The area of difference equations has attracted many researchers recently. Methods for solving difference equations have been developed ( see [1, 2, 3, 5, 8, 9] ) and Lie symmetry approach is one of them. One of the most useful algorithms for computing symmetries of difference equations is due to Hydon (see [5] ). The Lie symmetry group of a system of difference equations is the largest group of point transformations acting on the space of dependent and independent variables that leave the equations unchanged. Thus an element of such a group, maps a solution of the difference equation onto another solution. In this method, the order of the difference equation is reduced and using the invariance of the equation under group transformations or via the similarity variables, one can find exact solutions. In this paper, by applying Lie symmetry method, we generalize some results in [4] , where Elsayed and Ibrahim investigated the periodic nature and the form of the solutions of nonlinear difference equations systems of order three:
x n+1 = x n−2 y n−1 y n (±1 ± 1x n−2 y n−1 )
, y n+1 = y n−2 x n−1 x n (±1 ± 1y n−2 x n−1 )
.
(1.1)
We study the system
x n+1 = x n−2 y n−1 y n (a n + b n x n−2 y n−1 )
, y n+1 = y n−2 x n−1 x n (c n + d n y n−2 x n−1 )
, (1.2) where (a n ) n∈N 0 , (b n ) n∈N 0 are non-zero real sequences, x −2 , x −1 , x 0 , y −2 , y −1 and y 0 are initial values. Because of the definitions and notation we want to use, we study the equivalent system
x n+3 = x n y n+1 y n+2 (A n + B n x n y n+1 )
, y n+3 = y n x n+1 x n+2 (C n + D n y n x n+1 )
, (1.3) where (A n ) n∈N 0 , (B n ) n∈N 0 are non-zero real sequences. In coming up with the solutions of (1.2) using Lie symmetry method, we first find the Lie algebra of (1.2). We then reduce the order of the equations by utilizing the invariants, and later use iterations to deduce the solutions.
Preliminaries
In this section, we give a background to Lie symmetry analysis. The notation used comes from [5] .
Definition 1.1. [7] Let G be a local group of transformations acting on a manifold M . A subset S ⊂ M is called G-invariant, and G is called symmetry group of S, if whenever x ∈ S, and g ∈ G is such that g · x is defined, then g · x ∈ S. where x = x i , i = 1, . . . , p are continuous variables, is a one-parameter local Lie group of transformations if the following conditions are satisfied:
1. Γ 0 is the identity map ifx = x when ε = 0 2. Γ a Γ b = Γ a+b for every a and b sufficiently close to 0 3. Eachx i can be represented as a Taylor series (in a neighborhood of ε = 0 that is determined by x), and thereforê
x i (x : ε) = x i + εξ i (x) + O(ε 2 ), i = 1, ..., p.
(1.5)
Consider the system of ordinary difference equations
x n+3 = Ω 1 (x n , x n+1 , x n+2 , y n , y n+1 , y n+2 ), y n+3 = Ω 2 (x n , x n+1 , x n+2 , y n , y n+1 , y n+2 ), n ∈ D (1. 6) for some smooth function Ω = (Ω 1 , Ω 2 ) and a regular domain D ⊂ Z. To find a symmetry group of (1.6), we consider the group of point transformations given by
where ε is the parameter and Q i , i = 1, 2, the continuous functions which we shall refer to as characteristics. Let
be the corresponding infinitesimal of G ε with the k-th extension
Note that S is the forward shift operator, acting on n as follows: S : n → n + 1. Further, the linearized symmetry conditions are given by
Once the characteristics Q i are known, the invariant ζ i may be obtained by introducing the canonical coordinate [10] s n = dx n Q 1 (n, x n ) and t n = dy n Q 2 (n, y n )
(1.11)
In general, the constraints on the constants in the characteristics give one a clear idea (without any lucky guess) about the perfect choice of invariants.
2 Symmetries, reductions and exact solutions of (1.3)
Consider the system (1.3), that is,
(2.1)
Symmetries
To get the symmetries, we impose the infinitesimal criterion of invariance (1.10) to get
These are functional equations for the characteristics Q i , i = 1, 2. To eliminate the first undesirable arguments x n+3 and y n+3 , we act the differential operator ∂ ∂xn − y n+1 xn ∂ ∂y n+1 on (2.2a) and ∂ ∂yn − x n+1 yn ∂ ∂x n+1 on (2.2b), the following expressions are obtained after simplification:
To eliminate the second undesirable arguments x n+1 and y n+1 , we differentiate (2.3a) with respect to x n and differentiate (2.3b) with respect to y n . Solving the resulting differential equations for Q 1 and Q 2 gives Q 1 (n, x n ) = α n x n + β n x n ln x n (2.4a) and Q 2 (n, y n ) = λ n y n + µ n y n ln y n ,
where α n , β n , λ n and µ n are arbitrary functions of n. We gain more information on these functions by substituting equations in (2.4) in equations in (2.2) . The resulting equations can solved by the method of separation which yields the following systems:
) and
x n+1 y n 2 : β n+2 + λ n+3 = 0
or simply λ n + α n+1 = 0, and α n + λ n+1 = 0.
(2.6) It turned out that β n and µ n are zero. From (2.5), we can see that λ n+2 − λ n = 0. Thus the solutions of (2.6) are given by α n = −λ n = (−1) n and therefore the characteristics are as follows
The Lie algebra of (1.2) is then spanned by
Reduction and solutions
Using (1.11) and (2.8), we found that the canonical coordinates are given by s n = (−1) n ln |x n | and t n = (−1) n+1 ln |y n |.
(2.9)
We replace α n and its shift (resp λ n and its shift) with s n α n and its shift (resp t n λ n and its shift) in (2.6) and the left hand sides of the resulting equations give the invariants:
U n = ln |x n y n+1 | andṼ n = ln |x n+1 y n |.
(2.10)
The reader can verify that X[Ũ n ] = X[Ṽ n ] = 0. For the sake of convenience, we consider U n = exp{−Ũ n } and V n = exp{−Ṽ n } (2.11) instead or simply U n = ±1/(x n y n+1 ) and V n = ±1/(x n+1 y n ). Using the plus sign, this leads to V n+2 = A n U n + B n and U n+2 = C n V n + D n .
(2.12)
For equations in (2.12) , replace V n in the second equation by A n−2 U n−2 + B n−2 to get U n+2 = C n A n−2 U n−2 + C n B n−2 + D n which implies
Iterating several times, one obtains
where j = 0, 1, 2, 3. Similarly, we have
The equations U n = 1/(x n y n+1 ) and V n = 1/(x n+1 y n ) imply that
which yield
where j = 0, 1. Hence, we have
where j = 0, 1, 2, 3.
Substituting specific values of j and using (2.18) and (2.19), we have;
(2.27)
Solutions of equation (1.2)
From the previous section, replacing x n with x n−2 , y n with y n−2 , V n with 1
x n−1 y n−2 , U n with 1
x n−2 y n−1 and A n , B n , C n , D n with a n , b n , c n d n , respectively, we obtain the solutions for (1.2) as follows:
. (3.8) . In the following section, we look at special cases, where solutions are expressed in terms of initial values. In some of these cases, we generalise and simplify some results found in [4] .
3.1
The case a n , b n c n , d n are constant and explicit solutions Assume that a n = a, b n = b, c n = d, d n = d are constants in the equations obtained in the previous section. The solution is then given by: The solution of the system, which is Theorem 1 of Elsayed [4] is: In this case, we obtain Theorem 2 of Elsayed [4] as follows 
our solution is represented by 8 equations, whereas in Elsayed's case [4] (see Theorems 5, 6, 7, 8, 9, 10, 11, 12) , the solution is represented by 16 equations. Thus ours is a great simplification of Elsayed's solution.
3.2
The case when a n , b n , c n , d n are sequences of period 4
In this setting, we the solution is given by: (4.4)
Similarly, it is not difficult to show that y 4n+j = y j for all n ≥ 0 and j ≥ −2. Since x −2 = x 0 and y −2 = y 0 , we must have x 2+j = x j and y 2+j = for all j ≥ −2. Thus the solution has period 2. Figures 1 and 2) . Similarly, one can show that y 4n+j = y j for all n ≥ 0 and j ≥ −2. Indeed, the solution under the given assumptions is periodic with period four.
For illustration, we give numerical examples (See
For illustration, we give numerical examples (See Figures 3 and 4) . xn(c+dy n−2 x n−1 ) is periodic with period four. The condition x −1 y −2 = 1+a b is not needed. This is clearly seen from the form of solution where one replaces ab − b = 0. This is the case of Theorem 18 of Elsayed [4] .
