We address the quantitative uniqueness properties of the solutions of the parabolic equation ∂tu − ∆u = wj (x, t)∂ju + v(x, t)u where v and w are bounded. We prove that for solutions u, the order of vanishing is bounded by
Introduction
The main purpose of this paper is to provide quantitative uniqueness estimates for a parabolic equation ∂ t u − ∆u = w j (x, t)∂ j u + v(x, t)u (1.1)
by finding an upper bound for the order of vanishing of a solution in terms of the size of coefficients v and w.
Starting with the works of Carleman [C] , there have been many results showing that solutions of the equations of parabolic or elliptic type have a finite order of vanishing, in which case we say that the equation has the unique continuation property. For instance, a result of Escauriaza and Vega [EV] shows that for v in a sharp space L ∞ t L n/2 x (with the natural smallness assumption for the corresponding norm) and w = 0, the equation (1.1) has the unique continuation property. Also, Koch and Tataru proved in [KT] that the equation (2.1) has this property provided v and w belong to appropriate Lebesgue spaces. A sharp result of this type for the elliptic counterpart was established by Jerison and Kenig [JK] (cf. [K1, K2, K3, V] for reviews on unique continuation for elliptic, parabolic, and dispersive equations).
More recently, considerable efforts were dedicated to the quantitative estimates of unique continuation,
i.e., to estimating the maximal degree to which the solution may vanish at a point. There are many applications of such results; in particular, quantitative uniqueness results yield lower bounds on solutions of the corresponding PDE. Also, estimates on the order of vanishing are an essential tool for obtaining upper bounds on the size of level sets of PDE [DF1, DF2, DF3, Ku2, Ku3, Ku4, L] , in inverse problems and control [AE] , upper bounds on vortex degrees [Ku2] , spectral information on Schrodinger operators [BK] , backward uniqueness [EF] , Hadamard type theorems [AMRV, B1, B2, BC, CRV, EFV, EVe, LNW] , and other topics.
The research on quantitative uniqueness was initiated by Donnelly and Fefferman [DF1, DF2, DF3] , who proved that the maximal order of vanishing O u of an eigenfunction u of an elliptic operator is bounded by C √ λ, where λ is the corresponding eigenvalue. They used this estimate to prove that the nodal volume of a zero set of an analytic eigenfunction is bounded by C √ λ. It is natural to ask the following question: Is the order of vanishing of a solution of a boundary value problem −∆u = w∇u + vu subject to periodic, Dirichlet, or Neumann conditions (or with prescribed constant doubling property)
This question remains open and a precise upper bound is currently unknown. Based on an example by Meshkov [M] , who provided a complex valued solution decaying with a certain exponential rate at infinity, Bourgain and Kenig predicted that (when w = 0), the optimal vanishing rate is more likely
In addition, they proved that the order of vanishing can be estimated by this quantity for any solution of the elliptic equation ∂ i (a ij ∂ j u) + vu = 0 (cf. also [KSW] for stronger results in the plane).
In this paper, we address this question for the parabolic equation (1.1). As it is the case for the elliptic equation, it is an open problem whether, under natural growth conditions at infinity (for example as those in the present paper), the quantity (1.2) provides an upper bound for the order of vanishing for solutions u of (1.1). Our main result asserts that the order of vanishing bounded by
This result is in agreement with an elliptic upper bound proved by Bourgain and Kenig in [BK] when w = 0. However, our proof is based on a completely completely different approach, which we describe next. The method presented here is based on the parabolic frequency function introduced by Kurata [Kur] and Poon [P] , which is in turn inspired by earlier works on elliptic equations by Almgren [Al] and Garofalo and Lin [GL] . It is based on the observation that the frequency
is logarithmically convex for solutions of the heat equation. Above,
denotes the (2π) n/2 -multiple of a backward Gaussian kernel. It was also shown in [Kur, P] that the method can be applied to the equation (1.1) yielding a strong unique continuation property for u when v and w are bounded. Following the dependence on v L ∞ and w L ∞ , we obtain that the degree of vanishing (for example under an assumption of periodicity) is bounded by
In order to improve this result and obtain the bound (1.3), we use a similarity variable approach from [Ku2] (cf. also [An, Ch] ) with the addition of a change of variable introduced in [Ku4] which optimizes the Dirichlet quotient (i.e., replaces Q in (4.6) withQ in (4.11)). The similarity change of variable was used in many contexts; here the idea is that the parabolic structure and the Dirichlet quotient method ( [A, AN, CFNT, FS] ) leads to the necessary logarithmic convexity. In addition, we use in an essential way theorems due to Alessandrini and Vessella [AV] on the polynomial approximation of a solution of a parabolic equation (cf. also [H1, H2] ). The paper is structured as follows. In Section 2, we state the main result on the maximal order of vanishing for the equation (1.1). In Section 3 we find a point x ǫ and the time −ǫ, where in a certain sense the frequency is optimized. In Section 4, we recall the similarity change of variables and spectral properties of the resulting linear part. Finally, Section 5 contains the proof of the main theorem.
Notation and the main result
Our goal is to address the quantitative uniqueness for solutions u of the equation
The solution u as well as the coefficients v, w ∈ L ∞ (R n ) are assumed to be periodic in x with respect
to Ω = [−π, π] n (for the conditions omitting the periodicity assumption, cf. Remark 2.2 and Section 6 below). Also, assume that
Since we are interested in the dependence of the order of vanishing on M 0 and M 1 when they are large,
the parabolic cylinder centered at (x 0 , t 0 ) with radius r > 0, while the parabolic norm of (x, t) ∈ R n × R is given by
We write W 2,1 ∞ (Q 1 ) for the Sobolev space of functions whose x-derivatives up to second order and tderivative up to the first order belong to L ∞ (Q 1 ).
Denote by O (x0,t0) (u) the order of vanishing of u at (x 0 , t 0 ), which we define (in the L 2 sense) as the
Let q 0 be an upper bound for the Dirichlet quotients of u on [T 0 , T 0 + T ], i.e.,
The following is the main theorem of this paper.
∞ (Ω×I) be a nontrivial solution of (2.1) for t in a neighborhood of [T 0 , T 0 +T ] with w j and v satisfying (2.2) and (2.3), respectively. Then the order of vanishing of u at (x 0 , t 0 ) satisfies
where the constant C depends on T , L, and q 0 .
Remark 2.2. It is not difficult to check that it is possible to replace the x-periodicity assumption with
where M is a constant, making an assertion about the doubling at the point (0, T 0 + T ). For the necessary modifications, cf. Section 6 below.
The proof of Theorem 2.1 is divided into several lemmas.
translation and rescaling, we may assume that u is defined for t in an open interval I of [−T, 0] and that
Optimizing the frequency function
Recall from (1.5) that G 0 represents the (4π) n/2 -multiple of the backward Gaussian kernel.
Lemma 3.1. Let u be as above with v and w j satisfying (2.2) and (2.3). Assume that ǫ ∈ (0, T ). Then
for some x ǫ ∈ Ω.
This lemma shall be used below with ǫ = 1/C(M
0 ) where C is sufficiently large.
Proof of Lemma 3.1. Assume that, for some λ > 0, we have
We intend to show that this is not possible if λ > q(−ǫ) (this is sufficient since due to periodicity and continuity, the minimum of the quotient in (3.1) is achieved). The statement (3.2) is equivalent to
Integrating the left side of (3.3) over Ω and using
Similarly, we have
Combining (3.4) and (3.5) with (3.3), we get
Since u(·, −ǫ) is not identically zero, we obtain a contradiction if λ > q(−ǫ). Setting λ = 2q(−ǫ), we conclude that there exists x ǫ ∈ R n such that (3.1) holds. By periodicity of u, we may assume that x ǫ ∈ Ω.
We proceed with a change of variables so that at time −ǫ the solutions starts at the point x ǫ from Lemma 3.1. Let
We then have
Note also that
for all t ∈ [−ǫ, 0), and (3.1) may be written as
The function u solves a modified equation
Observing (3.10), we remove tilde from here on, and write u instead of u. Setting
(3.13) may then be rewritten as
(3.14)
Similarity variables
Next, we apply a similarity change of variable
with τ = − log(−t), i.e., t = −e −τ for t ∈ [−ǫ, 0]. Also, write
and
for j = 1, . . . , n where τ 0 = log(1/ǫ). Denoting
, (4.6) the equation (3.14) may be written as
where we denote
A straight-forward change of variables yields
We now observe a simple fact
In order to analyze the asymptotic behavior of eigenvalues of A(τ ), we first recall the spectral properties of H. The Hermite polynomials h k are defined on the real line as
while the Hermite functions read
By taking the product of one-dimensional Hermite functions, we generalize the definition to R n ,
where α = (α 1 , . . . , α n ) ∈ N n 0 , and x = (x 1 , . . . , x n ) ∈ R n . The set
forms a complete orthonormal system for L 2 (R n ) and the functions φ α solve
Then we have
and thus
Lemma 4.1. For a sufficiently large constant K 0 > 0, set
where C depends on q 0 . Moreover, for every δ > 0, there exist η ∈ (log(1/ǫ), 0) and constants A 1 (δ), A 2 (δ) > 0 such that
for all t ∈ [−η, 0).
Proof of Lemma 4.1. We first divide (4.9) by U L 2 (R n ) and then take the inner product of the resulting equation
. Let B(U ) denote the right side of (4.9). We obtain
where we abbreviate
so (4.25) becomes
On another note, by differentiating (4.11), we get
Since A(τ ) is a symmetric operator whose derivative is given by
Then, substituting (4.30) in (4.27), we get
We integrate by parts on the second term on the right hand side and note that U ∂ j U = 0 and ∆U ∂ j U = 0. Therefore, (4.31) becomes
Now, As for the last term in (4.32),
Hence, for the right side of (4.32) we have
It is easy to check that
where
Applying Young's inequality to the last term, we get
Observe that (4.42) where the last inequality is obtained by assuming that K 0 is a sufficiently large constant. Thus we may now apply [Ku1, Lemma 2.2] and estimatē
By (3.12), (4.11), (4.12), and (4.13) we havē
where we used (2.5) in the last inequality. Recall that a = −x ǫ /ǫ, where x ǫ ∈ Ω, which implies |a| ≤ C/ǫ.
by allowing C to depend on q 0 . Going back to (4.40) and applying Young's inequality one more time, we obtain
Integrating (4.46) and using the bound onQ, we get
In order to estimate the second term on the left from below, let v L 2 = 1. Then
Using this inequality in (4.46) and letting τ → ∞, we get as τ → ∞ for some m ∈ N 0 . Going back to (4.7), we have
which may be rewritten as
Note that (∂ j U, U ) = 0, and thus
AsQ(τ ) is uniformly bounded,
Integrating (4.53), we get
By (4.47), we have that for all δ > 0 there exists t 1 (δ) > 0 such that
Therefore,
Consequently, for all δ > 0, there exists τ 1 ≥ τ 0 such that
for some positive constants A 1 (δ) and A 2 (δ). Switching back to the original variables, we obtain (4.24), and the proof is concluded.
A function f (x, t) is homogeneous of degree d if for any λ > 0 and (
A polynomial P (x, t) of degree at most d ∈ N can be decomposed into a sum of homogeneous polynomials whose degree of homogeneity is at most d. The following elementary results regarding polynomials play an important role in the subsequent argument.
where C 0 is a constant depending on the polynomial.
Proof of Lemma 4.2. By substituting Q in the integral, we obtain
and the lemma is established. 
where C 0 is a constant. If µ i is an odd integer for some i ∈ {1, · · · , n}, then
Proof of Lemma 4.3. For |µ| > 0, we have
where K is a fixed constant. It is easy to check that
where (4.60) and (4.56) follows. If µ i is odd for some i, then we have (4.57) by symmetry.
The proof of the main theorem
Before concluding with the proof of the main theorem, we need a statement connecting the order of vanishing with the degree of the eigenfunction.
Lemma 5.1. Consider a solution u ∈ W 2,1 ∞ (Ω × I) to the equation
for t ∈ [−ǫ, 0] with ǫ ∈ (0, 1) where a j are constants and where w j and v satisfy (2.2) and (2.3), and suppose that u has finite order of vanishing d ∈ N 0 at (0, 0). With m ∈ N, assume that for all δ > 0 there exist η ∈ (0, ǫ] and A 1 (δ), A 2 (δ) > 0 such that
Proof of Lemma 5.1. Since the statement clearly holds when d = 0, we assume d ∈ N. First, assume that (5.2) holds for some fixed δ > 0. Fix δ > 0. Since the degree of vanishing of u at (0, 0) is d > 0, there exists γ > 0 such that
for all (x, t) ∈ Q 1 . Note that for any R > 0 we have
By (5.2) and (5.4), for all δ > 0 there exist η ∈ (0, ǫ) and
Furthermore, by Lemmas 4.2 and 4.3,
where C depends on R. Combining this with (5.5), we get
which yields
For the other direction, we use [AV, Theorem 1.1] on a structure of a solution in a neighborhood of a point where u vanishes. Recall that u solves
and for all (x, t) ∈ Q 1 ,
where C depends on u, v, and w. This implies that for any r ≤ 1, and α ∈ (0, 1)
Therefore, by [AV, Theorem 1.1] , for the solution u ∈ W 2,1 ∞ (Q 1 ) of (∂ t + ∆)u = f , there exists a homogeneous caloric polynomial P d of degree less than or equal to d such that for any α ∈ (0, 1),
for (x, t) ∈ Q 1 . Since the degree of vanishing of u is d, the degree of P d has to be d. Thus we may write
where not all C µ,d equal zero. Then, by (5.2) and (5.9), we have for all t ∈ [−η, 0],
On the other hand,
by Lemma 4.3 where C 0 > 0. Consequently, we have
By (5.7) and (5.12), we get
and since this holds for all δ > 0, we conclude that d = m.
Proof of Theorem 2.1. In Lemmas 4.1 and 5.1, we have shown that
as τ → ∞, where m = O (0,0) (u). Combining these two facts, we arrive at the desired conclusion.
6 The case R n Here we present the modifications when the periodicity assumption is removed. Let u be a solution of (2.1) defined for (x, t) ∈ R n × I, where I is an open interval containing [T 0 , T 0 + T ]. Instead of periodicity, we assume (2.7), where C is a constant. The coefficients v and w satisfy (2.2) and (2.3). For simplicity, we assume M 0 , M 1 ≥ 1. Let q 0 be an upper bound for the Dirichlet quotients of u on [T 0 , T 0 + T ], i.e.,
The following is the analog of Theorem 2.1.
Theorem 6.1. Let u ∈ W 2,1 ∞ (Ω × I) be a nontrivial solution of (2.1) with w j and v satisfying (2.2) and (2.3), respectively. Then the order of vanishing of u at (0, T 0 + T ) satisfies
where the constant depends on T , M , and q 0 .
The proof is the same as in the periodic case except that we need to modify Lemma 3.1, stated next.
Assume, as above, that T 0 = −T so that the time interval is [−T, 0].
Lemma 6.2. Let u be as above with v and w j satisfying (2.2) and (2.3). Let ǫ ∈ (0, T ) be such that
for a sufficiently large constant C. Then ǫ R n |∇u(x ǫ + y, −ǫ)| 2 G 0 (y, −ǫ) dy R n u(x ǫ + y, −ǫ) 2 G 0 (y, −ǫ) dy ≤ CM ǫq(−ǫ) (6.4)
for some x ǫ ∈ B 2 .
Proof of Lemma 6.2. Assume that, for some λ > 0, we have We shall show that this cannot hold if λ ≥ CM q(−ǫ) for a sufficiently large constant C > 0. We integrate (6.5) in x over B 2 and change the order of integration to obtain while the left side of (6.6) equals u(x, −ǫ) 2 dx ≥ 1 CM R n u(x, −ǫ) 2 dx (6.9)
where the first inequality holds by (6.3) if C is sufficiently large and the second one holds by (2.7). Therefore, we get
(6.10) Using (6.1), we get a contradiction if λ ≥ CM q(−ǫ).
