The scheduling scheme in packet switching networks is one of the most critical features that can affect the performance of the network. Hence, many scheduling algorithms have been suggested and some indices, such as fairness and latency, have been proposed for the comparison of their performances. While the nature of Internet traffic is bursty, traditional scheduling algorithms try to smooth the traffic and serve the users based on this smoothed traffic. As a result, the fairness index mainly considers this smoothed traffic and the service rate as the main parameter to differentiate among different sessions or flows. This work uses burstiness as a differentiating factor to evaluate scheduling algorithms proposed in the literature. To achieve this goal, a new index that evaluates the performance of a scheduler with bursty traffic is introduced. Additionally, this paper introduces a new scheduler that not only uses arrival rates but also considers burstiness parameters in its scheduling algorithms.
I. Introduction
Although packet scheduling algorithms have been widely studied over the past several years [1] - [25] , this subject is reemerging as a fresh and challenging subject [1] - [5] due to the widespread usage of such multimedia applications as IPTV and video on demand and the introduction of such services as realtime and interactive gaming. For current and future multimedia services and applications, the provisioning and guaranteeing of the quality of service (QoS) are important issues for service providers. Supporting the QoS will be impossible without proper traffic management and scheduling algorithms. With the increase in transmission rates and the development of multimedia applications, the scheduling algorithms may acquire a more significant role in switches and routers. These applications and services have a variety of traffic profiles and very different QoS requirements. Many services and applications on multimedia networks, such as compressed video, real-time video broadcast, interactive distributed gaming, and so on have bursty traffic nature, which means that the instantaneous data transmission rate varies rapidly. However, bursty traffic can have a significantly undesirable effect on the guaranteed QoS parameters of the network. Therefore, evaluating and improving scheduling algorithms in the presence of bursty traffic is necessary to improve the QoS provisioning on multimedia networks. With respect to the bursty traffic behavior, scheduling algorithms can be classified as follows: rate proportional servers, burst servers, and rate-burst servers.
In many studies, the guaranteed service rate is considered the main parameter used by schedulers to guarantee the service [6] - [16] . In the literature, these scheduling algorithms, which only use the guaranteed service rate for making scheduling decisions and their main goal is to distribute the service based on fairness, are called rate proportional servers [6] - [9] . It has been proven that the generalized processor sharing (GPS) method is the ideal scheduling algorithm among all methods to use for rate proportional servers [10] . Due to its theoretical position, GPS has been widely used in research as a reference point, and many methods have been developed to approximate its behavior [12] - [16] . Bursty traffic is not supported by this type of scheduling method.
The second type of scheduling algorithm is burst servers. In this type of scheduling algorithm, such as the burst scheduling algorithm [17] , traffic is modeled by a series of bursts, which is proper for some applications, such as compressed video [17] and optical burst switches (OBS) [18] , [19] . Some other studies also use a due time threshold to serve bursts in this viewpoint [20] - [22] .
From the above survey, we can state that a burst server scheme tries to support a desirable service to each burst, and it is not appropriate for non-bursty traffic. However, our proposed algorithm attempts to merge the burst servicing that is applied in the burst server with rate-fair servicing, which is a basic role in the rate proportional servers.
The last category of scheduling algorithms includes those scheduling schemes that consider both the service rate and burst service simultaneously, which we refer to as rate-burst servers in this paper. In these methods, in addition to the service rate, such parameters as burst length and packet delay are also taken into consideration. Some other scheduling algorithms, such as our algorithm, can be classified in the rateburst servers category [23] - [26] . In some studies (for example, [23] ), the service share that a bursty session lost was calculated by credit. The scheduling algorithm then tried to compensate for the lost share. In [24] , a modified weighted fair queuing (WFQ) method was proposed for packet scheduling in a wireless downlink channel to serve bursty traffic. In some other studies, such as [25] , by comparing the queue length with a threshold the session's weight increased. The scheduling of real-time variable bit rate traffic (such as video) and constant bit rate traffic (such as audio) was the main idea in such studies.
The main feature of our algorithm is that it is based on GPS as a fluid flow model. Thus, the proposed algorithm can be used to evaluate scheduling algorithms in an idealistic condition in which there is no limitation on the packet transmission. In [27] , the authors used the leaky bucket (LB) algorithm as their traffic shaping method for arriving traffic and used output control rate GPS (ORC-GPS), which is a modified version of GPS, as a scheduling algorithm. They used bucket size σ as their controlling parameter along with a service token bucket for each flow to reduce the delay bound and also control the output rate. Unlike our proposed algorithm, ORC-GPS is non-work conserving, as the token buckets cannot get more than their assigned rate if all token buckets are empty. Recent studies also investigated behavior of the GPS under various bursty traffic models [28] - [30] . However, we could not find any paper in which GPS was modified to support bursty traffic as is presented herein.
On the other hand, one of the most effective ways to minimize the undesirable effects of bursty traffic is to control the burstiness using smoothing methods [1] . LB shaping is currently used in many switches and is the basis for many analyses [31] - [33] . In this paper, we use bucket size definition σ as the burstiness index. One reason for this choice is the widespread use of the LB in network flow control. In addition, the burstiness defined by LB is measurable in real time by calculating the virtual queue length [34] . Therefore, using this index makes deploying the scheduling algorithms more convenient in comparison to using other indices. The LB is a special case of burstiness constraint curve or arrival curve in the network calculus theory [35] , and using this theory makes it possible to calculate the upper bound for the delay and the queue length in the network.
In section II, we propose a framework to evaluate rate-burst scheduling algorithms. This framework includes a new concept called "burst service" and a new criterion called "time to compensate for the postponed service" (TCS). Then, we compute TCS for some well-known schedulers. In section III, we propose and evaluate "regulated burst service scheduling" (RBSS), which is our novel scheduling algorithm based on the service rate and burstiness of traffic. Finally, section IV concludes the paper.
II. Rate-Burstiness Scheduling Framework
Framework
Rate-burstiness scheduling is a general framework for scheduling algorithms. This framework is the basis for the performance analysis in this paper. In this framework, as shown in Fig. 1 , scheduler  provides service in a connectionoriented manner to a set of sessions (f i denotes a session), in which the sessions share an output link with bandwidth rate Pck. R. Each session is a specific flow of data that passes through the scheduler in a certain time frame. Scheduler  uses separate queues for each session to temporarily store its data. At time t, all accepted sessions belong to set AF(t), and any backlogged session or session without an empty queue belongs to set BF(t). At the entrance of the scheduler, a policer is used to ensure that each session's traffic is in LB form. The arbitrator provides the service to the received packets based on the scheduling algorithm. Overall, service is assumed to be a fluid flow, meaning it is possible to provide service to packets from several sessions simultaneously. Nevertheless, packetize schedulers can be considered in this framework as well. The main difference in packetize scheduling algorithms is that during the serving time of one packet, no other packet may be served. The fluid flow model is usually used in the theoretical analysis and assessments.
In this framework, each session identifies two parameters when it is established: the compensable service threshold ( i ) and the required average rate ( i  ). The scheduler guarantees that for each accepted f i , the average service rate over a longterm period would be i  . Therefore, for achieving this goal in this framework, it is required that AF( )
which indicates the position of the session in terms of the service rate. Therefore, in this framework, we have
It is clear that due to the lack of data, each f i may receive less service than its reserved amount of service, which is determined by service rate  i . We refer to this amount of unused service as the postponed service. Assuming that the postponed service is less than or equal to threshold  i , the scheduler must be able to compensate for the postponed service in a limited time by assigning an extra share. The scheduler may only guarantee this if the other sessions do not simultaneously request extra shares. Since assigning an extra share of service is used to serve the arriving bursts, in this paper, this kind of service is called "burst service."
With the right choice of the  i and  i values, this framework includes traditional scheduling algorithms, such as GPS, virtual clock [12] , weighted fair queuing (WFQ) [11] , and selfclocked fair queuing (SCFQ) [13] . The appropriate selection of these parameters is described in subsection III.3.
Concepts and Quantities
First, we define concepts and quantities. Next, we define a new evaluation parameter. This parameter is then used to evaluate the burst service.
Definition 1: Relative service. Let S i (t 1 , t 2 ) be the amount of data that departs the queue of f i . Then, the relative service for this session, 1 2 ( , ) i s t t , is defined as follows:
Similarly, for a set of sessions, F, if all sessions are constantly backlogged during (t 1 , t 2 ), then the relative service of this set, F 1 2 ( , ) s t t , is defined as follows:
. Figure 2 shows the MTCS through an example. A smaller 
value for MTCS i means a larger service rate might be used to compensate for the postponed service. Since F i depends on all existing sessions except f i , the value of MTCS i for f i will change based on the existing sessions. In Definition 6, a special case is considered so that the value of MTCS i becomes unique.
Definition 6: TCS i . If the amount of relative service that f i has received at time t 0 is i i   lower than the amount of relative service that f i * has received, then TCS i is the earliest time after t 0 (if one exists) that their relative service become equal to one another.
Definition 7: Rate-burst fair scheduler (RBFS). Scheduler
 is considered to be an RBFS if  can satisfy both of the following conditions:  is an RFS, and there is a finite value for TCS i for any admitted f i .
Lemmas for Parameters β and γ
Herein, we prove some lemmas and corollaries that are used to indicate the relation between parameters β and γ. Lemma 5 states a condition that the MTCS value is infinite at the RFSs. Proof. Based on Definition 6, it is clear that the burst service is defined when f i becomes backlogged after it has been idle (that is, its queue length is zero). In such a circumstance, due to the LB constraint, the maximum postponed service that can be created is equal to i  . This argument is true because, after instant t 0 , when the session becomes backlogged, if the arrival rate is maximum (that is,  i ), then its shared service rate is at least  i , and any additional amount of postponed service is meaningless. Therefore, the proof of the lemma is complete.     can be considered the service fairness index (SFI) [13] . Many scheduling algorithms, such as GPS and its approximations (for example, WFQ [11] , SCFQ [13] , and frame-based fair queuing [15] ), are RFS because the values of SFI are bounded in these algorithms. Conversely, some other algorithms, such as first-in, first-out and virtual clock (VC) [12] , cannot be considered to be RFS since the SFI bounds do not exist for these algorithms [15] 
Proof. According to Lemma 3 and Lemma 4, the proof of the corollary is straightforward. It should be noted that
, where F is a set of sessions excluding f i , then the MTCS i of f i against set F is not bounded.
We consider that, in the rate-burstiness scheduling framework, the evaluation criteria is as follows:
 The SFI assesses the fairness in terms of the service rate;  The TCS index assesses the burst service. These criteria will be considered in the rate-burstiness framework in terms of the scheduling parameters for each session.
Calculation of TCS for Scheduling Algorithms
The SFI and maximum packet delay have been calculated http://dx.doi.org/10.4218/etrij.14.0112.0524
for most scheduling techniques [6] - [15] . In this part, we will calculate the TCS, which was defined previously for some scheduling algorithms, including GPS [10] , VC [12] , and RFS (see Definition 3). 
III. Regulated Burst Service Scheduling Algorithm
In this section, some required parameters are defined and RBSS is introduced. RBSS uses the average service rate and compensable service threshold parameters.
Definitions of RBSS Parameters
The burstiness of arrival traffic is estimated by the length of the backlogged queue in RBSS. To quantify the acceptable value of the burstiness that is supported by the scheduler, the minimum burst threshold (MBT), burst service parameter (BSP), and burst degree (BD) are defined below. Using these parameters, the scheduler evaluates the bursty condition for each session and accordingly calculates the instantaneous service rate.
Definition 8: MBT. For any f i session, MBT i is the minimum backlogged queue length to be considered as representative of a bursty condition by the RBSS. Hence, if Q i (t) denotes the queue length at time t, we say f i is bursty when Q i (t)>MBT i .
Definition 9: BD. At any time t and for any f i , the ratio of the queue length (Q i ) to the MBT i is the BD. Let us denote the BD of f i at time t as BD i (t). .
Definition 10: BSP. For any f i , constant value BSP i is defined such that the weight of that session will cease increasing when the value of BD i (t) becomes greater than BSP i .
In RBSS, the buffer size of an admitted session (for example, f i ) is scaled by MBT i , as shown in Fig. 3 . RBSS may increase its instantaneous service rate up to the BSP i value. The value of burstiness at time t is measured by BD i (t). In subsection IV.2 we will show how RBSS uses BSP i and BD i (t) to control the service rate of the session.
Algorithm Description
Our proposed scheduling algorithm is based on the fluid flow model, which means that services are distributed among sessions in infinitesimally small amounts. Unlike packet schedulers, this scheduler is able to simultaneously serve packets from several sessions.
The RBSS algorithm is an improved version of GPS, which is based on the rate-burstiness framework or a scheduling discipline, which serves sessions in accordance with the arrival rate and burstiness. In RBSS, we propose time dependent weight or instantaneous weight for each session. The weight of each session is constant and denoted by  i for f i , but the instantaneous weight is time dependent in RBSS. Let w i (t) be the instantaneous weight of f i at time t; then, w i (t) will be changed according to the burst condition of the session or BD i in RBSS. Using w i (t), the allocated service rate of RBSS at time t, r i (t), is calculated as follows:
When the queue length of f i increases, BD i (t) increases as well. Similarly, the weight of f i increases when the condition seems to be burstier. To calculate the weight of each session, it is possible to simply use a proportional equation, such as (10).
  ( ).
Note that when a burst arrives in a session, the queue length of the session increases and the value of BD i (t) therefore increases; consequently, the service rate increases. Intuitively, a problem in using (10) is that when the queue length of a session approaches zero, BD i (t) also goes down to zero. This means that at the final stage of a service, when the queue becomes almost empty, the service rate will gradually approach zero as well. However, since data remains in the queue, the packet delay increases, which is not acceptable.
On the other hand, to regulate both the rate and burstiness, the permissible increase to the weight of each session should be bounded. Otherwise, it is possible that increasing the service rate of a session will result in the starvation of other sessions. Hence, to overcome these issues in the RBSS, (11) Figure 4 describes RBSS according to a GPS system. A weight calculator is used, which is a block that is added to calculate the instantaneous weight of each session and deliver it to the GPS scheduler. In GPS,   
Analysis of RBSS Algorithm
In this subsection, the analysis of RBSS will be presented. In this analysis, the SFI and TCS will be calculated.
A. Service Fairness Index
Theorem 4 proves that RBSS has a bounded SFI. The proof of Theorem 4 is based on Lemma 6, Lemma 7, and Corollary 2. Due to space limitation, the proofs of these lemmas are omitted. 
where max {2, , 
where A is obtained from (14) . Proof. By using the Lemma 7 results as substitutes in Lemma 6, the proof is complete. □ Theorem 4. If RBSS is applied in the rate-burstiness scheduling framework, for any two backlogged sessions (f i and f j ) during the entire time period (t 1 , t 2 ), we have max max 
B S P  
). Let us denote t k as the duration in which the associated instantaneous weight to f i is i k   . Also in this lemma, it is shown that the maximum difference can be obtained when all instantaneous weights except f i and f j are considered to be zero. Additionally, the overall maximum difference of the relative service can be obtained when one of the two sessions, f i and f j , (suppose f i ) has the maximum possible queue length ( Since the service rate of f i is larger than the arrival rate at this time, the difference between the service rate and arrival rate makes the queue size of f i shrink. When the queue size of f i reaches the value of MBT i ×BSB i , the weight of the session is reduced to . (1 )
Under similar conditions, the instantaneous weight of f i will be reduced step by step; during each step (period of time), the weight of f i is constant and {2, , } i k B S P   . According to Corollary 2, we have    ˆ.
(1 )
Since our main goal is to calculate the maximum difference between the relative services of f i and f j , it is correct to write
t s t t s t s t s t s t s t s t
We must consider the other possible case, in which the instantaneous weight of f j is maximum at time t 1 and it is minimum for f i . A similar result is obtained as follows:
Combining both cases, that is, (21) and (22), inequality (as expressed in (16)) can be achieved and the proof of the theorem is complete. □ Note that from (16), we can conclude that RBSS is an RFS.
B. TCS
In this part, an upper bound for the TCS in the RBSS algorithm is obtained. 
Proof. With respect to the definition of TCS (see Definition 6), let us consider only f i and its complement, f i * , which are scheduled by RBSS. Furthermore, let t 0 denote the moment that f i becomes backlogged; then, we have
Therefore, TCS i is the minimum interval (if it exists) during which compensation for the postponed service can occur.
Since the instantaneous service rate, r i (t), depends on the queue length in RBSS, to have the maximum service rate (to have the minimum amount of time required to compensate for the postponed service), it is necessary for the queue length to be maximum at time t 0 . Due to the LB constraint, for this purpose, the arrival in f i should beat its peak after time t 0 , that is, 
( 1)
Therefore based on (26), we have
For this time, using Theorem 5 and replacing
Hence, if 
. 1
Therefore, by replacing
we obtain
which shows that
Additionally, using Theorem 5 in this case, we can conclude that if we have inequality (as shown through (23) 
Equation (34) can be written in a simpler form, as follows: 
4. Comparison and Discussion Table 1 presents the SFI and the TCS index for GPS, VC, RFS, and RBSS. In GPS, VC and RFS, the parameters are either unbounded or bounded under limited conditions. However, Table 1 shows that the SFI and the TCS index are tunable using design parameters BSP i , MBT i , and  i . Choosing the suitable parameters enables the scheduler to differentiate the QoS of each session based on both the service rate and the burst service parameters.
To compare the numerical results of the obtained indices and the packet delay values under RBSS with GPS at a single node, an example is stated. We consider an RBSS server that schedules five sessions with the same request service rate (equal to 64 kbps) and transmits their packets through an Table 1 . Performance evaluation indices. output link with a rate of 320 kbps. The packet length in all sessions is assumed to be fixed at 8 bits. Furthermore, packet arrivals in f 1 , f 2 , and f 3 are assumed to be uniform. Hence, packet inter-arrival in the sessions is equal to 125 μs. Moreover, it is assumed that f 4 and f 5 are using ON-OFF discipline for their packet arrival. The packet arrival process for f 4 and f 5 is eight packets every 1 ms and 32 packets every 4 ms, respectively. Different values of MBT i and BSP i are assigned to f 1 to f 5 in four different scenarios, as shown in Table 2 . In the first scenario, S 1 , each BSP i is considered to be zero, thus RBSS acts as GPS. Applying Table 1 , the values of TCS can be calculated for each session in every scenario. Using simulation, the average packet delay values are calculated for each scenario over 4 seconds for the transmission of 16,000 packets. The numerical results are summarized in Table 2 . Since all the parameters of f 1 , f 2 , and f 3 are equal, only the values for f 3 are shown in Table 2 .
According to the numerical results, we can conclude that when a non-zero BSP value is chosen for a bursty session, the packet delay values of such a session decrease, unlike when the BSP value is equal to zero. Also, the TCS index is bounded when the BSP value is not zero. For example, in scenario S 2 (or S 3 ), in which the value of BSP is not equal to zero for f 4 (or f 5 ), the TCS value for such a session is bounded. Moreover, the average value of the packet delay for this session decreases compared to GPS (S 1 scenario). In scenario S 4 , we set the BSP i value to 4 and 7 for bursty sessions f 4 and f 5 , respectively. The results of scenario S 4 indicate that in comparison with GPS, the packet delay values and TCS indices of both bursty sessions are reduced. Therefore, clearly, RBSS serves both bursty sessions than the other algorithms do. For more details on the RBSS performance obtained through simulation, refer to our studies [36] and [37] .
IV. Conclusion
In this paper, we focused on the behavior of scheduling algorithms serving bursty traffic. A new parameter called "burst service" was defined, which represents the amount of service when a burst arrives. To quantify the scheduling behavior, a general framework, the rate-burstiness scheduling framework, was introduced. In this framework, it is assumed that all traffic is leaky-bucket (LB) shaped and the scheduler should regulate its service in accordance with the parameters of the LB shaper. Since the well-known SFI defined by Golestani (1994) [13] is not enough to evaluate the behavior of a scheduler during the burst arrival, a criterion called "time to compensate for the postponed service (TCS)" was defined to measure the burst service performance. This parameter was evaluated for some of the common scheduling schemes. It was shown that the TCS value is unbounded not only for GPS, which is considered the ideal fair scheduling algorithm, but also for some other methods.
Additionally, a new scheduler to serve bursty traffic, regulated burst service scheduling (RBSS), was presented. This scheme uses both the rate and burstiness parameters of each instance of arriving traffic. The RBSS is based on GPS with some modifications. The main characteristic of RBSS is the assignment of weight to each session, with respect to queue length dynamics. Based on this modification, when a burst arrives, the proposed scheduler increases its service rate. Analytical results of RBSS show that both the SFI and the TCS index are bounded in RBSS. Therefore, in addition to providing a rate-fair service, the burst service could be provided by RBSS. This feature can be a significant characteristic, allowing a QoS guarantee in the next generation of networks in which multimedia applications are widely used.
