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1. Introduction.
In this thesis, we want to make probabilistic approach to some limit problem in relativistic
quantum mechanics.
Quantum mechanics is a theory to explain the phenomena in space-timeRdR = Rd+1
which are caused by atoms, molecules and elementary particles. The measured results of
the quantities of the quantum mechanical particle, for example, the total energy in other
words Hamiltonian, the position and the momentum distribute in general probabilisti-
cally. This point is dierent from classical mechanics, which is deterministic theory. Such
physical quantities are called observables and are expressed by self-adjoint operators in
L2(Rd). Especially, the quantum mechanical Hamiltonian, often written by H, is called
Schrodinger operator. The state of the particle is also expressed by a non-zero element
of L2(Rd): When the state of the particle is  2 L2(Rd), the probability for the particle
to be found in a region M  Rd is given by (k 1Mk2=k k2)2, where 1M is the indicator
function of the subset M and k  k2 is the L2(Rd)-norm. Furthermore, if (; ) is the inner
product of L2(Rd), the measured results of the Hamiltonian H is given by (H ; ). We
note that this value is a real number due to the self-adojointness of H in L2(Rd). The




 (x; t) = H (x; t); x 2 Rd; t > 0: (1.1)
Here ~ = h=2, the Planck's constant h divided by 2. The solution  (x; t) of (1.1)
is called wave function. In the following, ~ is taken to be 1 without loss of generality.
Equation (1.1) is obtained through quantization, a mysterious procedure which shifts from
classical mechanical system to quantum mechanical system.
Now, let us consider a spinless particle with mass m under the inuence of the magnetic
potential A(x) and the electric potential V (x). In nonrelativistic case, the corresponding









+ V (x); (; x) 2 Rd Rd: (1.2)
Here E is the total energy, and  and x are the momentum and position for the particle.
The constants c and e are the light velocity and the electric charge. Then the quantization
procedure consists of changing the total energy E on the left to the dierential operator
i @
@t
, and the variables  and x on the right to the dierential operator  ir and the
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A(x))2 and the electric potential V (x) on the right, respectively, to the two operators




A(x))2 and the multiplication operator
V (x) by function V (x). Then, assuming all these operators to apply to a function









+ V (x): (1.3)
H =   1
2m
 when A  0 and V  0, where  is the Laplacian @2
@x21
+   + @2
@x2d
on Rd.
One can deal with equation (1.1) from probabilistic viewpoint by going from Minkowski
space-time to Euclidian space-time. Namely, we change time t to imaginary time  it and
put u(x; t) :=  ( it; x) in (1.1), leading to imaginary time Schrodinger equation
@
@t
u(x; t) =  Hu(x; t); x 2 Rd; t > 0: (1.4)
It is well known that, for H in (1.3), the solution of the Cauchy problem for (1.4) with





















A(x + B(s))  dB(s) is called Ito^'s stochastic integral ([21], [13], [1]), and m is
a probability measure, called Wiener measure, on the space C0 := C0([0;1) ! Rd) of
continuous paths B : [0;1)! Rd with B(0) = 0 such that











2m ;  2 Rd; t  0:





jyj2 is the fundamental solution of (1.4) with H =
  1
2m






u(x; t); x 2 Rd; t > 0:
and so this function is also called heat kernel.
In this thesis, we consider a spinless particle with mass m in relativistic quantum
mechanics (for example, pions and electron ignored spin). For this purpose, we treat the
4
imaginary-time Schrodinger equation (1.4) with the quantum Hamiltonian H associated
with the classical Hamiltonian symbol on the right-hand side of the equation
E =
p
c2(   eA(x))2 +m2c4  mc2 + V (x); (; x) 2 Rd Rd: (1.6)
We may also use the expression
p
c2(   eA(x))2 +m2c4+V (x) instead, without subtract-
ing rest energy mc2. However, the use of expression (1.6) will enable us to notice equation
(1.4) with the Weyl quantized relativistic Hamiltonian as H to have a deep connection
with Levy process (see Denition 6.3 in subsection 6.1) in probability theory.
The aim of this work is to show the convergence of the solutions of the Cauchy problem
for (1.4) as mass-parameter m goes to zero. We call this problem the zero-mass limit
problem. It is in fact by use of the probabilistic framework with Levy process just briey
mentioned above that we are going to show it, though it was already shown by using
operator theory [6] and pseudo-dierential calculus [18]. It may amount to showing a
kind of the limit theorems, which Kasahara{Watanabe [14] discussed in the framework
of semimartingales (see Denition 6.8 and (6.5) in subsection 6.2), for a sequence of
point processes and their certain functionals represented by stochastic integrals. In this
thesis, we deal with a sequence of slightly more general functionals of special kind of Levy
processes having no Gaussian part, i.e., pure-jump Levy processes. More precisely, these
functionals are given by the exponential semimartingales.
Finally, in passing, we note here also that there is another limit problem when the light
velocity c goes to innity (nonrelativistic limit problem), for which we refer [4], [6], [19],
[17, pp. 257{260].
This thesis is organized as follows: In Section 2, we describe the framework devel-
oped by Ichinose mentioned above ([5], [6], [7]) to treat our relativistic problem. In
particular, we introduce Weyl quantized relativistic Hamiltonian and give a path integral
representation for the solution of the Cauchy problem for the imaginary-time relativistic
Schrodinger equation (1.4), which is the very formula for relativistic case corresponding
to the Feynman{Kac{Ito^ formula (1.5) for nonrelativistic case. In Section 3, we state
our results concerning the zero-mass limit problem. In Section 4 and Section 5, we prove
our results. In Section 6, Appendix, we collect some basic notations from the probability
theory, such as Levy process, semimartingale and their relevant formulas.
Acknowledgment. The author is grateful to Professor Takashi Ichinose and Professor
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Hidekazu Ito for their kind guidances, many helpful advices and warm encouragements
during the preparation of this work.
2. Weyl quantized relativistic Hamiltonian and path
integral formula.
In expression (1.6) for the relativistic classical Hamiltonian, we may now assume without
loss of generality that c and e are also equal to 1. Therefore equation (1.6) turns out
E =
p
(   A(x))2 +m2  m+ V (x); (; x) 2 Rd Rd: (2.1)
For N = 1; d, we denote by C1b (R
d;RN) the space of RN -valued C1-functions on
Rd which are bounded together with all their derivatives. For A 2 C1b (Rd;Rd), let
us dene the operator HmA in L
2(Rd) with domain C10 (R
d), which is corresponding top













+m2f(y)dyd; f 2 C10 (Rd):
(2.2)
Here \Os"means oscillatory integral (cf. [16, I, pp.45{53]) and the integral on the right-












 2 S(Rd Rd) with (0; 0) = 1:
We note that this limit exists and is independent of the choice of cuto function  ([9,
Proposition 2.1]). HmA is called Weyl pseudo-dierential operator with mid-point prescrip-
tion. It can be proved that if




A + V (2.4)
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is essentially selfadjoint on C10 (R
d) ([11, Theorem 2.1 (i)]). Especially, if A  0, then
Hm0 =
p +m2 so that (Hm0 )2 = (
p +m2)2 =  +m2.
In the following, we see that this operator Hm0 is related to Levy process. First, we
note that the function  7! e [
p
2+m2 m] is positive denite (e.g. [1, Proof of Theorem





(i j)2+m2 m]zizj  0; 1; : : : ; k 2 Rd; z1; : : : ; zk 2 C; k 2 N:
It is seen by Bochner's theorem ([1, Theorem 1.1.12], [20, Proposition 2.5 (i)]) that  7!
e [
p
2+m2 m] is the characteristic function of some probability measure on Rd. It is easy
to see that this probability measure is innitely divisible (see Denition 6.4 in subsection
6.1). Let D0 be the set of the right-continuous paths X : [0;1) ! Rd with left-hand
limits and X(0) = 0 and put F := (X(s); s  t). By Theorem 6.1 in subsection 6.1,
there exists a probability measure m on (D0;F) such that X = fX(t)gt0 is a Levy
process (see Denition 6.3 in subsection 6.1) with respect to m and
e t[
p
2+m2 m] = Em[eiX(t)]; t  0;  2 Rd: (2.5)
Here Em[   ] denotes the expectation over D0 with respect to m. By (2.5) and the Levy-
Khintchine formula (see Theorem 6.2 and (6.2) in subsection 6.1), there exists a Levy
measure nm(dy) such thatp




eiy   1  i  y1jyj<1

nm(dy);  2 Rd: (2.6)
Here nm(dy) has density ([5, (2.2), p.268])










jyjd+1 ; m = 0:
(2.7)




















, NX(dsdy) is a counting measure on (0;1) (Rd n f0g) dened by
NX(G) := #fs > 0; (s;X(s) X(s )) 2 Gg; G 2 B(0;1) B(Rd n f0g) (2.9)
and gNmX (dsdy) := NX(dsdy) dsnm(dy). fNX(G)gG is a stationary Poisson random mea-
sure with intensity measure dsnm(dy) with respect to m (see Denition 6.5 in subsection
6.1).
Next, we consider the probability distribution m(X;X(t) 2 dy) on Rd. Let km0 (y; t)
be the fundamental solution of the heat equation of (1.4) with Hm0  m, i.e.,
@
@t
u(x; t) =  [Hm0  m]u(x; t); x 2 Rd; t > 0:
It can be seen that
\km0 (; t)() = e t[
p
2+m2 m];  2 Rd; t > 0; (2.10)
where for ' 2 S(Rd), we dene the Fourier transform of ' by b'() := R
Rd
e ix'(x)dx.
Taking  = 0 in (2.10), we haveZ
Rd
km0 (y; t)dy = 1; t > 0: (2.11)
The explicit expression of km0 (y; t) is given ([5, (2.4), p.269]) by





(d+1)=2 temtK(d+1)=2(m(jyj2 + t2)1=2)




(jyj2 + t2)(d+1)=2 ; m = 0:
(2.12)
Here K and   stand for the modied Bessel function of the third kind of order  and
the Gamma function, respectively ([3]). We note that for each t > 0, k00(y; t) is the
probability density of Cauchy distribution ([20, example 2.12]). By (2.5), (2.10) and
km0 (y; t) = k
m
0 ( y; t), we have
m(X 2 D0;X(t) 2 dy) = km0 (y; t)dy: (2.13)
(2.13) implies that
m(X 2 D0; (X(t1); : : : ; X(tk)) 2 dy1    dyk) =
kY
j=1
km0 (yj   yj 1; tj   tj 1)dy1    dyk;
(2.14)
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where 0 = t0 < t1 <    < tk <1, k  1 and y0 := 0.
Now, let us see that HmA;V can be dened for A and V having singularities. As shown
in [5], HmA can be written as the singular integral operator given by








y)f(x+ y)  f(x)nm(dy); f 2 C10 (Rd):
(2.15)
The limit on the right of (2.15) exists a.s. x as well as in the L2(Rd)-norm for A 2
L2+loc (R
d) with  > 0 ([12, Lemma 4.1]). It can be proved that if
A 2 L2+loc (Rd;Rd) for some  > 0; 0  V 2 L2loc(Rd;R); (2.16)
then HmA;V is essentially selfadjoint on C
1
0 (R
d), and its closure is bounded from below by
m ([6, Proposition 2.1], [12, Theorem 4.3]). We have by (2.15)












V (x)jf(x)j2dx; f 2 C10 (Rd); (2.17)
Assume
A 2 L1+loc (Rd;Rd) for some  > 0; 0  V 2 L1loc(Rd;R) (2.18)
and dene hmA;V [] as (2.17) with form domain Q(hmA;V ) := ff 2 L2(Rd);hmA;V [f ] < 1g:
C10 (R
d) is a subspace of Q(hmA;V ). The quadratic form h
m
A;V is closed with respect to
Q(hmA;V )-norm k  khmA;V := (hmA;V [] + k  k22)1=2 and is symmetric, namely,




hmA;V [f + g]  hmA;V [f   g] + ihmA;V [f + ig]  ihmA;V [f   ig]

satises hmA;V [f; g] = h
m
A;V [g; f ] ([12, Lemma 3.1]). Therefore, there exists ([15, VI, Theo-
rem 2.1, Theorem 2.6]) a unique selfadjoint operatorHmA;V in L
2(Rd) with domainD(HmA;V )
bounded from below by m such that
(HmA;V f; g) = h
m
A;V [f; g]; f 2 D(HmA;V ); g 2 Q(hmA;V ):
9
It can be proved that C10 (R
d) is dense in Q(hmA;V ) with respect to kkhmA;V , namely C10 (Rd)
is a form core (cf. [15, p. 317]) of HmA;V ([12, Theorem 3.4]).
The path integral formula for imaginary time Schrodinger equation (1.4) with Weyl
quantized Hamiltonian is as follows:
Theorem 2.1. ([11], [7], [8], [9]) If (2.18) holds, then
um(x; t) := Em[e S
m(t;x;X)g(x+X(t))] (2.19)
is the solution of (1.4) with H = HmA;V  m with initial data um(; 0) = g 2 L2(Rd). Here






























and p.v. means the principal value, namely p.v.
R
0<jyj<1A(x + X(s) +
1
2







as " # 0:




y)  A(x+X(s))]  ynm(dy)
because
R
0<jyj<1 jyj1+dy <1 for  > 0 by (2.7).
(2) In (2.8) and (2.20) , the integration regions jyj  1 and 0 < jyj < 1 may be replaced
by jyj   and 0 < jyj < , respectively, for any  > 0.
Proof of Theorem 2.1 (sketch). We will prove Theorem 2.1 only under condition (2.3).




km0 (x  y; t) exp
 iA(x+y
2




g(y)dy; g 2 L2(Rd):
10
It can be proved that Tm( t
n
)ng converges to the solution of (1.4) with H = HmA;V   m
with initial data g as n ! 1 with respect to L2(Rd)-norm ([11, p.246], [9, Proposition






(x) converges to the right-hand side of (2.19) with (2.20)
as n!1, then we can see the proof of Theorem 2.1 to be accomplished. First, we note













km0 (xj   xj 1; tn) e Sn(x1;:::;xn)g(xn)dx1    dxn;
where x0 = x and








































































=: iSn1(X) + Sn2(X):
It is evident that Sn2(X) converges to
R t
0
V (x + X(t))ds as n ! 1, which is the forth
term on the right-hand side of (2.20).




















































































































y, respectively as n!1. Therefore Sn1(X) converges to the sum of the rst, the second





converges to the right-hand side of (2.19) with (2.20) as n!1. 
3. Results.
In this section, we state our results concerning the zero-mass limit problem. First, we see
the convergence of the probability measure m.
Theorem 3.1. (cf. [10]) m converges weakly to 0 as m # 0. Namely, for each bounded
continuous function 	 dened on the metric space D0 with the metric in [2, p.168],
Em[	(X)]! E0[	(X)]; as m # 0:
The following theorems are our main results, where 0 < T <1 can be taken arbitrary.
Theorem 3.2. If A 2 C10(Rd;Rd) and V 2 C0(Rd;R), then um(; t) converges to u0(; t)
in C1(Rd) as m # 0, uniformly on [0; T ]. Here C1(Rd) is the Banach space of the
continuous functions g : Rd ! C with jg(x)j ! 0 as jxj ! 1 with norm kgk1 :=
supx2Rd jg(x)j.
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Theorem 3.3. If (2.18) holds, then um(; t) converges to u0(; t) in L2(Rd) as m # 0,
uniformly on [0; T ].
Theorem 3.3 implies the strong resolvent convergence of HmA;V  m to H0A;V as m # 0
([15, IX, Theorem 2.16, p.504]). An immediate consequence is the following result for the
solution  m(x; t) of the Cauchy problem for the Schrodinger equation (1.1).
Corollary 3.1. If (2.18) holds, then  m(; t) converges to  0(; t) on L2(Rd) as m # 0,
uniformly on [0; T ].
These results, Theorem 3.2, Theorem 3.3 and Corollary 3.1, are extensions of those
proved in Ichinose{Murayama [10] under stronger condition that A 2 C10 (Rd;Rd) and
V 2 C0(Rd;R). However, the proof of Theorem 3.2 in this thesis employs the same
argument as in [10, Proof of Theorem 3]. The crucial idea of the proofs of Theorem 3.2
and Theorem 3.3 is to do a change of variable \path ". We will prove these theorems by
probabilistic method in Section 4 and 5.
In a future work, we will also consider the zero-mass limit problem for the other two
dierent magnetic Schrodinger operators (mentioned in [8], [9]) corresponding to the same
classical relativistic Hamiltonian (2.1).
4. Proof of Theorem 3.1 and Theorem 3.2.
In this section, we show Theorem 3.1 and Theorem 3.2.
4.1 Proof of Theorem 3.1.
To prove Theorem 3.1, rst, we have to the check the following three facts ([2, Theorem
13.5]):
(i) The nite dimensional distributions with respect to m converge weakly to those with
respect to 0 as m # 0.
(ii) For each t > 0, the probability measure 0(X;X(t) X(t  ") 2 dy) on Rd converges
weakly to Dirac measure concentrated at the point 0 2 Rd as " # 0. Namely, for each
bounded continuous function ' dened on Rd,
E0 [' (X(t) X(t  "))]! '(0); as " # 0:
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(iii) There exist  > 1
2
and  > 0, and a nondecreasing continuous function F on [0;1)
such that
Em
jX(s) X(r)jjX(t) X(s)j  [F (t)  F (r)]2; 0 < m < 1; 0  r < s < t <1:
First, as for (i), if 0 = t0 < t1 <    < tk < 1, k 2 N, then by independent and










































Therefore we have (i).
Next, (ii) follows from the stochastic continuity of fX(t)gt0 (see Denition 6.3 (iii) in
subsection 6.1).
Finally, we conrm (iii). Since (d=d) K() =   K 1() ( > 0;  > 0) ([3,
(21), p.79]) and  7! K() is strictly increasing in (0;1) ([3, (21), p.82]), we have
(d=d)(e K()) = e
 (K() K 1()) < 0 if 0 <  < 12 . Therefore  7! e K()
is strictly decreasing in (0;1) and so [3, (41), (42), (43), p.10]
e K()  lim
#0
 K() = 2
 1 (): (4.1)
Then we have for 0  r < s < t <1, 1
2




jyjkm0 (y; s  r)dy
Z
Rd
jyjkm0 (y; t  s)dy
= C(d; )2((s  r)(t  s))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 em(s r)(m(s  r)) 1 2 K 1 
2
(m(s  r))






where in the second equality we use [4, Lemma 3.3 (ii)] with a constant C(d; ) de-
pending on d and . Therefore (iii) holds for 1
2




For t > 0, X 2 D0, let t(X) be X restricted the domain [0;1) to [0; t]. (i), (ii) and
(iii) imply that m 1t converges weakly to 
0 1t as m # 0 for each t > 0. Then we have
by [2, Lemma 3, p.173] that m converges weakly to 0 as m # 0. 
4.2 Proof of Theorem 3.2.
From (2.19), we have to prove that
um(x; t) = Em[e S
m(t;x;X)g(x+X(t))]
! E0[e S0(t;x;X)g(x+X(t))] = u0(x; t)
as m # 0 in C1(Rd). But its direct proof seems a little troublesome since both the
integrand e S
m(t;x;X)g(x + X(t)) and the probability measure m depend on m. So we
want to move from Em[   ] to E0[   ] by a change of variable (i.e., change of probability
measure)
m = 0 1m (4.2)
with path space transformation m : D0 ! D0, which enables us to consider the problem
on the same probability space (D0; 
0).
If there is such a m, then we can see by (2.5) and (2.6) that the characteristic feature of
the pathX(t) and the transformed path m(X)(t) is expressed in terms of their associated


























So it is presumed to hold that
nm(dy) = n0 1m (dy) (4.4)
for some mapping m : R
d n f0g ! Rd n f0g.
We will determine m in such a way that (1) n
m(dy) = n0 1m (dy), (2) m 2 C1(Rd n
f0g;Rd n f0g), (3) m is one to one and onto, (4) detDm(z) 6= 0 for all z 2 Rd n f0g,
where Dm(z) is the Jacobian matrix of m at the point z.
Let U := fy 2 Rd n f0g; jyj 2 U 0g for U 0 2 B(0;1). Introducing the spherical coordi-








where C(d) is the surface area of the d-dimensional unit ball.
Let us assume that  1m (z) = lm(jzj) zjzj for some non-decreasing C1 function lm :










where l0m(r) = (d=dr)lm(r): Therefore we have
nm(r)rd 1 = n0(lm(r))lm(r)d 1l0m(r); a.s. r > 0:








































(mu)du <1 by K d+1
2








 1=2e  (1+o(1));  " 1:
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Proposition 4.1. (i) lm(r) is a strictly increasing C
1 function of r 2 (0;1) and
lm(+0) = 0, lm(1) =1.
(ii) For all r > 0, lm(r) converges to r, strictly decreasingly, as m # 0.
Proof. (4.1) implies lm(+0) = 0. The other claims of (i) follow from (4.5) and the fact
that K(d+1)=2() is a C
1 function in (0;1). The claim (ii) can be proved by the fact that
 K() is strictly decreasing in (0;1) (cf. proof of (iii) in subsection 4.1), (4.1) and the
monotone convergence theorem. 





jzj ; z 2 R
d n f0g:
Then we have (4.4) and
 1m (z) = lm(jzj)
z
jzj ; z 2 R
d n f0g:
We note that
m(z)! z; jm(z)j = l 1m (jzj) " jzj (4.6)
as m # 0 by Proposition 4.1 (ii).
























We note that (4.7) implies (4.3).
Finally, we conrm (4.2). For 0 = t0 < t1 <    < tk < 1, 1; : : : ; k 2 Rd, k 2 N, by
independent and stationary increments property of Levy process and (4.3), we have
Em[ei
Pk




















Therefore, we have (4.2). 
In the following, we also write the completion of (
;F ; m) by the same (
;F ; m) with
augmented natural ltration with fF(t)gt0 (see subsection 6.2).




jm0(X)(t) X(t)j ! 0 as m0 # 0; 0-a.s. X 2 D0:
















=: I1(m;X) + sup
tT
jI2(t;m;X)j:
For I1(m;X), the integrand of I1(m;X) converges to zero as m # 0 by (4.6). Hence




jzj1 jzjNX(dsdz) < 1 (see (6.3) in
subsection 6.1).
For I2(t;m;X), we note that I2(t;m;X) is the L
2(D0;
0)-limit of the right-continuous





as " # 0, with convergence being uniform on t  T . By taking a subsequence if necessary,
I"2(t;m;X) converges to I2(t;m;X) as " # 0 uniformly on t  T , 0-a.s., and hence
I2(t;m;X) is right-continuous on t  T , 0-a.s. (e.g. [13, p.73, Proof of Theorem 5.1],
[20, pp.128{129, Proofs of Lemmas 20.6, 20.7]). Then we use Doob's martingale inequality













which is also seen to converge to zero as m # 0, by (4.6) since R
0<jzj<1 jzj2n0(dz) <1. 
By (2.19) and (4.2), we have

















Since g 2 C1(Rd) is uniformly continuous and bounded on Rd, the second term on the
right-hand side of (4.9) converges to zero as m # 0.
Next we consider the rst term on the right-hand side of (4.9). By Nm(X)(dsdy) =
NX(ds
 1































Sm1 (t; x;X) + S
m




+ Sm4 (t; x;X): (4.10)
By the inequality
je (ia+b)   e (ia0+b0)j  je ia   e ia0 j+ jb  b0j













je i(Sm1 (t;x;X)+Sm2 (t;x;X)+Sm3 (t;x;X)) (Sm4 (t;x;X) t inf V )
  e i(S01(t;x;X)+S02(t;x;X)+S03(t;x;X)) (S04(t;x;X) t inf V )j
io


























kSm4 (t; ; X)  S04(t; ; X)k1
io
: (4.12)
Now, let fmg be a sequence with m # 0 and fm0g any subsequence of fmg. By Proposi-
tion 4.2, there exists a subsequence fm00g of fm0g such that suptT jm00(X)(t) X(t)j ! 0
as m00 # 0, 0-a.s. X 2 D0.
We want to show each of the four terms in the brace f   g of the last member of (4.12)
converges to zero as m00 # 0. First, for the rst term, note that
Sm
00






A(x+ m00(X)(s ) + 12m00(z))
































which converges to zero as m00 # 0 since A 2 C10(Rd;Rd) is uniformly continuous on Rd.
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Next, for the second term, since Sm2 (t; x;X) is seen to be right-continuous, we have by


























A(x+ m00(X)(s ) + 12m00(z))  m00(z)














A(x+ m00(X)(s ) + 12m00(z))  A(x+X(s ) + 12z)
  m00(z)
+ A(x+X(s ) + 1
2

















jA(x+ m00(X)(s ) + 12m00(z))












which converges to zero as m00 # 0.
As for the third term, we note that
Sm
00












because A 2 C10(Rd;R) (cf. Remark 2.1 (1)). Then we have by the mean value theorem,
Sm
00




















x;X(s; ) and W
0
x;X(s; ) are d d matrices dened by
Wm
00


















   m00(z)  z+  (Wm00x;X(s; ) W 0x;X(s; ))m00(z)  z
+
 
W 0x;X(s; )(m00(z)  z)
  z;





















kWm00x;X(s; ) W 0x;X(s; )kd;







and converges to zero as m00 # 0 because each component of DA is uniformly continuous
on Rd.





kV (+ m00(X)(s))  V (+X(s))k1ds

;
which converges to zero as m00 # 0 since V 2 C0(Rd;R) is uniformly continuous on Rd.
Thus we have suptT kum00(; t) u0(; t)k1 ! 0 as m00 # 0, and hence suptT kum(; t) 
u0(; t)k1 ! 0 as m # 0. 
5. Proof of Theorem 3.3.
In this section, we prove Theorem 3.3, rst in the case that A(x) and V (x) are smooth
continuous functions of compact support and then in the general case.
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5.1 The case that A 2 C10(Rd;Rd) and V 2 C0(Rd).
First we consider the case g 2 C10 (Rd) and then the general case g 2 L2(Rd).
Step I: Let g 2 C10 (Rd). For R > 0, we have by Minkowski's inequality
kum(; t)  u0(; t)k2  kum(; t)  u0(; t)kL2(jxj<R) + kum(; t)  u0(; t)kL2(jxjR)
=: I1(t;m;R) + I2(t;m;R):





kum(; t)  u0(; t)k1
p
vol(Bd(R));
which converges to zero as m # 0. Here vol(Bd(R)) is the volume of the d-dimensional
ball with radius R.
Next, we will show suptT; 0m1 I2(t;m;R) converges to zero asR!1. By Minkowski's
inequality and (2.19) with (2.13), we have
I2(t;m;R)  kum(; t)kL2(jxjR) + ku0(; t)kL2(jxjR)























= e t inf V
(Z
jxjR










=: e t inf V (J(t;m;R) + J(t; 0; R)): (5.1)
Here h(x) := jg(x)j2 and km0 (; t)  h is the convolution of km0 (; t) and h. Let  be a
nonnegative C10 function with 0  (x)  1 in Rd such that (x) = 1 if jxj  12 and
= 0 if jxj  1. By the inequality 1jxj<R  ( xR), (2.11), Parseval's equality and (2.10), we




















































































! 0; as R!1; (5.2)
because  2 C10 (Rd) and so b 2 S(Rd)  L1(Rd). Therefore we have by (5.1), (5.2)
sup
tT;0m1
I2(t;m;R)  2(e T inf V _ 1) sup
tT; 0m1
J(t;m;R)
! 0 as R!1:
and conclude this step.
Step II: Let g 2 L2(Rd). There is a sequence fgng  C10 (Rd) such that gn ! g in
L2(Rd) as n!1: Put umn (x; t) := Em[e Sm(t;x;X)gn(x+X(t))]. Then we have
kum(; t)  u0(; t)k2  kum(; t)  umn (; t)k2 + kumn (; t)  u0n(; t)k2
+ ku0n(; t)  u0(; t)k2
 2e t inf V kgn   gk2 + kumn (; t)  u0n(; t)k2:





kum(; t)  u0(; t)k2  2(e T inf V _ 1)kgn   gk2;
which converges to zero as n!1. 
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5.2 The general case that A 2 L1+loc (Rd;Rd) and 0  V 2 L1loc(Rd;R):
Choose a sequence fAjg  C10 (Rd;Rd) with jAj(x)j  jA(x)j a.s. x and Aj ! A in
L1+loc (R
d;Rd), and a sequence fVjg  C10 (Rd) with 0  Vj(x)  V (x) a.s. x, Vj ! V in
L1loc(R
d;R).
Lemma 5.1. Let fmg be a sequence with suptT jm(X)(t) X(t)j ! 0 as m # 0 0-a.s.














he S0(t;x;X)   e S0;j(t;x;X)2idx! 0; as j !1;
where Sm;j(t; x;m(X)) is S
m(t; x;m(X)) in (4.10) with A and V replaced by Aj and Vj.
Proof. We assume 0 <  < 1 without loss of generality because Lqloc  Lploc for 0 < p < q.
Fix R > 0: For k 2 N, X 2 D0, let
k(X) :=
8<:inffs > 0; jX(s )j > kg; if f   g 6= ;;0; if f   g = ;;
be the rst hitting time for fy; jyj > kg. Then for each X 2 D0,
k(X) " 1 as k !1; and jX(s )j  k if 0 < s  k(X):




















=: D1(t;m; j; k) +D2(t;m; j; k): (5.3)













D2(t;m; j; k)! 0 as k !1:
If we show these convergence, then by (5.3), we can see the proof of Lemma 5.1 to be
accomplished. First, for D2(t;m; j; k), we have



































which converges to zero as k !1.
Next, for D1(t;m; j; k), we have by (4.11)






































Il(t;m; j; k); (5.4)
where Sm;jl (t; x;X) is S
m
l (t; x;X) in (4.10) with A and V replaced by Aj and Vj.
We have to show that each lim supm#0 suptT Il(t;m; j; k), l = 1; 2; 3; 4, converges to
zero as j !1, for any k 2 N.
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e iSm1 (t;x;X)   e iSm;j1 (t;x;X)dxi:
The integrand above is less than or equal to 2. On the other hand, we have by (4.6) we
have Z
jxj<R












jA(x+ m(X)(s ) + 12m(z))








jA(x+ m(X)(s ) + 12m(X(s) X(s )))






























This is the nite sum (see (6.3) in subsection 6.1) and converges to zero as j !1 because
Aj ! A in L1+loc (Rd;Rd) and so in L1loc(Rd;Rd). Therefore, we have
lim supm#0 suptT I1(t;m; j; k) converges to zero as j !1.
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A(x+ m(X)(s ) + 12m(z))











A(x+ m(X)(s ) + 12m(z))











A(x+ m(X)(s ) + 12m(z))













A(x+ m(X)(s ) + 12m(z))
  Aj(x+ m(X)(s ) + 12m(z))
  m(z) > 1o:












A(x+ m(X)(s ) + 12m(z))
  Aj(x+ m(X)(s ) + 12m(z))









A(x+ m(X)(s ) + 12m(z))












A(x+ m(X)(s ) + 12m(z))




























1 (x)dx converges to zero as j ! 1 becauseR















A(x+ m(X)(s ) + 12m(z))















A(x+ m(X)(s ) + 12m(z))














A(x+ m(X)(s ) + 12m(z))













A(x+ m(X)(s ) + 12m(z))





















2 (t; x)dx converges to zero as j !1. Therefore
lim supm#0 suptT I2(t;m; j; k) converges to zero as j !1.
For I3(t;m; j; k), by Fatou's lemma, the change of variable m(z) = y and the fact that

























































  Aj(x+ m(X)(s) + 12y)
  ynm(dy)dxi









y)  Aj(w + 12y)
  ynm(y)dydw









y)  Aj(w + 12y)
  y
  (nm(y)  n0(y)) + n0(y)dydw



















y)  Aj(w + 12y)
  yn0(y)dydw





By (4.6) and the equality
R
jyj>0(n








0(y) (y = (y1; : : : ; yd)) is the Calderon{Zygmund kernel ([5, p.275]), by
Holder's inequality and the Calderon{Zygmund theorem ([22, Theorem 2, p35]) with a
constant C depending only on , we have











y)  Aj(w + 12y)
  yn0(y)dy1+dw 11+
 (vol(Bd(R + k))) 1+C
Z
jwj<R+k
A(w)  Aj(w)1+dw 11+ :
Therefore lim supm#0 suptT I3(t; n;m; j) converges to zero as j !1.
Finally, for I4(t;m; j; k), we have















It follows that lim supm#0 suptT I4(t;m; j; k) converges to zero as j !1 because Vj ! V
in L1loc(R
d;R).
This shows lim supm#0 suptT D1(t;m; j; k) converges to zero as j ! 1 for all k and
completes the proof of the rst convergence in Lemma 5.1. The proof of the second
convergence in Lemma 5.1 is the same argument as above for m = 0. 
We are now in a position to prove Theorem 3.3. We will follow the arguments used in
subsection 5.1 under condition (2.16) when g is a C10 function.
Let us put





kum(; t)  u0(; t)k2  sup
tT
kum(; t)  um;j(; t)k2 + sup
tT
kum;j(; t)  u0;j(; t)k2
+ sup
tT
ku0;j(; t)  u0(; t)k2:
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Now, as the proof of Theorem 3.2, let fmg be a sequence with m # 0 and fm0g any
subsequence of fmg. By Proposition 4.2, there exists a subsequence fm00g of fm0g such
that suptT jm00(X)(t) X(t)j ! 0 as m00 # 0, 0-a.s. X 2 D0.










kum00(; t)  um00;j(; t)k2
+ sup
tT
ku0;j(; t)  u0(; t)k2: (5.5)
For m  0 and R > 0, we have by Schwarz's inequality and (2.13)


























































kum00(; t)  um00;j(; t)k2 _ sup
tT

























J(t;m;R) as j !1;
! 0 as R!1: (5.6)
By (5.5) and (5.6), we have suptT kum00(; t)   u0(; t)k2 ! 0 as m00 # 0 and hence we
conclude the proof of Theorem 3.3. 
6. Appendix.
Let (
;F ;P) be a probability space.
6.1 Levy process.
Denition 6.1. Let  be a probability measure on Rd. The Rd-valued stochastic process
B = fB(t)gt0 is called d-dimensional Brownian motion (or Wiener process) with the
initial distribution  if the following conditions are satised:
(i) P(B(0) 2 dy) = (dy):
(ii) For 0  s < t, B(t)   B(s) is independent of (B(r); r  s) and its distribution
is d-dimensional Gaussian distribution with mean vector 0, covariance matrix (t   s)Ed,




jj2 ;  2 Rd:
Here EP denotes the expectation over 
 with respect to P.
(iii) The sample path t 7! B(t) is continuous a.s.
Especially, when (dy) = a(dy) (Dirac measure concentrated at a point a 2 Rd), i.e.,
B(0) = a a.s., B is called d-dimensional Brownian motion (or Wiener process) starting
at a.
Brownian motion is the model for the irregular motion of pollen suspended in the water.
Denition 6.2. The real stochastic process N = fN(t)gt0 is called Poisson process with
parameter c > 0 if N(t) has Poisson distribution with mean ct for any t  0, i.e.,
P(N(t) = k) = e ct
(ct)k
k!
; k = 0; 1; 2; : : : :
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N(t) is the number of times which some event causes from time 0 to time t. For example,
the number of the trac accident in a day, the number of the radiant rays radiated from
a radioactive substance and the number of the visitors to the window, etc. We note that
the characteristic function of N(t) is
EP[eiN(t)] = exp

ct(ei   1)	 ;  2 R:
Brownian motion and Poisson process belong to a class called Levy process, which is
one of the basic classes in the stochastic process theory.
Denition 6.3. The Rd-valued stochastic process X = fX(t)gt0 is called Levy process
if the following conditions are satised:
(i) (independent increments) For 0  t0 < t1 <    < tk < 1, k 2 N, X(t1)  
X(t0); : : : ; X(tk) X(tk 1) are independent.
(ii) (stationary increments) For s; t  0, the probability distribution of X(t + s)  X(s)
does not depend on s, i.e., P(X(t+ s) X(s) 2 dy) = P(X(t) 2 dy).
(iii) (stochastically continuous) For t  0 and " > 0,
lim
s!t
P(jX(t) X(s)j > ") = 0:
(iv) The sample path t 7! X(t) is right-continuous, has left-hand limits and X(0) = 0 a.s.
If X is a Levy process, then we have by Denition 6.3 (i), (ii)
EP[eiX(t)] = EP[ei
Pk

















;  2 Rd; k 2 N:
Therefore, the distribution of X(t) is innitely divisible for any t  0. Here the denition
of an innitely divisible distribution is given as follows:
Denition 6.4. A probability measure P on Rd is called a innitely divisible distribution
if, for each k 2 N, there exists a probability measure Pk on Rd such that P is equal to





;  2 Rd:
Here EP (resp. EPk) denotes the expectation over Rd with respect to P (resp. Pk).
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The following theorem states that Levy process corresponds to innitely divisible dis-
tribution:
Theorem 6.1. ([20, Theorem 7.10]) (i) If fX(t)gt0 is a Levy process, then for any t  0,





;  2 Rd:
(ii) Conversely, if P is an innitely divisible distribution, then there exists a Levy process
fX(t)gt0 such that P(X(1) 2 dx) = P (dx).
The following theorem gives a representation of the characteristic function of the in-
nitely divisible distribution:
Theorem 6.2. (Levy-Khintchine formula) ([20, Theorem 8.1], [1, Theorem 1.2.14]) (i) If
P is innitely divisible, then there exist a vector  2 Rd, a nonnegative denite symmetric
d d matrix A and Levy meausre n(dy), that is a -nite measure on Rd n f0g satisfyingR
jyj>0(1 ^ jyj2)n(dy) <1, such that
EP [eiy] = exp

i     1
2









 2 Rd: (6.1)
, A and n(dy) are uniquely determined by P .
(ii) Conversely, if  2 Rd, A is a nonnegative denite symmetric dd matrix and n(dy)
is a Levy measure, then there exists an innitely divisible distribution whose characteristic
function is given by the right-hand side of (6.1).
We note by Theorem 6.1 and Theorem 6.2 that Levy process corresponds to triplet





i     1
2









 2 Rd; t  0; (6.2)
for some ;A and n(dy). Conversely, if ;A and n(dy) are given, then there exists a Levy
process X such that (6.2) holds. We call (;A; n(dy)) the generating triplet (or gener-
ator) of the Levy process X ([20, p.65]). For example, d-dimensional Brownian motion
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and Poisson process with parameter c > 0 correspond to (0; Ed; 0) and (0; 0; c1(dy)),
respectively.
Next, we discuss the sample path t 7! X(t) of Levy process X with the generating
triplet (;A; n(dy)).
Denition 6.5. For G 2 B(0;1) B(Rd n f0g), let us dene
N(G) := #fs > 0; (s;X(s) X(s )) 2 Gg:
We note that for t > 0, " > 0 ([2, p122]),
N
 
(0; t] fy; jyj  "g = #f0 < s  t; jX(s) X(s )j  "g <1: (6.3)
N(dsdy) is a counting measure on (0;1)  (Rd n f0g). More precisely, fN(G)gG is a
Possion random measure on (0;1) (Rd n f0g) with intensity measure dsn(dy). Namely
(i) for each G, N(G) has Poisson distribution with mean dsn(dy)(G),
(ii) if G1; : : : ; Gk are disjoint, then N(G1); : : : ; N(Gk) are independent.
In (i), we interpret that N(G) =1 a.s. if dsn(dy)(G) =1. (ii) states that the dierent
times or the dierent size jumps are independent.
Put
eN(G) :=
8<:N(G)  dsn(dy)(G); if dsn(dy)(G) <1;0; if dsn(dy)(G) =1:
f eN(G)gG is called compensated Possion random measure. It is trivial that EP[ eN(G)] = 0:
Theorem 6.3. (Levy-Ito^ decomposition) ([20, Theorem 19.2], [1, Theorem 2.4.16]) (i)
For each t  0,











where B is d0-dimensional Brownian motion starting at 0,  is a dd0 (d0  d) real valued
















































as " # 0.













t(i     1
2














eiy   1  i  yn(dy) ;
respectively (cf. Theorem 6.2).
6.2 Martingale and semimartingale.
In this subsection, let (
;F ;P) be a complete probability space and fF(t)gt0 is a ltra-
tion of F , i.e., F(t) is a sub -algebra of F and F(s)  F(t) for 0  s  t. Furthermore,
we make the usual hypothesis ([1], [13]):
(i) (completeness) N := fA 2 F ;P(A) = 0g  F(0)
(ii) (right continuity)
T
">0F(t+ ") = F(t) (t  0).
The completeness of the probability space (
;F ;P) and condition (i) are made from the
mathematical convenience. Condition (ii) is needed to consider the stopping time dened
after.
Let X = fX(t)gt0 = fX(t; !)gt0; !2
 be a real stochastic process.
Denition 6.6. X is called a fF(t)gt0-martingale (supermartingale, submartingale) if
the following conditions are satised:
(i) EP[jX(t)j] <1 for each t  0:
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(ii) X is fF(t)gt0-adapted, i.e., X(t) is F(t)-measurable for each t  0:
(iii) For 0  s  t, EP[X(t)jF(s)] = X(s) (resp. , ) a.s., i.e., for A 2 F(s),
EP[X(t)1A] = E
P[X(s)1A] (resp. , ).
Here EP[X(t)jF(s)] is the conditional expectation of X(t) with respect to F(s).
The martingale (supermartingale, submartingale) is a mathematical model for the fair
(resp. disadvantage, protable) gambling. If 1-dimensional Brownian motion B and
Poisson process N with parameter c > 0 are fF(t)gt0-adapted, then B and fN(t) ctgt0
are fF(t)gt0-martingales.
The following theorem is useful when we estimate a martingale:
Theorem 6.4. (Doob's martingale inequaity) ([13, I, Theorem 6.10], [1, Theorem 2.1.5])
If X = fX(t)gt0 is a martingale such that EP[jX(t)jp] < 1 for some p > 1 and any






















Next, we dene some concepts to introduce semimartingale.
Denition 6.7. (1) A mapping f : [0;1)! Rd is called cadlag if f is right-continuous
and has left-hand limit. Cadlag is short for continue a droite et limite a goche in Frecnch.
(2) A mapping  : 
 ! [0;1] is called a fF(t)gt0-stopping time (or Markov time) if
f! 2 
;(!)  tg 2 F(t) for each t  0.
(3) X is called a local fF(t)gt0-martingale if it is fF(t)gt0-adapted and there is a
sequence of fF(t)gt0-stopping time k such that k < 1 (k 2 N), k " 1 a.s. and
fX(t ^ k)gt0 is a fF(t)gt0-martingale for any k 2 N.
(4) X is called a increasing process if the following conditions are satised:
(i) X is fF(t)gt0-adapted.
(ii) X(0) = 0, the sample path t 7! X(t) is right-continuous and increasing a.s. (hence
X(t)  0 a.s. for any t  0.)
(5) X is called predictable if the mapping (t; !) 7! X(t; !) is measurable with respect to
the smallest -algebra on (0;1) 
 generated by all fF(t)gt0-adapted left-continuous
real stochastic processes dened on [0;1) 
.
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Theorem 6.5. (Doob-Meyer decomposition) ([1, Theorem 2.2.6]) Any cadlag submartin-
gale X has a unique decomposition X(t) = X(0)+M(t)+C(t), whereM is local martingale
with M(0) = 0 a.s. and C is an increasing, predictable process.
Denition 6.8. X is called a fF(t)gt0-semimartingale if it is fF(t)gt0-adapted and
for any t  0,
X(t) = X(0) +M(t) + C(t) a.s. t  0;
whereM is a local fF(t)gt0-martingale withM(0) = 0 a.s. and C is a fF(t)gt0-adapted
process such that t 7! C(t) is of bounded variation on any nite interval a.s..
Clearly, any martingale is a semimartingale. Any 1-dimensional Levy process is a
semimartingale ([1, Proposition 2.7.1]) with augmented natural ltration fF(t)gt0 (cf. [1,
Theorem 2.1.10]), where F(t) is the smallest -algebra which contains T">0 (X(s); s 
t + ") and N : In fact, If the Levy process X has a decomposition in Theorem 6.3, then









Stochastic calculus, namely, the innitesimal calculus for sample functions of stochastic
processes, was established to assign meaning to ordinary dierential equations involving
continuous stochastic processes. Stochastic calculus is developed for semimartingales, in
particular, Ito^ process:

















g2(s; y) eN(dsdy): (6.5)
As for the condition of f1; f2; g1; g2, we refer to [1], [13]
Finally, we introduce Ito^'s formula for Levy process. This formula is corresponding to
the chain rule in the innitesimal calculus:
Theorem 6.6. (Ito^'s formula) ([13, II, Theorem 5.1], [1, Theorem 4.4.7]) If X = fX(t)gt0
is a d-dimensional Levy process represented by (6.4), then for each F 2 C2(Rd), fF (X(t))gt0
is a Ito^ process given by













































fF (X(s) + y)  F (X(s))  (y  rF ) (X(s))g dsn(dy): (6.6)
Here we put  := (ij)1id;1jd0 and B(s) := (B1(s); : : : ; Bd0(s)).
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