Abstract: Opium poppies are a major source of traditional drugs, which are not only harmful to physical and mental health, but also threaten the economy and society. Monitoring poppy cultivation in key regions through remote sensing is therefore a crucial task; the location coordinates of poppy parcels represent particularly important information for their eradication by local governments. We propose a new methodology based on deep learning target detection to identify the location of poppy parcels and map their spatial distribution. We first make six training datasets with different band combinations and slide window sizes using two ZiYuan3 (ZY3) remote sensing images and separately train the single shot multibox detector (SSD) model. Then, we choose the best model and test its performance using 225 km 2 verification images from Lao People's Democratic Republic (Lao PDR), which exhibits a precision of 95% for a recall of 85%. The speed of our method is 4.5 km 2 /s on 1080TI Graphics Processing Unit (GPU). This study is the first attempt to monitor opium poppies with the deep learning method and achieve a high recognition rate. Our method does not require manual feature extraction and provides an alternative way to rapidly obtain the exact location coordinates of opium poppy cultivation patches.
Introduction
Drugs cause many problems worldwide. They are not only harmful to human health, they also lead to family breakdown. Each year, almost hundreds of thousands of people die prematurely because of drug abuse. According to the World Health Organization (WHO), approximately 450,000 people died as a result of drug use in 2015. The countries with the most potential for opium poppy cultivation are Afghanistan, Myanmar, Mexico, and Lao PDR. In order to effectively understand the global poppy cultivation situation, the United Nations Office on Drugs and Crime (UNODC) has been monitoring these key regions and publishing annual planting reports since the early 1990s. Until the early 2000s, they used socioeconomic data as the basis for their annual Afghanistan poppy survey. However, this not only involves a lot of manpower and material resources, the field work is also extremely difficult due to poor traffic conditions in poppy-growing areas and problems ensuring human safety.
Satellite remote sensing technology can take photos of any area on the Earth's surface, and has developed rapidly in recent decades; it is now used to map many types of land cover [1, 2] . Thus, remote sensing is becoming an effective weapon in the war on drugs. In the 1990s, Chuinsiri et al. estimated the opium poppy cultivation situation in the Chiang Mai province of Thailand using Landsat TM data [3] , and found that the local climate, geographical conditions, and planting calendar are all important for identifying opium poppies. Since 2002, the UNODC has been monitoring poppy cultivation in Afghanistan by interpreting high-resolution (≤1 m) satellite images. In 2005, they randomly selected In 2005, they randomly selected 79 location points from major agricultural areas in the 15 provinces of Afghanistan, then covered each location point with two phases (before and after poppy harvest) of IKONOS images (10 km × 10 km). Additionally, up to four areas measuring 250 m × 250 m were selected randomly from each IKONOS image and field measured by trained Afghan surveyors to determine the regions corresponding to poppy parcels and other crops. The ground data was used to identify land-cover types in the image areas for training the subsequent digital classifier and assessing its accuracy. With this method of sampling, they estimated the extent of poppy cultivation in Afghanistan [4] . However, the sampling method cannot obtain the spatial distribution and coordinates of opium poppy parcels [5] , which is key information that is required by the local authority in order to eradicate opium poppies before harvest. Thus, the Chinese National Narcotics Control Commission (CNNCC) began monitoring poppy cultivation using remote sensing images and publishing annual reports for north Myanmar since 2006 and north Lao PDR since 2012. The CNNCC covers all of the monitoring regions with multi-period high-resolution satellite images and determines poppy fields in the monitoring area using a machine learning method combined with field measurements.
Some studies have proposed different methods to improve the poppy detection accuracy or efficiency of remote sensing image-based techniques. Simms et al. used imagery-based stratification [6] and image segmentation [7] to improve opium cultivation estimates in Afghanistan, but estimates were still based on sampling methods. Jia et al. [8] demonstrated that opium poppies could be distinguished from coexisting crops in many surveyed wavebands using a field survey spectrum at the canopy level on an official poppy-growing region in China. Using hyperspectral imagery, Wang et al. [9] identified poppy parcels in Afghanistan and found a significant difference between poppy and wheat using unsupervised endmember selection and multiple endmember spectral mixture analysis on EO-1 Hyperion imagery. Then, they generated a poppy distribution map with an overall accuracy of 73%. In 2016, the same group used an unsupervised mixture-tuned matched filtering (MTMF)-based method to detect poppies, which was more than 10 times faster than their previous method that had similar detection accuracy [10] . This research provided a way to rapidly monitor poppy cultivation over large areas; however, the detection accuracy is relatively low.
Until now, most studies have been conducted in Afghanistan, and only a few have been conducted in Lao PDR; however, both the environment and characteristics of poppy planting differ between the two countries. We know that the annual production of opium poppies in Afghanistan exceeds 85% of the global production. In Afghanistan, the poppy is grown predominantly within irrigated areas along river valleys together with other crops, and poppy fields are no different in size to fields containing other crops [11] . However, in Lao PDR, most of the opium poppies are planted on steep slopes, where a small patch of forest is logged and burnt before planting; most poppy parcels are far from residential and main roads, and the shape and size of poppy parcels differ from that of agricultural parcels ( The Lao PDR government organizes personnel to eradicate opium poppies each year, so it is important to obtain location information for every poppy field. In order to obtain the coordinates of The Lao PDR government organizes personnel to eradicate opium poppies each year, so it is important to obtain location information for every poppy field. In order to obtain the coordinates of opium poppy parcels, we attempt to identify them using the object detection method. Object detection with remote sensing images has experienced the following development process: (1) template matching-based object detection [12, 13] , (2) knowledge-based object detection [14, 15] , (3) object-based image analysis (OBIA) object detection [16, 17] , (4) machine learning-based object detection [18] [19] [20] , and (5) deep learning-based object detection.
Deep learning-based object detection was proposed after development of the deep convolutional neural network (DCNN) [21] . DCNNs comprise multiple convolutional layers and are capable of learning high-level abstract features from the original pixel values of images; they have recently demonstrated impressive levels of performance in image classification tasks [22] [23] [24] and image processing [25] . One of the most prominent advantages of deep learning methods is that feature extraction does not require manual intervention, but rather is automatically extracted from a large amount of training data [26] . For object detection tasks, a series of neural network models have been proposed, including region-based convolutional neural networks (RCNN), faster variants [27] [28] [29] , and end-to-end convolutional neural networks [30, 31] . RCNN series network training is divided into several stages, which are time-consuming and slow in the model prediction stage. A single shot multibox detector (SSD) is the state-of-art method for object detection. It integrates the entire detection process in a single deep neural network, ensuring efficient object detection, especially in multi-scale detection [31] . SSD only requires an input image and ground truth boxes of the target during training. At the front of the network, Visual Geometry Group (VGG)-16 is used, not including classification layers, as the base network to extract low and middle-level visual features. Then, convolutional feature layers are added after the VGG-16 network, which progressively decrease in size and allow predictions of detections at multiple scales; they produce a fixed-size collection of bounding boxes and scores for the presence of objects. At the end of the network, non-maximum suppression is employed to choose the best prediction boxes with higher confidence. Ye et al. [32] utilized SSD to detect wharves within coastal zones using remote sensing images, achieving an accuracy of 90.9% and a recall rate of 74.5%. Researchers at Missouri State University [33] used deep learning algorithms to identify Chinese surface-to-air missiles and improve the efficiency of data analysts by a factor of 81. Wang et al. [34] detected ships from synthetic aperture radar (SAR) images using SSD with a probability of detection of 0.978. Zhang et al. [35] achieved good results utilizing remote sensing images to detect aircraft.
These studies prove that deep learning-based object detection can exhibit good recognition effects on remote sensing images. Therefore, this study attempts to detect opium poppy cultivation areas in Lao PDR using the deep learning-based object detection method. Specifically, we detect the location of every poppy parcel on remote sensing images using the SSD network, and explore the prediction performance of different parameters.
Materials and Methodology
We constructed a detailed workflow for detecting opium poppy parcels and analyzing the results (Figure 2a) , as well as an architecture for an SSD model (Figure 2b ). This workflow included two major components. First, we pretreated the remote sensing images (see Section 2.2.1); after that, we made six group datasets based on different color modes (near infrared-red-green (NRG) and red-green-blue (RGB)), and different overlap sizes (100, 150, 200), and then used them to train the SSD model, respectively. Then, we explored the effect of different datasets on recognition accuracy, and obtained the best model. Next, we utilized the best model to map the spatial distribution of poppy parcels, and conducted a series of comparison experiments on different spatial resolution verification images and on another type of satellite image to demonstrate the generalization performance of our model. 
Study Area
Lao PDR is a corner of the Golden Triangle, which is one of the world's main sources of drugs. According to "Opium Poppy Monitoring in Laos" (CNNCC), Phongsali is the dominant opium cultivating province in Lao PDR. In the 2016-2017 growing season, approximately 2,917 hectares of opium poppies were found in Phongsali province, accounting for 54.76% of the total cultivation of Lao PDR [36] . Phongsali province is in the northernmost part of Lao PDR, bordering China's Yunnan province in the west and north, and Vietnam in the east. Our study area is part of Phongsali province, covering an area of 4800 km 2 ( Figure 3 ). 
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Lao PDR is a corner of the Golden Triangle, which is one of the world's main sources of drugs. According to "Opium Poppy Monitoring in Laos" (CNNCC), Phongsali is the dominant opium cultivating province in Lao PDR. In the 2016-2017 growing season, approximately 2,917 hectares of opium poppies were found in Phongsali province, accounting for 54.76% of the total cultivation of Lao PDR [36] . Phongsali province is in the northernmost part of Lao PDR, bordering China's Yunnan province in the west and north, and Vietnam in the east. Our study area is part of Phongsali province, covering an area of 4800 km 2 ( Figure 3 ). Phongsali province is predominantly mountainous with elevation ranging from 356 m to 1907 m above sea level. It receives a large amount of rain; annual precipitation ranges from 1700 mm to 2060 mm, but there is a clear distinction between the rainy season (May-October) and the dry season (November-April) (Figure 4a ). The annual average temperatures reach a maximum of 35 • C during September and a minimum of 14 • C during December and January (Figure 4b ). Diverse forest types consisting of tropical rainforest, monsoon forest, and low mountainous forest cover more than 80% of the region [37] . This combination of light, water, and heat is ideal for poppy cultivation. Some studies [38] have suggested that the end of the rainy season (November-December) is the best time to extract opium poppies in the Golden Triangle. A calendar of opium poppy planting is important for monitoring with remote sensing data. Due to the unique climate in Phongsali, the logging-drying-ploughing-seeding process begins from the end of September. The details of the planting calendar are shown in Table 1 .
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Phongsali province is predominantly mountainous with elevation ranging from 356 m to 1907 m above sea level. It receives a large amount of rain; annual precipitation ranges from 1700 mm to 2060 mm, but there is a clear distinction between the rainy season (May-October) and the dry season (November-April) (Figure 4(a) ). The annual average temperatures reach a maximum of 35 ℃ during September and a minimum of 14 ℃ during December and January (Figure 4(b) ). Diverse forest types consisting of tropical rainforest, monsoon forest, and low mountainous forest cover more than 80% of the region [37] . This combination of light, water, and heat is ideal for poppy cultivation. Some studies [38] have suggested that the end of the rainy season (NovemberDecember) is the best time to extract opium poppies in the Golden Triangle. A calendar of opium poppy planting is important for monitoring with remote sensing data. Due to the unique climate in Phongsali, the logging-drying-ploughing-seeding process begins from the end of September. The details of the planting calendar are shown in Table 1 . 
Data Collection

Remote Sensing Images
The ZiYuan3 (ZY3) satellite of China was launched on 9 January 2012. Its spatial resolution is 2.1 m in panchromatic and 5.8 m in multi-spectrum, and each image can cover a region measuring 2500 km 2 . According to the cultivation calendar of poppies in Phongsali province, we selected two ZY3 images acquired on 22 November 2016 to train and test our SSD model. We also chose GaoFen-2 (GF-2) to test the generalization performance of our method. GF-2 was launched on 19 August 2014, and its spatial resolution is 0.8 m in panchromatic and 3.2 m in multi-spectrum. Each GF-2 image can cover a region measuring 480 km 2 . We selected one GF-2 multi-spectrum (3.2 m) image to evaluate our method performance. These remote sensing images were all obtained from the China Centre for Resources Satellite Data and Application (CRESDA) (http://www.cresda.com/CN/index.shtml), and their detailed parameters are shown in Table 2 . A series of data pre-processing steps was conducted using modules of the Environment for Visualizing Images software (ENVI, Version 5.3, Environmental Systems Research Institute, Inc., HRS-Harris Corporation, FL, USA) and ArcGIS (Version 10.5, Environmental Systems Research Institute, Inc., Esri, CA, USA), including radiometric calibration using parameters provided by CRESDA, atmospheric correction using the Fast Line-of-sight Atmospheric Analysis of Spectral Hypercube (FLAASH), and orthorectification using the Rational Polynomial Coefficients (RPC) orthorectification module based on Google Earth and Digital Elevation Model (DEM, SRTM 90 m). In order to retain both spectral information in the multi-spectrum image and high spatial resolution in the panchromatic images, we also performed image fusion using Nearest Neighbor Diffusion (NNDiffuse) pan sharpening on ZY3 images, and resized its resolution from 2.1 m to 2.0 m.
Ground Truth Data
The poppy fields in our study area were provided by the CNNCC. Since 2012, monitoring and field survey work in northern Lao PDR has been conducted annually by the CNNCC and the Lao National Commission for Drug Control and Supervision (LCDC). As part of "Opium Poppy Monitoring in Laos 2016", the final opium poppy map was verified by both China and Lao PDR surveyors. We used part of this final poppy map as surrogate ground truth data.
Methodology
Training Datasets
The pixel size of the input picture for the SSD model must be 300 pixels × 300 pixels with three bands, whereas a ZY3 image has approximately 30,000 pixels × 30,000 pixels with four bands. Thus, we had to partition the entire remote sensing image into multiple small patch pictures. Partitioning was performed via a sliding window with user-defined bin sizes and overlap, as shown in Figure 5 . The bin size was fixed to 300 pixels, and the overlap was set between one and 300. We only retained three bands of the remote sensing image, and explored which combination of the three bands produced the optimal model. Figure 5 . Partitioning of the entire image into smaller fragments via the sliding window. The bin size was set to 300 pixels × 300 pixels, and the overlap was set to 150 pixels.
The ground truth data of poppy parcels were vector polygons surrounding the target. We had to transform the polygon file into the external rectangle pixel coordinates required by the model. Based on the ground truth data, we made a label for each patch (if no target existed on the patch, the sample was discarded). This contained at least one poppy target for each sample picture in the training datasets, and each sample picture had a corresponding annotation file that contained the bounding box's coordinates.
In our experiment, in order to explore the effect of color mode and overlap size, we made six group datasets, and for each dataset, we calculated the total number of picture samples and poppy parcels targets (Table 3 ). In the end, 80% of each dataset was used for training, and 20% was used for testing. The entire SSD network contained 2,337,782 parameters to train, which required a large number of labeled pictures. However, this portion of our datasets was still too small to train the network from initialization. Nevertheless, Hu et al. [39] provided a feasible solution, whereby the rich low and middle-level features learned from convolutional neural networks are transferable to a variety of visual recognition tasks. It is generally accepted that remote sensing images and natural images are similar in low-level and middle-level features, so we used the parameters of the first few layers of the neural network trained on tens of millions of natural images as the parameters of our network. In this way, we only needed to use our samples to train the parameters in the latter part of the network to extract the high-level semantic information of the image.
For the data augmentation of each sample image, we performed the following operations to generate new samples: Figure 5 . Partitioning of the entire image into smaller fragments via the sliding window. The bin size was set to 300 pixels × 300 pixels, and the overlap was set to 150 pixels.
In our experiment, in order to explore the effect of color mode and overlap size, we made six group datasets, and for each dataset, we calculated the total number of picture samples and poppy parcels targets (Table 3 ). In the end, 80% of each dataset was used for training, and 20% was used for testing. The entire SSD network contained 2,337,782 parameters to train, which required a large number of labeled pictures. However, this portion of our datasets was still too small to train the network from initialization. Nevertheless, Hu et al. [39] provided a feasible solution, whereby the rich low and middle-level features learned from convolutional neural networks are transferable to a variety of visual recognition tasks. It is generally accepted that remote sensing images and natural images are similar in low-level and middle-level features, so we used the parameters of the first few layers of the neural network trained on tens of millions of natural images as the parameters of our network. In this way, we only needed to use our samples to train the parameters in the latter part of the network to extract the high-level semantic information of the image. For the data augmentation of each sample image, we performed the following operations to generate new samples:
random changes in saturation, brightness, and contrast ratio; 2.
flip horizontally and vertically; 3.
cut to random size.
These operations increased the size of the training sample by a factor of approximately 30, which helps improve the generalization performance of the model.
The model contained many hyperparameters; therefore, many experiments were performed to determine the final parameters shown in Table 4 . 
Post-Processing
The SSD model prediction results provide a confidence index (Conf) for every poppy plot of the image. Typically, we used results above a certain threshold (0.4) as the final prediction result. In order to evaluate the identification effect of poppy parcels effectively and reasonably, the input whole image was processed with a sliding window in the prediction stage, and the overlap was set to 150 pixels. Then, according to the polygon geographic coordinates in each patch (300 pixels × 300 pixels), we merged them into a whole vector file called Ori-results. In this way, we could make four predictions for most of the parts of the whole image: two predictions for the edge parts, and one prediction for the four corners, as shown in Figure 6 . (1) random changes in saturation, brightness, and contrast ratio; (2) flip horizontally and vertically; (3) cut to random size. These operations increased the size of the training sample by a factor of approximately 30, which helps improve the generalization performance of the model.
The model contained many hyperparameters; therefore, many experiments were performed to determine the final parameters shown in Table 4 . The SSD model prediction results provide a confidence index (Conf) for every poppy plot of the image. Typically, we used results above a certain threshold (0.4) as the final prediction result. In order to evaluate the identification effect of poppy parcels effectively and reasonably, the input whole image was processed with a sliding window in the prediction stage, and the overlap was set to 150 pixels. Then, according to the polygon geographic coordinates in each patch (300 pixels × 300 pixels), we merged them into a whole vector file called Ori-results. In this way, we could make four predictions for most of the parts of the whole image: two predictions for the edge parts, and one prediction for the four corners, as shown in Figure 6 . We propose that the more times (Num) a location was predicted as the target parcel, the higher its confidence. Of course, we consider the initial Conf, so we proposed a new confidence index to indicate the poppy confidence. First, we modified the Conf with Num as shown in Equation (1), and then normalized the W_Conf to 0.4-1.0 as shown in Equation (2) (1) Figure 6 . Prediction frequency diagram for the whole image. Each little square represents a region with 150 pixels × 150 pixels; the numbers in the squares are the numbers of predictions, which are treated as weights to calculate the final poppy confidence.
We propose that the more times (Num) a location was predicted as the target parcel, the higher its confidence. Of course, we consider the initial Conf, so we proposed a new confidence index to indicate the poppy confidence. First, we modified the Conf with Num as shown in Equation (1), and then normalized the W_Conf to 0.4-1.0 as shown in Equation (2), where W_Conf max and W_Conf min are the maximum and minimum values of W_Conf, respectively, and Conf new is the final confidence of every poppy parcel.
For all the Ori-results polygons (Figure 7a ), we first obtained their center coordinate points, and then conducted Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [40] for these points (Figure 7b ). We then calculated the mean Conf of the Ori-results polygon and its count (Num) based on the same clustering. Finally, we merged the Ori-results polygons into one union polygon and preserved their properties (mean Conf and Num) (Figure 7c) , eventually calculating the final confidence values using Equations (1) and (2). All of the post-processing steps were conducted using ArcGIS10.5 software. 
For all the Ori-results polygons (Figure 7 (a)), we first obtained their center coordinate points, and then conducted Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [40] for these points (Figure 7(b) ). We then calculated the mean Conf of the Ori-results polygon and its count (Num) based on the same clustering. Finally, we merged the Ori-results polygons into one union polygon and preserved their properties (mean Conf and Num) (Figure 7(c) ), eventually calculating the final confidence values using equations (1) and (2). All of the post-processing steps were conducted usinArcGIS10.5 software.
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Accuracy Assessment
We used a precision-recall curve and the F1 score to evaluate the model performance at recognizing poppy parcels. Precision, recall, and F1 score are defined as follows:
where TP represents true positives, FN represents false negatives, and FP represents false positives. The F1 score is a good evaluation index that considers both precision and recall. For different confidence thresholds, the precision and recall rate will be different. We increased the confidence threshold value of the final results from 0.4 to 1 at an interval of 0.01, and calculated the corresponding precision and recall values, then plotted the precision-recall curve and F1 curve.
Experiments and Results
Effect of Different Sliding Window Size
We used the sliding window method to generate the training samples, yet the different overlap values have different effects on the results. First, we generated different training datasets by setting the overlap to 100, 150, and 200 and trained three different models accordingly, comparing their prediction performance on the verification image. 
Accuracy Assessment
Experiments and Results
Effect of Different Sliding Window Size
We used the sliding window method to generate the training samples, yet the different overlap values have different effects on the results. First, we generated different training datasets by setting the overlap to 100, 150, and 200 and trained three different models accordingly, comparing their prediction performance on the verification image.
The F1 score and precision-recall curve are shown in Figure 8 . When the overlap is set to 100, the maximum F1 score is 0.885, and the precision-recall curve tends toward the upper right. When the overlap is set to 150, the maximum F1 score is 0.879 and the precision-recall curve is better than with an overlap of 200, but worse than with an overlap of 100. When the overlap is set to 200, the maximum F1 score is 0.838, and the precision-recall curve is below the other two curves. The F1 score and precision-recall curve are shown in Figure 8 . When the overlap is set to 100, the maximum F1 score is 0.885, and the precision-recall curve tends toward the upper right. When the overlap is set to 150, the maximum F1 score is 0.879 and the precision-recall curve is better than with an overlap of 200, but worse than with an overlap of 100. When the overlap is set to 200, the maximum F1 score is 0.838, and the precision-recall curve is below the other two curves.
Effect of Band Combinations
Under visible light, vegetation is usually green. A remote sensing image not only detects ground objects in visible light, it also captures near infrared or even far infrared information. Some ground object information features will be more obvious when false color synthesis is used with near infrared-red-green, and the vegetation will appear as red on the false color image. The display effects of our remote sensing images in both false-color and true-color modes are illustrated in Figure 9 . We used the initial weight provided by SSD for transform learning; however, the weight parameters of the SSD model were trained using natural images in RGB mode. In order to study whether this model can learn the features of the false-color image and whether it can be used in recognition tasks, we conducted the following comparison experiment. In order to reduce the influence of other factors on the experimental results, we kept the same values for the other parameters. When generating the training sample, we set the overlap parameter to 100 pixels. For the same study area, two sets of training datasets were generated using the NRG 
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Under visible light, vegetation is usually green. A remote sensing image not only detects ground objects in visible light, it also captures near infrared or even far infrared information. Some ground object information features will be more obvious when false color synthesis is used with near infrared-red-green, and the vegetation will appear as red on the false color image. The display effects of our remote sensing images in both false-color and true-color modes are illustrated in Figure 9 . We used the initial weight provided by SSD for transform learning; however, the weight parameters of the SSD model were trained using natural images in RGB mode. In order to study whether this model can learn the features of the false-color image and whether it can be used in recognition tasks, we conducted the following comparison experiment. In order to reduce the influence of other factors on the experimental results, we kept the same values for the other parameters. When generating the training sample, we set the overlap parameter to 100 pixels. For the same study area, two sets of training datasets were generated using the NRG combination and the RGB combination. The number of samples in both training sets was the same (6,547). The loss-decline curve of both dataset groups showed some differences during the training process. For the NRG datasets, the model achieved the lowest valid loss after approximately 10 epochs, after which it fluctuated but was generally stable. For RGB datasets, the lowest valid loss In order to reduce the influence of other factors on the experimental results, we kept the same values for the other parameters. When generating the training sample, we set the overlap parameter to 100 pixels. For the same study area, two sets of training datasets were generated using the NRG combination and the RGB combination. The number of samples in both training sets was the same (6547). The loss-decline curve of both dataset groups showed some differences during the training process. For the NRG datasets, the model achieved the lowest valid loss after approximately 10 epochs, after which it fluctuated but was generally stable. For RGB datasets, the lowest valid loss was achieved after 50 epochs. The minimum valid loss of the NRG datasets was lower than that of the RGB datasets. Thus, the true-color datasets were more difficult to train than the false-color datasets. The loss-decline curve of the two groups' data during the training process is shown in Figure 10 .
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Poppy Parcel Mapping Using Optimal Results
Through the experiments above, we selected the best model by using the NRG combination and an overlap of 100. We identified poppy fields in a verification image of the study area measuring 225 km 2 and employed 50 s on a Windows 10 operation system with NVIDIA GTX 1080TI GPU, which allowed us to detect 4.5 km 2 each second. As shown in Figure 12 , the precision increases while the recall rate decreases as the confidence threshold increases. The F1 score first increases and then decreases; it reaches a maximum value of 0.89 when the confidence threshold is 0.68. At this confidence threshold, the precision reaches 95.1%, and the recall is 83%. The precision reaches 75% when the recall is 100%, and the recall reaches 83% when the precision is greater than 95%. The performance of the two dataset groups on the verification image is shown in Figure 11 . The precision rate of NRG is lower than that of RGB only when the threshold is less than 0.68; if the threshold is greater than 0.68, NRG precision is higher than RGB precision. The NRG recall rate is always higher than that of RGB. Regarding the precision-recall curve, the NRG is slightly better than the RGB. When the recall rate is 83%, the accuracy of the false-color model reaches 95%, whereas the accuracy of the true-color model is only 92%.
Through the experiments above, we selected the best model by using the NRG combination and an overlap of 100. We identified poppy fields in a verification image of the study area measuring 225 km 2 and employed 50 s on a Windows 10 operation system with NVIDIA GTX 1080TI GPU, which allowed us to detect 4.5 km 2 each second. As shown in Figure 12 , the precision increases while the recall rate decreases as the confidence threshold increases. The F1 score first increases and then decreases; it reaches a maximum value of 0.89 when the confidence threshold is 0.68. At this confidence threshold, the precision reaches 95.1%, and the recall is 83%. The precision reaches 75% when the recall is 100%, and the recall reaches 83% when the precision is greater than 95%. 
Through the experiments above, we selected the best model by using the NRG combination and an overlap of 100. We identified poppy fields in a verification image of the study area measuring 225 km 2 and employed 50 s on a Windows 10 operation system with NVIDIA GTX 1080TI GPU, which allowed us to detect 4.5 km 2 each second. As shown in Figure 12 , the precision increases while the recall rate decreases as the confidence threshold increases. The F1 score first increases and then decreases; it reaches a maximum value of 0.89 when the confidence threshold is 0.68. At this confidence threshold, the precision reaches 95.1%, and the recall is 83%. The precision reaches 75% when the recall is 100%, and the recall reaches 83% when the precision is greater than 95%. After setting the confidence threshold value to 0.68 (maximum F1 score), we generated a spatial distribution map of the opium poppy parcels in the study area. The comparison between the predicted results and the ground truth parcels of the verification image are shown in Figure 13 , where the yellow rectangles are the predicted results, and the white polygons are the ground truth parcels. This spatial distribution map indicates that our model can effectively detect poppy parcels in both dense and sparse areas. 
Application to Different Spatial Resolutions
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Our model took 20 ms to detect each patch image measuring 300 pixels × 300 pixels. For a region with a fixed area, the number of image pixels varies with the spatial resolution, which can be approximately calculated by Formula (6), where Numbers represents the total number of pixels, W Values Figure 13 . Spatial distribution map of opium poppy parcels in the study area, showing a comparison between predicted results (yellow line) and ground truth results (white dotted line).
Our model took 20 ms to detect each patch image measuring 300 pixels × 300 pixels. For a region with a fixed area, the number of image pixels varies with the spatial resolution, which can be approximately calculated by Formula (6), where Numbers represents the total number of pixels, W and H are the region width and length, respectively, and Res represents the image spatial resolution. When setting the overlap (default = 150) during prediction, the total time required can be calculated by Formula (7), where Speed is the time required to detect each patch image:
To explore the detection performance for different spatial resolution images, we resized our verification remote sensing image to 1.5 m, 2.0 m, 2.5 m, 3.0 m, 3.5 m, and 4.0 m, as shown in Figure 14 .
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Our model was trained using ZY3 satellite data with two-meter resolution; therefore, we decided to verify model performance using other types of satellite images. If our model also performs well on these, it can be used to monitor an entire region with different satellite images. In order to test the generalization performance of the model, we conducted a prediction experiment on the GF-2 satellite image. GF-2 can provide 0.8-m panchromatic and 3.2-m multispectral images; we selected the 3.2-m multispectral data of the GF-2 satellite image obtained on 11 November 2017, which is also located in Phongsali province. We used our optimal model to detect poppy parcels in the GF-2 image and obtained the spatial distribution maps of poppy parcels, as shown in Figure 16 . 
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Discussion
The distribution of poppy parcels is relatively dense on the left of the image and relatively sparse in the middle part. We randomly selected eight points and generated a zoomed-in display. The model produced a good prediction for both the dense and sparse areas. This also indicates that our model has good generalization capability for poppy parcel identification, and can be directly used to identify parcels with GF-2 multi-spectral 3.2-m images.
Unique Poppy Parcel Detection with Deep Learning-Based Object Detection
Monitoring poppy cultivation by remote sensing images has been indispensable, especially in Afghanistan and the Golden Triangle. The UNODC uses a statistical sample method combined with remote sensing images to estimate poppy cultivation in monitoring areas. The existing methods [4, 6, 7] focus almost entirely on the total planting acreage in some provinces and countries. The total planting acreage is an important indicator in evaluating the overall planting situation; however, in practice, obtaining poppy parcel location information is more important for eradicating poppies [5] . So, we put forward a new perspective that focuses on the coordinates of poppy parcels. Until now, the most highly researched regions have been in Afghanistan, with only a few in the Golden Triangle. The poppy planting situation in Lao PDR is completely different from that in Afghanistan, most notably because the majority of opium poppies are planted in the mountains, which are far from main roads and residential areas [36] . In these areas, the method used in Afghanistan is not always effective. Therefore, we proposed a new methodology to detect opium poppy parcel location coordinates in Lao PDR. Our work is the first attempt to solve the monitoring poppy problem with the object detection method, and has three major advantages. First, using the deep learning method, our method can automatically extract poppy parcel features without the need for manual selection and with a much faster detection speed. Second, the object detection method is more effective for detecting poppy parcel location information in Lao PDR because of the unique planting characteristics. Third, we conducted many comparison experiments and analyzed the effect on different parameters.
Uncertainty Analysis and Scope for Future Work
As shown from the results, when the confidence threshold is set to 0.68, the precision reaches 95.1%, yet the recall is only 83%. A potential reason for this is that our model is not good at recognizing large parcels (Figure 17 ). We analyzed poppy parcel samples in the training datasets and made histogram statistics of the length and width of label boxes ( Figure 18) ; the lengths are approximately 17-400 m, and their widths are 15-263 m. For parcels larger than 150 m, there are far fewer training samples, accounting for only 7% of all samples. Therefore, these would be judged as non-poppy parcels at the prediction stage. In future work, we intend to perform a sample balancing operation and increase the number of large targets when generating training samples, allowing these features to be learned sufficiently, thereby improving the detection recall rate. Monitoring poppy cultivation by remote sensing images has been indispensable, especially in Afghanistan and the Golden Triangle. The UNODC uses a statistical sample method combined with remote sensing images to estimate poppy cultivation in monitoring areas. The existing methods [4, 6, 7] focus almost entirely on the total planting acreage in some provinces and countries. The total planting acreage is an important indicator in evaluating the overall planting situation; however, in practice, obtaining poppy parcel location information is more important for eradicating poppies [5] . So, we put forward a new perspective that focuses on the coordinates of poppy parcels. Until now, the most highly researched regions have been in Afghanistan, with only a few in the Golden Triangle. The poppy planting situation in Lao PDR is completely different from that in Afghanistan, most notably because the majority of opium poppies are planted in the mountains, which are far from main roads and residential areas [36] . In these areas, the method used in Afghanistan is not always effective. Therefore, we proposed a new methodology to detect opium poppy parcel location coordinates in Lao PDR. Our work is the first attempt to solve the monitoring poppy problem with the object detection method, and has three major advantages. First, using the deep learning method, our method can automatically extract poppy parcel features without the need for manual selection and with a much faster detection speed. Second, the object detection method is more effective for detecting poppy parcel location information in Lao PDR because of the unique planting characteristics. Third, we conducted many comparison experiments and analyzed the effect on different parameters.
As shown from the results, when the confidence threshold is set to 0.68, the precision reaches 95.1%, yet the recall is only 83%. A potential reason for this is that our model is not good at recognizing large parcels ( Figure 17 ). We analyzed poppy parcel samples in the training datasets and made histogram statistics of the length and width of label boxes ( Figure 18) ; the lengths are approximately 17-400 m, and their widths are 15-263 m. For parcels larger than 150 m, there are far fewer training samples, accounting for only 7% of all samples. Therefore, these would be judged as non-poppy parcels at the prediction stage. In future work, we intend to perform a sample balancing operation and increase the number of large targets when generating training samples, allowing these features to be learned sufficiently, thereby improving the detection recall rate. In our experiment, we found that different sliding window settings (overlap) in the training samples affected the performance of the model. An overlap of 100 produced better model performance than 150 and 200. There are two reasons that explain this phenomenon. First, not setting an overlap generates poor samples when the target is at the edge of the image (Figure 19(ab) ); namely, some poppy parcel features are cut. When we set an appropriate value for the overlap ( Figure 19(c-e) ), the poppy parcel features are retained (Figure 19(d) ). In other words, using the overlap method increases the diversity of the samples. Second, the overlap influences the number of samples. For a large remote sensing image, we can theoretically have many overlap settings. Different overlap settings will generate different amounts of training samples, and the number of samples cut can be approximately represented by Formula (8) , where Trainnumber represents the number of all of the samples, Imagerows and Imagecolumns represent the number of row and column pixels in the remote sensing image, respectively, and overlap represents the size of the sliding window (an integer from one to 300).
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Image * Image * (8) Figure 18 . Histogram of training sample lengths and widths.
In our experiment, we found that different sliding window settings (overlap) in the training samples affected the performance of the model. An overlap of 100 produced better model performance than 150 and 200. There are two reasons that explain this phenomenon. First, not setting an overlap generates poor samples when the target is at the edge of the image ( Figure 19a,b) ; namely, some poppy parcel features are cut. When we set an appropriate value for the overlap (Figure 19c-e) , the poppy parcel features are retained (Figure 19d) . In other words, using the overlap method increases the diversity of the samples. In our experiment, we found that different sliding window settings (overlap) in the training samples affected the performance of the model. An overlap of 100 produced better model performance than 150 and 200. There are two reasons that explain this phenomenon. First, not setting an overlap generates poor samples when the target is at the edge of the image (Figure 19(ab) ); namely, some poppy parcel features are cut. When we set an appropriate value for the overlap ( Figure 19(c-e) ), the poppy parcel features are retained (Figure 19(d) ). In other words, using the overlap method increases the diversity of the samples. Second, the overlap influences the number of samples. For a large remote sensing image, we can theoretically have many overlap settings. Different overlap settings will generate different amounts of training samples, and the number of samples cut can be approximately represented by Formula (8) , where Trainnumber represents the number of all of the samples, Imagerows and Imagecolumns represent the number of row and column pixels in the remote sensing image, respectively, and overlap represents the size of the sliding window (an integer from one to 300). Second, the overlap influences the number of samples. For a large remote sensing image, we can theoretically have many overlap settings. Different overlap settings will generate different amounts of training samples, and the number of samples cut can be approximately represented by Formula (8), where Train number represents the number of all of the samples, Image rows and Image columns represent the number of row and column pixels in the remote sensing image, respectively, and overlap represents the size of the sliding window (an integer from one to 300).
Train number =
Image rows * Image columns overlap * overlap
For an original image measuring 320 × 317 (Figure 20a ), when the overlap is set to 100, it can be partitioned into nine different samples (Figure 20b ), when it is set to 150, it can generate four samples (Figure 20c) , and when it is set to 200, only one sample can be made (Figure 20d) For an original image measuring 320 × 317 (Figure 20(a) ), when the overlap is set to 100, it can be partitioned into nine different samples (Figure 20(b) ), when it is set to 150, it can generate four samples (Figure 20(c) ), and when it is set to 200, only one sample can be made (Figure 20(d) ).
(a) For every ground truth target, the small overlap setting can generate many samples with different backgrounds, which increases the diversity of the training samples. More samples often improve the performance of the deep learning model. In this study, we only conducted three comparative experiments for different overlaps. If we had set the overlap smaller, more samples would have been generated, which may improve the model performance or not. In future work, we will explore how the overlap influences the model performance, as well as whether setting it to smallest (value =1) is the optimal choice.
Deep learning-based object detection requires three-band pictures, whereas the remote sensing images employed contain four bands (near infrared-red-green-blue), so we can only choose three of the four bands. In our study, we used false-color (NRG) and true-color (RGB) for the training datasets. Our results showed that the model trained on NRG datasets performed better than that on RGB datasets, which also proved that false-color synthetic images using the NRG band can be continually trained based on the initial weight of SSD. Since the images utilized the information of the near infrared band, which is sensitive to vegetation, the recognition accuracy for poppy parcels was improved. We only trained the model using NRG and RGB, yet there are 24 different combinations of four band images, such as 4-3-1, 4-2-1, 4-1-3, etc. More experiments need to be conducted in order to explore the best band combination. Besides, we cannot utilize all four bands, because remote sensing fields do not contain millions of labeled datasets [41] , so we have to abandon some band information when using a pre-trained model. On the other hand, the saliency map based on SAR images has been used to detect targets [42] [43] [44] , which provide a novel research direction. In future work, we intend to conduct some experiments to explore if the opium poppy parcels have unique characteristics compared with the surrounding environment (forests and farmland) in SAR images, and we intend to explore the saliency map of the opium poppy parcels and use the saliency map as an input of the SSD model. We also intend to design a new deep convolutional neural For every ground truth target, the small overlap setting can generate many samples with different backgrounds, which increases the diversity of the training samples. More samples often improve the performance of the deep learning model. In this study, we only conducted three comparative experiments for different overlaps. If we had set the overlap smaller, more samples would have been generated, which may improve the model performance or not. In future work, we will explore how the overlap influences the model performance, as well as whether setting it to smallest (value = 1) is the optimal choice.
Deep learning-based object detection requires three-band pictures, whereas the remote sensing images employed contain four bands (near infrared-red-green-blue), so we can only choose three of the four bands. In our study, we used false-color (NRG) and true-color (RGB) for the training datasets. Our results showed that the model trained on NRG datasets performed better than that on RGB datasets, which also proved that false-color synthetic images using the NRG band can be continually trained based on the initial weight of SSD. Since the images utilized the information of the near infrared band, which is sensitive to vegetation, the recognition accuracy for poppy parcels was improved. We only trained the model using NRG and RGB, yet there are 24 different combinations of four band images, such as 4-3-1, 4-2-1, 4-1-3, etc. More experiments need to be conducted in order to explore the best band combination. Besides, we cannot utilize all four bands, because remote sensing fields do not contain millions of labeled datasets [41] , so we have to abandon some band information when using a pre-trained model. On the other hand, the saliency map based on SAR images has been used to detect targets [42] [43] [44] , which provide a novel research direction. In future work, we intend to conduct some experiments to explore if the opium poppy parcels have unique characteristics compared with the surrounding environment (forests and farmland) in SAR images, and we intend to explore the saliency map of the opium poppy parcels and use the saliency map as an input of the SSD model. We also intend to design a new deep convolutional neural network to take advantage of remote sensing multi-band information on optical images and the saliency map on SAR images.
We also explore our model performance (trained at 2.0 m) on different spatial resolution images and other types of satellite image. As the results show, when our model predicts poppy parcels on images with spatial resolutions of 2.5 m and 3.0 m, their precision only declines by 7% for the same recall, but the prediction time is greatly reduced, resulting in a rapid detection method. When we set the confidence threshold to 0.56, the detection performance is good for large parcels at resolutions of 4.0 m and 3.5 m (Figure 21 ), but it is poor for small parcels. When the resolution is close to 2.0 m (2.5 m or 3.0 m), it can detect a majority of both large and small parcels, but contains several superfluous prediction boxes, which result in lower precision compared with a resolution of 2.0 m. When the resolution is higher (1.5 m), the prediction box size is much smaller, which reduces the prediction accuracy. In conclusion, a slightly lower resolution than that trained on the model can result in a better prediction. Thus, in future work, we will attempt to train a single model using different resolution images, which may result in a better generalization performance.
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(a) (b) Figure 22 . Prediction using the GF-2 image (3.2 m). The black circles in (a) represent small poppy parcels that were not detected, and the white circles in (b) show agriculture plots that were incorrectly judged as poppy parcels.
To improve the model for different satellite images, we aim to more effectively train the model using combinations of other satellite images. Furthermore, as we only conducted experiments on GF-2 images, more research is required on other types of remote sensing images.
Conclusions
Using satellite remote sensing has become a mainstream approach for monitoring poppy cultivation. However, identifying the location of poppy parcels and mapping their spatial distribution are of great practical significance for local governments making and implementing eradication plans. In order to obtain the specific location coordinates of poppy parcels, we used deep learning-based object detection to detect the location of target poppy parcels in remote sensing images and obtain a spatial distribution map of the poppy growing area. We also compared and analyzed the model performance in different situations using verification areas in Phongsali. It was found that for the region in Phongsali, our method can not only detect poppy parcel locations with a higher precision and recall (95% and 85%, respectively), it also performs well on other types of satellite images and at other spatial resolutions. Compared to existing monitoring methods, our work has three unique points: (1) it can obtain the specific location coordinates of poppy parcels by automatic feature extraction from training data; (2) it provides a quantitative analysis of prediction performance for different parameters; and (3) it performs well on satellite images of different types and varying spatial resolution. In future work, our detection method will be utilized to monitor poppy parcels in different areas, and more experiments will be conducted to verify the applicability of our model to other types of satellite images. 
