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THE HUNEKE–WIEGAND CONJECTURE AND MIDDLE TERMS OF
ALMOST SPLIT SEQUENCES
TOSHINORI KOBAYASHI
Abstract. Let R be a Gorenstein local domain of dimension one. We show that a non-
free maximal Cohen–Macaulay R-module M possessing more than one nonfree indecomposable
summands in the middle term of the almost split sequence ending in M has a nonvanishing self
extension. In other words, we show that the Huneke–Wiegand conjecture is affirmative for such
R-modules M .
1. Introduction
In this paper, we study the following conjecture of Huneke andWiegand; see [10, the discussion
following the proof of 5.2].
Conjecture 1.1 (Huneke and Wiegand [10]). Let R be a Gorenstein local domain. Let M be
a maximal Cohen–Macaulay R-module. If M ⊗R HomR(M,R) is torsion-free, then M is free.
Huneke and Wiegand [10] showed that this conjecture is reduced to the case that R has Krull
dimension one. They also proved that this conjecture is true for hypersurfaces. Many other
partial answers are known [1, 2, 4, 5, 8, 12], but, the conjecture is still open in general. We
note that Conjecture 1.1 implies the Auslander–Reiten conjecture for Gorenstein local domains
([3, Proposition 5.10]). Assume that R is a Gorenstein local domain of dimension one and M
is a maximal Cohen–Macaulay R-module. Then it is remarkable that the torsion-freeness of
M ⊗R HomR(M,R) is equivalent to saying that Ext
1
R(M,M) is zero; see [9, Theorem 5.9].
The main result of this paper is the following.
Theorem 1.2. Let (R,m) be a Gorenstein local domain of dimension one. Let M be a nonfree
indecomposable maximal Cohen–Macaulay R-module. Assume that the number of indecompos-
able summand in the middle term of the Auslander–Reiten sequence ending in M is greater than
one. Then one has Ext1R(M,M) 6= 0. Hence, Conjecture 1.1 holds true for M .
Remark that Roy [12] showed that for one-dimensional graded complete intersections R satis-
fying some condition on the a-invariant, the assertion of Theorem 1.2 holds. Our result is local
(not graded), and we do not assume that the ring is a complete intersection.
In section 2, we give some preliminaries. In section 3, the proof of Theorem 1.2 is given.
2. Irreducible homomorphisms and almost split sequences
In this section, we prove lemmas needed to prove the main theorem. In the rest of this paper,
let (R,m) be a commutative Gorenstein local ring, and all modules are finitely generated, unless
otherwise stated. We denote by CM0(R) the category of maximal Cohen–Macaulay R-modules
M such that Mp is Rp-free for any nonmaximal prime ideal p of R. For an R-module M , ΩM
(resp. ΩiM) denote by the first (resp. i-th) syzygy module in the minimal free resolution of M .
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For R-modules M and N , let HomR(M,N) denote the quotient of HomR(M,N) by the set
of homomorphisms from M to N factoring through a free R-module. Since R is Gorenstein, the
stable category CM0(R) of CM0(R) is a triangulated category. Its morphism set is equal to the
stable homset HomR(−,−) and its shift functor is the functor taking Ω; see [6, Chapter 1] for
instance. Hence we obtain the following lemma.
Lemma 2.1. Let M,N be R-modules in CM0(R). Then we have the following isomorphisms.
(1) HomR(ΩM,N)
∼= Ext1R(M,N), (2) Ext
1
R(M,N)
∼= Ext1R(ΩM,ΩN),
(3) HomR(M,N)
∼= HomR(ΩM,ΩN).
On the set HomR(M,N), we also use the following lemma.
Lemma 2.2. Let M,N be R-modules having no free summands and f : M → N be a homomor-
phism factoring through a free R-module. Then the image Im f of f is contained in mN .
Proof. Write f = hg where g : M → F and h : F → N are homomorphisms with a free R-module
F . Since M has no free summands, Im g is contained in mF . Hence Im f ⊆ h(mF ) ⊆ mN . 
Recall that a homomorphism f : X → Y of R-modules is said to be irreducible if it is neither
a split monomorphism nor a split epimorphism, and for any pair of morphisms g and h such
that f = gh, either g is a split epimorphism or h a split monomorphism.
Lemma 2.3. Let M,N be R-modules having no free summands and f, g : M → N be homomor-
phisms. Assume that g factors through a free R-module. Then
(1) f is an isomorphism if and only if so is f + g.
(2) f is irreducible if and only if so is f + g.
Proof. We only need to show one direction; we can view f as (f + g) − g.
(1): Assume that f is an isomorphism with inverse homomorphism h : N → M . Then the
composite homomorphisms gh and hg factor through some free R-modules. It follows from
Lemma 2.2 that there are inclusions Im gh ⊆ mM and Imhg ⊆ mN . By Nakayama’s lemma, we
see that (f + g)h and h(f + g) are automorphisms of M and N respectively. This shows that
f + g is an isomorphism.
(2): Assume that f is irreducible. By the assumption, g is a composite ba of homomorphisms
a : M → F and b : F → N with a free R-module F . If there is a factorization f + g = dc for
some homomorphisms c : M → X and d : X → N , then they induce a decomposition M
t[a,c]
−−−→
F ⊕X
[−b,d]
−−−→ N of f . By the irreducibility of f , either t[a, c] is a split monomorphism or [−b, d]
is a split epimorphism. In the former case, we can take a homomorphism [p, q] : F ⊕ X → N
such that the composite pa + qc = [p, q] ◦ t[a, c] is equal to the identity map of N . Using (1),
qc is also an isomorphism. This yields that c is a split monomorphism. In the latter case, we
can see that d is a split epimorphism by similar arguments. Thus we conclude that f + g is an
irreducible homomorphism. 
An additive category A is called Krull–Schmidt category if every object of A decomposes into
a finite direct sum of objects having local endomorphism rings.
Corollary 2.4. Let M be an indecomposable R-module such that Mp is Rp-free for any non-
maximal prime ideal p of R. Then the endomorphism ring EndR(M) is local (i.e. the sum
of two given nonunits is again a nonunit). In particular, the additive category CM0(R) is a
Krull–Schmidt category.
Proof. Note that M is also indecomposable as an object of the stable category mod(R) of R-
modules. By the assumption on M , EndR(M) has finite length as an R-module. Hence we have
isomorphisms
(2.4.1) EndR(M)
∼= EndR(M)⊗R R̂
∼= EndR̂(M ⊗R R̂),
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where R̂ is a completion of R. By Lemma 2.3 (1), the endomorphism ring EndR(M) (resp.
End
R̂
(M ⊗R R̂)) is local if and only if EndR(M) (resp. EndR̂(M ⊗R R̂)) is local. Thus, it
is enough to check that End
R̂
(M ⊗R R̂) is local. The isomorphisms (2.4.1) also show that
M ⊗R R̂ is indecomposable as an object of mod(R̂). This is equivalent to saying that M ⊗R R̂ is
indecomposable as an R̂-module. By the Krull–Schmidt property of the category of R̂-modules,
it follows that End
R̂
(M ⊗R R̂) is local. 
Let M be a nonfree indecomposable module in CM0(R). Then there exists an almost split
sequence ending in M . Namely, there is a nonsplit short exact sequence
0→ τM
f
−→ EM
g
−→M → 0
in CM0(R) such that N is indecomposable and for any maximal Cohen–Macaulay R-module L
and a homomorphism h : L → M which is not a split epimorphism, h factors through g; see
[13, Chapter 2,3] for details (we can remove the assumption that R is henselian by Corollary
2.4). Note that an almost split sequence ending in M is unique up to isomorphisms of short
exact sequences. In particular, for any nonfree indecomposable R-module M in CM0(R), the
R-modules τM and EM are unique up to isomorphisms.
Lemma 2.5. Let M be a nonfree indecomposable module in CM0(R). Consider the almost split
sequences
0→ τM
f
−→ EM
g
−→M → 0, 0→ τ(ΩM)→ EΩM → ΩM → 0
ending in M and ΩM . Then Ω(EM ) is isomorphic to EΩM up to free summands.
Proof. By horseshoe lemma, there exists a short exact sequence s : 0 → Ω(τM)
f ′
−→ ΩEM ⊕
P
g′
−→ ΩM → 0 with some free R-module P . Here, the class g′ ∈ HomR(ΩEM ,ΩM) of g
′
coincides with the image Ω(g) of the class g of g under the isomorphism Ω : HomR(EM ,M) →
HomR(ΩEM ,ΩM) in Lemma 2.1. We want to show that the sequence s is an almost split
sequence ending in ΩM . By Lemma 2.3 (2), we see that g′ is a split epimorphism if and only if
g′h = id for some h in the category CM0(R). In view of the equivalence Ω : CM0(R)→ CM0(R),
g′ as well as g is not a split surjection. This means that s is not a split exact sequence.
We fix a homomorphism h′ : X → ΩM which is not a split epimorphism. We can use the
equivalence Ω : CM0(R) → CM0(R) again to obtain an equality h
′ = g′p + rq with some ho-
momorphism p : X → ΩEM , q : X → F , r : F → ΩM , where F is a free module. As g
′ is an
epimorphism and F is free, r factors through g. This shows that h′ = g′t for some t : X → ΩEM .
Consequently, s is an almost split sequence ending in ΩM . 
Consider the almost split sequence
0→ τ(M)→ EM →M → 0
ended in M . We define a number α(M) to be the number of nonfree indecomposable summand
of EM .
Lemma 2.6. Let M be a nonfree indecomposable module in CM0(R). Then α(M) = α(Ω
iM)
for all i ≥ 0.
Proof. This is a direct consequence of Lemma 2.5. 
The following two lemmas play key roles in the next section. See [11, Lemma 4.1.8] for details
of the lemma below.
Lemma 2.7. Let f : M → N be an irreducible homomorphism such that M and N are inde-
composable in CM0(R). Assume that dimR = 1. Then f is either injective or surjective.
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Recall that an R-module M has constant rank n if one has an isomorphism Mp ∼= R
⊕n
p for all
associated primes p of R.
Lemma 2.8. Let M,N be nonfree indecomposable modules in CM0(R) having same constant
rank. Let f : M → N be an irreducible monomorphism. Assume that dimR = 1. Then Coker f
is isomorphic to R/m.
Proof. By the assumption that f is an irreducible monomorphism, f is not surjective. Hence we
can take a maximal proper submodule X of N containing Im f . Remark that the quotient N/X
is isomorphic to R/m and hence X and N has same constant rank. Since dimR = 1, X is an
R-module contained in CM0(R). Thus we have a factorization M → X → N of f in CM0(R).
By the irreducibility of f , it follows that either M → X is a split monomorphism or X → N is a
split epimorphism. As X is proper submodule of N , the later case cannot occur. Therefore, we
obtain a split monomorphism g : M → X. Then, by the equalities rankM = rankN = rankX,
g is an isomorphism. This implies the desired isomorphisms Coker f ∼= N/X ∼= R/m. 
3. Proof of the main theorem
In this section, we give a proof of Theorem 1.2.
Proof of Theorem 1.2. Since R is a Gorenstein local ring of dimension one, τ(N) is isomorphic
to ΩN for any nonfree indecomposable R-module N in CM0(R). We assume that M is a
nonfree indecomposable R-module in CM0(R) satisfying Ext
1
R(M,M) = 0 and want to show
that α(M) = 1. We see from Lemma 2.1 that the isomorphisms
Ext1R(Ω
i+1M,Ωi+1M) ∼= Ext1R(M,M) = 0
hold for all i ≥ 0. If EΩiM has a free summand, then τ(Ω
iM) = Ωi+1M has an irreducible
homomorphism into R. Hence Ωi+1M is a direct summand of the maximal ideal m. Since R is
a domain, this means that Ωi+1M is isomorphic to m. It follows that Ext1R(m,m) is zero, and so
R should be regular. Therefore, we may assume that EΩiM has no free summands for all i ≥ 0.
By lemma 2.6, it is enough to show that α(ΩiM) = 1 for some i ≥ 0. Thus by replacing M with
ΩiM , we may assume that rankM is minimal in the set {rankΩiM | i ≥ 0}.
Decompose EM = E1⊕ · · ·⊕En as a direct sum of indecomposable modules and consider the
almost split sequence
0→ ΩM
f=t(f1,...,fn)
−−−−−−−−→ E1 ⊕ · · · ⊕ En
g=(g1,...,gn)
−−−−−−−→M → 0
ended in M , where fp : ΩM → Ep and gp : Ep → N are irreducible homomorphisms and
n = α(M). Lemma 2.7 guarantees that each of f1, . . . , fn and g1, . . . , gn is either injective
or surjective.
Claim 1. There is a number p such that fp is injective.
Proof of Claim 1. Suppose that all of the f1, . . . , fn are surjective. Then we get equalities
Im g =
∑
i Im gi =
∑
i Im gifi. Since HomR(ΩM,M) = 0 (Lemma 2.1), it follows from Lemma
2.2 that Im gifi ⊆ mM for all i = 1, . . . , n. This yields that Im g ⊆ mM , which contradicts to
that g is surjective. 
Claim 2. If there is a number p such that fp is injective and gp is surjective, then α(M) = 1.
Proof of Claim 2. Suppose that fp is injective and gp is surjective. Since HomR(ΩM,M) = 0,
there is a freeR-module F and homomorphisms a : ΩM → F and b : F →M such that gpfp = ba.
Since F is free and gp is surjective, we have a factorization b = gpc with some homomorphism
c : F → Ep. So we get an equality gp(fp − ca) = 0. In particular, fp − ca factors through
the kernel Ker gp of gp, i.e. fp − ca = ed with a homomorphism d : ΩM → Ker gp and the
natural inclusion e : Ker gp → Ep. By Lemma 2.3 (2), the homomorphism fp − ca : M → Ep
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is also irreducible. Hence either e is a split epimorphism or d is a split monomorphism. In the
former case, the equality Ker gp = Ep follows. It means that the map gp is zero. This is a
contradiction to the irreducibility of gp. So it follows that d is a split monomorphism. Then one
has rankΩM ≤ rankKer gp = rankEp − rankM . This forces that n = 1. 
By Claim 1, we already have an integer p such that fp is a monomorphism. If gp is surjective,
then by Claim 2 it follows that α(M) = 1. Therefore, we may suppose that gp is injective. Then
the inequalities rankΩM ≤ rankEp ≤ rankM hold. By the minimality of rankM , we have
rankΩM = rankEp = rankM . In this case, we see isomorphisms Coker fp ∼= R/m ∼= Coker gp
by Lemma 2.8. Therefore, equalities ℓ(M/ Im(fpgp)) = ℓ(Coker fp)+ ℓ(Coker gp) = 2 hold (here,
ℓ(X) denotes the length for an R-module X). By Lemma 2.2, Im(fpgp) ⊆ mM . So it follows
that ℓ(M/mM) ≤ 2. In other words, M is generated by two elements as an R-module. Since
M is nonfree, one has rankM = 1 and HomR(M,R) ∼= ΩM . As rankΩM = rankM = 1, we
can apply the same argument above for ΩM to see that ΩM is also generated by two elements.
Then by [7, Theorem 3.2], one can see that Ext1R(M,M) 6= 0, a contradiction. 
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