Given a real-valued positive semidefinite matrix, Williamson proved that it can be diagonalised using symplectic matrices. The corresponding diagonal values are known as the symplectic spectrum. This paper is concerned with the stability of Williamson's decomposition under perturbations. We provide norm bounds for the stability of the symplectic eigenvalues and prove that if S diagonalises a given matrix M to Williamson form, then S is stable if the symplectic spectrum is nondegenerate and S T S is always stable. Finally, we sketch a few applications of the results in quantum information theory.
Introduction
It is well-known that the eigenvalues of a Hermitian matrix are stable under small perturbations. This lies at the heart of perturbation theory, which in turn is important in numerical analysis as well as most areas of theoretical physics. Many classic books have been fully devoted to (spectral) perturbation theory in finite [Wil65] or infinite [Kat95] dimensions and the results are well-known today. Next to the general notion of eigenvalues of a linear operator, in symplectic linear algebra there exists the notion of symplectic eigenvalues: Given a positive semidefinite matrix M ∈ R 2n×2n , Williamson [Wil36] showed that there exists a symplectic basis such that M is diagonal. The diagonal entries form the symplectic spectrum. The symplectic spectrum plays an important role in continuous variable quantum information, since for Gaussian states, the spectrum of the density matrix (which defines for instance the von Neumann entropy) can be obtained from the symplectic spectrum [HSH99] . The literature on symplectic eigenvalue perturbation is not as rich as for the usual eigenvalue problem. First results concerning perturbations for matrices in Williamson normal form can be found in [SEW05] . A more general approach was published in [Kön15] , and a bound similar to usual matrix perturbation bounds in the literature for matrix analysis has appeared recently in [BJ15] . The bounds in the present paper improve on the last result and also consider the Williamson analoga of eigenvectors and eigenspaces.
To summarise the results, let M = S T DS be the Williamson decomposition of a positive definite matrix. Since the symplectic spectrum is ultimately defined through the usual eigenvalue spectrum of a diagonalisable matrix, the immediate intuition is that the spectrum should be stable, while the diagonalising matrix S will not be stable when symplectic eigenvalues are degenerate. Likewise, there is a chance that S T S is stable, because this would encode the information about "symplectic eigenspaces" and eigenspaces are generally stable [Bha96] . In accordance with this intuition, we find:
• The symplectic spectrum is stable and we derive norm bounds for all unitarily invariant norms, improving the bounds in [BJ15] .
• The diagonalising matrix S is stable as long as no eigenvalue crossings occur and we derive a norm bound depending on the smallest gap in the spectrum. We also give a counterexample for the stability of matrices with degenerate eigenvalues.
• S T S is stable and we derive norm bounds for the operator norm.
These results can be useful for proving continuity and approximation results at least in the context of continuous variable quantum information. We sketch a few applications in the last section. For the reader's convenience, we recall the most important theorems and a number of small lemmata with simple calculations in Appendix A.
Notation and Williamson's normal form
Throughout this paper, let σ ∈ R 2n×2n be the standard symplectic form defined as
Furthermore, denote by Sp(2n) the group of 2n×2n real symplectic matrices, by O(n) ⊆ R n×n the group of real orthogonal matrices, and by U (n) ⊆ C n×n the group of unitary matrices. Let us now define the symplectic spectrum through Williamson's theorem:
Theorem 2.1 (Williamson [Wil36] ). Let M ∈ R 2n×2n be a positive definite matrix. Then there exists a nonnegative diagonal matrix D ∈ R n×n and a symplectic matrix S ∈ Sp(2n) such that
We can assume without loss of generality that
The entries of D are sometimes called the symplectic eigenvalues of M and they are the positive eigenvalues of iσM .
The theorem can be extended to the case of positive semidefinite matrices M . In this case,
where D 1 and D 2 contain zeros.
Proof. One proof that covers also the case of semidefinite matrices can be found in [Gos06] . We sketch the proof of [SCS99] and [SG15] :
Using that D and M are positive definite, consider an ansatz of the form S = M −1/2 KD 1/2 , where K ∈ O(2n). By construction S T M S =D and we only need to check that K can be chosen such that S is symplectic. This is equivalent to
Using that (M −1/2 σM −1/2 ) T = −M −1/2 σM −1/2 , we know that we can indeed find an orthogonal K achieving this construction. The idea is that iM 1/2 σM 1/2 is a Hermitian matrix and therefore diagonalisable by a unitary matrix U ∈ U (2n). It is easy to see that the eigenvalues come in pairs ±λ j with eigenvectors x j ± iv j for j = 1, . . . , n and x j , y j ∈ R 2n . One can then show that K is given by (x 1 , . . . , x n , y 1 , . . . , y n ) using that σx j = y j and σy j = −x j .
The goal of the main part of this paper is to consider the stability of the symplectic eigenvalues, the diagonalising matrix S and the matrix S T S.
Stability of the symplectic eigenvalues
Let us first consider the stability of D:
Theorem 3.1. Let M, M ′ ∈ R 2n×2n be two positive definite matrices andD,D ′ their Williamson diagonalisations as in Theorem 2.1. Then
for every unitarily invariant norm · , where κ(M ) is the condition number of M .
Proof. First note that by Williamson's theorem, iσM is diagonalisable. This can be seen via S −1 (iσM )S = iσS T M S = iσ diag(D, D) and the fact that the latter has eigenvalues ±D jj with eigenvectors (0, . . . , 0, 1, 0, . . . , 0, ±i, 0, . . . , 0) T , where 1 and ±i are at positions j and n + j. Let T be the matrix diagonalising iσ diag(D, D). Hence iσM is diagonalisable by ST with real eigenvalues and the eigenvalues are given by ±D ii for i = 1, . . . n. Using Lemma A.2 ([Bha96] (Theorem VIII.3.9)), we obtain directly:
for all unitarily invariant norms. We also used iσN = N for all Hermitian N and all unitarily invariant norms, since iσ is a unitary matrix.
Since iσ diag(D, D) is Hermitian, its eigenvectors are orthogonal and we can choose T ∈ U (2n). Therefore, since κ(A) = A −1 ∞ A ∞ for all invertible matrices, κ(ST ) = κ(S) as the operator norm · ∞ is unitarily invariant.
Let us now proceed as in [SG15] : We can write S = M −1/2 KD 1/2 with an orthogonal matrix K ∈ O(2n) using the proof of Williamson's theorem. Then
where s(A) denotes the vector of singular values of A. Using the C * -property of the operator norm we obtain (D 1/2 ) 2 ∞ = D 1/2 2 ∞ and hence
Since the same is true for M ′ this completes the proof.
In [BJ15] , the authors provide a different bound of this type, which for the operator norm reads
Note that the scaling in M − M ′ ∞ is better in Theorem 3.1 than in Bhatia and Jain's bound [BJ15] . One natural question is, whether there is hope to improve a lot on this inequality. In particular, let us ask the question whether an inequality of the type
holds for some constant c ∈ R independent of M, M ′ and some unitarily invariant norm. The answer is "no":
Proposition 3.2. Consider the following matrices:
Then, for all 0 < ε < 1/10 and for all c > 0 there exists an x 0 ≥ 1 such that for all x ≥ x 0 we have
for all unitarily invariant norms, thereby showing that c must depend on M and M ′ in equation (9).
Proof. First note that M ε > 0 for x ≥ 1 and ε < 1/10, since trace and determinant are both positive. Note that M − M ε = ε E . Now, since tr(E) = 0, the singular values of E are both the same and given by s(E) = √ 29. SinceD is two-dimensional and M, M ε are invertible,D andD ε are multiples of the identity. Any unitarily invariant norm is a so called gauge function of the singular values (see [Bha96] , chapter IV). Since the matricesD andD ε have only one singular value (excluding multiplicities), this implies that we can prove the statement for all unitarily invariant norm by proving it for the operator norm only. Now we need to calculate the singular value ofD andD ε , which is the positive eigenvalue of iσM and iσM ε respectively. The characteristic polynomials are
Note that for x ≥ 1 and ε small enough (ε < 1/10 is sufficient), we have
. Therefore, we have:
if we assume x ≥ 1 and ε < 1/10. For c = 1, if x ≥ 33, we have
A further evaluation shows that if one sets c = κ(M ) 1/2 κ(M ε ) 1/2 ≈ x then c M − M ε ∞ scales as xε to lowest order in ε (for x ≥ 1), while D − D ε ∞ scales as √ xε. Therefore, the example above does not attain the bound. Whether the bound c = κ(M ) 1/2 κ(M ε ) 1/2 is optimal can therefore not be determined by this counterexample. However, the scaling of c in x = M ∞ can only be improved by at most a square root.
Stability of the diagonalising matrix S
Next, we will analyse stability of the matrix S. General wisdom from usual diagonalisation of Hermitian matrices tells us that this should hold at least when the eigenvalues are simple:
Proposition 4.1. Let M ∈ R 2n×2n be a positive definite matrix such that all eigenvalues of iσM are nondegenerate and let S ∈ Sp(2n) be the matrix diagonalising M in Williamson's theorem. Let E be a symmetric matrix with E ∞ = 1, ε > 0 such that M ε := M + εE is positive definite. Then we have:
For ε > 0 small enough, the diagonalising matrix S ε ∈ Sp(2n) of M ε can be chosen in such a way that
where δ := min i =j |λ i (iσM ) − λ j (iσM )| and κ(M ) is the condition number.
Proof. First observe that S − S ε ∞ = O( √ ε) cannot be true for all choices of S and S ε if those matrices are not unique, which occurs whenever there exists a matrix O ∈ Sp(2n) ∩ O(2n) that commutes with M or M ′ . We consider the construction of S in the proof of Theorem 2.1 as
The stability of S depends thus on the stability of K. Since the eigenvalues are simple, it is known that the eigenvectors are analytic functions in ε ( [Wil65] , chapter 2, section 5). Let x i (ε) denote the normalised eigenvectors of i(M + εE) −1/2 σ(M + εE) −1/2 . Then, using Lemma A.1, there exists some constant c vec such that for all ε < c vec and all i we have
Note that λ j (iM 1/2 σM 1/2 ) = λ j (iσM ), iM 1/2 σM 1/2 is Hermitian and E ∞ ≤ 1 fulfiling assumptions of Lemma A.1. We know that the parallelogram law holds for the vector norm · 2 :
Furthermore, we know that K consists of the real and imaginary parts of eigenvectors of M −1/2 σM −1/2 and that when x i = ℜ(x i ) + iℑ(x i ) is an eigenvector to the eigenvalue
is the eigenvector to the eigenvalue −λ i . Thus we can find K ε such that:
where K i denotes the i-th column of K. Here, we used the fact that A ∞ ≤ A F for the Frobenius norm, which is equivalent to the right hand side of the first inequality. But then, using equation (6), Lemma A.4, A.5 and our stability result Theorem 3.1 we obtain:
We can now use Lemma A.6 and A.7 to obtain for ε < 1/(2 M −1 ∞ ) and ε < M ∞ :
By assumption
Hence we have for the summands in (19) -(21)
where we used M −1 ∞ ε < 1/2 by assumption on ε. Put together, this implies that for all 0 < ε < min{1/(2 M −1 ∞ ), M ∞ , c vec }, we can find S ε diagonalising M ε :
The constant is probably not optimal.
However, this will not be true in general if we have eigenvalue crossings. To see this, consider the following counterexample: 
where E ∈ R 2×2 denotes the upper left block in M or M ′ . This reduces the problem to finding the commutant of the upper left blocks in M . A simple computation shows that these are independent of ε. More precisely,
But then, the commutant of M and M ′ are independent of ε > 0 and so is the intersection of the commutant with Sp(2n) ∩ O(2n). Since this intersection is a closed set (commutants are closed), this implies that any matrix S diagonalising iσM with S ∞ = 1 and any matrix S ′ diagonalising iσM ′ either fulfil S − S ′ ∞ > C for some fixed constant C > 0 independent of ε, or there is a matrix S diagonalising both iσM and iσM ′ . Since [iσM, iσM ′ ] = 0, the two matrices cannot be diagonalised simultaneously, whence S − S ′ ∞ cannot become arbitrarily close to zero.
Stability of the matrix S
We have seen that S need not be stable when eigenvalue crossings occur, because eigenvectors need not be stable. However, it turns out that S −T S −1 is still stable because it contains only the (real parts of) projections onto the eigenspaces, which are stable according to general wisdom. In this section, · will always denote the norm · ∞ in order not to clutter the text with notation.
Theorem 5.1. Let M ∈ R 2n×2n be a positive definite matrix with Williamson decomposition M = S −TD S −1 . Let E be any symmetric matrix with E = 1. Assume that ε > 0 is small enough such that M ε := M + εE is still positive definite and let M ε = S −T εD ε S −1 ε be its Williamson decomposition.
Then for any ε such that M ε is positive definite and
with the condition number κ, then
The inequality can be improved by a more careful analysis of the prefactors.
Proof. From the proof of Theorem 2.1 we know S = M −1/2 KD 1/2 and therefore
Here, v i = v ℜ i + iv ℑ i are the eigenvectors of iM 1/2 σM 1/2 corresponding to d i . We have
We deal with each term separately, where the hardest term is the last. Term (30): Using (7) we have D −1 ≤ M −1 . For M −1 ε < 1/2 and ε < M , Lemma A.4 and A.6 imply
Term (31): SinceS −1 diagonalises M −1 ≥ 0, Theorem 3.1 implies
for M −1 ε < 1/2 and with M ε ≤ M + ε ≤ 2 M . Plugging this into (31) and using ε < M we obtain
Term (32): The interesting part is
We start by observing:
Furthermore,
where ℜ denotes the real part of the expression and P M (d i ) denotes the spectral projection onto the eigenvalue subspace of the eigenvalue d i of iM 1/2 σM 1/2 . We wish to apply general knowledge about the stability of eigenspaces. For convenience, the relevant theorem ([Bha96] Theorem VII.3.2) is stated in Lemma A.3. In order to apply it, we need to consider the spectrum of iM
ε : By construction, spec(iM 1/2 σM 1/2 ) = {±d 1 , . . . , ±d n }. Denote the positive eigenvalues as spec + , then we can write spec + (iM 1/2 σM 1/2 ) = k j=1 S j where all S j contain d i with multiplicities, fulfil dist(S j , S k ) := min{|d − e| | d ∈ S j , e ∈ S k } > M 3/4 ε 1/4 and k is maximal. The stability of the symplectic spectrum implies:
hence if we set d i :=D ii and e i := (D ε ) ii , then we have
We can now define the multisets R j := {e i |d i ∈ S j } for every S j and make the following observations:
1. The diameter of S j does not exceed M 3/4 ε 1/4 |S j |.
2. |R j | = |S j | for every j = 1, . . . , k.
dist(R
Observation 1 follows from the maximal number of S j : If the diameter was larger, by the pidgeon-hole principle we could divide S j into two sets with distance larger than M 3/4 ε 1/4 . Observation 2 follows, since any e i ∈ R j is at most 1/3 M 3/4 ε 1/4 away from some d i ∈ S j and since the distance of S j and S k is at least M 3/4 ε 1/4 , |e i − d k | > 2/3 M 3/4 for any d k ∈ S k with k = j. Incidentally, this also proves Observation 3. Now let e i be as defined with equation (38). Using equation (36), we see
For every set S j , pick a value d S j ∈ S j and we have:
Recall that the real part of an operator T is defined as ℜ(T ) := (T + T * )/2. Since it is clearly linear for all matrices T , using that T + T * ≤ 2 T and the fact that every unitarily invariant norm fulfils T * = T implies
Now we can apply Lemma A.3 to the term (39): Let P c M (S j ) and P c Mε (R i ) be complementary orthogonal projections such that in particular P M (S j ) + P c M (S j ) = ½. Then we have for every j = 1, . . . , k:
Here, we used Observation 3 of the decomposition, which gives a lower bound on dist(S j , R i ) for i = j. For the term (40) we use that the norm of the difference of two projections never exceeds one:
We can now use the Observation 1 and the fact that for any S j , |S j | ≤ n. This gives an upper bound to
In total, we obtain
Now, we know that (7) and the fact that ½ 1 = n. Using Lemmata A.4, A.6 and A.7, we can now fully evaluate the term (32):
Finally, we can put everything together by substitution (33), (34) and (44) into (30)-(32). Using M −1 ε < M −1 1/4 ε 1/4 < 1/2, we obtain:
The constant is not optimal.
Applications
Let us now sketch a few applications of the theorems to quantum information theory (an overview can be found in [ARL14] ). The basic object in quantum mechanics are the quantum state of a system. In the case of systems consisting of n bosonic modes (such systems are considered especially in quantum optics), an important set of states are the so called Gaussian states. They can be characterised by their first and second moments, which correspond to a vector d ∈ R 2n and a covariance matrix γ ∈ R 2n×2n . Necessary and sufficient conditions for γ to be the covariance matrix of a quantum state are given as γ ≥ iσ by Heisenberg's inequality. Pure states then correspond to symplectic positive definite matrices. Given two systems of n-modes and a state on two systems given by γ AB ∈ R 4n×4n , one can consider the reduced state of the quantum system, which is given by the upper left 2n × 2n-submatrix of γ AB . An important quantity in quantum information is the entropy of entanglement. As proven in [HSH99] , the entanglement entropy for Gaussian states is a continuous function of the symplectic spectrum of the reduced state of a system. Given a Gaussian quantum state with covariance matrix γ, it is given by
where g(x) = x log(x) and the d k are the symplectic eigenvalues. An easy corollary of Theorem 3.1 is the following norm bound on the entropy difference:
Corollary 6.1. For Gaussian states characterised by (γ AB , d), the entropy of entanglement is continuous in γ AB . Furthermore, for two states γ andγ in the interior of the set of covariance matrices, the entropy difference is bounded by
Proof. The entropy is continuous, since g is continuous and the symplectic eigenvalues are continuous. Let d k be the entries of D, the Williamson diagonalisation of γ (likewised k ), which implies that
≥ 1 always and
≥ 0. For x > 0 we have |x log(x) − y log(y)| = |x log(x) − y log(x) + y log(x) − y log(y)| = |(x − y) log(x) + y log(1 + (x − y)/y)| ≤ | log(x)||x − y| + |x − y| For x = 0, the upper bound is clearly also true, since x log(x) = 0. Using that log((
Taking the sum and noting that d k ≤ D ∞ by assumption and min
The rest then follows by using Theorem 3.1.
Note that the bound becomes arbitrarily bad if D has eigenvalues close to one. This is to be expected, since the function x log(x) is not uniformly continuous at 0 and hence cannot be norm bounded with a constant independent of x. Another interesting measure in quantum information is the Gaussian entanglement of formation. This is a measure to quantify the amount of entanglement needed to prepare a state of two systems under so-called LOCC operations (local quantum operations on each part of the systems and classical communication between the parts). It was shown in [Wol+04] that this measure can be written as
where γ p is the reduced state of S T S and H(·) denotes the entropy of entanglement. Using the methods of [ILW16] and the stability results of this paper, one can now prove:
Proposition 6.2. The Gaussian entanglement of formation is continuous on the interior of the set of covariance matrices.
Sketch of the proof. This can be proven in two ways. For γ AB in the interior of the set of covariance matrices, one can either use set-valued analysis as in the proof of Theorem 4.4 in [ILW16] to prove that the set {γ AB ≥ γ 0 ≥ iσ} is convex and varies continuously with γ AB . Then the result follows from Corollary 6.1. Equivalently, one can use Theorem 5.1 to show that for any ε > 0 and any symmetric E small enough, for any S T S ≤ γ AB there exists S T ε S ε ≤ γ AB + εE, such that their norm difference is small and then apply Corollary 6.1.
As a last application, let us mention that the stability of S T S as in Theorem 5.1 is implicitly useful in [ILW16] : There, we provide a program to compute an operational measure for squeezing. Given a covariance matrix γ of a state to be constructed, the program first computes Williamson's normal form and takes S T S as a starting point. If S T S was not continuous in the covariance matrix, this would imply that rounding errors in γ could result in the corresponding S T S not being a feasible point for the program. Theorem 5.1 asserts that this problem cannot occur. first order term in the perturbative expansion of an eigenvector x i (ε). Since Hermitian eigenvectors are orthogonal the first order term of the eigenvector expansion of x 1 as in (10.2) of [Wil65] reads
where |β 21 | ≤ B ∞ ≤ 1 are some numbers and λ i are the eigenvalues of A. Hence for ε small enough, we have
For ε small enough, this then implies the bound in the theorem. 
for every unitarily invariant norm. Here, κ is the condition number and Eig ↓ denotes the (ordered) set of eigenvalues.
Lemma A.3 ([Bha96] Theorem VII.3.2). Let A, B ∈ C n×n be Hermitian operators and let S 1 , S 2 be any two subsets of R such that dist(S 1 , S 2 ) = δ > 0. Let E = P A (S 1 ) (F = P B (S 2 )) be the spectral projection onto the space spanned by the eigenvectors of A (B) corresponding to eigenvalues in S 1 . Then, for every unitarily invariant norm,
Lemma A.4. Let A, B ∈ C n×n be positive semidefinite operators. Then, for every unitarily invariant norm,
Proof. This follows directly from the proof of Theorem X.1.1 in [Bha96] using that the square root function is operator monotone on positive semidefinite matrices and 0 1/2 = 0.
Lemma A.5. Let A, B ∈ C n×n be positive definite operators. Then for every unitarily invariant norm,
Proof. Calculate: 
Proof. We use κ(M +εE) = M +εE ∞ (M +εE) −1 ∞ by definition and apply Lemma A.6 to obtain:
Using M + εE ∞ ≤ M + ε ≤ 2 M finishes the proof.
