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Augmented Reality (AR) allows us to enhance our perception of the real world by overlaying artificial 
objects or information． The AR Technology has been recently applied to commercial products such as game 
applications and car navigation systems． However most of the applied systems just superimpose virtual objects 
or animations on real images captured by a camera． This paper proposes a new 3D CAD system that can easily 
and effectively generate parts of arbitrary virtual objects with a digital pen and operate and assemble them 
intuitively by using AR technology．  
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１． 背景と目的 
近年コンピュータの処理能力が飛躍的に向上したこ
とにより，拡張現実感(Augmented Reality)技術を誰も
が容易に実装できるようになった．また，スマートフォ
ンやタブレット PC などの性能も一昔前に比べ格段に向
上し，拡張現実感技術を利用したアプリケーションが
様々な分野，デバイスで応用されるようになった．特に
スマートフォンなどの携帯情報端末にはカメラや GPS，
加速度センサなどが標準搭載されているものが多く拡
張現実感技術ととても相性がよいため，多数のアプリケ
ーションが開発されている． 
これまでに提案されてきた拡張現実感技術の応用は，
あらかじめ用意された仮想的な 3D オブジェクトをユー
ザに提示するシステムが大半を占めており，一部を除い
てはユーザ自身が任意オブジェクトを自由に生成し，リ
アルタイムで操作できるような拡張現実感システムは
あまり提案されていない．それは，カメラ単体では人間
の直感的な動きや，視覚などの認識範囲外の情報を取得
するのには限界があり，その欠点を補うためにセンサを
積んだ高度なインターフェースを用いるからである．近
年では Kinect の登場により人間の直感的な動きを取り
入れたアプリケーションも開発されてきているが，カメ
ラ同様に認識範囲外の情報やノイズなどにより，精度を
要求される処理には向かない．だが，将来的に人間の手
の動きやそれに準じた入出力操作は増えてくると考え
られる．そのため，人間の直感的操作によるアプリケー
ションシステムを開発することで，拡張現実感技術さら
なる汎用性を確立できるのではないかと考える． 
そこで，本研究では，人が使い慣れているペンタイプ
の入力デバイス，手の動きを取得する深度センサを用い，
拡張現実感技術の効果的な 3 次元提示機能を利用した，
誰にでも容易に，仮想的な 3D オブジェクトを生成でき
るシステムの開発を目的とする． 
 
２． 研究概要 
どのような 3D オブジェクトでも，穴や分岐のない単
純なオブジェクトを組み合わせることで表現できる．ま
た，複雑な形状のパーツとなる単純なオブジェクトは，
任意の軸に対し輪切りにしていくことで，1 つの閉曲線
で表される断面の積み重ねによって生成できる．そこで，
本システムでは，ビデオシースルー型のヘッドマウント
ディスプレイを装着したユーザが専用のデジタルペン
を用い，紙上に任意の曲線を単数あるいは複数描きそれ
らを閉曲線へと変換する．その閉曲線を単純オブジェク
トの断面形状の輪郭として仮想的に提示し，それを少し
ずつ上方に移動させるという工程を繰り返すことで単
純オブジェクトを生成する．また，もう 1 つの方式とし
て，正面図，上面図の 2 面を描き，2 つの閉曲線を組み
合わせることで単純オブジェクトを生成する．これら 2
つの方式を用いて単純オブジェクトを複数個生成し，操
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作マーカにより組み上げることで複雑な形状の 3D オブ
ジェクトを直感的かつ容易に生成できる．また本研究は
昨年度の「拡張現実感に基づくペン入力型 3D オブジェ
クト生成システム」[1]を引き継ぎである。 
 
３． 拡張現実感技術 
カメラなどの現実世界の情報を取得するデバイスか
ら情報を取得し，それらの情報にコンピュータで作成し
た デ ジ タ ル 情 報 を 合 わ せ る 技 術 を 拡 張 現 実 感
（AR=Augmented Reality）とよぶ[2]． 
拡張現実感を実現する方法は大まかに以下の 3つに分
類される． 
①位置情報の利用 
GPS を用いて，緯度・経度・高度，地磁気センサによ
り方角を取得し，端末の位置，向いている方向を取得．
それらの情報を用いて，現実空間と CG を融合する． 
②マーカの利用 
あらかじめ登録してある画像・パターンなどをリアル
タイムに画像処理し，マーカの傾き・カメラからの距離
を計算し，座標を割り出す．それにより，マーカをトラ
ッキングし，マーカ上に CG を描画する． 
③特徴点の利用 
特徴点とはモノとモノの境界に存在するエッジであ
る．このエッジをリアルタイムに画像処理により取得し
記憶することで映像内の平面を推定する．推定された平
面上に CG を描画する． 
 
本システムでは拡張現実感を実装するために
ARToolKit と呼ばれるライブラリを用いた． 
 
４． 入力デバイスおよび実装方法 
（１）ペンによる入力 
本システムの要でもあるペンによる入力には MVPen
という製品を用いる．MVPen とは，手書きメモをデータ
として記録できるデバイスであり，PC に接続もしくは
データ取得後に PC に接続することでデータを保存する
ものである． 
 
 
図 1 MVPen と使用環境 
 
 
本システムでは，この MVPen を常時 PC に接続し，入
力デバイスとして用いる．それはユーザが直感的に描く
筆跡情報をリアルタイムに引き出し，オブジェクト生成
に必要となる座標として応用するためである． 
a）キャリブレーション 
MVPen 本体であるユニットは，紙の上のどこでペンが
押されたのかを取得しているため，その座標データは Z
軸のない 2 次元平面上である．この MVPen で用いられ
る 2 次元座用系を ARToolKit で用いられるマーカの 3 次
元座標系に変換し，取得した座標データを用いる． 
また MVPen の座標軸と ARToolKit の座標系では Y 軸
の方向が逆なため，この変換も行わなければならない．
そして，ユニットの位置が常に一緒ではないため必ずマ
ーカとユニットの位置関係を把握する必要がある．その
ため，紙に印刷されたマーカの右下から使用したい範囲
をドラッグすることでユニットとマーカの位置関係を
把握しキャリブレーションすることで，MVPen で取得し
た座標を ARToolKit 上で利用できるようにする． 
 
 
図 2 座標変換図 
 
（２）手による入力 
手による入力を行うために，本システムでは指先を認
識し，3 次元座標を取得．その座標を入力としている．
指先を認識するまでの流れは以下のようになっている． 
 
①画像処理による肌色抽出 
②面積の最も大きな領域を手とする 
③Kinect による深度情報からノイズを除去 
④手のひらの中心を決定 
⑤手の領域画像に細線化処理を行う 
⑥細線化した画像の輪郭頂点を取得 
⑦手のひらの位置から余分な頂点を削除し，指先の位
置を算出 
 
a）手領域の算出 
肌色抽出には HSV モデル(色相，彩度，明度)を用いる．
HSV は色相で色の種類，彩度で色の鮮やか，明度で明る
さを決めるモデルであり，人間が色を知覚する方法に類
似している．そのため，色の指定を直感的に行うことが
できる． 
肌色抽出では，HSV を分離し，各値によってマスク画
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像を作成する．マスク画像というのは 2 値化された画像
(輝度値が 0 と 255)である．作成された 3 枚のマスク画
像を比べ，白い領域が重なる部分を残し，重ならない領
域，黒い領域はすべて黒で塗りつぶす処理を行う．その
結果，一定の範囲の色相，彩度，明度を持つピクセルが
白く，それ以外が黒いマスク画像を作成できる．白く残
った領域が肌色の領域になる．HSV の各値については，
外的環境により調整する必要があり，ある程度幅を持た
せると多少の変化に対応できる．しかしこの段階では手
以外の肌色部分も白い領域として残っている． 
 
 
図 3 カメラから取得した RGB 画像 
 
 
図 4 HSV の値により 2 値化した様子 
 
肌色を抽出したあと，手の領域を算出するために白い
領域の中で一番大きなものを計算し，その他の領域を黒
にする．これは手が一番大きい領域ということを前提と
している． 次に Kinect による深度情報から，手の回り
のノイズを除去するため，一定の距離以外のものを省く
処理を行う．これらの処理を行うことでより精度の高い
手領域の算出を行うことができる． 
 
b）指先の算出 
指先を算出するために，手のひらの中心を決定する．
ここでは，手領域を上から一定間隔に面積を計算し，一
番領域の大きなところの中心を手のひら中心としてい
る． 
手のひらの中心を計算したあと，手の領域を細線化す
る．細線化とは線の中心 1 画素分だけを残すように線を
細くする処理のことを呼ぶ．今回は OpenCV[3]の細線化
処理をそのまま流用した． 
細線化後，OpenCV による輪郭抽出処理を行い，輪郭
頂点を取得．手のひらから一定の距離にある頂点が指先
だと仮定し，一定距離内にある頂点をすべて削除．残っ
た頂点から近いもの同士を群とし，最大 5 つの頂点群と
する．本システムではその頂点群の中心を指先として使
用している． 
 
 
図 5 指先の認識 
 
（３）マーカによる入力 
ARToolKit では，2 つの条件からマーカの検出をして
いる．1 つは「マーカは黒い四角形の領域である」こと，
もう 1 つは「四角形の中に描かれているパターンがあら
かじめ用意しておいた画像と同じものかどうか」である．
以上の 2 つの条件を満たした領域のみ画像処理を行う．
そして，マーカの座標・傾きを算出する． 
a）マルチマーカ 
マルチマーカとは，あらかじめ複数のマーカの相対的
な位置関係を設定しておき，複数のマーカを 1 つのマー
カとして扱うものである．マルチマーカの利点はマルチ
マーカの一部が手で隠れてしまっても，最低 1 つのマー
カが正常に検出できていれば，相対関係を利用して隠れ
たマーカの位置を算出することが可能である．そのため，
マーカを動かして操作に使う場合にとても有効な手段
である． 
本システムで使用しているマルカマーカは立方体の
各面に異なるマーカを貼り付け，マルチマーカとしてい
る．これによりカメラを動かしたり，マルチマーカを動
かしたりしてもマーカの位置を算出することが可能に
なる． 
 
 
図 6 マルチマーカ 
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５． 3D オブジェクト生成システム 
～単純オブジェクトの生成～ 
本システムでは，2 つの生成方式がある．それらのど
ちらかを用いてオブジェクトの生成を行い，オブジェク
トを配置することでモデルを作成する． 
（１）単純オブジェクトの生成方式 1（断面図方式） 
この方式は任意の曲線を描き，1 つの閉曲線へと変換
する．閉曲線を上昇させ単純物体の断面形状とする．こ
の工程を繰り返し，単純オブジェクトを生成する．操作
手順は以下のような流れになる． 
①単数あるいは複数の曲線を描く 
 ②決定ボタンを押す 
 ③閉曲線へ変換され，閉曲線が上昇する 
 ④以上①～③を繰り返す 
 
 
図 7 方式 1 の実行様子 
 
a）閉曲線処理 
複数の曲線を 1 つの閉曲線へと変換する際に，曲線の
並び替え・余分頂点の削除・不足頂点の補間を行い，閉
曲線へと変換を行う． 
 
 
図 8 閉曲線処理の前後 
 
b）曲線の並び替え 
最初に基準マーカから最も近い曲線を 1本目として格
納する．そして格納されている曲線の末尾の終点，残っ
ている曲線の始点・終点との距離を求め，距離が近いも
のを次に格納していく．曲線を全て格納するまで行う． 
しかし，そのままの状態で格納してしまうと曲線の向
きがバラバラになるため，格納する際に 1 本目と同じ向
きになるように揃えて格納することで，閉曲線にした際
の頂点の順番が狂わないようにしている． 
c）余分頂点の削除 
削除対象となる頂点は，曲線同士が交わっている場合，
交わっている頂点から先の頂点．また曲線が長い場合，
短いほうの始点・終点に最も近い距離にある頂点より先
の頂点になります． 
 
 
図 9 曲線同士が交わる場合 
 
 
図 10 曲線の片方が長い場合 
 
d）不足頂点の補間 
頂点が補間されるのは，曲線同士が離れている場合，
MVPen により取得した頂点が粗密である場合の 2 つで
ある．その場合，図のように補間される． 
 
 
図 11 曲線が離れている場合 
 
 
図 12 頂点の取得が粗密である場合 
 
（２）単純オブジェクトの生成方式 2（2 面図方式） 
この方式は作成したいオブジェクトの正面輪郭及び
上面輪郭の 2 つを描くことにより，オブジェクトを生成
する．操作手順は以下のような流れになる． 
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①キャリブレーション範囲内の十字を中心とした正
面輪郭を描く 
 ②決定ボタンを押す 
 ③閉曲線へと変換され，XY 平面から XZ 平面へと
変換される 
 ④キャリブレーション範囲内の十字を中心とした
上面輪郭を描く 
 ⑤決定ボタンを押す 
 ⑥正面輪郭，上面輪郭から単純オブジェクトを生成
する 
 
 
図 13 正面輪郭を描き，XZ 平面へ変換 
 
 
図 14 上面輪郭を描き，オブジェクト生成 
 
a）正面輪郭の生成 
方式 1と同様に閉曲線処理が必要になってくる．また，
方式 2の正面輪郭線の頂点を基準に上面輪郭線の頂点を
追加するため，頂点が左右で等しい高さにある必要があ
る．そのため，閉曲線処理を行った後，XY 平面から XZ
平面へ変換する際に左右の頂点の高さを揃える処理，左
右どちらかにしか頂点がない場合の頂点補間処理を行
う． 
 
 
図 15 左右の頂点の調整 
 
b）上面輪郭線の生成 
上面輪郭線の生成も他の輪郭線と同様に閉曲線処理
を行う際に，x 軸の基準線と交わったところに頂点を追
加する処理を行う．この処理および正面輪郭線の左右の
頂点の高さ調整処理を行うことで，正面輪郭線と上面輪
郭線を組み合わせ，オブジェクトを生成することが可能
になる． 
 
 
図 16 基準線との交点に頂点を追加 
 
c）2 つの輪郭線に基づくオブジェクトの生成 
正面輪郭線の同じ高さにある頂点 P1，P2 の頂点間距
離を L1 とし，上面輪郭線に追加した基準頂点 K1，K2
の頂点間距離を L2 とする．そのとき，L2/L1 の倍率をか
けた上面輪郭線を正面輪郭の P1，P2 と同じ高さについ
かすることで，1 つ断面とする．この処理を正面輪郭線
の左右の組みの全てに行うことでオブジェクトを生成
する． 
 
 
図 17 正面輪郭線への上面輪郭線の追加 
 
（３）頂点に基づくポリゴンの生成 
本システムでは，全てのポリゴンを三角ポリゴンで表
現する．三角ポリゴンを表示するには，Index 情報（面
を構成する頂点番号）と法線ベクトルが必要となる．そ
の 2つを面情報とする．また，断面の頂点の始点の位置，
頂点の向きがバラバラな場合，ポリゴン表示した際にね
じれて表示されてしまう．そのため，面情報を作成する
前に頂点の並び替えをする必要がある． 
 
a）頂点の並び替え 
始点は基準マーカに最も近い頂点，また断面頂点の中
心からみて，反時計回りであるようにすることで，各断
面輪郭線の頂点の並びを統一することができる． 
 
b）面情報の作成 
方式 2 では，上面輪郭線を拡大縮小したものを追加す
るので，頂点数は各断面で等しい．そのため，Index 情
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報の作成も順番に処理することで実現できた．しかし方
式 1で作成したオブジェクトはユーザが各断面を任意に
描くため，頂点数が一定ではない．そのため，頂点数が
多い輪郭線に多くポリゴンを生成する． 
 
 
図 18 頂点数の異なる場合のポリゴン生成 
 
また，面の向きを表す法線ベクトルを計算するため，
Index 情報である頂点番号を格納する順番を反時計回り
にする必要がある． 
 
 
図 19 頂点番号の格納順 
 
６． 3D オブジェクト生成システム 
～単純オブジェクトの編集～ 
本システムでは生成したオブジェクトの編集が行え
るが，方式 1，方式 2 では編集できる項目が異なる． 
（１）方式 1 の編集 
方式 1 で生成したオブジェクトは選択頂点の移動・回
転・拡大縮小を行える． 
a）頂点の選択 
頂点の選択は，輪郭線を描くように一筆書きで選択し
たい頂点を囲むことで選択できる． 
 
 
図 20 頂点の選択 
 
頂点の選択には角度の和による内外判定を用いてい
る．この手法の特徴は図形の凹凸関係なく使用可能とい
う点である． 
図のように求めたい点 P に対して角度を∠APB+∠
BPC･･･と全て足し，内部であれば 1 周し合計角度が 360
度もしくは－360 度になる． 
 
図 21 内外判定の仕組み 
 
b）選択頂点の移動 
頂点選択後，ハンドルをドラッグすることで頂点の移
動を行うことができる．ハンドルのドラッグする位置に
よって x 軸のみ，y 軸のみ，xy 両軸移動を行う． 
 
 
図 22 ハンドル操作 
 
c）選択頂点の回転 
回転機能にはハンドル操作を行わず，キャリブレーシ
ョン範囲内をドラッグすることで回転を行う． 
d）選択頂点の拡大縮小 
拡大縮小は移動と同じく x 軸のみ，y 軸のみ，xy 両軸
の操作がある． 
（２）方式 1・方式 2 の編集 
方式 2 のみの編集機能はなく，方式 1・方式 2 共通の
編集機能になる．行える編集機能はオブジェクト全体の
拡大縮小・色変更である． 
a）オブジェクトの拡大縮小 
選択頂点の拡大縮小のハンドル操作と異なり，マーカ
の下側に表示されているメモリをクリックすることで
拡大縮小を行う． 
b）オブジェクトの色変更 
オブジェクトの色とは，ポリゴン表示した際に表示さ
れる色である．色の変更には，オブジェクトの拡大縮小
と同じく，マーカの下側にカラーバーが表示される．そ
こをクリックすることで色の変更を行う． 
カラーバーは色相バーになっており，30 分割になって
いる．また，黒・灰色・白に関してはカラーバーの隣に
独立して色選択を行えるようになっている． 
 
７． 3D オブジェクト生成システム 
～システムの仕様～ 
オブジェクトの生成・編集によって作られる成果物は，
目的とするモデルの 1 つのパーツである．生成した単純
オブジェクトを基に専用マーカによる組み上げを行う
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ことでモデルを製作する．また，単純オブジェクトの管
理のためにオブジェクトレイヤがあり，その操作に手に
よる入力を用いる． 
（１）システムの流れ 
本システムは大きく 2 つの流れがある．1 つは単純オ
ブジェクトの生成．もう 1 つがオブジェクトの組み上げ
である．2 つの流れをフロー図で示す． 
 
 
図 23 オブジェクト生成のフローチャート 
 
フロー図からもわかるようにオブジェクトの生成を
パーツ分繰り返すというわかりやすい流れになってい
る．オブジェクトを生成し，レイヤへ関連付けを行うこ
とで，このあとの組み上げ機能でのオブジェクト選択を
行うことができる．また，選択レイヤを変更することで，
今まで生成したオブジェクトの編集を行うことも可能
である． 
次に組み上げ機能の流れをフローチャートで示す． 
 
 
図 24 オブジェクト組み上げのフローチャート 
 
こちらもフロー図からわかるように，配置を全て終了
するまで繰り返すというわかりやすい流れになってい
る．以上 2 つの流れを繰り返すことで 1 つにモデルを製
作していく． 
（２）オブジェクトレイヤ 
オブジェクトレイヤとは，オブジェクトを階層的に扱
うための構造である．組み上げ機能時では，オブジェク
トが生成されているレイヤのみが対象となり，レイヤ選
択ができる． 
レイヤ変更にはキーボードを用いるが，オブジェクト
とレイヤを関連付けするのに手の入力を用いている．手
の入力は図のように，マーカの左側にワイヤー表示され
た立方体に範囲内に指先があるかどうかで判定してい
る． 
 
図 25 手による入力 
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図では平面的に表現しているが，実際にはワイヤー表
示された立方体の範囲内なので，指先の位置が高い場合
や低い場合は接触なしと判定される． 
（３）メニューボタン 
本システムの主要なインターフェースであるペンに
よる入力を用いたメニューボタンにより，輪郭線の作
成・機能の実行・機能の変更などを行う．メニューボタ
ンには図のように機能が割り振られている． 
 
 
図 26 メニューボタンの機能の振り分け 
 
（４）オブジェクトの組み上げ 
オブジェクトの組み上げにはペンではなくマーカに
よる入力を用いる．それは，3 次元座標・回転が取得で
きるためである． 
組み上げ機能は操作マーカを画面内で認識した時に，
自動的に切り替わる．現在選択されているオブジェクト
が操作マーカに追従してポリゴン表示され，選択されて
いないオブジェクトは基準マーカの上，あるいは配置さ
れた場所に半透明で表示される． 
 
 
図 27 配置している様子 
 
 
 
８． 実行 
ここまでシステムの内容を述べてきた．ここで本シス
テムを用いて製作したモデルを写真に示す． 
 
 
図 28 本システムを仕様して製作したモデル 
 
９． 結言 
本研究における具体的な目的は，拡張現実感の恩恵の
下，ユーザ自身が有益な成果物を残せるシステムの試作
すること，また新たなインターフェースの創出であり，
実際に開発したシステムを用いて生成された 3D オブジ
ェクトや操作感を見た限りでは，開発を行った意義はあ
ったのではないかと思う．そして，情報提示機能とは違
う拡張現実感技術の利用を促すもの，新たなインターフ
ェースの試作としてのきっかけとなったのではないか
と考える．また，今回はペンデバイスの入力に偏ったシ
ステムになったが，今後の技術の進歩により手による入
力がより精度の高いものとなり，ペンの代わりとして入
力することが可能になるだろう．ペンデバイスでは 2 次
元的な操作に制限されていたため，このようなシステム
になったが，手による入力は 3次元的な入力になるため，
本システムとはまた違った利点や問題点が出てくるだ
ろう．そこで，新たなインターフェースの創出の可能性
があるとともに，より直感的な操作を可能にすると考え
ている． 
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