Optimisation algorithms with good anytime behaviour try to return as high-quality solutions as possible independently of the computation time allowed. Designing algorithms with good anytime behaviour is a difficult task, because performance is often evaluated subjectively, by plotting the trade-off curve between computation time and solution quality. Yet, the trade-off curve may be modelled also as a set of mutually nondominated, bi-objective points. Using this model, we propose to combine an automatic configuration tool and the hypervolume measure, which assigns a single quality measure to a nondominated set. This allows us to improve the anytime behaviour of optimisation algorithms by means of automatically finding algorithmic configurations that produce the best nondominated sets. Moreover, the recently proposed weighted hypervolume measure is used here to incorporate the decision-maker's preferences into the automatic tuning procedure. We report on the improvements reached when applying the proposed method to two relevant scenarios: (i ) the design of parameter variation strategies for MAX-MIN Ant System, and (ii ) the tuning of the anytime behaviour of SCIP, an open-source mixed integer programming solver with more than 200 parameters.
Introduction
Many optimisation algorithms are designed without a specific termination criterion, and generate a sequence of feasible solutions that are increasingly better approximations of the optimal solution. However, the performance of an algorithm is often crucially determined by the choice of the termination criterion and the parameters of the algorithm. If the parameter settings of an algorithm result in fast convergence to good solutions, this may prevent the algorithm from adequately exploring the search space to find better solutions if given ample time. On the other hand, parameter settings that give higher exploration capabilities may produce poor results if the termination criterion is too short. Hence, there is a trade-off between solution quality and the runtime of the algorithm that can be adjusted by appropriately setting the parameters of the algorithm.
In many practical scenarios, an optimisation algorithm may be terminated at an arbitrary time, and, upon termination, the algorithm returns the best solution found since the start of the run. In such scenarios, the termination criterion is not known in advance, and, hence, the algorithm should produce as high quality solutions as possible at any moment of its run time. Algorithms that show a better trade-off between solution quality and runtime are said to have a better anytime behaviour [66] .
There are two classical views when analysing the anytime behaviour [38] . One view defines a number of termination criteria and analyses the quality achieved by the algorithm at each termination criterion. In this quality-over-time view, the anytime behaviour can be analysed as a series of plots of time-dependent solution quality distributions. A different view defines a number of target quality values and analyses the time required by the algorithm to reach each target. In this time-over-quality view, algorithms are often analysed in terms of a series of qualified runtime distributions.
In this paper, we consider a third view that does not favour time over quality or viceversa. Instead, this third view models the performance profile of an algorithm as a nondominated set in a multi-objective space. An algorithm has better anytime behaviour when it produces better nondominated sets, where "better" means better in terms of Pareto optimality. Surprisingly, this third view has received little attention [16, 20, 38] , despite the important advances in theory and practice achieved in performance assessment of multi-objective optimisers in the last decade. Essentially, this model allows us to apply the same unary quality measures used in multi-objective optimisation to assign a single numerical value to the anytime behaviour of an algorithm's run. In this paper, we use the hypervolume measure as the unary quality measure for this purpose. The main reason is that the hypervolume is the quality measure with the highest discriminatory power among the known unary quality measures [68] . In addition, recent work has made possible to describe user preferences in terms of a weighted hypervolume measure [6] , and, hence, our proposal allows incorporating user preferences when analysing the anytime behaviour of an algorithm. Moreover, as shown in this paper, evaluating the anytime behaviour of an algorithm in terms of the hypervolume allows applying automatic algorithm configuration methods to find parameter settings of an algorithm that optimise the trade-off between quality and time.
Recent advances in automatic configuration of algorithms (also called offline parameter tuning) have shown that such methods can save a significant amount of human effort and improve the performance of optimisation algorithms, when designing and evaluating new algorithms and when tuning existing algorithms to specific problems [9, 12, 24, 37, 39, 40] . Our proposal here is to combine automatic configuration with the use of the hypervolume as a surrogate measure of anytime behaviour in order to enable the automatic configuration of algorithms in terms of anytime behaviour.
In the scenario described above, where the algorithm does not know its termination criterion in advance, techniques such as parameter adaptation are often applied to improve the anytime behaviour of the algorithm [3, 25, 62] . However, designing such parameter adaptation strategies is an arduous task, and they usually add new parameters to the algorithm that need to be tuned. The method proposed in this paper will help algorithm designers to compare and fine-tune such parameter adaptation strategies to find the settings that improve the anytime behaviour of the algorithm on the problem at hand.
In fact, the first case study reported here derives from our own efforts on designing parameter adaptation strategies for ant colony optimisation algorithms. This experience motivated us to develop the method proposed here, since the classical trial-and-error approach for de-signing such strategies proved extremely time-consuming.
The second case study reported here deals with a different scenario, in particular, a general purpose black-box solver (SCIP [1] ) with a large number of parameters. The default parameter settings of such solvers are tuned for solving problem instances to optimality as fast as possible. However, in some practical scenarios, users may not want to wait until a problem instance is solved to optimality, and may decide to stop the solver at an arbitrary time. Using our method for fine-tuning the parameters of the solver with respect to anytime behaviour, users can improve the quality of the solutions found when the solver is stopped before reaching optimality, without knowing in advance the particular termination criterion.
The outline of the paper is as follows. We provide some background on automatic algorithm configuration, summarise the state of the art and describe the automatic configuration method (irace) used throughout this paper in Section 2. Section 3 introduces the two classical views of the analysis of anytime algorithms and the less-explored multi-objective view. In Section 4, we describe our proposal in detail. We explain the benefits of using the hypervolume to evaluate the anytime behaviour of an algorithm in the context of an automatic configuration method. We discuss the choice of reference point and how to combine irace with the hypervolume measure. An additional section summarises related work and highlights the differences with our proposed approach. Section 5 describes our first case study, where we apply this proposal to the design of parameter adaptation strategies for MMAS. Section 6 discusses how our proposal enables a decision maker to incorporate preferences regarding the anytime behaviour of an algorithm to the automatic configuration procedure. A second case study is considered in Section 7, where we tune the anytime behaviour of SCIP. Finally, Section 8 provides a summary of our results and discusses possible extensions of the present work.
Preliminaries: Automatic algorithm configuration
This section is an introduction to automatic algorithm configuration. We formally define the algorithm configuration problem, give an overview on the state of the art of automatic configuration methods, and briefly describe irace, the automatic configuration method used throughout this paper.
The algorithm configuration problem
Most algorithms for computationally hard optimisation problems have a number of parameters that need to be set. As an example, ACO algorithms [? ] often require the user to specify not only numerical parameters like the evaporation factor and the number of ants, but also components like the type of heuristic information and update method. Another example is mixed-integer programming solvers, such as SCIP [1] , which often have a large number of configurable parameters affecting the main algorithm used internally, e.g., selecting among different branching strategies. The process of designing complex algorithms from a framework of algorithm components can be seen as an algorithm configuration problem [42, 48, 55] .
Given a parametrised algorithm with n parameters, X i , i = 1, . . . , n, where each of them may take different values (settings). A configuration of the algorithm θ = {x 1 , . . . , x n } is a unique assignment of values to parameters, and Θ denotes the possibly infinite set of all configurations of the algorithm. When considering a problem to be solved by this parametrised algorithm, the set of possible instances of the problem may be seen as a random variable I from which instances to be solved are sampled. We are also given a cost measure C(θ, π) that assigns a value to each configuration θ when applied to a single problem instance π (a realisation of I). In the case of stochastic algorithms, this cost measure is a random variable. In optimisation problems, the cost value is often the best solution quality found within a given computation time. In the case of decision problems, it may correspond to the computation time required to reach a decision, possibly bounded by a maximum cut-off time. In any case, the cost measure assigns a cost value to one run of a particular configuration on a particular instance.
The goal of algorithm configuration is to find the configuration θ * such that:
where f C,I (θ) is a function of C I (θ), that is, the (random) cost of configuration θ over the distribution of problem instances given by I. A typical definition of f C,I (θ) is E[C I (θ)], the expected cost of θ over the distribution of I. The precise form of f C,I (θ) is generally unknown, and it can only be estimated by sampling. This sampling is performed in practice by obtaining realisations of the random variable C(θ, π), that is, by evaluating algorithm configurations on instances sampled from I.
Automatic configuration methods
The traditional approach to algorithm configuration consists of ad-hoc experiments testing relatively few configurations. The use of experimental design techniques [2, 18, 35, 36] began a trend in which the task of finding the most promising configurations to be tested is performed automatically. The natural evolution of this trend has been to tackle algorithm configuration as an optimisation problem, and, thus, many optimisation techniques have been proposed in the literature, including evolutionary algorithms [4, 56] , local search [39] or model-based search [9, 10, 11, 40] . It is becoming widely accepted that automatic configuration methods may save substantial human effort during the empirical analysis and design of optimisation algorithms, and, at the same time, lead to better algorithms [9, 12, 24, 37] .
Iterated racing (irace)
Racing was first proposed in machine learning to deal with the problem of model selection [53] . Birattari et al. [13] proposed a racing procedure, called F-Race, for the selection of the best among a given set of algorithm configurations, by means of the non-parametric Friedman's two-way analysis of variance by ranks, and its associated post-hoc test [17] . This proposal was later improved by sampling configurations from the parameter space, and refining the sampling distribution by means of repeated applications of F-Race. The resulting automatic configuration method was called Iterated F-race (I/F-Race) [8, 14] . The irace software [50] implements a general iterated racing procedure, which includes I/F-Race as a special case. There are some notable differences between irace and the original description of I/F-Race, such as the use of truncated normal distribution for sampling numerical parameters, a restart mechanism for avoiding premature convergence, and other features described in the irace documentation [50] .
Iterated racing is a method for automatic configuration that consists of three steps: (1) sampling new configurations according to a probability distribution, (2) selecting the best configurations from the newly sampled ones by means of racing, and (3) updating the probability distribution in order to bias the sampling towards the best configurations. These three Θ new := UpdateAndSample(X, Θ elite ) 6:
Θ elite := Race(Θ j , B j ) 8: j := j + 1 9: end while 10: Output: Θ elite Table 1 : Algorithm outline of iterated racing.
steps are repeated until a termination criterion is met, usually a predefined budget of runs of the algorithm being tuned.
An outline of the iterated racing algorithm is given in Algorithm 1. Iterated racing requires as input: a set of training instances {π 1 , π 2 , . . . } sampled from I, a parameter space (X), a cost function (C), and a tuning budget (B).
In the first iteration, the initial set of candidate configurations is generated by uniformly sampling the parameter space X. At each iteration, the best configurations are selected by means of racing. When a race starts, each configuration is evaluated on the first instance by means of the cost measure C. Configurations are iteratively evaluated on subsequent instances until a number of instances have been seen. Then, a statistical test is performed on the results. If there is enough statistical evidence to identify some candidate configurations as performing worse than at least another configuration, the worst configurations are removed from the race, while the others, the surviving candidates, are run on the next instance. There are several alternatives for selecting which configurations should be discarded during the race, and among them, F-Race is the default in irace. Racing continues until reaching a minimum number of surviving configurations, or consuming the computational budget assigned to the current iteration.
At the end of each race, the surviving configurations are used to update the sampling distributions associated to each configurable parameter. The update biases the probabilities such that, in future iterations, the parameter values in the best configurations previously found are more likely to be sampled again.
In the next iteration, a number of new candidate configurations are sampled, and a new race is launched with the union of the new configurations and the best configurations found so far. The iterated racing algorithm stops when the overall budget is exhausted.
Preliminaries: Anytime Algorithms
This section is an introduction to the analysis of stochastic optimisation algorithms and, in particular, anytime algorithms. We introduce the concept of runtime distributions (RTD), performance profiles, the two classical views of the analysis of RTDs, and the lesser studied multi-objective view.
Classical views of the analysis of runtime distributions
The performance of a stochastic optimisation algorithm is formally described by its runtime distribution (RTD) Definition 1 (Runtime distribution (RTD) [38] ). Given an optimisation algorithm A for an optimisation problem Π and a problem instance π ∈ Π, let us assume, without loss of generality, a bivariate random variable (T , Q), where T , Q ∈ R 0 , T is computational effort measured, for example, as CPU-time in seconds, and Q is solution quality measured, for example, as relative percentage deviation from the optimal solution quality. The runtime distribution (RTD) is the probability distribution of (T , Q) characterised by the runtime distribution function rtd : R 0 × R 0 → [0, 1], and defined as
that is, rtd(t, q) denotes the probability of finding a solution of quality less than or equal to q in time less than or equal to t.
Dean and Boddy [19] describe an anytime algorithm as one that, first, may be interrupted at any moment and return a solution and, second, it keeps steadily improving its solution until interrupted, eventually finding the optimal. Most metaheuristics and other optimisation algorithms satisfy this condition, and, hence, they are anytime optimisation algorithms. A concept of anytime behaviour more useful in the context of metaheuristics was introduced by Zilberstein [66] , who highlights that algorithms with good anytime behaviour return as highquality solutions as possible at any moment of their execution. A single run of an anytime algorithm generates a sequence of solutions that are increasingly better approximations of the optimal solution. Hence, in the context of anytime algorithms, an algorithm run is often described as a performance profile:
Definition 2 (Performance profile [66] ). Let us consider a single run r of an anytime optimisation algorithm A on a problem instance π, and record the time (t i ) and the solution quality (q i ) whenever a new best-so-far solution is found during the run of the algorithm. The set P r = {(t 1 , q 1 ), (t 2 , q 2 ), . . . } is called the performance profile of run r, where (t i , q i ) are sampled with probability rtd(t, q), and t i < t j ∧ q i > q j , ∀i < j. Figure 1 gives an example of performance profiles for three runs A, B, and C. The above definition of performance profile does not favour quality over time, or viceversa. It would be equivalent to plot quality or time on either axis. Nonetheless, performance profile plots traditionally place time on the x-axis and quality on the y-axis, and we follow this custom here. A problem arises, however, when one wants to aggregate the information from several performance profiles in order to analyse the behaviour of an algorithm.
Analysing a bivariate distribution is remarkably more difficult than univariate distributions. Hence, in the literature, the RTD is usually transformed into a univariate distribution in one of two ways: either considering cross-sections of the RTD for fixed runtimes or for fixed quality targets. These two orthogonal transformations are often characterised as two views of the behaviour of an optimisation algorithm [38] . The solution-quality-over-time (SQT) view examines the solution quality distribution (SQD), which is the marginal probability of the RTD over fixed run-times, e.g., plotting the development of the mean, the median or specific quantiles of the SQD over time. This is equivalent to aggregating performance profiles over fixed run-times. This SQT view is the most popular in combinatorial optimisation, where it is common to compare the anytime behaviour of optimisation algorithm by visually inspecting mean SQT curves over time [38, 52, 62, 63] .
A second classical view is to aggregate performance profiles over fixed quality targets. Although plots of mean time over quality are possible [38] , the most common approach is to examine the qualified run time distribution (QRTD), which is the marginal probability of the RTD over fixed quality targets. The analysis based on QRTDs is popular for benchmarking continuous black-box optimisers [34] .
A multi-objective view of runtime distributions
A third alternative is to not favour either of the classical views, but instead use techniques from multi-objective optimisation for evaluating the bivariate RTD [16, 20] . Thus, we do not aggregate the performance profiles over fixed run-times or fixed quality-targets. Instead, we describe the performance profiles generated by an optimisation algorithm in terms of a random nondominated set called random performance profile. First, let us introduce some basic definitions borrowed from multi-objective optimisation, but adapted to the analysis of RTDs.
Definition 3 (Weak dominance). Given two vectors (t, q), (t , q ) ∈ R 0 × R 0 , we say that (t, q) weakly dominates (t , q ), and denote it by (t, q)
According to the definition of performance profile above (Def. 2), the elements of a performance profile, besides being realisations of the bivariate random variable (T , Q), must also be mutually nondominated. Therefore, we can analyse performance profiles as nondominated sets using the same techniques used in multi-objective optimisation.
The multi-objective view considers the bivariate RTD without aggregation, which is a wellknown approach to the analysis of optimisation algorithms [38] , but much less studied due to the inherent difficulty of analysing a bivariate distribution. Chiarandini [16] considered such a view for analysing the anytime behaviour of several metaheuristics for graph colouring, concretely using the attainment function [32] . First, let us introduce a special case of the definition of random nondominated point set (RNP-set) [32] :
Definition 5 (Random performance profile). A random performance profile is a random set defined as
where the number of elements N ∈ N 0 is random, and the elements (t i , q i ) are realisations of the bivariate random variable (T , Q), and no element in the set weakly dominates any other element.
How to best analyse the distribution of RNP-sets is an ongoing research effort in multiobjective optimisation [26, 28, 32, 33, 49] . The best-known proposal is to characterise the distribution of an RNP-set in terms of the attainment function:
Definition 6 (Attainment function [33] ). Given a RNP set P, the attainment function
that is, the probability that an element of a realisation of P weakly dominates an arbitrary point in R 0 × R 0 .
In the case of a single performance profile P , the attainment function is a binary function
where I{·} is the indicator function.
There has been substantial theoretical work on the attainment function and its properties [32] . For example, the attainment function is a generalisation of the multivariate cumulative distribution function [31] . Practical applications include statistical analysis and graphical explorations methods [43, 44, 49] . Although these methods can be used to analyse anytime algorithms [16] , they require substantial human interaction, and, thus, they are difficult to use as the basis of an automatic configuration procedure.
Our proposal: Automatic configuration of anytime algorithms by means of the hypervolume measure
As mentioned above, directly using the attainment function as the basis of an automatic configuration tool for anytime algorithms seems difficult. Instead, we identify the hypervolume measure as the best available choice for this task. The main reasons are its high discriminatory power, being Pareto-compliant, and the possibility of incorporating user preferences into the automatic configuration process.
First, we explain the hypervolume measure and its properties. Second, we discuss how an automatic configuration method (in particular, irace) should use the hypervolume measure to improve the anytime behaviour of an algorithm. Third, we explain how user preferences can be incorporated into the automatic configuration process by means of the weighted hypervolume.
Hypervolume measure of performance profiles
As a first step, let us define the classical Pareto-dominance relation on performance profiles:
Definition 7 (Better in terms of Pareto-optimality, ). Given two performance profiles P i and P j , which are the result of running two algorithms A i and A j (or two times the same stochastic algorithm) on the same problem instance π, we say that P i is better, in terms of Pareto-optimality, than P j (P i P j ) iff P i = P j , and
It is often the case, however, that neither performance profile is better than the other, i.e., they are incomparable. These relations are independent of the classical views of fixed-quality (first view) or fixed-runtimes (second view) as described above, and only make sense in the third view that considers both quality and runtime in terms of Pareto-optimality.
In the following, we assume that, without any a priori information about the actual termination criterion of the algorithm or the preferred trade-off between solution-quality and computation time, a performance profile that is better than another in terms of Paretooptimality is also better in terms of anytime behaviour, in the sense that the former is always preferred to the latter.
In order to apply an automatic configuration tool from the literature for improving the performance profiles produced by an algorithm, we would desire a unary quality measure that unequivocally indicates whether a performance profile is better than another. Unfortunately, a well-known result from multi-objective optimisation states that no unary quality measure (or finite combination thereof) can indicate whether a performance profile is better, as defined above, than another [68] . The most powerful of the unary quality indicators can at most indicate that a performance profile is not worse than (better than or incomparable to) another. The hypervolume measure [67] is the only unary quality measure known to have such discriminatory power [68] .
In the context of performance profiles, the hypervolume measures the area enclosed between the performance profile and bounded above by a reference point. As shown by Zitzler et al. [69] , the hypervolume quality measure can also be defined as the volume enclosed by the attainment function and the axes [67, 69] : Definition 8 (Hypervolume measure). The hypervolume measure of a performance profile P with reference point (t r , q r ) is computed as
In this paper, we only consider single-objective optimisation algorithms. Nonetheless, it is trivial to extend the above discussion to multi-objective algorithms, where there is more than one measure of solution quality. In fact, we have applied the method proposed here to automatically improve the anytime behaviour of multi-objective evolutionary algorithms [57] .
The choice or reference point
In the context of anytime algorithms, the choice of reference point is application specific. The bivariate runtime distribution is defined without any limits on how bad the solution quality might be or how long it may take to generate any solution. In practice, however, large deviations from the optimal quality may be of little interest (no matter how fast they can be generated) and algorithms need to be stopped at some point (cut-off time). These limitations are not specific to any of the three views discussed above. A default approach is to consider a cut-off quality that corresponds to the worst solution quality found by any run of the algorithms under analysis, and a cut-off time that is slightly larger than the maximum time that would be reasonable for a single run of the algorithm. The reference point would then be defined as a factor larger than the cut-off quality and cut-off time.
How much larger this factor should be is an open question in multi-objective optimisation. There are some theoretical results on how the choice of reference point affects the distribution of elements within a nondominated set that maximises the hypervolume [7] . However, it is not clear how these results extend to the relations between nondominated sets. In any case, the only effect of the reference point is to bias the preference between incomparable performance profiles. In that sense, our suggestion (and the usual practice in multi-objective optimisation) is to define the reference point in a consistent manner and bias this preference by other means, such as the weighted hypervolume (Sec. 6).
Automatic configuration of anytime algorithms
The use of the hypervolume to compare performance profiles in terms of Pareto-optimality has the additional benefit of providing a unary scalar measure to evaluate anytime behaviour. Integrating such a measure in most automatic configuration methods should be straightforward. Here, we discuss the practical aspects of the integration of the hypervolume in irace for improving the anytime behaviour of single-objective optimisation algorithms.
Our procedure requires to specify a maximum cut-off time for the algorithm being tuned by irace. As discussed above, this cut-off time is necessary because anytime algorithms may in principle run forever. The cut-off time could be dynamic or different for each run, however, for the sake of simplicity, we do not explore these possibilities here. Each run of the algorithm must produce a performance profile as defined in Def. 2.
Within a single race in irace, a set of algorithm configurations are evaluated on a sequence of training instances. After evaluating an instance, some configurations may be discarded. Let Θ π denote the configurations that have not been discarded before evaluating instance π. Let P θ,π denote the performance profile generated by running configuration θ on instance π. First, we normalise the performance profiles P θ,π , for each θ ∈ Θ π to the range [0.0, 0.9]. Thus, after normalisation we obtain for each θ a new performance profile:
where t min is usually zero, t max is the cut-off time, q min = min{q i | ∀(t i , q i ) ∈ P θ,π , ∀θ ∈ Θ π } and q max is defined similarly for the maximum solution quality found after running all configurations in Θ π on instance π. Finally, we compute the hypervolume hv(θ, π) of each P θ,π using (1.0, 1.0) as the reference point. In our proposal, this hv(θ, π) value becomes the cost measure C(θ, π) used by irace (Sec. 2.3 on page 4).
Neither quality values, nor hypervolume values from different instances are directly compared because normalisation is done within each instance π, as defined above, and the application of the F-test within irace transforms the hypervolume values into ranks per instance. Hence, quality values or hypervolume values may have different ranges on each instance without introducing a bias. This approach also allows for instance-dependent cut-off times, although we do not explore this possibility in this paper.
Related Work on Automatic Configuration of Anytime Algorithms
There is substantial work on automatic configuration for decision problems and singleobjective optimisation problems. We refer to recent overviews [24, 37] and books [9, 12] for a complete bibliography. By comparison, there are relatively few works on tuning multiobjective optimisation algorithms. Wessing et al. [64] automatically tuned the variation operator of a multi-objective evolutionary algorithm applied to a single problem instance. Simultaneously, López-Ibáñez and Stützle [46, 48] automatically instantiated new designs of multi-objective ant colony optimisation (MOACO) algorithms for the bi-objective travelling salesman problem from a framework of MOACO algorithmic components. More recently, Dubois-Lacoste et al. [23] applied this latter approach to outperform the state of the art in several bi-objective permutation flow-shop problems. These works share with our proposal the use of unary quality measures, such as the hypervolume, as the cost function C(θ, i) used by the automatic configuration method.
On the other hand, our proposal should not be confused with parameter tuning as a multi-objective problem [22] , where the aim is to produce a set of parameter configurations that are mutually nondominated with respect to multiple criteria. In this paper, our aim is to produce a single parameter configuration that generates an anytime behaviour that is as good as possible.
There have been some recent attempts at tackling the problem of tuning anytime algorithms. As mentioned above, Chiarandini [16] used the attainment function to analyse the anytime behaviour of several metaheuristics for graph colouring. However, it is far from obvious how to effectively use the attainment function in an automatic configuration method. The proposal closest to ours is by den Besten [20] , who combined racing and a performance measure based on the binary -indicator. The use of a binary measure involves computing a matrix of -measure values, comparing each alternative with the rest, and transforming it into ranks. More recently, Branke and Elomari [15] combined a meta-level evolutionary algorithm and an ad-hoc ranking procedure for tuning the mutation rate of a lower-level algorithm for multiple termination criteria in a single tuner run. Their ranking method is not based on any multi-objective quality measure. Instead, it ranks each configuration with respect to the number of discrete time steps in which the configuration was better than other configurations. In that sense, it is an example of the classical fixed-runtimes view (what we call first view above).
Case Study: Design of parameter variation strategies for MAX-MIN Ant System on the TSP
Many anytime algorithms use parameter adaptation strategies [3, 25] , that is, the variation of parameter settings while solving a problem instance, to adapt the parameters to different phases of the search, and to balance exploration of the search space and exploitation of the best solutions found.
Designing and comparing parameter adaptation strategies is, however, an arduous and complex task. Traditionally, the analysis is performed in terms of one (or both) classical views, that is, either measuring solution quality over fixed-runtimes [3] , or runtime (CPUtime or function evaluations) over fixed quality-targets [5] .
In previous work [54, 62] , we studied parameter adaptation strategies for ant colony optimisation (ACO) algorithms using the classical solution quality over fixed-runtimes view. In particular, we studied the anytime behaviour of MAX-MIN Ant System (MMAS) on the travelling salesman problem (TSP) by experimenting with various static parameter settings and parameter variation strategies. Our analysis relied on visually comparing the mean SQT (solution-quality-over-time) curves of various strategies that were deemed interesting. Needless to say, this was a human intensive task that required many iterations of experimentation and analysis. We roughly estimate that the overall effort for obtaining the best configurations was close to one person-year. The result of this effort is that the best configurations are significantly better in terms of anytime behaviour than the default settings of MMAS [54, 62] .
The effort of designing and comparing these parameter adaptation strategies could have been significantly reduced by using an automatic algorithm configuration tool for improving the anytime behaviour. This case study was, in fact, our main motivation for developing the method proposed in this paper. In this section, we describe the case study in detail, we examine the setup required for applying automatic algorithm configuration and, finally, we compare the parameter adaptation strategies identified as the best by the automatic configuration procedure versus the ones identified in our previous work.
MAX-MIN Ant System
MMAS is an ACO algorithm that incorporates an aggressive pheromone update procedure and mechanisms to avoid search stagnation. When applying MMAS to the TSP, each ant starts at a randomly chosen initial city, and constructs a tour by randomly choosing at each step the city to visit next according to a probability defined by pheromone trails and heuristic information. In particular, the probability that ant k chooses a successor city j when being at city i is given by
where τ ij is the pheromone trail strength associated to edge (i, j), η ij is the corresponding heuristic information; α and β are two parameters that influence the weight given to pheromone and heuristic information, respectively; N k is the feasible neighbourhood, that is, a candidate list of cities not yet visited in the partial tour of ant k. Following previous work [58, 60] , we also incorporate the pseudo-random action choice rule of ACS [21] , which allows for a greedier solution construction. With a probability q 0 , an ant chooses next a city j ∈ N k such that
otherwise, the ant performs the probabilistic selection based on Eq. 2. A value of q 0 = 0 reverts back to the original MMAS. 
where ρ, 0 < ρ ≤ 1, is a parameter called evaporation rate and
where f (s) is the tour length of solution s, and s best is either the iteration-best solution, the best-so-far solution or the best solution since a re-initialisation of the pheromone trails (restart-best). In MMAS, these solutions are chosen alternately [61] . Finally, solutions constructed by the ants may be further improved by the application of a local search algorithm. In this paper, we will use MMAS with 2-opt local search, as was done in previous work [54, 62] .
Parameter variation strategies in MMAS
Following our previous work [62] , we focus on two basic schemes for parameter variation in MMAS, which we call henceforth delta and switch strategies. During a single run of MMAS, the variation strategy called delta applied, for example, to parameter β increases the value of β at each iteration of the algorithm by a certain amount ∆β, starting from the value β start and stopping at the value β end . If β start > β end , then the value of β is decreased at each iteration by ∆β instead of increased. Conversely, the variation strategy called switch changes, at iteration β switch , the value of parameter β from the value β start to the value β end . An additional parameter β var controls the variation strategy, which is either delta, switch or none, where none means that the parameter value of β stays constant throughout the run of the algorithm. As a result, we add to MMAS five additional parameters for varying β: β start , β end , ∆β, β switch and β var .
We apply the same parameter variation strategies to parameters β, ρ, the number of ants (m), and q 0 . Hence, we add five additional static parameters for each parameter that is dynamically varied. Table 3 describes the domains of all parameters, and Table 2 describes the default values [61] .
Automatic configuration of parameter adaptation strategies
We consider random uniformly generated instances of the symmetric TSP with 3 000 cities [41] . Our instances are available in the supplementary material page [47] . We generate 50 training (tuning) instances and 50 test instances.
We apply our proposed method for the automatic configuration of the anytime behaviour (Sec. 4.2). The automatic configuration tool is the implementation of I/F-Race provided by the irace software package [50] . As explained above, we incorporate the hypervolume We use a publicly available implementation of the hypervolume measure [27] , and the MMAS implementation is based on the ACOTSP software [59] . All experiments are run on Intel Xeon E5410 CPUs (2.33 GHz, 2×6MB L2 cache) running Cluster Rocks Linux version 6/CentOS 6.3, 64bits. Each individual run of the algorithms being tuned uses just one core.
In a first step, we tune separately the variation strategy of one dynamic parameter at a time, while other parameters are fixed to their default values as given in Table 2 . That is, we perform one run of irace for each parameter {m, β, q 0 , ρ}. For example, in the run of irace that tunes the variation strategy of β, the parameters tuned are β var , β, ∆β, β switch , β start , β end , whereas the other parameters (m, q 0 , ρ) are fixed to their default values ( Table 2) and their variation strategies (param var ) are set to none, and, hence, their corresponding variation parameters (∆param, param switch , param start , param end ) are not considered (see Table 3 ). We give each run of irace a budget of 1 000 runs of MMAS. Each run of MMAS is stopped after Time CPU seconds ( Table 2) .
In a second step, we automatically configure all parameter variation strategies at the same time, that is, we configure 24 parameters instead of six. Since the parameter space is much larger now, we assign a larger tuning budget to this run of irace, specifically 10 000 runs of MMAS.
After each run of irace finishes, we apply the resulting parameter configurations (Table 5 ) to the test instances. In addition, we also run, on the test instances, the default parameter configuration of MMAS (Table 2 ) without any variation strategy and several variation strategies previously found by manual ad-hoc experimentation (Table 4) [62] . We present these results in the following sections.
Analysis of the results

Automatic configuration vs. manual configuration
Our goal is to improve the anytime behaviour of MMAS over the whole set of test instances. Hence, we analyse the overall results by plotting the average solution quality over time (SQT) for all test instances at once. However, as explained above, our proposed approach does not rely on these SQT curves for improving the anytime behaviour, and it does not favour solutionquality over time or viceversa. We could also visualise our results in terms of qualified runtime distributions [34, 38] , or in terms of attainment surfaces [16, 32] . We chose SQT curves as one of the traditional means of visualising the anytime behaviour of an algorithm, and the most popular view in the literature on combinatorial optimisation algorithm [38] .
For each algorithm configuration, we have the best solution quality found f rit on run r on instance i at time t. We compute the relative percentage deviation (RPD) from the optimal solution for each instance as RP D rit = 100 · f rit /f opt i , where f opt i is the optimal tour length of instance i. Then, we compute the mean RPD over all 50 instances and over all 15 independent runs of each algorithm as
r=1 RP D rit . Each line in the plots in Fig. 2 corresponds to the RP D t of one algorithm configuration, that is, aggregating solution-quality over time.
In the case of the hypervolume computation, we do not aggregate over time, but compute the hypervolume of the (nondominated) performance profile of each run on each instance by normalising both time and solution quality to the interval [0.0, 0.9] and using (1.0, 1.0) as the reference point. Then, for each algorithm configuration we compute its mean hypervolume over all its runs on all test instances, and we give this value in the legend of each plot. q 0var = delta, q 0start = 0.99, q 0end = 0, ∆q 0 = 0.0005 Table 5 : Parameter configurations found by irace for MMAS: (auto var param) was obtained by tuning, with respect to anytime behaviour, the variation strategy of parameter param, while the other parameters are set to their default settings; (auto var ALL) was obtained by tuning, with respect to anytime behaviour, all variation parameters at the same time; (auto fix final) was obtained by tuning the classical MMAS parameters, without any variation, with respect to final quality, that is, the solution quality obtained at 500 seconds; and (auto var final) was obtained by tuning all variation parameters with respect to final quality. The first important observation is how the value of the hypervolume matches the quality of the anytime behaviour of the different configurations: A larger hypervolume value indicates a better anytime behaviour. The first four plots (a,b,c,d) in Fig. 2 show a large improvement in the anytime behaviour of the manually tuned configurations with respect to the default configuration of MMAS. Nonetheless, the automatically found configurations are able to match, and in most cases surpass the manually tuned configurations in terms of hypervolume, despite the fact that the manually tuned configurations were found by extensive experimentation under the guidance of human expertise. Fig. 3 compares the configuration obtained after automatically configuring all parameter variation strategies at once versus the best configurations obtained after automatically configuring the variation strategy of one parameter at a time. In our previous study, the manual tuning and analysis of all parameter strategies at once was ruled out as infeasible, given the extremely large number of potential configurations and interactions among different parameters. Here, we see that automatically configuring all parameters at once leads to an additional improvement in anytime behaviour. Figures 2(a, b, c, d ) and 3 show the mean hypervolume over all runs and all test instances. To assess whether the observed differences are statistically significant, we perform a statistical analysis of the results over the whole set of test instances. The analysis is based on the Friedman test for analysing non-parametric unreplicated complete block designs, and its associated post-test for multiple comparisons [17] . First, we calculate the mean hypervolume of the 15 runs of each algorithm for each instance. Then, we perform a Friedman test using the instances as the blocking factor, and the different configurations of MMAS as the treatment factor. The null hypothesis is that the configurations have identical effect on the ranking according to the hypervolume within each instance. If the Friedman test rejects the null hypothesis given a significance level of α = 0.05, we proceed to calculate the minimum difference between the sum of ranks of two configurations that is statistically significant (∆R α ). In this manner, we identify which configurations are significantly different from the best ranked one, i.e., the one with the lowest sum of ranks. Table 6 summarises the results of the statistical analysis. It shows the value of ∆R α for α = 0.05, the different configurations of MMAS sorted by increasing sum of ranks, and the difference between the sum of ranks of each configuration and the best configuration (∆R).
For each parameter considered, the ranking shown in Table 6 always ranks higher the configurations found automatically than their counterparts found by ad-hoc experimentation (auto vs. manual, respectively). More importantly, it shows that the best ranked configuration is the one that automatically configured all parameters at once, and that the difference in ranks between this configuration and the rest is statistically significant.
Hypervolume vs. final quality
Here, we show that the use of the hypervolume as the tuning criterion is the key factor for improving the anytime behaviour. Fig. 4 shows four configurations of MMAS: the default configuration (default); the one resulting from automatically tuning all variation parameters (auto var ALL); a configuration obtained by tuning all variation parameters with respect to final quality, that is, the solution quality obtained at 500 seconds (auto var final); and a configuration obtained by tuning the classical MMAS parameters, without any variation, with respect to final quality (auto fix final). The plot clearly shows that, independently of whether MMAS uses parameter variation or not, the results not tuned with respect to the Table 6 : Various configurations of MMAS ordered according to the sum of ranks with respect to the hypervolume obtained over all test instances. The numbers in parenthesis are the differences of ranks relative to the best ranked configuration. ∆R α is the statistically significant difference in ranks according to the post-hoc test for the Friedman-test with α = 0.05. All configurations are statistically significantly worse than the best one (auto var ALL). For the meaning of the labels, see the caption of Table 5 . hypervolume have worse anytime behaviour. A possible concern of tuning for anytime behaviour is a significant loss of final quality. Hence, we examine the final quality achieved by these four variants of MMAS in Fig. 5 . According to the boxplots, there is an important improvement in the final quality achieved in comparison with the default configuration of MMAS, even for the configuration tuned for anytime behaviour. The boxplot does not show a large difference between the three automatically configured variants. Nonetheless, the Friedman test indicates that the final quality obtained by the variant tuned for anytime behaviour is statistically worse than the variants tuned for final quality (Table 7) . In order to assess the loss of final quality, we compute the 95% confidence interval on the mean difference in final quality between the configuration tuned for anytime behaviour and the best ranked configuration, which is [0.0244, 0.0480], measured in RPD. 1 Although the loss in final quality when tuning for anytime behaviour is small in this case, an anytime algorithm should aim to match the best possible final quality in the ideal case.
Articulation of preferences in automatic configuration of anytime algorithms
The use of the hypervolume for automatic tuning of anytime algorithms has an additional advantage compared to other unary measures, that is, the possibility of specifying the decisionmaker's preferences. A recent proposal extends the hypervolume indicator by a weight func- Table 5 . Table 5. tion over the objective space [6, 69] . A weight function that assigns a larger value to a certain region of the objective space will bias the hypervolume indicator to favour nondominated sets that dominate that region. We show here that this formulation can straightforwardly be used to introduce a bias in the anytime behaviour produced by automatic configuration.
As an example, let us assume that the decision maker's preference is to obtain as good final solution quality as possible, while still giving some minor importance to achieving a good anytime behaviour. In other words, the decision maker prefers configurations that generate solution-quality curves that are better towards minimising the solution quality (in our case, the second objective). Zitzler et al. [69] suggest to model this preference by considering the following weight function (adapted here to minimisation):
where z = (z 1 , z 2 ) ∈ Z is an objective vector, with z 1 representing time and z 2 representing solution quality, and Z = [0, 1] × [0, 1] represents the normalised bi-objective space of time×quality. The weighted hypervolume is computed as the integral of the weight function over the region dominated by a set of nondominated points and bounded above by a reference point. To give a rough idea of this integral when using the weighted function w qual , Figure 6(b) shows the value of the weighted hypervolume for each individual vector in the normalised objective space Z and with reference point (1, 1) . The plot shows that vectors with very small values of z 2 are assigned a high hypervolume, but vectors with values of z 2 larger than 0.2 are assigned a hypervolume close to zero. By comparison, Figure 6 (a) shows the value of the non-weighted hypervolume, which is symmetric around the diagonal, that is, without a preference for either objective.
As shown in Figure 6 (b), when using the weighted function w qual , the gradient of the hypervolume values is very steep and most of the objective space has a hypervolume close to zero. We can make the gradient gentler by weighting also the z 1 component (corresponding to time), but then we have to increase the exponent associated to z 2 in order to keep a strong Figure 6 : Value of the classical hypervolume (a) and the weighted hypervolume when using weight functions w qual (b) and w xqual (c) on the normalised objective space. The grey level at each point gives the (weighted) hypervolume of that individual point, which is computed as the integral of the weight function over the region dominated by the point and bounded above by the reference point (1, 1).
preference for low solution quality. This is done with the following weight function:
The weighted hypervolume using this weight function for each individual vector in the objective space Z is shown in Fig. 6(c) . In this case, there is a gentler gradient of the hypervolume value than in Fig. 6(b) . Moreover, the value of the hypervolume increases exponentially in the direction of decreasing z 2 (solution quality), while it stays roughly constant along z 1 (except for very high values of z 1 ).
We illustrate the differences between the original hypervolume and the two weighted variants above with an example. Figure 7 shows five performance profiles (not aggregated over fixed run-time or over fixed quality-targets) in the normalised objective space Z. The plot shows the region z 2 ∈ [0.0, 0.15], where we can see that the performance profiles are ordered according to the final quality achieved, with profile a being the best and profile e being the worst. The legend provides three numbers for each profile, which correspond to evaluating the profile with the classical hypervolume, the hypervolume weighted by w qual and the hypervolume weighted by w xqual , respectively. Table 8 gives the profiles in increasing order of preference according to each measure. Table 8 : Ranking of the performance profiles in Fig. 7 according to In this example, the classical hypervolume ranks profile a, which is the profile with the best final quality, worse than other three profiles. The weighted hypervolume functions increase the preference for profile a, and our proposed variant w xqual gives it the highest rank.
Next, we test the effect of these two weighted hypervolume functions on the automatic configuration procedure. In particular, we carry out additional runs of irace using the weighted hypervolume variants described above, i.e., w qual (Eq. 6) and w xqual (Eq. 7). We run irace with the same setup as for tuning all parameter variations at once in Section 5.2, in particular, with a budget of 10 000 runs of ACOTSP. These additional tuning runs produce two new configurations of MMAS, which we ran 25 times with different random seed on each test instance. Figure 8 plots the mean RPD over all runs of the resulting four configurations of MMAS: the default configuration (default); the one resulting from automatically tuning all variation parameters at once using the classical hypervolume (auto var ALL); the configuration obtained with the same tuning setup but using the weighted hypervolume with w qual (whv qual); and the Table 9 : Configurations of MMAS ordered according to the sum of ranks with respect to the final solution quality obtained. The numbers in parenthesis are the difference of ranks relative to the best configuration. ∆R α is the statistically significant difference in ranks according to the post-hoc test for the Friedman-test with α = 0.05. Configurations that are not significantly different from the best one are indicated in bold face. For the meaning of the labels, see the caption of Table 5 . configuration obtained using the weighted hypervolume with w xqual (whv xqual). In addition, the legend provides three numbers for each profile, which correspond to evaluating the results with the classical hypervolume, the hypervolume weighted by w qual and the hypervolume weighted by w xqual , each of them averaged over all runs.
In terms of final quality, the two configurations tuned with the weight functions (w qual and w xqual ) are slightly better than the one tuned with the classical hypervolume, as indicated by the boxplots given in Fig. 9 . Moreover, the configurations tuned with the weight functions obtain the lowest final quality in most instances. In fact, according to the Friedman test, these configurations are significantly better than configurations obtained by tuning for the classical hypervolume and for final quality ( Table 9 ). The main conclusion of these experiments is that the weighted hypervolume allows us to set preferences on the trade-off between quality and time. For example, the weighted function w xqual imposes a strong preference for good final quality.
On the relative difficulty of tuning for different weighted hypervolume variants
The numbers provided in the legend of Fig. 8 correspond to evaluating each tuned configuration with the classical hypervolume, the hypervolume weighted by w qual and the hypervolume weighted by w xqual , respectively. Interestingly, the numbers indicate that the configuration tuned using w xqual as the anytime criterion obtains a better hypervolume weighted by w qual than the configuration tuned using w qual as the anytime criterion. To assess whether this is due to the stochastic nature of the algorithms, we repeat each tuning run five times with different random seed, thus producing five different MMAS configurations tuned using w qual and another five using w xqual . The configurations are evaluated on the test instances and we measure for each of them the mean hypervolume weighted by w qual and the mean hypervolume weighted by w xqual , as above.
Results are summarised on Table 10 . In particular, the 95% confidence interval of the difference between the two tuning approaches does not indicate a statistically significant difference between the w qual values on the test set. On the other hand, it does suggest that higher (i.e., better) w xqual values are obtained on the test set when tuning with w xqual than when tuning with w qual . A preliminary conclusion from these results would be that maximising w qual is equally difficult when tuning with w qual or w xqual . Conversely, maximising w xqual appears to be easier when tuning with w xqual than with w qual .
Taking into account Fig. 6(b) and (c), we can observe that both weight functions are strongly correlated and also that w qual is "flatter" than w xqual , that is, there are more plateau regions with almost the same value for different points. Our conjecture is that the strong Table 5 . correlation makes possible to tune for one weight function and maximise the other. At the same time, the relative flatness of w qual makes it a harder optimisation criterion for tuning than w xqual .
7. Case Study: Automatic configuration of an anytime MIP solver
Experimental setup
In this second scenario, we apply our proposed approach to a very different problem with a large number of parameters. In particular, we tune 207 parameters of SCIP [1] , a mixed integer programming (MIP) solver. The number of parameters is too large to be detailed here, but details can be found in the supplementary page [47] .
The benchmark set is composed of 2 000 MIP-encoded instances (200 goods, 1000 bids) of the NP-hard winner determination problem for combinatorial auctions [45] previously used by Hutter et al. [39] . The benchmark set is split in two disjoint sets of 1 000 instances each, one is used for training and the other for testing. In a combinatorial auction, bids are placed for subsets of goods. The goal in the winner determination problem is to find an assignment of goods to bids that maximises the total value of the winning bids.
For our experiments here, we use SCIP version 2.0.2 linked with the linear programming solver SoPlex 1.5.0. We set the maximum memory limit of SCIP to 350 MB. During our experiments, we discovered that some parameter configurations produced an incorrect behaviour of SCIP, and we assign those configurations the worst possible hypervolume. We give SCIP a time limit of 300 seconds, and we allow 5 000 runs of SCIP for each run of irace. We carry out the tuning as before, that is, we combine irace with the hypervolume measure in order to improve the anytime behaviour of SCIP. We seed the automatic configuration procedure with the default configuration of SCIP.
For the purposes of comparison, we perform two additional tuning runs with two different objectives: (1) minimising the run time to find the optimal solution, and (2) maximising the final objective value obtained after 300 seconds. This way we obtained two additional configurations of SCIP, which we label as auto time and auto quality, respectively. We use these configurations to asses the potential loss of either run time or final solution quality, when tuning for improving the anytime behaviour.
Finally, we run all configurations of SCIP obtained from the various tuning setups plus the default configuration one time on each instance from the test set.
Analysis of SCIP configurations
As a first step in our analysis, we graphically examine the solution quality over time. For each configuration, we compute the mean RPD over the 1 000 test instances at each time step. Next, we plot the mean RPD over time in Fig. 10 . We also give in the legend the mean hypervolume value corresponding to each configuration of SCIP. The plot uses a logarithmic scale for the x-axis (time), since the largest differences appear on the first half of the computation time limit.
The plot shows that the configuration tuned with the hypervolume (auto anytime) obtains a better anytime behaviour (and a higher hypervolume) than the rest. Moreover, both the configuration tuned for final quality and the one tuned for solving time show worse anytime behaviour (and lower hypervolume) than the default configuration of SCIP. The differences observed in the hypervolume values (and, hence, in the anytime behaviour) of each SCIP configuration are more evident in Fig 11(a) , which shows that the hypervolume values corresponding to auto anytime are much larger than those corresponding to the other configurations of SCIP.
Improving the anytime behaviour does not necessarily mean that instances are solved faster to optimality. Fig. 11(b) shows the time required by each configuration to solve each of the 1 000 test instances. The best configurations of SCIP according to this criterion are the default configuration and the configuration tuned specifically for this criterion (auto time). This result is not surprising, since this is the most popular evaluation criterion in mixedinteger programming, and, hence, we presume that SCIP is by default tuned for it.
We also examine the potential loss of final quality. Fig. 11(c) shows the RPD from the optimal at the cut-off time of 300 seconds. All configurations solve most of the instances to optimality (or very close to it). However, the configuration tuned for anytime (auto anytime) is the one that diverges most often from near-optimality. Hence, there is some loss of final quality when tuning using the hypervolume.
If we look at the solution quality up to a different cut-off time, the situation is certainly different. For example, if we consider solution quality up to 10 seconds (Fig. 11(d) ), there is a large difference between the configurations. While the auto anytime configuration obtains an RPD value much lower than 10% in most cases, the RPD values of the default configuration are frequently larger than 10%.
The observations above are further confirmed by statistical analysis. We carry out four independent Friedman tests (as described in Sec. 5.4.1), one for each evaluation criterion shown in Fig. 11 . The results of the four tests are reported in Table 11 . As expected, the best configuration in terms of hypervolume is the one tuned for that criterion (auto anytime), which is significantly better than the rest by a large margin. The auto anytime configuration is also the clear winner in terms of the solution quality obtained if stopped after 10 seconds. Moreover, in terms of final quality, the differences between the strategies are not statistically significant. In fact, the difference in the sum of ranks between auto anytime and default is only 44.5.
Finally, by using the weighted hypervolume as explained in Section 6, we are able to find a configuration of SCIP with good anytime behaviour and that ranks better than default according to final quality. However, the differences in ranks are still not statistically significant. Hence, for conciseness, we do not discuss the results of using the weighted hypervolume for tuning SCIP here, but we provide the results as supplementary material [47] . The results provided here are sufficient to conclude that the proposed method was able to find a configuration of SCIP that has better anytime behaviour than the default, without a significant loss of final quality.
Conclusions
In this paper, we have shown that the combination of irace and the hypervolume quality measure is effective at improving the anytime behaviour of optimisation algorithms. We have presented two representative and challenging case studies. The first case study compared the results obtained automatically against those obtained by a human expert for the task of designing parameter variation strategies that show good anytime behaviour. Our results show that the automatic configuration method is able to match the anytime behaviour obtained by the parameter variation strategies designed by a human expert. Moreover, the automatic method allows exploring a much larger design space, potentially leading to configurations with better anytime behaviour. These are expected results when using automatic configuration tools for tuning with a fixed termination criterion. However, this is the first time that such results have been obtained when automatically designing anytime algorithms. Recently, weRunning time (seconds) (b)(c)Final quality (300 seconds) ∞ default (0), auto time (8.5), auto quality (19), auto anytime (44.5) have applied the approach proposed here to improve the anytime behaviour of a state of the art optimiser for black-box continuous optimisation [51] . Our results there show that even for such state of the art optimisers, the default parameter settings are not well-suited for scenarios where the termination criterion is unknown in advance. Although the results presented here focus on single-objective optimisers, our approach is applicable to multi-objective optimisers as well. In recent work, we have applied it to automatically configure the parameters of multi-objective evolutionary algorithms in order to improve their anytime behaviour [57] .
In the second case study presented here, we apply our approach to an off-the-shelf optimisation solver, with a very large number of parameters. In this case, the optimisation solver is already tuned to solve problems to optimality as fast as possible. However, we show that if stopped before reaching optimality, the results may be very poor. Our proposed approach helps to tune such solvers in order to be more robust in case of earlier termination, without specifying in advance when the algorithm could be terminated. Our results show that important improvements can be obtained, specially for very early termination, without sacrificing much of the final quality. Moreover, comparing the configurations that produce better anytime behaviour versus those that produce better final quality (or shorter time to optimality) may lead to improvements in the solvers themselves.
The choice of the hypervolume measure also allows us to incorporate preference information into the automatic configuration process by means of the weighted hypervolume. We propose a weighted formulation that emphasises a good final quality but still takes into account the overall anytime behaviour of the algorithms. We show that by adding such preferences, it is possible to effectively bias the configurations selected by the automatic configuration tool. This allows customising optimisation algorithms to very specific anytime scenarios, where an exact termination criterion is not known, but there is some a priori knowledge of what is expected.
An open question is how to extend the results to longer termination criteria than the ones that are feasible to test during automatic configuration. A problem that may arise is that configurations produce good results up until the tested termination criterion, but the performance becomes unsatisfactory for longer runs. Woodruff et al. [65] have studied how to dynamically set a termination criterion. Survival analysis techniques may help to estimate the behaviour of the algorithms for longer runtime [29] . These techniques could be incorporated into our approach in order to dynamically adjust the maximum cut-off time while tuning the anytime behaviour.
Finally, we are convinced that our approach contributes towards the final goal of designing algorithms that are more robust to different termination criteria and, hence, applicable to a wider range of scenarios, without sacrificing solution quality.
