Ecological studies and epidemiology need to use group averaged data to make inferences about individual patterns. However, using correlations based on averages to estimate correlations of individual scores is subject to an "ecological fallacy". The purpose of this article is to create distributions of Pearson R correlation values computed from grouped averaged or aggregate data using Monte Carlo simulations and random sampling. We show that, as the group size increases, the distributions can be approximated by a generalized hypergeometric distribution. The expectation of the constructed distribution slightly underestimates the individual Pearson R value, but the difference becomes smaller as the number of groups increases. The approximate normal distribution resulting from Fisher's transformation can be used to build confidence intervals to approximate the Pearson R value based on individual scores from the Pearson R value based on the aggregated scores.
Introduction
The relationship between the Pearson R and regression coefficients computed from individual scores and the Pearson R and regression coefficients computed from grouped averaged or aggregate scores has been the subject of many papers [4, 6, 8] . Ecological studies and epidemiology often need to use group averaged data to make inferences about individual patterns [14] . However, using correlations based on averages to estimate correlations of individual scores is subject to an "ecological fallacy". Robinson [13] demonstrated that the correlation of averages generally does not agree with the correlation of the original scores.
Knapp [9] relates within-aggregate (i.e. within group) correlations R w , the correlation coefficient Rx ,ȳ based on the group averages, and the correlation coefficient R individual based on the individual scores using the equation
where η 2 x and η 2 y are correlation ratios (ratios of the between-aggregate variation to total variation). Hannan and Burstein [5] assert that the correlation coefficient based on groups is an unbiased estimate of the correlation coefficient based on individuals for random grouping. Ostroff [11] conducts an analysis of individual and aggregate correlations and plots ratios of aggregate correlations to individual correlations as a function of ratios of within and total variance. Piantadosi, Byar and Green [12] perform an analysis of individual and aggregate correlations and regression slopes and state that regression slopes based on aggregates are likely to be more accurate approximations of regression slopes based on individual values compared to correlation coefficients.
Our objective is to describe the distribution of the Pearson Rx ,ȳ coefficients generated from the group averaged values and random sampling. In our literature search, we have not found work that describes the functional distribution of Rx ,ȳ . We show through Monte Carlo simulations that the distribution of Rx ,ȳ can be approximated (for group sizes greater than 8) with a function based on the generalized hypergeometric function. Monte Carlo methods use repeated random sampling to solve a wide range of problems in the sciences and in applications involving measurements [16] . The expectation of the distribution of Rx ,ȳ slightly underestimates the individual Pearson R value, but the difference becomes smaller as the number of groups increase. The distribution of Rx ,ȳ values can be transformed into an approximately normal distribution under Fisher's transformation. The normal distribution can then be used to construct confidence intervals to approximate the individual R individual coefficient based on Rx ,ȳ assuming random sampling is used when constructing the group averages.
Distribution of Pearson R coefficient computed from a sample 2.1 Sampling from a bivariate distribution
where ρ is the level of correlation, μ x and μ y are the x-mean and y-mean, and σ x and σ y are the standard deviation for x and y, respectively, the sample Pearson R coefficient
will have the distribution
where Γ is the gamma function and 2 F 1 is the generalized hypergeometric function [10] . The distribution (2.2) can be constructed using the series provided by [10] 
Moreover, the estimate provided by the sample is biased and underestimates ρ. The expectation E(R) and the variance Var(R) are provided by Muirhead [10] ,
where O(n −2 ) refers to omitted terms on the order of 1 n p , where p ≥ 2. Thus the difference between ρ and E(R) can be estimated to first order using
The distribution (2.2) is not symmetric. However, Fisher [2] proposed the transformation
5)
and it can be shown [10] that the resulting distribution approaches a normal distribution with standard n ρ = 0 ρ = 0.7 4 
as n → ∞. Table 1 reports the ratio of the standard deviation σ z to the standard deviation of the distribution (2.2) after Fisher's transformation is applied for two values of ρ = 0 and ρ = 0.7. The ratio rapidly approaches 1.0 as n increases.
Bivariate distribution of averages
The distribution of averages sampled from a bivariate distribution (2.1)
is described by [3] as
where x (k) i and y (k) i refer to the i-th member of the k-th group and B is the bivariate distribution defined in equation (2.1). While the standard deviations are different in the arguments of (2.1) and (2.7), the Pearson R distribution (2.2) does not depend on the standard deviations. Therefore, the distribution (2.2) also applies to averages (x k ,ȳ k ). Figure 1 confirms this with a Monte Carlo simulation and random sampling for ρ = 0.7. If n groups of m scores are drawn from a bivariate distribution and the groups of m scores are averaged, the distribution of 2) accurately represents the distribution created by n groups, where each of the n groups is formed by averaging m scores sampled from a bivariate distribution with ρ = 0.7. In the figure, n = 512 m . For each value of m, 100,000 different random samples of size n ⋅ m = 512 were chosen, and therefore 100,000 R values based on the averages were used to form each of the distributions shown as "bivariate avg" in the figure.
the Pearson R based on the averaged scores matches the distribution (2.2) which is generated using (2.3). In Figure 1 , n = 512 m groups are formed, where each group has m scores sampled from the bivariate distribution (2.1). The values of m used are m = 2, 4, 8, 16, 32, 64, and 128. The number of samples of size n ⋅ m = 512 used to create each distribution for each value of m is 100,000. Sampling is done by first finding each x (k) i and y (k) * i by randomly sampling from a normal distribution with a mean of zero and a standard deviation of one. The scores are then correlated using
(2.8)
3 Distribution of Pearson Rx ,ȳ generated from partitions
Defining a partition
We now describe the distribution of Pearson R coefficients created from group averages formed from a fixed sample of scores of length n. This requires us to define a partition of a set of original scores, where the scores are divided into subsets of equal size m. Given a set of original scores X = {x i , 1 ≤ i ≤ n}, Y = {y i , 1 ≤ i ≤ n}, define a set P k to be a group of m indices, where m < n and n is divisible by m,
. Construct all the n m sets P k so that they are disjoint,
and so the union of all the P k sets forms the entire set of integers ranging from 1 to n. We refer to the collection of all P k sets as a partition P = ⋃ k P k = {1, 2, 3, . . . , n}.
There exist n m def = n m (3.1) groups P k in the partition P. For each P k in the partition P, construct the mean scores
Assemble all the pairs {(x k ,ȳ k ), k = 1, 2, . . . , n m }, and define Rx ,ȳ to be the Pearson correlation coefficient computed from these pairs,
Let us illustrate the process with an actual example. Suppose we have the following n = 8 elements in sets X and Y: X = {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 , x 8 } and Y = {y 1 , y 2 , y 3 , y 4 , y 5 , y 6 , y 7 , y 8 }. Using a group size of m = 2, one can select the sets P 1 = {1, 5}, P 2 = {2, 4}, P 3 = {3, 7} and P 4 = {6, 8}. This selection of P k 's divides the 8 original elements in X and Y into n m = 4 groups
The averagex k values arex 1 
The corresponding averageȳ k values are also computed. The Pearson Rx ,ȳ value is then computed from these average pairs {(x 1 ,ȳ 1 ), (x 2 ,ȳ 2 ), (x 3 ,ȳ 3 ), (x 4 ,ȳ 4 )} using (3.2).
The number of partitions that can be constructed using groups of size m from n individual scores is
. 
number of ways of choosing all groups. However, since order does not matter when choosing a partition, equation (3.4) needs to be divided by the number of ways of reordering the groups (i.e. n m !) which yields (3.3). Figure 2 shows the number of partitions for different group sizes m for n = 120 original scores. The vertical axis uses a log scale because of the wide range of scores. For example, 80 on the vertical axis corresponds to 10 80 partitions.
Constructing the Pearson Rx ,ȳ distribution with simulations
Section 2.2 showed that the Pearson R coefficient generated from averaged data sampled from a bivariate distribution follows the distribution described by equation (2.2) . In contrast, to create the Pearson R distribution from a partition, a set of n individual scores is chosen and remains fixed. Each partition rearranges the n original scores into n m different groups each of size m. A Pearson Rx ,ȳ value is generated based on the n m average scores.
Constructing the exact distribution using partitions would require one to compute the fraction of all possible partitions that produce a Pearson Rx ,ȳ coefficient that resides within a series of intervals that fill the range between −1 and 1. We do not attempt to develop the theory that underlies the exact distribution but instead rely on a series of Monte Carlo simulations to describe the distribution of Pearson Rx ,ȳ coefficients. Our Monte Carlo simulations show that the Pearson Rx ,ȳ values generated from the randomly generated partitions are similar to the distribution described by (2.2). However, there are differences for small group sizes, which diminish as the group size m increases. The symbols we use in our simulations are summarized in Table 2 . We refer to the distribution of Rx ,ȳ values created from the randomly generated partitions as the partition distribution.
We begin by generating the scores
5)
where each x i and y * i is randomly sampled from a normal distribution with a mean of zero and a standard deviation of one. The scores are then correlated using the equivalent of equation (2.8) In Figure 3 , we sample 1,000 different sets of n = 64 individual scores from a bivariate distribution (2.1) with ρ = 0.7 using (3.6 ). An R individual value is computed for each of the 1,000 different samples and plotted on the horizontal axis. For each of the 1,000 samples, 10,000 different partitions and their corresponding Rx ,ȳ values are generated with group size m = 4. The average Pearson valueRx ,ȳ is computed by averaging the 10,000 Rx ,ȳ values from each partition distribution thus forming an approximation to the expected value for the distribution. The difference between R individual andRx ,ȳ is plotted on the vertical axis. Figure 3 shows that the expected valueRx ,ȳ underpredicts R individual since the differences are all positive. Therefore, according to these simulations, the expected value from the partition distribution is a biased estimate of R individual at least for finite n. The difference R individual −Rx ,ȳ also appears to decrease as R individual increases.
To address the impact a specific individual sample has on the set of Rx ,ȳ coefficients and the averageRx ,ȳ value, we generate 100 different samples from a bivariate distribution with ρ = 0.7 using (3.5) and (3.6) . For consistency, equations (3.5) and (3.6) are now solved repeatedly until R individual and ρ = 0.7 agree to within 0.0001 before an individual sample is selected to be one of the 100 samples. The solving of (3.5) and (3.6) repeatedly until R individual and ρ agree to within 0.0001 is also used in the remaining figures with the exception of Figures 15 and 17 . For each sample, 10,000 different partitions are generated, and Rx ,ȳ is generated for each partition. The 10,000 values of Rx ,ȳ are then averaged to formRx ,ȳ . Figure 4 Figure 4 shows that the expectedRx ,ȳ value is a biased estimate and underestimates R individual . However, the graph also shows that, as the number of groups n m in the partition increases, the average error and error bar range decrease. An error estimate E(R individual , n m ) shown in equation (3.7) is also plotted in yellow for comparison. The Figure 3 : Difference between R individual and the expected valueRx ,ȳ generated by averaging 10,000 Rx ,ȳ values corresponding to 10,000 partitions with group size m = 4 generated from each of the 1,000 different samples of length n = 64 drawn from a bivariate distribution. Each partition contained n m = 16 groups. The original scores were generated by sampling from a bivariate distribution with ρ = 0.7 using equations (3.5) and (3.6) .Rx ,ȳ underpredicts R individual in all 1,000 cases although all errors are less than 0.0017. 
Figure 5:
Difference in maximum and minimum valueRx ,ȳ generated from 100 different samples. All samples are drawn from a bivariate normal distribution with ρ = 0.7. For each sample, 10,000 partitions are generated. The 10,000 Rx ,ȳ values generated for each partition are averaged to form the expected valueRx ,ȳ . The maximum and minimum of the 100 values ofRx ,ȳ are then found and the difference is plotted. The difference decreases as the number of groups n m increases. equation shows that E(R individual , n m ) estimates the first-order error R individual −Rx ,ȳ well for a number of groups n m > 8,
Equation (3.7) is generated by replacing ρ with R individual and n with n m in equation (2.4) . The difference between the maximumRx ,ȳ and minimumRx ,ȳ over the 100 samples is plotted in Figure 5 . The difference decreases as the number of groups increases. Figure 6 compares the analytical distribution
to the partition distribution formed by randomly generating 50,000 partitions for n = 512 scores sampled from the bivariate distribution and different group sizes, m = 2, 4, 8, 16, 32, 64 and 128 corresponding to the number of groups n m = 256, 128, 64, 32, 16, 8 and 4. The analytical distribution (3.8) is essentially (2.2) with R, ρ and n replaced with Rx ,ȳ , R individual and n m , respectively. Higher peaks are clearly evident for group sizes m = 2 and m = 4 for the partition distribution labelled "partition" compared to the analytical distribution. The partition distributions for group sizes m = 2 and m = 4 also have smaller standard deviations compared to the analytical distribution (3.8) . This trend is present for the same simulation performed with ρ = 0 shown in Figure 7 . For larger group sizes (m > 8), the partition distribution agrees well with the analytical distribution. Differences between (3.8) and the partition distribution for ρ = 0.7 are shown in Figure 8 .
We also create the partition distribution for scores randomly sampled from a uniform distribution, 0 ≤ x i ≤ 1, 0 ≤ y i ≤ 1, and correlated using (3.6) with ρ = 0.7. For each different group size, 50,000 partitions are generated. Differences between (3.8) and the partition distribution are shown in Figure 9 . The high degree of similarity between Figures 8 and 9 shows that sampling from either a bivariate or uniform distribution does not affect the partition distributions. Figure 10 uses different group sizes m = 2, 4, 8 and 64 and a fixed number of groups n m = 16. For each group size, 50,000 partitions are generated. Samples are drawn from a bivariate distribution with ρ = 0.7. We see that, as the group size increases, the partition distributions converge to the analytical distribution (3.8). Figure 11 compares the analytical distribution described by (3.8) to the partition distribution formed by randomly generating 50,000 partitions for n = 512 scores sampled from a bivariate distribution with group size Figure 12 compares the analytical distribution described by (3.8) to the partition distribution formed by randomly generating 50,000 partitions for n = 512 scores sampled from a bivariate distribution and a mixture of group sizes m = 16 and m = 32 for different values of ρ = −0.7, −0.5, −0.2, 0.1, 0.4 and 0.8. Sixteen of the groups have size m = 16, and eight of the groups have size m = 32 in each partition. In the analytical distribution (3.8), we set n m = 24 since there are 24 total groups in each partition. We see that the partition distribution agrees well with the analytical distribution for all values of ρ in spite of the fact that the partition is composed of groups of different size. Figure 13 shows the ratio s analytical s partition (3.9) of the standard deviation of the analytical distribution s analytical (3.8) to standard deviation of the partition distribution s partition for ρ = 0.7 under the same conditions described in Figure 4 . For each value of the sample size n and the group size m, 100 different samples were generated. The analytical distribution has a larger standard deviation than the partition distribution, which is quite evident for smaller group sizes. The logarithm log 2 (m) is used along the horizontal axis to compress the horizontal range. We see that the standard Figure 13 , the difference between maximum and minimum standard deviation ratio (3.9) for all 100 samples for ρ = 0.7 and each value of n and m is plotted.
deviation of the partition distribution approaches the standard deviation of the analytical distribution as the group size increases. The difference between the maximum ratio and the minimum ratio over all 100 samples for all values of n and m is plotted in Figure 14 . For some sample sizes (e.g. n = 512, n = 2,048), there seems to be a slight increase in the difference as the group size m increases and the corresponding number of groups n m decreases. However, the difference between the maximum ratio and the minimum ratio is less than 0.065 for all values of n and m.
These Monte Carlo simulations suggest that the distribution of Pearson Rx ,ȳ values can be approximated (for group sizes m > 8) with the distribution described by (3.8).
Constructing confidence intervals 4.1 Confidence intervals for large group sizes m
Since the partition distribution will approach (3.8) as the group size m increases, Fisher's transformation (2.5) can be used to transform the set of Rx ,ȳ values to z-values that become normally distributed as n m grows large. Confidence intervals can then be constructed from the normal distribution to predict the individual Pearson R value from the average Pearson Rx ,ȳ value according to equations (2.5) and (2.6) . First the Fisher transformed (see (2.5)) z-value is computed from Rx ,ȳ ,
For a C % confidence interval, z α/2 is found, where z α/2 is the z-value above which 1 2 ( 100−C 100 ) of a standard normal distribution (μ = 0, σ = 1) area lies,
For example, for a 95 % confidence interval, the value of z α/2 is the z-value above which 0.025 of the standard normal distribution area lies. The lower and upper z-values of the confidence interval are then computed using
where n m is the number of groups used to compute the Rx ,ȳ value. The values of z l and z u are then transformed back to R values using
to generate the confidence interval (R l , R u ). Equations (4.1)-(4.4) can be used to generate confidence intervals (R l , R u ) for R individual given Rx ,ȳ as long as the group size is large (m > 8) and the number of groups n m is large. A large value of n m also reduces the bias according to (3.7) . Table 3 show the 95 % confidence intervals (R l , R u ) for different values of Rx ,ȳ and different number of groups n m . The confidence interval ranges are narrow for values of Rx ,ȳ close to 1 and large values of n m . Figure 15 
Confidence intervals for small group sizes m ≤ 8
If the group sizes m are not large, the process of generating the confidence intervals shown in equations (4.1)-(4.4) will need to be revised to account for the fact that the analytical distribution has a larger standard deviation compared to the partition distribution. Figure 16 In (4.5), i refers to the location of the Fisher z-value when all the values are arranged in ascending order, and I refers to the total number of values in the distribution. If the plot of the Fisher z-values versus the z-values extracted from the normal distribution is linear, the partition distribution is normal [15] . This plot is shown in Figure 17 . Except for extreme z-values, |z| > 3.2, which constitute only 0.13 % of all the z-values, the distributions can be approximated by a normal distribution. Figure 18 plots the ratio to the standard deviation of Fisher's transformed partition distribution s Fisher partition for ρ = 0.7. Different group sizes m are used with a variety of different sampling lengths n = 210, n = 512, n = 1,024, n = 2,048 and n = 4,096. For each value of n and m, 100 different samples were generated, and 10,000 randomly created partitions were used to create the partition distribution for each of the 100 different samples. Similar to Figure 13, Figure 18 shows that the Fisher transformed analytical distribution has a larger standard deviation than the Fisher transformed partition distribution for small group sizes. The standard deviation of the partition distribution approaches the standard deviation of the analytical distribution as the group size increases. Table 4 : Simulation to assess the validity of the confidence intervals (4.9) for different group sizes m and different values of ρ. Each value of m and ρ shows the minimum and maximum percentage of R individual values that reside within the confidence interval for 100 different samples.
However, to account for the difference in the standard deviations for smaller group sizes, we also fit a curve β(m) to the data to approximate R sd which is shown in yellow, β(m) = 1.01 √ 2 1.5 + m 1.5 m 1.5 .
(4.8) Figure 18 only uses combinations of n and m, so the number of groups n m = n m is at least 16 since the number of groups need to be fairly large in order for (4.7) to be valid. Figure 19 performs the same simulation as Figure 18 except ρ = 0. (Also, to reduce the computational cost, n = 4,096 is not used, and only m = 32 is used for n = 1,024, and only m = 64 is used for n = 2,048.) Figure 19 shows that (4.8) is still a good approximation to the ratio of the standard deviations when ρ = 0.
Equations (4.1)-(4.4) can still be used to compute the confidence intervals, but equation We also increase the standard deviation by 3 % (reflected by the 1.03 in equation (4.9)) to account for the bias (3.7) and the range in standard deviations seen in Figure 14 .
Assessing the accuracy of the confidence intervals
A simulation is performed to assess the accuracy of the confidence intervals computed using (4.9). A value of ρ is selected from ρ = −0.9, −0.5, 0, 0.3 and 0.7, and a group size is selected from m = 2, 4, 8, 16 for n m = 32 number of groups. The number of original scores n is n = 32m according to (3.1). One hundred samples are generated from a bivariate distribution. Equations (3.5) and (3.6) are repeatedly solved until the difference between R individual and ρ is less than 0.0001 for each sample. For each sample, 10,000 different partitions and therefore 10,000 Rx ,ȳ values are generated. For each Rx ,ȳ value, a confidence interval is created and the percent P r of the 10,000 partitions that contain R individual is computed. Table 4 shows the minimum percent (P min r ) and maximum percent (P max r ) as a range (P min r , P max r ) for all 100 samples. Ideally, the ranges should be tightly centered around 95 %. These ranges do confirm that the confidence intervals can be used to approximate the value of R individual .
Conclusion
We have constructed the partition distribution of the Pearson Rx ,ȳ coefficients generated from group averaged values using random sampling and Monte Carlo simulations. The simulations suggest that the distributions of Rx ,ȳ can be approximated (for group sizes greater than 8) with a function based on the generalized hypergeometric function (3.8) . While the expectation of the Rx ,ȳ distribution slightly underestimates the individual Pearson R value, the difference becomes smaller as the number of groups increase. The distribution of Rx ,ȳ can be transformed into an approximate normal distribution using Fisher's transformation. Confidence intervals for the individual correlation value can then be constructed from the normal distribution. The confidence intervals become more narrow as the number of groups increase and the Pearson Rx ,ȳ value approaches one.
