Introduction
The high number of possible variables involved and the different scientific disciplines to which they belong is a characteristic of research in public health. The World Health Organization (WHO) broadly described the determinants of health and the systems established to deal with illness in 2008 1 . The determinants were grouped in sets of variables, ranging from those related to general socioeconomic, cultural and environmental conditions to those most proximal to the individual, such as living and work conditions, health, education and lifestyle factors, and individual factors such as age, sex and hereditary factors. Most of these factors are determined by the geographical area and affect, directly or indirectly, the health and well-being of people. Therefore, public policies must adapt their conceptual frameworks considering the most important variables for their analysis without losing relevant information.
The WHO encourages stakeholders to measure all significant variables involved in action assessment, to broaden the knowledge base, to develop the trained workforce in the social determinants of health, and to raise awareness on all determinants of health. Consequently, public health research studies should include all relevant variables in the analyses, properly selecting those that are actually significant.
Frequently, these sets of variables must be reduced to obtain the simplest statistical models with the minimum loss of information. For such, many well-known statistical techniques for variable selection exist. The problem lies in the different statistical weight of each variable depending on its stronger or weaker direct association with the assessed response variable, masking each other. This causes many relevant variables to be eliminated during the process, as well as possible interactions among the variables that are not addressed correctly.
The classical statistical techniques of variable selection, known as "screen and clean" and used in a single step, select the variables with greater explanatory weight in the model in an increasingly efficient way 2, 3, 4 . However, the results may be biased depending on the expert's point of view of each discipline involved, due to the omission of complete subsets of explanatory variables by masking. This bias occurs when the relation between the discarded variables and the response variable were previously justified in abundant scientific literature. Social and health variables involved in public health research are typical examples 5, 6 . For this reason, the choice of the variable selection strategy is particularly important, as it not only improves the prediction accuracy but also provides a clear interpretation of the most informative variables 7, 8 . Also, from a statistical point of view, identifying the most important variables in each research discipline that affect a response variable is necessary to reduce its number with the minimal loss of information and to respect the causality explained by each discipline, thus, avoiding multicollinearity 9,10 and masking effects 11 .
All predictive variables can affect, to a greater or lesser extent, and in different ways, the response variable 12 . However, the well-known procedures for selecting variables in a single step, either efficiently select the most relevant and neglect those with less explanatory power or try to achieve a more balanced model, sacrificing selective capacity. To deal with this fact, this article proposes a three-step statistical procedure resulting from applying several variable selection methods that are especially designed for large and heterogeneous sets of variables. Using this procedure, selecting a smaller number of variables of each disciplinary subset and obtaining a balanced final set of variables that can explain most of the data variability is possible.
To do this, in the First
Step we conduct a variable pre-selection on each discipline obtaining a specific contribution index of each variable to the data variability. In the Second Step, we check the prediction capability of the pre-selected variables. In the Third Step, we apply different variable selection methods to assess the contribution of the pre-selected variables in the model using a classical method (linear regression using classical variable selection methods), a Bayesian approach (Bayesian variable selection methods using Integrated Nested Laplace Approximation -INLA), and penalized regressions (such as Least Absolute Shrinkage and Selection Operator -Lasso; Adaptive LassoALasso; or Elastic Net).
The paper structure is as follows. In Methods section, we explain the procedure step by step, specifying the statistical methodology used for each of the steps. In Results section, we introduce a case study applied to public health. We analyze the results of the implementation of the procedure on the dataset to investigate its predictive ability to reduce the number of variables in high-Cad. Saúde Pública 2018; 34(7):e00174017 dimensional regression. Then, we discuss the results and show the conclusions of our study in the Discussion section.
Methods
In this section, we explain the details of the proposed three-step statistical procedure. This method is used to analyze data from multidisciplinary research in public health when the interest is on the variability of each scientific discipline. All procedures were performed using the R statistic software, version 3.1.2 (The R Foundation for Statistical Computing; http://www.r-project.org).
First Step
The first objective is to reduce the dimensionality in each subset of variables that belong to different scientific disciplines. Reducing the dimensionality is a central problem in multivariate data analysis. When accurately describing the information within a set of p variables through a small subset of size r is possible, the dimension of the problem is reduced little information is lost 12 . This allows the identification of the variables that are generating data variability. Thus, considering the sample size (n), a set of p predictive variables and a response variable y, we try to transform the original array X (n,p) in a new array Z (n,r) (where r < p).
For this, in the different subgroups of predictive variables, we used the principal component analysis (PCA) when dealing with subsets of quantitative variables, or multiple correspondence analysis (MCA) when dealing with subsets of categorical variables. Usually, these methods are used to replace the variables with the main components, but in our case, we are using them to select a subset of variables. Any expected response variables from the original dataset should be excluded from these analyses and the interactions between quantitative and qualitative variables should not to be considered (since including all possible combinations of variables could produce an excessively broad set of them). Therefore, we seek to obtain the most relevant predictive variables of each subset considering the contribution of each variable in each principal component, through a Contribution Index (CI). The R package FactoMine was used to perform these analyses.
• A Contribution Index
When using PCA and MCA as dimensionality reduction techniques, we are not looking for a replacement of the original set of variables with a smaller set of principal components, but our objective is to reduce the original set of variables. For such, we define an index for each variable X i that measures its contribution to the main components in which the variable is involved. We define this contribution index as a weighted average of its contribution to each component with the explained variance of the components as weight, The estim_ncp function was used to obtain the best number of dimensions to use. The analysis of the top five main components was sufficient to obtain the representativeness of data variability, so l = 5 in Equation 1 . Establishing a criterion of homogeneity for the number of variables selected according to the CI is advisable, checking the minimum number of variables that explain the maximum of variability in a regression model that considers all the selected variables together. Thus, the simplest model with maximum predictive capability should be chosen to continue on the next step. Based on this method, the five variables with highest contribution of each block are chosen, since this number represents a balance between the loss of information and an effective reduction in the number of variables.
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Second Step
When we reduce variables in multidisciplinary research, we try to explain most of the behavior of a response variable using the smallest number of variables from a large initial set of variables. Therefore, once the variables that explain the variability in each subset have been pre-selected, the predictive quality of each of them must be evaluated in the presence of the others. Through this process, their inclusion in the statistical model can be justified. This is done in two ways, one consists of applying a new PCA on these predictive variables and studying the behavior of the principal components regarding the response variable. Note that quantitative and qualitative variables may coexist in the pre-selected variables, and to apply the PCA again, the latter should be transformed into as many dummy variables as categories minus one. The other way to validate the selection uses a specific regression to assess the predictive capacity of the model, according to the nature of the response variable. If the predictive capability of the pre-selected variables does not reach the expectations of the study, this procedure would not be advisable. The R packages FactoMine (PCA and graphics) and nnet (multinomial regressions) were used to perform these analyses.
Third Step

Our objective in the Third
Step is to further reduce the number of variables and identify those that are the most relevant of a saturated model containing all the pre-selected and assessed variables of each scientific discipline. This is done by applying different methods to assess the contribution of these pre-selected variables in the regression model, either using a classical method (Generalized Linear Model -GLMusing classical variable selection methods), a Bayesian method (Bayesian variable selection methods using INLA), or a penalized regressions method, such as Lasso, ALasso or Elastic Net.
• GLM and classical variable selection methods
Different methods of variable selection can be applied from a classical point of view. One of the most used procedures is the stepwise method, it does not guarantee the best regression equation but provides models that are usually close to the optimum. at the purpose of this method is finding the variables that better fit the model and comparing the obtained models by adding one more variable to finally select the model with less Akaike Information Criterion (AIC) or Deviance criterion 12 .
Two drawbacks are known when using the stepwise method: in both the forward selection and in the backward elimination versions, the method considers at most p + (p − 1) + ... + 1 = p(p + 1)/2 subsets from 2 p possible, and this makes it difficult to find the optimal model. The second drawback is the masking of variables with a true effect on the response factor due to the correlation of other variables that were selected in the model. On the other hand, the classical convergence problems in regressions with large number of variables are solved due to the reduction in the number of variables done in the First
Step. The R package stats was used to perform these analyses.
• INLA and Bayesian variable selection methods
The INLA procedure 13 was recently implemented for Bayesian inference in several statistical models, it is faster computationally than the Markov chain Monte Carlo (MCMC) methods. MCMC methods 14 simulate samples with some form of dependence that converge on the distribution of interest, in which information about the expected a priori behavior was incorporated based on a previous professional knowledge. This method seeks samples for a posterior distribution π(θ|y), constructing a Markov chain to do the Monte Carlo approximation. The INLA alternative offers reliable approximations to the marginals a posteriori in a short computational time and also provides the Deviance Information Criterion (DIC), which is useful to select the most appropriate model 15 and is equivalent to the classic AIC 12 . The R packages INLA and BayesVarSel were used to perform these analyses.
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• Other Bayesian variable selection methods
There are other Bayesian methods for behavior diagnosis of the regression model, and to choose the variables that best explain the variability of data when the set of variables is large: (a) we can calculate Bayes factors in linear models and then provide a formal Bayesian answer to solve the variable selection problems 16 . There are libraries in R packages that solve the problem of obtaining a posteriori probabilities of all the possible linear models resulting from the different combinations of explanatory variables; (b) an interesting alternative is the Gibbs sampling 17 , which is a specific MCMC algorithm 16 to obtain a sequence of observations, and is considered a general framework for sampling a large set of variables by sampling each variable. The R packages BayesFactor and MCMCpack were used to perform these analyses.
• Penalized logistic regression models
Methods that use shrinkage estimators are an alternative to the methods described above. These methods reduce the variance of the estimators with lower predictive error and a variable selection that is not as arbitrary. The most common are the Ridge regression 17 and the Lasso regression 18 .
We are interested in including these methods because they are usually used in large and heterogeneous datasets to implement a variable selection in a single step and are useful for dealing with multicollinearity and masking. These methods are known as regularization or shrinkage methods because they contract the regression coefficients to stabilize the estimation. This regularization means that the size of the parameter vector is restricted to a certain range, causing highly correlated explanatory variables to produce very unstable minimum quadratic estimates or simply allowing single estimates to occur (when there is collinearity, or the number of variables exceeds the number of observations). These methods are typically used for the regression of a dependent variable and an array of highdimensional X, with highly correlated variables.
We think that the heart of the matter is the penalty. To avoid the over-shooting due to the large number of predictor variables, the method imposes a penalty on large fluctuations in the estimated parameters. Therefore, choosing the penalty parameter (λ) is essential and a procedure to estimate the parameter λ value from the data is needed.
• The Lasso regression
The Lasso regression combines shrinkage and variable selection by imposing a penalty on the regression coefficients, thus, for high values of the penalization parameter some of these coefficients are set to zero. Lasso imposes the L 1 norm on the least squares problem and shrinks the coefficients towards zero. This difference in the penalization may seem marginal but it has big consequences. The use of L 2 norm in other methods causes the pleasant effect of producing a linear estimator in y of the parameters vector β, but in return uses all the predictive variables in the final regression model because higher λ values contract the coefficients towards zero, usually this value is not reached. On the other hand, Lasso, through the L 1 norm, does not produce a linear estimator in y and a formula for its expression is not obtained. In this case the solution must be found through an optimization algorithm. However, depending on the choice of the complexity parameter, the L 1 penalization produces some regression coefficients equal to zero. The advantage is that in the final model only some of the variables are considered, being a method of estimation and variable selection at the same time 18, 19, 20 .
Some authors 18, 19 compared the prediction performance of the Lasso with other penalized regression methods and found that none of them uniformly dominates the other. However, given that variable selection is becoming increasingly important in modern data analysis, the Lasso is much more appealing due to its sparse representation 21 . However, Lasso presents an important limitation when considered in multidisciplinary research, if there is a group of variables among which the pairwise correlations are very high, then the method tends to select only one variable from the group and does not care which is selected. The R package glmnet was used to perform these analyses.
• The Elastic Net regression
Elastic Net 21 is a method that combines Ridge 17 and Lasso to overcome the Lasso limitations. Like the Lasso, this method is a regularization technique, however, it performs automatic variable selection and continuous shrinkage simultaneously and can select groups of correlated variables. The Elastic Net encourages a grouping effect, where strongly correlated predictors tend to be in or out of the model together. This method is particularly useful when the number of predictors (p) is much bigger than the number of observations (n).
In a way, the Elastic Net regression combines the strengths of Lasso and Ridge. The L 1 part of the penalty generates a sparse model and the quadratic part of the penalty removes the limitation on the number of selected variables, encourages a grouping effect and stabilizes the L 1 regularization path 21 . The R package elasticnet was used to perform these analyses.
• The ALasso regression
The ALasso is a Lasso generalization that allows different penalties to be applied to the variables by assigning different weights, which depend on the data. This generalization can impose greater penalties on the variables with lower relevance and small penalties on the most relevant 22 . The R package parcor was used to perform these analyses.
Three-step statistical procedure applied in a real dataset of a public health research
We applied this procedure on a sample of 299 disabled older adults who live in the Eastern region of Spain. People of both sexes aged 65 and over were included (only those who lacked the cognitive ability to follow the interview were excluded). 203 participants live in 4 metropolitan municipalities (with populations between 20,000-70,000 inhabitants), and 151 participants live in 11 rural municipalities of countryside regions (with populations between 500-5,000 inhabitants).
This sample includes all the subsets of variables considered as health determinants: anthropometrics, social (cohabitation unit, social care services, and demographics), and health variables (chronic diseases, drugs consumption, diet, functional limitations, autonomy level and disabilities), comprising up to 131 variables (the complete variable set it is available online in http://pages.uv.es/malore2/ summary_variables.pdf).
Data on dietary intake, dietary habits, anthropometrics and demographics were collected from all participants through interviews. The interviews were performed by social workers from each collaborating municipality, previously trained by the project managers at the University of Valencia, Valencia, Spain). Data on food consumption were obtained strictly during spring to guarantee the same food seasonality. A validated food-frequency questionnaire was used 23 . Dietary data obtained through questionnaires were analysed by the DIAL software, version 2.12 (Alce Ingeniería; https:// www.alceingenieria.net/infodial.htm). The daily intake of energy, macronutrients, micronutrients, alcohol and water of each participant was calculated.
Information about chronic diseases, drugs consumption, functional limitations, level of autonomy, family unit and social care services received were simultaneously collected by the social-service workers. This data was extracted from each participant's individual file managed by the social services.
Therefore, among the predictive variables we can highlight morbidity, polypharmacy, diet, functional limitations, level of autonomy, disabilities, access to welfare and the family unit. The response variable is the geographical profile (categorical factor with two categories: metropolitan and rural profile) that define the trends in the health determinants of each region 24 , usually polarized between rural and metropolitan environment 25, 26 .
Furthermore, the traditional lifestyle in Spain, especially in the East, is considered as similar to the rest of the developed countries of the Mediterranean area 27, 28, 29 . For this reason, the research on the factors involved in public health could be easily extrapolated to the rest of these countries 30 .
The studied models were built using a training set containing 70% of the sample, randomly chosen (209 participants). The performance of the model is evaluated with the validation set which constitutes the remaining 30% of the sample (90 participants) thorugh their prediction tables in each applied
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Ethics approval and consent to participate
The protocol H133534717755 of this study was approved by the Ethics Committee of the University of Valencia and respects all the principles of the Declaration of Helsinki and the Spanish legal regulations on protection of personal data. Study participants were informed of the objectives and the scope of the study, they signed an informed consent form for their participation.
Results
First Step applied in a real dataset of a public health research
The complete set of 131 predictive variables was divided into disciplinary subsets (dietary, basic nutrients, total nutrients, pharmacological, pathological and disability) and submitted to a preliminary analysis to reduce the number of variables of each subset with the minimal loss of information provided by each one. Each subset was analyzed according to its categorical or quantitative nature but including the geographic factor only as illustrative to observe its behavior regarding the PCA or MCA, without taking part in them. The first five principal components obtained through PCA and MCA for each subset were used to pre-select the five original variables with higher CI (Equation 1 ). This procedure identified the main explicative variables in each of them, considering their different causalities. Table 1 shows this pre-selection of variables.
Second Step applied in a real dataset of a public health research
To design the statistic model, the next step was to verify the association of these pre-selected variables with the response variable, the geographical factor in this case. For such, we performed two procedures. First, we associated them graphically, showing the pre-selected predictive variables and the response variable in the same graph through their respective score for the principal components that bear the highest variance of data. Therefore, as shown in Figure 1 , the metropolitan profile is associated with a greater number of chronic diseases, drug consumption, traumatic diseases and severe disorders. Also, the rural profile tends towards a better health status without the need for home assistance, as well as an increased caloric intake from lipids, carbohydrates and occasional food. For the second procedure, we validated this pre-selected model implementing a logistic regression and assessing the predictive ability of the model through a prediction table. Table 2 shows that the metropolitan and rural predictions are good (93.1% and 75.8% of success, respectively).
Third Step applied in a real dataset of a public health research
Finally, we applied different methods to assess the contribution of the pre-selected variables in the regression model, either from the classical approach, from a Bayesian approach, and through penalized regressions. The predictive ability of the selected models obtained from different methods was evaluated through prediction tables. To validate the procedure, we implemented the obtained models on the data from the remaining 30% of the sample, then we contrasted the prediction tables from each method applied.
These methods are usually applied in a single step in the datasets. We further demonstrate the convenience of our three-steps strategy to achieve more balanced and efficient results in multidisciplinary research.
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Subset
Implementation of variable selection procedures in a real dataset of a public health research
We implemented three different forms of variable selection methods according to their methodology. First, the classical ones, using GLM and a stepwise variable selection method. Next, we used Bayesian methods, using the INLA and a variable selection method based in the Bayes Factor. Finally, we implemented different penalized regressions based on the penalty procedure: Lasso, ALasso, and Elastic Net regressions. Table 3 shows that most the methods select the same ten variables (in bold): carbohydrates, water intake, occasional food, absence of home assistance, independence for managements, the severe conduct disorder, consumption of drugs that cause dysgeusia, total diseases, nutritional or endocrine diseases and traumatic diseases. The prediction capacity of each variable selection method is assessed and shown in Table 4 . As can be seen, all the different models predicted the response variable very well. Therefore, we must choose the simplest model with the highest success in prediction. In this sense, the GLM and the ALasso regression provided the best prediction results with a model in which only nine predictive variables were involved in both cases (seven were coincident). On the other hand, Bayesian automatic Cad. Saúde Pública 2018; 34(7):e00174017
Figure 1
Representation of the distribution of the predictor variables and the geographic factor (in bold), regarding the main components of the principal component analysis (PCa). Cad. Saúde Pública 2018; 34(7):e00174017 Table 3 Coefficients of selected variables through the applied variable selection methods (Third Step). selection of variables was the method that determined the least number of predictive variables in the final model, only eight (Table 3 ). These eight variables were also selected in the ALasso. The repetition of the procedure (50 times) showed no significant differences in the selected variables.
As shown in Table 3 , in our Third
Step, all these well-known methods reduced the number of selected variables considerably. Nevertheless, we checked if the results would be the same if we had applied these methods in a single step from the beginning, since the answer to this question justifies this article.
Justification of the three-step procedure in a real dataset of a public health research
The small selection of variables obtained, which also showed a homogeneity in the results in each of the methods used, comprise the most representative variables of the different scientific disciplines that affect the response factor and explain most of the variability of the data. This could not be achieved through a selection method directly applied on the complete dataset (p = 131, although considering that the categories of the respondents were incorporated to the analysis as dummy variables, the 176 predictive variables were reached).
We observed two undesirable consequences when the methods of variable selection were applied in a single step. The first consequence was that variables with less weight in the explanation of the variability were masked by those selected (from the expert's point of view, these omitted variables also affected the variable response when considered in isolation, this fact is widely supported in the scientific literature). The second consequence was that too many variables were selected. We tested this assumption by applying the different selection methods without the pre-selection implemented in each scientific subset. The complete results of this test can be consulted in http://pages.uv.es/ malore2 and a summary of them are shown in Table 5 . In this table, we compare the results obtained by applying the methods from the third step of our procedure directly in the complete data set (p = 176), with the results obtained through our three-steps procedure. As can be seen, only the ALasso selected variables of each subset due to the adaptive weights that were used for penalizing different coefficients in the L 1 penalty, as we explained above, despite selecting a greater number of variables, up to 40. All the other methods did not select any variable in some of the subsets and selected too many variables from other subsets.
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Discussion
The three-step procedure for the selection of variables in large and heterogeneous data sets in public health proposed in this article, which respects the causality explained by each discipline, obtained more balanced results, a greater reduction of variables and a better prediction capacity of resulting models than other methods of variable selection applied to the dataset in a single step. We found no research in the area of public health that considered this multidisciplinary perspective in the selection of variables, however, models that assume that the observations come from a heterogeneous population, which is a mixture of a finite number of sub-populations, have been assessed from a Bayesian point of view with a successful results 31 . Several studies have developed new metrics or algorithms to improve variable selection 4, 32, 33 , but most of the research is based on the improvement of the existing statistical methods, often applied in real data sets 19, 34 .
Studies that resemble what we propose are those that evaluate the different variable selection methods by comparison to determine which is the most appropriate to analyse their data 35, 36, 37 , or those that apply the existing methods in a specific discipline to identify the most representative variables to focus their research 38 . However, all the studies mentioned above are similar since they implement the methods of variable selection in a single step and tend to use a Bayesian approach 7, 20, 31, 32, 33, 35, 36, 39 and/or penalized regressions 4, 7, 20, 38 to achieve their objectives.
The variable selection strategy we propose is particularly promising, since it not only improves the prediction accuracy but also provides a clear interpretation of the most informative variables 7 . Through this method, variable analysis in public health research can be improved by selecting only the variables that strongly affect the response variable and focus on it 6 . This may optimize the process and save resources to the development of new projects, especially those based on a multidisciplinary point of view involving several potential variables.
