Purpose: Single-photon counting (SPC) x-ray imaging has the potential to improve image quality and enable new advanced energy-dependent methods. The purpose of this study is to extend cascadedsystems analyses (CSA) to the description of image quality and the detective quantum efficiency (DQE) of SPC systems. Methods: Point-process theory is used to develop a method of propagating the mean signal and Wiener noise-power spectrum through a thresholding stage (required to identify x-ray interaction events). The new transfer relationships are used to describe the zero-frequency DQE of a hypothetical SPC detector including the effects of stochastic conversion of incident photons to secondary quanta, secondary quantum sinks, additive noise, and threshold level. Theoretical results are compared with Monte Carlo calculations assuming the same detector model. Results: Under certain conditions, the CSA approach can be applied to SPC systems with the additional requirement of propagating the probability density function describing the total number of image-forming quanta through each stage of a cascaded model. Theoretical results including DQE show excellent agreement with Monte Carlo calculations under all conditions considered. Conclusions: Application of the CSA method shows that false counts due to additive electronic noise results in both a nonlinear image signal and increased image noise. There is a window of allowable threshold values to achieve a high DQE that depends on conversion gain, secondary quantum sinks, and additive noise.
I. INTRODUCTION
Innovative advances in x-ray detector technology are leading to the development of single-photon counting (SPC) energyresolving x-ray detectors. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] These have the potential for advanced spectroscopic applications such as energy-resolved angiography using measurements of the x-ray spectrum to generate angiographic images from a single exposure 12 with reduced risk of motion artifacts, and improved image quality by reducing detector noise from stochastic conversion gain, poor collection efficiency, additive noise, and broad-spectrum imaging (Swank noise). 1 There are many challenges that must be overcome before the full benefits of SPC imaging can be achieved. These include materials engineering, count rate limitations, [13] [14] [15] detector-element size, 2, 16 and others. 6, 17 However, direction must also come from signal and noise considerations to ensure the performance of these new systems will produce superior image quality. For example, variability in deposited photon energy due to random escape of Compton scatter and characteristic emissions will degrade the precision of energy measurements. 18 Scatter reabsorption and spreading of secondary image quanta (e.g., charge pairs in a photoconductor or optical quanta in a phosphor) may result in cross talk between detector elements 19 and a decrease in the detective quantum efficiency (DQE). 9 Adaptive binning approaches that sum signals from a number of elements surrounding each primary interaction to determine the total deposited energy, such as one implemented in the Medipix-3 prototype, 2, 7, 20 may mitigate this effect, although use of broad x-ray spectra, statistical variations in conversion to secondary quanta, optical or charge collection efficiency, additive noise, and other considerations may still compromise SPC detector performance.
Over the past several years, a cascaded-systems approach has been developed to describe how these considerations affect the DQE of conventional energy-integrating detectors. By propagating metrics of signal and noise through a cascade of fundamental image-forming processes [21] [22] [23] [24] [25] [26] [27] [28] 
where k = (u, v) (cycles/mm) represents a spatial-frequency vector with components in x and y directions,q o (mm −2 ) represents the mean distribution of incident x-ray quanta,d represents the mean detector signal, T (k) represents the modulation transfer function (MTF), and W (k) (mm 2 ) represents the image Wiener noise-power spectrum (NPS). Since the DQE is a Fourier-based metric, it is applicable for linear and shiftinvariant (LSI) systems having wide-sense stationary (WSS) or wide-sense cyclo-stationary (WSCS) noise processes. [30] [31] [32] Cascaded-systems analysis (CSA) has been successful in the development of theoretical models that describe the DQE of many current systems and identify physical processes that determine detector performance and image quality. 28, [33] [34] [35] [36] However, while the success of SPC detectors will depend in part on how the DQE compares with that of conventional systems, existing methods of analysis for SPC detectors remain preliminary and do not account for many factors known to be important in conventional systems including secondary quantum sinks 23 and the statistical nature of other imagingforming processes. In this first contribution on CSA methods and the DQE of SPC detectors, we describe stochastic conversion of incident photons to secondary quanta, collection of secondary quanta into detector elements, secondary quantum sinks, additive noise, and thresholding. It is shown that the DQE of SPC systems can be determined using the CSA approach by cascading the probability density function (PDF) of the number of image-forming quanta through each process in addition to conventional metrics of signal and noise. This gives rise to the necessary conditions on these design parameters to ensure an optimal DQE.
II. THEORY

II.A. Signal and noise in SPC detectors
Photon-counting detectors are essentially conventional detectors operating with very low noise and fast electronic readout such that there is little chance of more than one photon interacting in any one detector element in each readout. Images are generated by acquiring multiple readouts and counting the number of photons interacting in each element. Our CSA model of the SPC detector is therefore based on a conventional (energy-integrating) detector consisting of converter (e.g., photoconductor or phosphor/scintillator) and sensor (e.g., CMOS) layers with fast readout and thresholding electronics as illustrated in Fig. 1 . Sections II.A.1-II.A.5 describe signal and noise transfer through this model assuming WSS/WSCS conditions. Variables are summarized in Appendix A.
II.A.1. Incident x-ray quanta,q o
The description starts with a sparse distribution of x-ray quanta incident during the jth readout, represented by the random point processq j o (r) (mm −2 ) consisting of nonoverlapping Dirac δ impulses 25, 37, 38 [ Fig. 1(a) ]. Therefore,
where overhead tilde denotes a random variable (RV),Ñ j o is an integer-valued RV giving the number of quanta incident during readout j, and {r
o } is the set of independent and identically distributed RVs indicating quanta coordinates in image space. The mean is given byq
is the mean rate of x-ray quanta incident on the detector, and a t (s) is the integration time of one readout assuming no dead time between readouts. The NPS is given by W
II.A.2. Conversion to secondary image-forming quanta,q sec
Deposited x-ray energy will liberate secondary image quanta (charge pairs or optical quanta) in the converter layer at the primary interaction site and possibly at a near-by location if a scatter/emission photon is reabsorbed. We letq j sec [ Fig. 1(b) ] represent the resulting spatial distribution of secondary quanta incident on the sensor layer with associated MTF and NPS given by T sec (k) and W sec (k).
II.A.3. Collection of secondary quanta by sensor elements
The readout signal from each detector element is proportional to the number of secondary quanta collected in the element plus a random contribution from readout electronics. In the CSA approach, this is represented by a selection of those secondaries that contribute to the sensor signals followed by the collection of these secondaries into a signal from each element. These are described as a quantum-selection process with probability γ (the sensor quantum efficiency) and convolution with a rectangular aperture function respectively [ Fig. 1(c) ]. Therefore,
where k is a constant of proportionality,γ is a Bernoulli RV with mean γ and sample values 0 or 1 for each secondary describing whether the secondary contributes to sensor signal
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One-dimensional schematic representation of the process of converting a distribution of incident x-ray quanta (q o ) to secondary quanta such as liberated charges in a photoconductor (q sec ) incident on the sensors, to the detector presampling signald, and then to the thresholded signals † from one detector readout. The superscript † indicates a function consisting of a uniform sequence of delta functions scaled by discrete detector values and superscript j has been omitted for simplicity.
or not, and (r/a) represents a two-dimensional rectangular aperture function having area a and dimension a x × a y in x and y directions respectively defining the active area of a sensor element centered at (x, y) = (0, 0). Additive noisẽ e is represented as a WSS zero-mean noise density with the property that the NPS integral over all frequencies is equal to the variance σ 2 e . The presampling readout signal corresponds to an element centered at position r but is physically meaningful only at locations corresponding to the centers of the elements. The corresponding presampling NPS is given by
II.A.4. Detector-element signals,d †
The process of determining signals from each element is represented as multiplication with a series of Dirac δ functions [ Fig. 1(d) ] and the sampled signald †j (r) is given bỹ
where r nm = (n x , m y ) and = ( x , y ) represents the center-to-center element spacing (pixel pitch).
II.A.5. Thresholded signal,s †
Photon counting is achieved by applying a threshold to distinguish interaction events from noise in each readout. Ideally, each readout interval is short such that the probability of multiple photon interactions in the same element is small (i.e., a t 1/q o a). Pile-up occurs when this condition is not satisfied and the detected count rate will be decreased. 39, 40 In either case, the result is a Bernoulli RVs (6) in the jth readout for threshold t. We assume a lag-free detector such thats j nm ands i nm are independent RVs for i = j and defines †j (r) (mm −2 ) as the sampled and thresholded image signal:
wheres j (r) is a continuous presampling representation of s j nm . An SPC image is produced after M readouts using s j nm to increment a counter for each element, resulting in imagec † (r):
represented as a sequence of scaled δ-functions. Mean SPC signal,c: The mean SPC image signal is given by
Following the notation of Papoulis, 32 we let p c (c; r) represent the PDF ofc (r) and therefore E{c (r)} = +∞ −∞ c p c (c; r) dc. Sincec is equal to the summation of M Bernoulli RVs, the binomial distribution gives
where ζ is equal to the probability thatd j ≥ t and is the same for each readout. Therefore,
where P( ) represents the probability of observing the specified event. Sinced is WSS, it has the PDF p d (d; r) = p d (d), and thus whiled is a function of r, its PDF is not, giving
Equation (13) is a key intermediate result of this work. It shows that the mean signal from an SPC detector is shift invariant and, more importantly, can be determined simply from the PDF ofd. In Sec. II.D it will be shown that this PDF can be determined by propagating the PDF for the total number of image-forming quanta through each process in a cascade of image-forming processes. SPC autocovariance and Wiener noise power spectrum: The sampled SPC signalc † (r) has an autocovariance given by 30, 32 
where K c represents the autocovariance ofc:
where R c (r, r + τ ) = E {c (r)c (r + τ )} is the autocorrelation ofc given by
where we have separated the double summation into terms for which i = j and i = j, 37 E {s i (r)s j (r + τ )} =s 2 , and R j s is the autocorrelation ofs j :
where p s (s j , s j ; r, r + τ ) represents the joint PDF (Ref. 32) for s j (r) and s j (r + τ ) = s j (r + τ ) and is the same for all j:
where ζ il represents the probability thats (r) equals i and
Similar to the PDF ford, the joint PDF is a function of separation τ and independent of r (Ref. 32 ) and can be expressed
Combining this with Eqs. (15) and (17) yields
The above expression shows that the presampling SPC image signalc is WSS and, therefore, the sampled signalc † is a WSCS sequence of scaled δ-functions. Therefore, 30, 32 
This is the second important result of this work and shows that the SPC autocovariance is determined by the joint PDF ofd (r) andd (r + τ ).
In general, the presampling NPS is given by the Fourier transform of the autocovariance, W c (k) = F {K c (τ )}, and the NPS including the effects of sampling (noise aliasing) is given by
where k nm = ( x /n, y /m). Therefore, for LSI systems with only WSS or WSCS noise processes (discussed further below), the DQE of SPC systems is given by
wherec and W c † are the mean pixel value and NPS in an SPC image as given by Eqs. (13) and (24), respectively. This is equivalent in form to the DQE of a conventional detector in Eq.
(1) after substitutingc withd, although the NPS ofc is different to that ofd since they are determined by statistical fluctuations in the number of interacting photons (a Poisson RV) and deposited energy for each photon, respectively.
II.B. Special case: Low count rates and no charge sharing
As a special case, we consider a low-count-rate limit where the probability that two photons deposit energy in the same element during a single readout is negligible (no pulse pileup) and no charge sharing between elements. This may be a good assumption for photoconductor-based detectors such as Se, but possibly not for CsI-based systems where optical scatter will share x-ray quantum energy between more than one element. However, if adaptive binning is implemented to sum signals from elements surrounding a primary interaction, this assumption may also be valid as discussed in Sec. V. The signald j therefore corresponds either to the case of all deposited energy from one photon or no deposited energy. We continue to assume WSS/WSCS noise processes.
II.B.1. Mean signal,c
The mean signalc is obtained by combining Eqs. (13) and (B10):
where λ =q o a T a and
representing the probability thatd is greater than the threshold for the case of zero or one photons incident on an element, respectively. The second term in brackets in Eq. (26) corresponds to false-count events. This result shows that for fast readouts and negligible secondary scatter, calculation ofc requires the PDF ford given one and zero incident photons. In addition, unlike conventional energy-integrating detectors but consistent with expectation, this result shows how zero-mean additive electronic noise may result in an increase in the mean SPC image signal.
II.B.2. Wiener noise power spectrum
The Wiener NPS requires calculation of the joint PDF for d (r) andd (r + τ ) as described by Eq. (17) . In Appendix C we show that for our special case it can be expressed in terms of the PDF for the case of zero and one incident photons. The presampling NPS is derived Appendix D and is given by
where σ 2 c is the variance in the number of counts from a single element, given by
II.C. PDF transfer through elementary processes
In this section, we show that the PDF ofd can be determined by cascading the PDF through elementary imageforming processes and describe the transfer relationships for each. This is a key result as it means the cascaded approach can be applied to photon-counting systems with the additional step of cascading the PDF of the total number of image quanta at each stage.
We let p in (N in ) and p out (N out ) represent the PDFs of the total number of input quantaÑ in and output quantaÑ out , respectively. In general, the PDF ofÑ out is given by
where p out (N out |N in ) is the PDF forÑ out givenÑ in . SinceÑ in andÑ out assume integer values only, p out (N out ) can be expressed as a point process:
where
is the PMF forÑ out . This is a general result that we now use to determine PDF transfer relationships for the elementary processes of quantum selection, quantum gain, and quantum scatter.
II.C.1. Quantum selection
A quantum selection stage describes the process of randomly selecting quanta from a distribution and can be used to 
Schematic illustration of transfer of the PDF describing the total number of image quanta through a quantum selection stage. The PDF for N out is shifted to the left relative of that forÑ in and approaches a Poisson distribution for small α. describe a quantum efficiency or collection probability. 30 The total number of quanta following a quantum selection stage is given bỹ
whereα i is a Bernoulli RV that assumes values of either 1 (with probability α) or zero (with probability 1 − α). Sincẽ N out is equal to the summation ofÑ in Bernoulli RVs, the mean total number of quanta following a quantum selection stage is given by αN in . The PDF describingÑ out is therefore shifted toward the origin [relative to p in (N in )] as illustrated in Fig. 2 , and pr out (N out = j |N in = i) is given by the binomial distribution:
Combining Eqs. (32) , (33) , and (35) gives the PDF transfer relationship for quantum selection.
II.C.2. Quantum gain
Quantum gain represents the process of replacing the ith quantum in an input distribution withg i quanta in the output, such as liberation of electron-hole pairs in a semiconductor by an x-ray interaction, giving
SinceÑ out is the sum ofÑ in RVs and the set {g i , i = 1, ...Ñ in } are independent and identically distributed RVs,N out =ḡN in . The PDF describingÑ out is therefore right-shifted relative to p in (N in ), as illustrated in Fig. 3 , and the PMF forÑ out giveñ
where pr g (g) is the PMF forg and (pr g * (n −1) pr g )| g=n represents the discrete convolution of pr g (g) with itself n − 1 times evaluated atg = n . Combining Eqs. (32) , (33) , and (38) yields the PDF transfer relationship for a quantum gain stage.
Schematic illustration of PDF transfer through a quantum gain stage. The PDF forÑ out is shifted to the right relative to that forÑ in and the shape of p out (N out ) depends in part on the PDF describingg.
II.C.3. Quantum relocation
Quantum relocation represents the process of randomly relocating quanta in an input distribution. This does not change the total number of image quanta and therefore (Fig. 4) pr out 
II.D. Application to simple SPC detector model
We apply the theoretical formalism developed above to the description of the simple SPC detector illustrated in Fig. 5 . We assume mono-energetic x-rays, no pile-up, and negligible secondary quanta relocation as described above. Limitations of this model for describing prototype SPC detectors in a clinical environment are addressed in Sec. V.
Stage 1: Interaction of incident x-ray quanta in convertor.
Each incident x-ray photon interacts in the convertor material with probability α equal to the detector quantum efficiency. The PDF of the total number of interacting x-ray photonsÑ 1 is obtained using Eq. 
The PDF describing the number of interacting x-ray photons given one incident is given by
The above expression is illustrated schematically in Fig. 5 . Stage 2: Liberation of secondary quanta in convertor. We assume that the ith interacting x-ray photon liberatesg i secondary quanta (e-h pairs or optical quanta) and that this process obeys Poisson statistics. The PDF forg i is then given by the Poisson distribution and Eq. (38) becomes
quantum relocation The PDF describing the number of liberated secondaries given one incident photon is
Stage 3: Coupling of secondary quanta to sensor elements. A fraction β of liberated secondaries are coupled to the sensor elements. This could reflect losses due to charge recombination in a photoconductor [40] [41] [42] or optical attenuation in a phosphor/scintillator. 30, 33, [43] [44] [45] [46] We assume β is independent of depth, giving
and
Stage 4: Collection of secondary quanta in detector elements and additive noise. (a) Each secondary incident on the sensor elements has a probability γ of contributing to the measured signal, accounting for sensor quantum efficiency. 30, 33, [43] [44] [45] [46] The PMF ofÑ 4 givenÑ 3 has a form similar to Eq. (43) with the substitution of γ for β, giving
(b) The readout signald is proportional to the number of secondaries that are collected in each detector element plus an additive component due to the detector electronics as described by Eq. (B1) in Appendix B, giving
where p e (d| 1 ) represents the PDF ofẽ evaluated at d| 1 . In all cases we assume thatẽ is a zero-mean normally distributed RV with variance σ 2 e . Stage 5: Sampling of detector elements. Generating a discrete output signal for each element is represented as a sampling process (Fig. 1) and does not change the PDF ford.
Stage 6: Thresholding of sampled detector signals. Calculation of both the mean signal and NPS following a thresholding stage requires the integral of p d (d| 1 ) and p d (d| 0 ) from t to infinity, represented by ξ 1 (t) and ξ 0 (t), respectively:
where ξ T and ξ F represent contributions from true-count and false-count events, respectively, as developed in Appendix E.
II.D.1. Mean signal,c
Combining Eqs. (26), (47) , and (48) yields
demonstrating that false counts due to additive noise will increase average image signal. This can be avoided by choosing a threshold that satisfies the inequality:
II.D.2. Noise power spectrum and individual element noise
Combining Eqs. (29), (47) , and (48) yields the presampling NPS and integrating over all spatial frequencies gives the image pixel variance:
where we used λ 1 in the approximation. This demonstrates that the SPC pixel variance is equal to the variance in the number of true-count events plus the variance in the number of false-count events.
II.D.3. Photon-counting DQE(0)
Combining Eqs. (25), (29) , and (49) and assuming a threshold that satisfies Eq. (50), the zero-frequency DQE for the model considered in this work is given by
where ξ T (t) ∈ [0, 1]. This is an important result and demonstrates that the zero-frequency DQE of an SPC detector with no pile-up is given by the product of the detector quantum efficiency and a new noise factor equal to the true-count probability given by the probability that the signal generated by one interacting x-ray photon is greater than the threshold t.
III. MONTE CARLO VALIDATION
A simple Monte Carlo analysis was performed to test the theoretical derivation described above. Using the same assumptions and assumed values of α, β, γ ,ḡ, and σ e , xray images were simulated using the following seven-step algorithm:
1. For each readout, generate the total number of incident Poisson-distributed photons. 2. Select photons that interact in the detector with probability of interaction α. 5. Select the subset of liberated secondaries that are collected by sampling the binomial distribution with number of trials equal to the number of generated secondaries and probability of success equal to βγ . 6. Simulate additive noise by adding or subtracting normally distributed secondary quanta with zero mean and variance σ 2 e . 7. If the number of secondaries collected in each element and readout is greater than t, increment the element signal by one.
We performed the above calculations for each element in a 32 × 32-element image and then calculated DQE(0) using the expression DQE (0) = SNR 2 det /SNR 2 ideal where SNR det is the detected signal-to-noise ratio calculated from the mean and variance of the final image and SNR ideal is the ideal signalto-noise ratio calculated from the mean and variance of the distribution of incident photons per detector element. It is shown that low threshold values result in false counts and an increase in mean pixel value due to additive noise. While this may increase pixel SNR, it is not desirable and corresponds to a nonlinear response (analogous to a conventional detector saturating at high exposure levels). High threshold values will cause missed true counts and hence a decrease in SNR. The acceptable range of threshold values is therefore strongly dependent on the number of collected secondaries per interacting photon relative to additive noise levels, and this range can be fairly small depending on the PDF ofd as illustrated in Fig. 8 . In general, higher mean gain results in a wider range of acceptable thresholds and higher additive noise results in a smaller range. From Fig. 8 , the threshold t must satisfy the condition
IV. RESULTS
IV.A. Optimal threshold t
whered| int represents the mean readout signal given one interaction and σ d | int is the corresponding standard deviation. For the specific SPC detector described here,d| int = kβγḡ and σ d | int are calculated from the PDF ford [Eq. (46)], giving for the case of high collection efficiencies and/or large gain (kβγḡ σ 2 e ). When this expression is satisfied, the inequality in Eq. (50) is also satisfied. However, for low gains or high additive noise levels, there may be no acceptable threshold value. Figure 9 illustrates the dependence of the zero-frequency DQE value on collection and coupling efficiencies βγ for selected values of σ e /ḡ for α = 1. For each curve, the threshold has been set equal to t = 3σ e to avoid false additive-noise counts. It is shown that in general, detectors with high levels of additive noise will require higher collection efficiencies to ensure a high DQE(0) value. In the worst-case scenario when the additive noise is on the same order of magnitude as the mean gain, the DQE is close to zero because the threshold required to avoid false counts is greater than the signal generated by the interacting photons. For detectors with low levels of additive noise (σ e ≤ḡ/100), a collection efficiency greater than approximately 5% will be required so that the DQE (0) is not degraded by the combination of additive noise and thresholding. This can be achieved by satisfying the inequality in Eq. (57).
IV.B. DQE(0) dependence on additive noise, collection efficiency, and mean gain
V. DISCUSSION
A theoretical framework is presented for describing propagation of the mean signal and Wiener NPS through elementary image forming processes for SPC x-ray detectors including a thresholding stage that converts the detector signal (proportional to absorbed energy) to sample values of 1 or 0 (counts) in each readout. While thresholding is generally nonlinear, the mean SPC image signal maintains a linear relationship with the mean number of incident x-ray quanta for the case of fast readouts, negligible image lag, and thresholds chosen to avoid false electronic noise counts.
Under these conditions, CSA can be applied to the description of signal and noise propagation in SPC x-ray detectors with the additional requirement for the PDF of detector-element signals and the joint PDF describing spatial correlations between elements. While general expressions for these quantities may be difficult to compute, for the limiting case of fast readouts and negligible secondary-quantum relocation, the joint PDF simplifies to the PDF which is easily determined for elementary processes. General PDF-transfer relationships are developed for quantum selection, quantum gain, and quantum scatter processes.
We apply the new CSA concepts to the description of a simple SPC x-ray detector assuming fast readouts and negligible quantum scatter. While this ignores possible spatial correlations between neighboring elements due to charge sharing, charge sharing is known to reduce the DQE substantially if not addressed 9 and it is believed that any successful design will implement some form of adaptive element binning to determine total absorbed energy. In addition, pulse pile-up is known to cause spectral distortion artifacts, 13, 14 reduce image quality in energy-resolved applications, 47 and, if not corrected, will likely reduce the DQE. The model presented here will be valid only when pile-up effects can be avoided, with typical count-rates dependent on the application. For example, the readout interval in some state-of-the-art silicon-based SPC detectors is approximately 200 × 10 −9 s (Ref. 48 ) which would result in negligible pile-up in mammography applications where count rates are relatively low (<5 × 10 7 mm −2 s −1 ). 6 However, in computed tomography applications where count rates are much higher [(1-10) × 10 8 mm −2 s −1 ] pulse pile-up may result in substantial DQE degradation despite the shorter readout interval (30 × 10 −9 s) (Ref. 5) of cadmium telluride and cadmium-zinc-telluride convertor materials. Our model also did not consider the effects of broad x-ray spectra, but these are easily incorporated by averaging mono-energetic results over given spectra. It is expected the model will correctly show DQE improvements that real SPC systems will have over conventional energyintegrating systems due to reduced Swank noise.
VI. CONCLUSIONS
A signal and noise analysis is described that provides a framework for optimizing and evaluating the DQE that may be achieved using novel SPC x-ray detectors for medical imaging applications. The main change required to apply a cascaded-systems approach to SPC detectors is the need to compute the probability density function describing signals generated by individual detector elements for each readout of the x-ray detector. Using this framework, the zero-frequency DQE of a hypothetical SPC x-ray detector was calculated including the effects of stochastic conversion gain, poor collection efficiency, additive noise, and thresholding. It was demonstrated that in some cases there is a narrow band of allowable thresholds t (3σ e < t < kβγḡ − 3k βγḡ + σ 2 e ) for high-DQE performance and that secondary quantum sinks will still degrade the DQE of SPC systems. Number of secondary quanta liberated by ith interacting x-ray photon. α Detector quantum efficiency equal to probability that x-ray photon incident on converter material liberates secondaries. γ Sensor quantum efficiency equal to probability that a secondary coupled to sensor element contributes to element signal. β Coupling efficiency equal to probability that a liberated secondary is coupled to sensor.
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APPENDIX B: PDF OF READOUT SIGNAL, p d (d(r))
The PDF of readout signald j describes the relative probability ofd j taking particular values. In the limit of fast readout rates (q o a t a 1) with no scattering of secondary image quanta in the detector (T sec (k) ≈ 1) and one photon incident at r i ,d
j is given bỹ
where the CSA model gives 
whereÑ sec | 1 represents the total number of secondaries collected given one incident photon andẽ is a zero-mean Gaussian-distributed RV representing uncorrelated additive readout noise. Under these conditions the probability thatd j is greater than t is given by the complementary cumulative distribution function (CDF) ford. The CDF ford givenÑ j o incident photons with positions {r
where the two terms describe regions of r where the readout signal is given by Eqs. (B3) and (B4) respectively. Averaging over all possible values of {r
Averaging over all possible values ofÑ
The integrand of the above equation is equal to the PDF ford:
which reduces to Eq. (26) . The first term in Eq. (B10) describes the primary peak in the PDF centered atd nm = k 1 βḡ in Fig. 5 giving the distribution ind j values when a photon is incident in an element centered on the photon, while the second term gives the distribution when no photon is incident. p d (d (r) , d (r + τ )) The Wiener NPS in a photon-counting image is given by the Fourier transform of the autocovariance ofc from Eq. (22) and requires the joint PDF ofd (r) andd (r + τ ). It is important to emphasize thatd (r) is the presampling readout signal for an element centered at any r value, including the nonphysical situation of overlapping elements when τ is less than the detector element spacing. In this case, one interacting photon may contribute to signals in both elements.
APPENDIX C: JOINT PDF OF READOUT SIGNAL,
There are three possible scenarios to consider in the joint PDF: (1) photon incident on both elements, (2) photon incident on only one element, and (3) no photons are incident on either element. We let P 1, 1 , P 1, 0 , and P 0, 0 represent the probability that both elements are above the threshold for each of these scenarios, giving
The scenario of a photon incident on each element has two physically possible conditions, corresponding to complete overlap of the two elements or no overlap. When the elements completely overlap (|τ | = 0), there can be only one photon contributing to both elements and the probability that both signals are greater than t is then given by the complementary CDF ford| 1 defined above [see Eq. (B8)]. If the elements do not overlap, there must be two different photons incident on two uncorrelated elements, and the probability that both are greater than t is given by the square of the complementary CDF ford| 1 . The probability that both elements are above the threshold is therefore given by 
where (τ /a) = (τ x /a x ) (τ y /a y ) represents the two dimensional triangle function and (τ x /a) is equal to (1 − |τ x /a x |) for |τ x | < a x and zero otherwise and similarly for (τ y /a y ). Averaging over all possible values ofÑ 
P 1, 0 : In the nonoverlapping case,d (r) andd (r + τ ) are independent RVs. In the complete-overlap case, P 1, 0 must be equal to 0 because an element cannot have both one and zero photons incident on it. We therefore represent P 1, 0 as 
Combining Eqs. (C6), (C9), and (C12) yields P (d (r) ≥ t and d (r + τ ) ≥ t)
