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Заметки о моделях с самоотбором выборки?
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Проблемы, связанные с самоотбором выборки, часто встречаются при работе с ми-
кроэкономическими моделями и данными по индивидам, домашним хозяйствам
или фирмам. За последние тридцать лет в этой области эконометрики были сде-
ланы весьма значительные достижения. Предложены и применены на практике
различные типы моделей. Разработаны новые методы оценивания и инференции,
как параметрические, так и полупараметрические. Настоящее эссе является крат-
ким введением в эту обширную литературу.
1 Введение
Рассмотрим модель регрессии:
Y  = X + "; (1)
где Y  и " – скалярные случайные величины, X – 1K вектор случайных величин, а  – K1
вектор параметров. Случайная ошибка " независима в среднем от X, и матрица E[X0X]
имеет полный ранг. Тогда при наличии случайной выборки для (Y ;X) МНК-оценка пара-
метров состоятельна и асимптотически нормальна. Ключевая особенность моделей с само-
отбором выборки состоит в том, что исследователь не наблюдает случайную выборку для
(Y ;X). Вместо нее имеется случайная выборка для пары переменных (Y;X), которые свя-
заны с (Y ;X), но отличаются от них. Переменные (Y ;X) называют латентными. Задача
заключается в состоятельном оценивании  по выборке для (Y;X).1 В зависимости от со-
отношения между латентными и наблюдаемыми переменными выделяют различные классы
моделей с самоотбором выборки. Далее запись Y = fXjZ > cg означает, что Y – это случай-
ная величина X при условии, что случайная величина Z больше константы c. Аналогично
определяются выражения Y = fXjZ < cg и Y = fXjb < Z < cg.
(a) Модель усеченной регрессии. Пусть c – известная константа. Если переменная Y усечена
слева в точке c, то
(Y;X) = f(Y ;X)jY  > cg: (2)
Если переменная Y усечена справа в точке c, то
(Y;X) = f(Y ;X)jY  < cg: (3)
В обоих случаях случайная выборка для пары (Y;X) не является случайной выборкой ни
для Y , ни для X.2
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Пример 1. Рассмотрим уравнение для логарифма заработной платы, W = X + ", где
W – логарифм заработной платы индивида, а X – вектор наблюдаемых характеристик его
человеческого капитала. Предположим, что из-за конфиденциальности имеющаяся в рас-
поряжении база данных не содержит информацию (ни о заработной плате, ни о прочих
характеристиках) по индивидам с почасовой заработной платой более 800 долл. Тогда на-
блюдаются переменные (W;X), такие, что (W;X) = f(W;X)jW < ln800g. В этом случае
говорят, что зависимая переменная усечена справа, и рассматривают модель усеченной ре-
грессии, поскольку ни W, ни X не наблюдаются, когда заработная плата превышает 800
долл. в час.
Пусть fY  и FY  – функция плотности распределения (ФПР) и кумулятивная функция
распределения (КФР) случайной величины Y , соответственно. Если переменная Y усечена





0 при y  c;
fY (y)
1   FY (c)
при y > c:
(4)







при y < c;
0 при y  c:
(5)
На рисунке 1 представлены ФПР нормальных случайных величин, усеченных слева и справа.
Рис. 1: Нормальные случайные величины, усеченные слева и справа, соответственно.
(b) Модель цензурированной регрессии (или тобит-модель). Основное отличие этой модели
от модели усеченной регрессии состоит в том, что имеется случайная выборка для экзогенных
регрессоров X. То есть случайные переменные X и X совпадают. Что касается зависимой
переменной, то при цензурировании слева
Y = maxfY ;cg =

c при Y   c;
Y  при Y  > c:
(6)
При цензурировании справа
Y = minfY ;cg =

Y  при Y  < c;
c при Y   c:
(7)
Пример 2. Рассмотрим уравнение для логарифма заработной платы из примера 1. Теперь в
распоряжении исследователя другой набор данных. Он включает информацию по всем инди-
видам независимо от уровня дохода. Доступна случайная выборка индивидов, содержащаяВиктор Агиррегабирия: Модели с самоотбором выборки 23
информацию о переменных X. Но из-за конфиденциальности данные по наиболее высоким
заработным платам недоступны. Если индивид имеет почасовую заработную плату менее
800 долл., наблюдается ее реальное значение. Но для индивидов, зарабатывающих более 800
долл. в час, данные о заработной плате отсутствуют. Следовательно, для каждого индиви-
да в выборке наблюдается цензурированное справа значение логарифма заработной платы
W = minfW;ln800g. Зависимая переменная цензурирована справа, поэтому рассматрива-
ется модель цензурированной регрессии.
Пример 3. Рассмотрим следующую модель инвестиционных вложений фирмы в определен-
ный вид оборудования, например, компьютеры. Пусть Q – ¾желаемый¿ объем инвестиций
фирмы в соответствии с некоторой экономической моделью оптимальных инвестиций, напри-
мер, объем инвестиций, максимизирующий прибыль без ограничения на неотрицательность
Q, то есть Q = argmaxq (q), где (q) – (межвременная) функция прибыли. Предположим,
что из этой модели следует следующее уравнение регрессионного типа: Q = X+". Вектор
X включает характеристики фирмы и рынка капитала, на котором действует фирма, такие
как запас оборудования и цена нового капитала.  – вектор параметров, имеющих четкую
экономическую интерпретацию в рамках модели. Имеется случайная выборка фирм, для ко-
торых наблюдается X и объем инвестиций Q. Глядя на эмпирическое распределение объема
инвестиций Q, становится очевидным, что эта переменная всегда положительна с некоторой
вероятностной массой в нуле. Эти свойства распределения нельзя объяснить предыдущей мо-
делью регрессии, если не делать необоснованных предположений о распределении ". Более
того, рассмотренная теоретическая модель предполагает, что объем инвестиций Q может
быть как положительным, так и отрицательным, а это противоречит наблюдаемым значени-
ям Q. Рассмотрим тогда следующую модель для Q: Q = argmaxq (q) при ограничении q  0.
Если функция прибыли (q) строго вогнута, легко показать, что Q = Q при Q > 0 и Q = 0
при Q  0. То есть Q = maxfQ;0g, где Q = X + ". С экономической точки зрения эту
модель можно интерпретировать как модель необратимых инвестиций. С эконометрической
точки зрения, это модель цензурированной регрессии.
Примеры 2 и 3 представляют две различные модели цензурированной регрессии. Инте-
ресно отметить некоторые существенные различия между этими двумя примерами. Они
основаны на весьма разных экономических и статистических предпосылках. В примере 2
цензурирование является свойством выборки. Заработная плата индивидов, превышающая
800 долл. в час, не является теоретическим объектом, а реально существует, хоть и не на-
блюдается в выборке. В примере 3 цензурирование – это предположение модели. Принимая
во внимание определенные свойства распределения объема инвестиций, предполагается, что
для этой переменной разумно рассматривать модель цензурированной регрессии. Перемен-
ная Q представляет собой теоретический объект, и для нее невозможно получить случайную
выборку. Тем не менее параметры  могут иметь четкую экономическую интерпретацию в
рамках этой модели и представляют интерес.
Пусть fY  и FY  – ФПР и КФР случайной величины Y , соответственно. Если переменная





0 при y < c;
FY (c) при y = c;
fY (y) при y > c:
(8)





fY (y) при y < c;
1   FY (c) при y = c;
0; при y > c:
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Рис. 2: Нормальные случайные величины, цензурированные слева и справа, соответственно.
На рисунке 2 представлены ФПР нормальных случайных величин, цензурированных слева
и справа.
(c) Модель с самоотбором выборки. В простой модели с самоотбором выборки Y  наблю-
дается только для индивидов, для которых определенная бинарная переменная, D, равна
единице. Эта бинарная переменная не является независимой от Y .
Y = fY jD = 1g (10)
и ФПР(Y jD = 1) 6= ФПР(Y jD = 0). Заметим, что если D и Y  независимы, то случай-
ные переменные Y и Y  совпадают и проблема самоотбора выборки отсутствует. Есть два
вида моделей с самоотбором выборки: усеченного типа и цензурированного типа. В модели
усеченного типа X также не наблюдается при D = 0. То есть в модели усеченного типа
(Y;X) = f(Y ;X)jD = 1g: (11)
В модели цензурированного типа имеется случайная выборка для X (то есть X = X).
Тогда
(Y;X) = (fY jD = 1g;X): (12)
В такой модели цензурированного типа иногда удобно определить Y следующим образом:
Y = Y  при D = 1, и Y = 0 при D = 0. Или в более компактной форме: Y = DY . Заметим,
что модели усеченной и цензурированной регрессии являются частными случаями модели с
самоотбором выборки. При D = IfY  > cg модель с самоотбором выборки становится мо-
делью регрессии, усеченной/цензурированной слева, а при D = IfY  < cg получаем модель
регрессии, усеченную/цензурированную справа.
Пример 4. Рассмотрим снова уравнение для логарифма заработной платы из примеров 1
и 2. Однако теперь интерес представляет не исключительно популяция работающих инди-
видов, а все индивиды, составляющие рабочую силу, занятые и нет. В таком случае W
интерпретируется как латентная рыночная заработная плата индивида, и она существу-
ет независимо от того, работает индивид или нет. Имеется случайная выборка занятых и
незанятых индивидов. Таким образом, есть случайная выборка для X, и рассматривает-
ся модель с самоотбором выборки цензурированного типа. Но рыночная заработная плата
W наблюдается только для занятых индивидов. Пусть D – индикатор события ¾индивид
работает¿. Тогда имеется случайная выборка для переменной W, где W = fWjD = 1g.
Индикатор занятости D зависит от разных факторов, включая характеристики человече-
ского капитала, наблюдаемые и не наблюдаемые эконометристом. Следовательно, D и W
не являются независимыми, и возникает проблема самоотбора выборки.Виктор Агиррегабирия: Модели с самоотбором выборки 25
Спецификация модели с самоотбором выборки должна включать некоторые предположе-
ния о совместном распределении Y  и D. Распространенная спецификация имеет вид
D = IfZ   u > 0g; (13)
где Ifg – индикаторная функция, Z – вектор наблюдаемых переменных,  – вектор парамет-
ров, и u не наблюдается. Переменные (X;Z) экзогенны, то есть независимы от случайных
величин (u;"). Условно на (X;Z) ненаблюдаемые величины u и " не являются независимо
распределенными.
(d) Обобщенная модель с самоотбором выборки. Рассмотрим следующую систему J линей-
ных уравнений:
Y 
1 = X1 + "1;
Y 




J = XJ + "J:
(14)
Предположим, что наблюдается случайная выборка для X, то есть имеет место модель с
самоотбором выборки цензурированного типа, где X = X.3 Однако для каждого индивида в
выборке не наблюдается весь набор J зависимых переменных (Y 
1 ;Y 
2 ;:::;Y 
J ). Вместо этого,
для каждого индивида наблюдается дискретная переменная D 2 f1;2;:::;Jg и зависимая




IfD = jgY 
j : (15)
Каждый индивид наблюдается только в одном режиме. Важно, что дискретная переменная
D не является независимой от случайных ошибок "j в системе линейных уравнений.
Пример 5 (Модель Роя)4. Рассмотрим индивида, выбирающего между двумя возмож-
ными занятиями, 1 и 2. Предположим, что этот индивид выбирает работу, которая дает
наибольший (за всю жизнь) заработок. При данных наблюдаемых и ненаблюдаемых харак-
теристиках индивида доходы от двух занятий равны
W
1 = X1 + "1;
W
2 = X2 + "2:
(16)
Вектор X содержит наблюдаемые характеристики человеческого капитала, такие как обра-
зование и опыт работы. Векторы параметров 1 и 2 измеряют отдачу от характеристик
человеческого капитала в занятиях 1 и 2, соответственно. "1 и "2 представляют собой отдачу
от ненаблюдаемых (эконометристом, но не индивидом) характеристик человеческого капи-
тала. Каждый индивид имеет только одно занятие. Пусть D – индикатор события ¾индивид
выбирает занятие 1¿. Тогда наблюдаемый заработок индивида, W, можно представить в виде
W = DW
1 + (1   D)W
2: (17)
При предположении, что индивиды максимизируют доход, получаем, что
D = IfW
1 > W
2g = IfX(1   2)   ("2   "1) > 0g: (18)
Ясно, что ненаблюдаемая величина "2  "1 в уравнении для бинарной переменной выбора не
является независимой от ненаблюдаемых величин в уравнениях для доходов, "1 и "2. В этих
3Можно также рассматривать версию этой модели, в которой переменная X
 усечена в некотором режиме
j 2 f1;2;:::;Jg.
4См. Roy (1951) и Heckman & Honor´ e (1990).26 Квантиль, №7, сентябрь 2009 г.
условиях требуется по случайной выборке индивидов с характеристиками X и заработными
платами W оценить параметры 1 и 2.
Пример 6 (Эффекты воздействия). Задача состоит в оценке воздействия программы
субсидирования инвестиций на объем капитальных инвестиций со стороны фирм. Пусть Q
1
и Q
0 – объемы инвестиций, осуществляемых фирмой при наличии воздействия (субсидии) и
при его отсутствии, соответственно. Q
1 и Q
0 – латентные переменные. Эффект воздействия
(ЭВ) для отдельной фирмы определяется как TE = Q
1   Q
0. Интерес представляет оцен-
ка среднего эффекта воздействия (СЭВ), который определяется как ATE = E[Q
1   Q
0].
Также интерес может представлять условный средний эффект воздействия, ATE(X) =
E[Q
1   Q
0jX], где X – вектор экзогенных характеристик фирмы. Имеется случайная вы-
борка фирм. Каждая фирма наблюдается только один раз, либо при наличии воздействия
(D = 1), либо при его отсутствии (D = 0). То есть при D = 1 наблюдается Q = Q
1, а при
D = 0 наблюдается Q = Q
0. Обычно участие в программе субсидирования не является полно-
стью случайным. Исследователь не располагает идеальными экспериментальными данными.
Бинарная переменная воздействия D зависит от наблюдаемых характеристик Z и ненаблю-
даемой величины u, которая может коррелировать с Q
0 или/и Q
1. Необходимо, используя
доступную выборку для (Q;D;X;Z), состоятельно оценить эффект программы предостав-
ления субсидий на объем инвестиций, измеренный безусловным или условным средним эф-
фектом воздействия.
Пример 7 (Модель инвестиций с издержками приспособления). Рассмотрим модель
инвестиций в капитал, похожую на модель из примера 3. Теперь инвестиции не являются
полностью необратимыми, то есть фирмы могут дезинвестировать или продавать подержан-
ный капитал. Пусть Kt обозначает запас капитала фирмы, который продуктивен в момент
времени t. Пусть (Kt;Kt 1) – (межвременная) функция прибыли. Прибыль зависит как
от Kt, так и от Kt 1 из-за наличия издержек приспособления. А именно, имеет место асим-
метрия между ценой нового капитала и ценой подержанного капитала, или, иными словами,
между стоимостью капитала при Kt > Kt 1 и при Kt < Kt 1.
(Kt;Kt 1) =

(+)(Kt;Kt 1) при Kt  Kt 1;
( )(Kt;Kt 1) при Kt  Kt 1:
(19)
Функции (+) и ( ) непрерывны, дифференцируемы и строго вогнуты по Kt. Функция
прибыли  всюду непрерывна, но имеет излом (в котором она недифференцируема) в точке
Kt = Kt 1. Определим K
(+)
t  argmaxk (+)(k;Kt 1) и K
( )
t  argmaxk ( )(k;Kt 1). При




t , и оптимальный уровень капитала в

























t в терминах наблюдаемых и ненаблюдаемых
величин. Например, K
(+)
t = (+) + Xt + "t и K
( )
t = ( ) + Xt + "t, где (+) и ( )
– параметры, и (+) < ( ). По случайной выборке для (Kt;Kt 1;Xt) требуется оценить
параметры (+), ( ) и .Виктор Агиррегабирия: Модели с самоотбором выборки 27
2 Оценивание модели усеченной регрессии
2.1 Смещение МНК-оценки
Рассмотрим модель усеченной регрессии, задаваемую выражением (Y;X) = f(Y ;X)jY  >
cg, где Y  = X + ". Поскольку константа c известна, без ограничения общности положим
c = 0.5 Предположим, что регрессия Y на X оценивается с помощью МНК. Рисунок 3
графически иллюстрирует смещение МНК-оценки. Истинный наклон линии регрессии равен
1:5, а его МНК-оценка равна 1:15 (s:e: = 0:05).6
Рис. 3: Смещение МНК-оценки в модели усеченной регрессии.
Формально Y = fY jY  > 0g = X + "Trun, где "Trun  f"jY  > 0g. Следовательно,
E[Y jX] = E[X + "TrunjX] = X + E["TrunjX]: (21)
Величина E["TrunjX] отражает эффект самоотбора выборки в условном среднем Y при дан-
ном X. Заметим, что E["TrunjX] = E["j" >  X], что, вообще говоря, не равно нулю и
зависит от X. Если " не зависит от X, эффект самоотбора выборки зависит от X только
через индекс X. Тогда его можно представить в виде функции s(X). Легко показать, что
смещение s(X) – убывающая функция от индекса X. Чтобы убедиться в этом, заметим,
что

при X ! +1 s(X) ! E["j" >  1] = E["] = 0;
при X !  1 s(X) ! E["j" > +1] = +1:
(22)
Следовательно, s(X) отрицательно зависит от X. В модели регрессии, усеченной спра-
ва, смещение вследствие самоотбора также убывает по X. Принимая во внимание то, что
E[Y jX] = X + s(X), можно записать следующее уравнение регрессии Y на X:
Y = X + s(X) + ~ ": (23)
Случайная ошибка ~ " равна "Trun   s(X), и, по построению, независима в среднем от X.
Приведенное выражение показывает несостоятельность МНК-оценки, не учитывающей са-
моотбора выборки. Игнорирование самоотбора выборки ведет к тому, что случайная ошибка
в регрессии равна s(X) + ~ " и отрицательно коррелирует с X.
5Если c не равна нулю, всегда можно переопределить Y
 как исходную переменную Y
 за вычетом c.
6Процесс, порождающий данные, таков, что X
 и " – независимые стандартные нормальные случайные
величины, Y
 = 1:0 + 1:5X
 + ", и усечение происходит слева в точке y = 0. Размер выборки n = 500.28 Квантиль, №7, сентябрь 2009 г.
2.2 Оценивание методом максимального правдоподобия
Для получения ММП-оценки параметра  необходимо ввести в модель дополнительную пред-
посылку о виде распределения ". Типичным в этом классе моделей является предположение
о том, что " – IID с распределением N(0;2). Тогда логарифмическая функция правдоподо-




lnPfY = yijX = xig;
и условные вероятности равны
PfY = yijX = xig = PfY  = yijX = xi;Y  > 0g =
=
















где () и () – ФПР и КФР стандартного нормального распределения. Следовательно,
логарифмическую функцию правдоподобия можно записать следующим образом:















Первая часть этого выражения – логарифмическая функция правдоподобия для классиче-
ской модели линейной регрессии. Вторая часть учитывает усечение. Заметим, что, в отличие
от модели бинарного выбора, логарифмическая функция правдоподобия в данном случае
зависит не только от =, но и от  и  по отдельности, так что оба параметра можно
идентифицировать.7
Логарифмическая функция правдоподобия logL(;) не является глобально вогнутой по
(;). Это важный момент. Максимизация глобально вогнутых функций – очень простая
задача, то есть можно использовать простые алгоритмы, такие как метод Ньютона или
BHHH. Однако максимизация функций, не являющихся всюду вогнутыми, вычислитель-
но более сложна, поскольку требует глобального поиска на всем пространстве параметров,
чтобы гарантировать получение глобального, а не локального максимума. Тем не менее, для
этой модели легко перепараметризовать логарифмическую функцию правдоподобия и полу-
чить глобально вогнутую функцию. Определим параметры  = 1= и  = = и рассмотрим
логарифмическую функцию правдоподобия в терминах этих параметров:










Функция logL(;) глобально вогнута по (;). Заметим, что существует взаимно однознач-
ное соответствие между (;) и (;). Следовательно, по свойству инвариантности к пе-
репараметризации, ММП-оценки параметров (;) имеют вид ^ MLE = 1=^  и ^ MLE = ^ =^ .
Дисперсионную матрицу можно получить, используя дельта-метод.
В контексте линейных регрессионных моделей МНК-оценка состоятельна, если регрессоры
не коррелируют со случайной ошибкой. Состоятельность МНК-оценки робастна к гетерос-
кедастичности, серийной корреляции и ненормальности ошибки. Гетероскедастичность яв-
ляется типичной характеристикой большинства кросс-секционных данных. Следовательно,
7Заметим также, что в этой модели можно получить остатки ^ ", которые являются состоятельными оцен-
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важный вопрос состоит в том, является ли полученная ММП-оценка робастной к гетероске-
дастичности ". Остается ли ММП-оценка состоятельной, если " гетероскедастична, а функ-
ция правдоподобия соответствует гомоскедастичной модели? Ответ: нет. Симуляции Монте–
Карло показывают, что МНК-оценка может становиться серьезно смещенной. Эта проблема
мотивирует изучение других оценок, робастных к гетероскедастичности и ненормальности
случайной ошибки.
2.3 Симметрично урезанная МНК-оценка
Джеймс Пауэлл заложил основу полупараметрического оценивания моделей усеченной и
цензурированной регрессии. В Powell (1984) предложены оценки наименьших абсолютных
отклонений (НАО), которые робастны к гетероскедастичности и ненормальности ошибок.
В Powell (1986) рассматривается другая робастная оценка, основанная на симметричном
усечении (или цензурировании) хвостов распределения зависимой переменной. Остановимся
на симметрично урезанной МНК-оценке (СУМНК-, или STLS-оценке).
Рассмотрим модель усеченной слева регрессии и определим следующую зависимую пере-
менную:8
~ Y  fY j0 < Y  < 2Xg = fY jY < 2Xg: (26)
Переменная ~ Y усечена слева и справа. Заметим, что точки усечения переменной ~ Y (то есть
0 и 2X) находятся на одинаковом расстоянии от условного среднего E[Y jX] = X. При
таком ¾симметричном усечении¿ получаем
E[~ Y jX] = E[X + "jX;0 < X + " < 2X] = X + E["jX; X < " < X]: (27)
В линейной регрессии ~ Y на X выражение E["jX; X < " < X] представляет собой эффект
самоотбора выборки. Ясно, что он равен нулю, если функция плотности распределения "
симметрична относительно нуля.
Таким образом, можно получить состоятельную оценку  с помощью МНК-оценивания ре-
грессии ~ Y на X. Эта оценка робастна к гетероскедастичности ". Более того, предположение
о симметричности распределения " является более общим, чем предположение о нормаль-
ности. Однако ~ Y не наблюдается. Чтобы получить случайную выборку для ~ Y нужно усечь
наблюдаемую зависимую переменную Y справа в точке 2X. Но значение  неизвестно.




Ifyi < 2xig(yi   xi)
2 : (28)
Эта функция представляет собой симметрично усеченную сумму квадратов остатков. Оценка
СУМНК определяется как значение , минимизирующее этот критерий. Эта оценка состо-
ятельна и асимптотически нормальна. Асимптотическая дисперсионная матрица СУМНК-
оценки имеет вид
V[^ STLS] = C 1DC 1; где
C = E[IfY < 2XgXX0];
D = E[IfX > 0gminf"2;(X)2gXX0]:
(29)
Заметим, что функция Q() не является непрерывной и дифференцируемой относительно
 во многих различных точках (стольких, сколько имеется точек в выборке). Следователь-
но, ее минимизация может быть затруднительной. Простой метод нахождения (локально-
го) минимума состоит в следующем. Шаг 1: возьмем начальное значение , скажем ^ 
(1)
.
8Аналогично для модели усеченной справа регрессии можно определить ~ Y  fY
j2X < Y
 < 0g =
fY j2X < Y g.30 Квантиль, №7, сентябрь 2009 г.
Это может быть, например, МНК-оценка по всей выборке fyi;xig. Шаг 2: получим усечен-
ную переменную ~ y
(1)
i = fyijyi < 2xi^ 
(1)
g. То есть удалим все наблюдения с yi > 2xi^ 
(1)
.
Шаг 3: оценим с помощью МНК регрессию ~ y
(1)
i на xi для получения нового значения ,
^ 
(2)





jj < малое число. По достижении сходимости эта процедура дает локальный
минимум Q(). Для проверки на глобальность минимума необходимо выполнить глобальный
поиск, повторяя эту процедуру для различных начальных значений .
Данный метод прост и особенно полезен, когда имеется большая выборка и масштаб усе-
чения незначительный. Для относительно малых выборок или при значительном усечении
потеря эффективности, связанная с усечением, может быть очень серьезной, а оценки –
неточными.
2.4 Тест Хаусмана на гетероскедастичность и ненормальность
Для осуществления теста Хаусмана нужна оценка, которая эффективна при H0 и несосто-
ятельна при H1, и оценка, состоятельная как при H0, так и при H1. Следовательно, можно
использовать ММП-оценку и оценку Пауэлла для построения теста на гетероскедастичность
и ненормальность. Нулевая гипотеза состоит в том, что "i  IID N(0;2), а тест-статистика
имеет вид
H = (^ STLS   ^ MLE)0

V[^ STLS]   V[^ MLE]
 1
(^ STLS   ^ MLE); (30)
и при H0 имеет распределение хи-квадрат с k степенями свободы.
3 Модель цензурированной регрессии (тобит)
3.1 Смещение МНК-оценки
Рассмотрим модель цензурированной регрессии, такую, что имеется случайная выборка X =
X и Y = maxfY ;cg, где Y  = X+". Снова без ограничения общности можно положить c =
0. Предположим, что оценивается регрессия Y на X. Рисунок 4 графически иллюстрирует
смещение МНК-оценки. Истинный наклон линии регрессии равен 1:5, а его МНК-оценка
равна 1:10 (s:e: = 0:04).9
Формально Y = maxfX + ";0g, или в форме регрессионного уравнения Y = X + "Cens,
где "Cens  maxf"; Xg. Следовательно,
E[Y jX] = X + E["CensjX] = X + E[maxf"; XgjX]: (31)
Величина E["CensjX] представляет собой эффект самоотбора выборки в условном среднем Y
при данном X. Заметим, что E["CensjX] = E[maxf"; XgjX], что, вообще говоря, не равно
нулю и зависит от X. Если " не зависит от X, эффект самоотбора выборки зависит от X
только через индекс X, то есть E["CensjX] = s(X), и s() – убывающая функция. Тогда,
учитывая, что E[Y jX] = X + s(X), можно записать следующее регрессионное уравнение:
Y = X+s(X)+~ ", где ошибка ~ "  "Cens s(X) независима в среднем от X. МНК-оценка,
игнорирующая эффект самоотбора выборки s(X), несостоятельна.
9Процесс, порождающий данные, таков, что X
 и " – независимые стандартные нормальные случайные
величины, Y
 = 1:0 + 1:5X
 + ", а цензурирование слева происходит в точке y = 0. Размер выборки n = 500.Виктор Агиррегабирия: Модели с самоотбором выборки 31
Рис. 4: Смещение МНК-оценки в модели цензурированной регрессии
3.2 Оценивание методом максимального правдоподобия




lnPfY = yijX = xig;
где условные вероятности равны
PfY = yijX = xig =

PfY  = yijX = xig = f"(yi   xi) при yi > 0;
PfY  < 0jX = xig = F"( xi) при yi = 0:
(32)
При предположении о том, что "i  IID N(0;2), логарифмическая функция правдоподобия
имеет вид















где n1 – число наблюдений с yi > 0. Все замечания по поводу модели усеченной регрессии,
также справедливы в случае цензурирования.
3.3 Симметрично урезанная МНК-оценка






0 при Y   0;
Y  при 0 < Y  < 2X = minfY ;2Xg;
2X при Y   2X:
(34)
Переменная ~ Y цензурирована и слева, и справа. Ясно, что точки цензурирования ~ Y (то есть
0 и 2X) находятся на одинаковом расстоянии от X, условного среднего Y . При таком сим-
метричном цензурировании получаем, что ~ Y = minfY ;2Xg=minfmaxfX + ";0g;2Xg.10
Или, в виде наподобие регрессионного уравнения:
~ Y = X + If" <  Xg( X) + If" > Xg(X) + If X  "   Xg": (35)
10Заметим, что maxfX+";0g = X+maxf"; Xg. Следовательно, minfmaxfX+";0g;2Xg = minfX+
maxf"; Xg;2Xg = X+minfmaxf"; Xg;Xg. Или, что эквивалентно, X+If" <  Xg( X)+If" >
Xg(X) + If X  "   Xg".32 Квантиль, №7, сентябрь 2009 г.
В линейной регрессии ~ Y на X, эффект самоотбора – это условное матожидание случайно-
го члена If" <  Xg( X) + If" > Xg(X) + If X  "   Xg". Как и в случае
усечения, этот эффект равен нулю, если функция плотности распределения " симметрична
относительно нуля.







Эта функция представляет собой сумму квадратов остатков линейной регрессии ~ Y на X.
Получаемая оценка состоятельна, асимптотически нормальна и робастна к ненормальности
и гетероскедастичности ".
4 Модели с самоотбором выборки
Рассмотрим модель с самоотбором выборки, в которой Y = (1   D)Y 
0 + DY 
1 , где
Y 
0 = X0 + "0;
Y 
1 = X1 + "1;
(37)
и
D = IfZ   u > 0g: (38)
Ненаблюдаемые величины "0, "1 и u не являются независимо распределенными. Например,
предположим, что D – индикатор события ¾индивид является членом профсоюза¿, Y 
1 –
заработная плата индивида, если он входит в профсоюз, а Y 
0 – если не входит. Задача
состоит в оценке параметров 0 и 1. Иногда особый интерес представляет средний эффект
воздействия ATE(X) = X(1   0), то есть средняя отдача от членства в профсоюзе для
индивида с характеристиками X.
4.1 Смещение МНК-оценки
Можно построить следующие два вида МНК-оценок векторов 0 и 1: (а) совместную
МНК-оценку, когда с помощью МНК оценивается регрессия Y на X и DX, то есть Y =
X0 + DX(1   0) + e; (б) отдельные МНК-оценки, когда по отдельности оцениваются ре-
грессия Y = X0 + e0 для подвыборки наблюдений с D = 0 и регрессия Y = X1 + e1 для
подвыборки наблюдений с D = 1. Ясно, что при отсутствии ограничений на параметры 0 и
1 между уравнениями эти оценки совпадают, а следовательно, можно рассматривать лишь
один способ оценивания, скажем (б).
По построению, случайная ошибка ej  f"jjD = jg. Следовательно,
E[e0jX] = E["0jX;D = 0] = E["0jX;u  Z];
E[e1jX] = E["1jX;D = 1] = E["1jX;u < Z]:
(39)
Если " и u не являются независимыми, и если только X и Z не являются независимыми
(что крайне нереалистично при использовании неэкспериментальных данных), эти эффекты
самоотбора коррелируют с X. Значит, ошибки e0 и e1 коррелируют с X, и соответствующие
МНК-оценки для 0 и 1 несостоятельны.
Дадим интерпретацию этому смещению в контексте примера об отдаче от участия в проф-
союзе. МНК-оценка 1   0 в регрессии Y = X0 + DX(1   0) + e представляет собой
комбинацию двух эффектов: (1) реальной отдачи от участия в профсоюзе, 1 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факта, что работники, которые решают вступить в профсоюз, обычно также являются теми,
для кого велик ¾эффект воздействия¿, или разница заработных плат Y 
1   Y 
0 . Первый эле-
мент – это тот причинно-следственный эффект, который требуется оценить. Второй элемент
– это ¾ложный¿ эффект, не являющийся следствием участия в профсоюзе. Для иллюстрации
предположим, что X – это просто константа. Предположим также, что участие в профсоюзе
имеет два эффекта: оно увеличивает константу, то есть 1 > 0, и сокращает дисперсию за-
работных плат, то есть "1 = "0, где  < 1. Допустим, что единственный фактор, влияющий
на решение об участии в профсоюзе, – это разница заработных плат (модель Роя), так что
Z   u = Y 
1   Y 
0 = (1   0) + ("1   "0) = (1   0)   (1   )"0. В этом примере ясно, что
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Следовательно, в данном примере оценка ^ 
OLS
0 переоценивает 0, поскольку не участвующие
в профсоюзах работники имеют большие значения "0 (то есть большую производительность),
"0 > (1   0)=(1   ). Также оценка ^ 
OLS
1 недооценивает 1, поскольку участвующие в
профсоюзах работники имеют более низкие значения "0, то есть "0 < (1   0)=(1   ). В
результате при изложенных предпосылках МНК-оценка 1   0 недооценивает истинную
отдачу от участия в профсоюзе.
4.2 Оценивание методом максимального правдоподобия
Зависимые переменные модели – это Y и D, а экзогенные объясняющие переменные – X и





lnPfY = yi;D = dijX = xi;Z = zig (41)
с вероятностями













где f"0;u и f"1;u – функции плотности совместных распределений ("0;u) и ("1;u), соответ-
ственно.
При ММП-оценивании данной модели обычно предполагается, что тройка ("0;"1;u) имеет
совместное нормальное распределение. Дисперсия u нормируется к 1. Параметры, которые
входят в данную функцию правдоподобия, – это 0, 1, , стандартные отклонения 0 и 1
и ковариации 0u и 1u. В общем, эта функция правдоподобия не является глобально во-
гнутой и может иметь несколько локальных максимумов. Более того, в отличие от моделей
усеченной и цензурированной регрессии, не существует перепараметризации, при которой
функция правдоподобия всюду вогнута. Следовательно, при реализации оптимизационного
алгоритма необходимо выбирать различные начальные значения параметров и сравнивать
получающиеся по достижении сходимости значения функции правдоподобия в надежде по-
лучить глобальный максимум.34 Квантиль, №7, сентябрь 2009 г.
4.3 Двухшаговый метод Хекмана
Хекман (Heckman, 1976, 1979) предложил альтернативный двухшаговый подход, который
дает состоятельные оценки в модели с самоотбором выборки и очень легок в применении.
Вычислительная простота этого двухшагового метода делает его очень привлекательным на
практике. Однако есть по крайней мере одна другая причина, по которой двухшаговый метод
Хекмана так популярен в практических приложениях. Как и в случаях моделей усеченной и
цензурированной регрессии, ММП-оценка в общей модели с самоотбором выборки не являет-
ся робастной к гетероскедастичности и ненормальности. Хотя двухшаговый подход Хекмана
был предложен в контексте параметрической модели с нормальными и гомоскедастичными
ошибками, одно из наиболее привлекательных свойств получаемой оценки состоит в том, что
ее можно расширить на полупараметрический случай с ненормальными и гетероскедастич-
ными ошибками.
Рассмотрим сначала эту оценку в контексте полностью параметрической модели с нор-
мальными и гомоскедастичными ошибками. Заметим, что

















При нормальности (u;"0;"1) эти выражения принимают вид
E[Y jX;Z;D = 0] = X0 + 0u( Z);






называют обратным отношением Миллса, или лямбдой Хекмана.
Основываясь на этом результате, Хекман предложил следующую двухшаговую процедуру.
Шаг 1: оценим  методом максимального правдоподобия в пробит-модели D = IfZ   u >
0g. Получим fzi^ g для каждого наблюдения в выборке и найдем оценки лямбд Хекмана,
^ 0i = ( zi^ )=( zi^ ) и ^ 1i = (zi^ )=(zi^ ). Шаг 2: с помощью МНК оценим регрессию Y
на X и ^ 0, используя подвыборку наблюдений с D = 0, и регрессию Y на X и ^ 1, используя
подвыборку наблюдений с D = 1. Эта процедура дает состоятельные оценки 0, 1, 0u
и 1u. Amemiya (1985, с. 370–371) приводит выражение для корректировки стандартных
ошибок оценок параметров с учетом ошибки оценивания в переменных ^ 0 и ^ 1.
Каким образом данная процедура учитывает смещение вследствие самоотбора? Это до-
стигается путем включения в регрессию (оценки) эффекта самоотбора ^ . Как по отдель-
ности идентифицировать причинно-следственный эффект X на Y (через Xj) и смещение
вследствие самоотбора ^ j? Или, другими словами, почему ^  и X неколлинеарны? Есть две
возможные причины. Во-первых, в Z могут быть переменные, которых нет в X (то есть вы-
полняется условие невключения). В этом случае, если эти переменные имеют достаточную
объясняющую силу в пробит-модели, ^ j имеет источник вариации, который не зависит от
X. Во-вторых, ^  – нелинейная функция от Z^ . Даже если Z  X, переменная ^  имеет вы-
борочную вариацию, которая линейно независима от X. Первый источник идентификацииВиктор Агиррегабирия: Модели с самоотбором выборки 35
называют идентификацией через инструментальные переменные, и он не зависит от пред-
положений о функциональной форме, то есть идентификация возможна, даже если модель
специфицирует непараметрическую взаимосвязь между Y 
j и X. Второй источник иденти-
фикации называют идентификацией через условие невключения и для него критичны пара-
метрические предположения, то есть линейность взаимосвязи между Y 
j и X и нормальность
ошибок.
Предшествующее обсуждение указывает на дополнительную причину, по которой жела-
тельно ослабить предположение о нормальности. Даже если интерес представляют линейные
эффекты X на Y 
j , лучше, если идентификация этих эффектов не полагается исключительно
на предположение о линейности и параметрическое предположение о распределении нена-
блюдаемых величин. Опишем расширение двухшаговой процедуры Хекмана, которое допус-
кает произвольное распределение ненаблюдаемых величин. Рассмотрим модель с самоотбо-
ром выборки, в которой ненаблюдаемые величины ("0;"1;u) независимы от (X;Z) и имеют
произвольное распределение с носителем в евклидовом пространстве и заданной мерой Ле-
бега. На самом деле, можно разрешить гетероскедастичность ("0;"1;u), если дисперсии и
ковариации этих величин зависят от (X;Z) только через индекс Z. Без дополнительных
предположений из модели следует, что
E[Y jX;Z;D = 0] = X0 + s0(Z);
E[Y jX;Z;D = 1] = X1 + s1(Z);
(47)
где теперь функциональная форма эффектов самоотбора s0() и s1() неизвестна. Тем не
менее, известно, что они являются одноиндексными функциями: они зависят только от Z.
При наличии оценки  из модели бинарного выбора11 можно с произвольной точностью
аппроксимировать элементы sj(Z^ ), используя полином порядка q от Z^ . То есть на втором
шаге можно с помощью МНК оценить следующие регрессии:
fY jD = 0g = X0 +
q X
j=1
0j(Z^ )j + e0;
fY jD = 1g = X1 +
q X
j=1
1j(Z^ )j + e1:
(48)
Некоторые исследователи также предлагают использовать полином от оцененной лямбды
Хекмана или от оценки вероятности из модели дискретного выбора (то есть оценки вероят-
ности воздействия). Можно также использовать другие виды полупараметрических оценок
для частично линейных моделей (см. Robinson, 1983, и Yatchew, 2003). Ясно, что идентифи-
кация 0 и 1 основана только на условии невключения. Из этого также следует, что для
идентификации параметров при данном подходе индекс Z^  должен обладать достаточной
выборочной вариацией, независимой от X. Кроме того, необходимо обосновать выполнение
условия невключения, исходя из экономических соображений и понимания задачи.
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Some notes on sample selection models
Victor Aguirregabiria
University of Toronto, Toronto, Canada
Sample selection problems are pervasive when working with micro economic models
and datasets of individuals, households or ﬁrms. During the last three decades, there
have been very signiﬁcant developments in this area of econometrics. Diﬀerent type of
models have been proposed and used in empirical applications. And new estimation
and inference methods, both parametric and semiparametric, have been developed.
These notes provide a brief introduction to this large literature.