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Abstract
In this paper, as a generalization of prime Boolean matrices and prime fuzzy matrices,
we study semiprime matrices over chain semirings using the relationship between semiprime
matrices and their row spaces. We show that a nonmonomial matrix with full semiring rank
can be expressed as a product of elementary matrices and semiprime matrices. Furthermore,
we show that a nonmonomial, regular matrix with full semiring rank can be expressed as a
product of elementary matrices.
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1. Introduction
A semiring is an algebraic system satisfying all the axioms of a ring with identity
except that of requiring an additive inverse for each element (see [1,12,13]). Alge-
braic terms such as units and zero divisors are defined for semirings as for rings, and
0 and 1 denote the additive identity and the multiplicative identity respectively. Some
combinatorially interesting semirings are: the finite Boolean algebras including the
two-element Boolean algebraB = {0, 1}, the fuzzy algebraF = {t |0  t  1} with
operations a + b = max{a, b} and a · b = min{a, b}, the nonnegative integers Z+,
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the nonnegative real numbers R+. A chain semiring (R,+, ·) is a totally ordered
set with semiring operations a + b = max{a, b} and a · b = min{a, b}. In short, a
chain semiring is an algebraic system generalizing the fuzzy algebraF = [0, 1] and
the two-element Boolean algebra B = {0, 1}. A semiring is antinegative if the only
element with an additive inverse is the zero element. Note that any chain semiring is
antinegative and has no zero divisors.
Definition 1.1. Let R be a semiring and Mn(R) denote the semiring of all n × n
matrices over R. A noninvertible nonzero matrix A ∈ Mn(R) is a prime matrix in
Mn(R)provided that wheneverA=BC (B,C∈Mn(R))B orC is invertible. A matrix
A∈Mn(R) is a monomial matrix if every row and column contains exactly one non-
zero entry. A nonmonomial nonzero matrixA∈Mn(R) is a semiprime matrix inMn(R)
provided that whenever A = BC (B,C ∈ Mn(R)) B or C is a monomial matrix.
For the matrix semiring Mn(R+), each invertible matrix is a monomial matrix,
and every semiprime matrix is a prime matrix. Primes in Mn(R+) have been studied
by Richman and Schneider [14], and by Borosh et al. [2]. For the semiring of all
n × n matrices with integer entries, the invertible matrices are the matrices with
determinant ±1, and the primes are the matrices whose determinant is a prime num-
ber. For the two-element Boolean algebra B = {0, 1}, primes in Mn(B) have been
studied by de Caen and Gregory [4], and by the author [7,9].
Suppose R is a chain semiring. Then the invertible matrices of Mn(R) are the
n × n permutation (0, 1)-matrices. Thus a noninvertible nonzero matrix A ∈ Mn(R)
is a prime matrix provided that whenever A = BC (B,C ∈ Mn(R)) B or C is a
permutation matrix. When R is the two-element Boolean algebra B, a matrix fac-
torization A = BC can be related to a biclique covering of the associated bipartite
graph of A (see Gregory et al. [11]), and we can interpret prime matrices using graph
theory. For example, the concept of prime Boolean matrix was crucial to prove the
fact that for any m  2 there does not exist a digraph whose m-step competition
graph is a spiked n-cycle (n  4) (see [5]).
Definition 1.2. For A ∈ Mn(R), the semiring rank of A is the smallest integer r
such that A = BC, where B and C are n × r and r × n matrices overR respectively
(the semiring rank of a zero matrix is 0). For A ∈ Mn(R), A is a regular matrix if
there exists X ∈ Mn(R) such that A = AXA. The term rank of A is the minimal
number of lines (row or column) in A that can cover all the nonzero entries in A. A
matrix E ∈ Mn(R) is an elementary matrix if E is permutationally equivalent to a
direct sum of
(
a1 a2
0 a3
)
and an (n − 2) × (n − 2) monomial matrix, where the ai’s
are nonzero elements of R.
For the concept of semiring rank and regular matrix, refer to [1,6,8], and for the
concept of term rank, refer to [3]. Note that the semiring rank of an n × n semiprime
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matrix or a prime matrix isn. For the real matrix semiring, any matrix of (semiring) rank
n is invertible, and hence is a regular matrix. But in general, not every matrix with full
semiring rank is regular, and vice versa. Note that for the matrices over semiring, the
definition of elementary matrix is slightly different from that of elementary matrix in
linear algebra over a field. It is well known that any invertible real matrix can be written
as a product of elementary matrices (in linear algebra sense). In this paper, we will show
that similar theorems hold for the matrices over chain semiring.
2. Row spaces and semiring rank
Let R be a semiring and let Rn = {(v1, v2, . . . , vn)|vi ∈ R} denote an n-dimen-
sional space over R. For A ∈ Mn(R) and integers i and j , Ai∗ and A∗j denote
respectively the ith row and the j th column of A. The row space R(A) of A is the
subspace of Rn generated by the rows {Ai∗} of A. The row rank of A is the smallest
possible size of a spanning set for R(A). Column space C(A) and column rank of A
are defined in dual fashion.
Consider the zero-one pattern map π from Mn(R) to Mn(B) such that for each
A ∈ Mn(R), the (i, j)-entry of π(A) is one only when the (i, j)-entry of A is not
zero for every i and j . Suppose thatR is a chain semiring. Then the pattern map π is
a semiring homomorphism if and only if R is antinegative and has no zero divisors.
In particular, ifR is a chain semiring, then π is a semiring homomorphism. Note that
if π(A) is prime in Mn(B), then A must be semiprime in Mn(R) but not necessarily
prime. Also, a necessary condition for A to be prime in Mn(R) is that the maximum
of the entries of each row and column of A is 1.
Definition 2.1. Let R be a semiring and A,B ∈ Mn(R). We say that R(A) is a
maximal row space in Rn provided that R(A) /= Rn, and R(A) ⊂ R(B) implies
R(B) = R(A) or R(B) = Rn. We say that R(A) is a semimaximal row space inRn
provided that R(π(A)) /= Bn, and R(A) ⊂ R(B) implies R(π(B)) = R(π(A)) or
R(π(B)) = Bn.
For a nonmonomial matrix A ∈ Mn(R) where R is a chain semiring, if R(π(A))
is a maximal row space in Bn, then R(A) is a semimaximal row space in Rn. But
the converse is not always true. For example, consider the following matrix:
A =


1 α β 0
0 1 α β
β 0 1 α
α β 0 1

 , (0 < α < β < 1).
Even though A is prime in Mn(R), π(A) is not prime in Mn(B) (refer to [2,10]).
Also we see that R(A) is a semimaximal row space in Rn even though R(π(A)) is
not a maximal row space in Bn.
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Note that, if A, B ∈ Mn(R), then R(A) ⊂ R(B) if and only if there is a matrix
X ∈ Mn(R) such that A = XB (similarly, there exists a matrix Y ∈ Mn(R) such
that A = BY if and only if C(A) ⊂ C(B)). Now let A be a semiprime matrix in
Mn(R). Then, R(A) ⊂ R(B) for some nonmonomial matrix B ∈ Mn(R) implies
that A = XB and that X is a monomial matrix. Thus R(π(A)) = R(π(B)) and R(A)
is a semimaximal row space in Rn. If A is an elementary matrix, then R(π(A))
is a maximal row space in Bn and R(A) is a semimaximal row space in Rn. In
summary, if A ∈ Mn(R) is a semiprime matrix or an elementary matrix, then R(A)
is a semimaximal row space in Rn. For a chain semiring R and a nonmonomial
matrix A ∈ Mn(R), note that there is always a semimaximal row space containing
R(A).
Lemma 2.2. LetR be a chain semiring and A ∈ Mn(R). If R(A) is a semimaximal
row space in Rn, then the semiring rank of A is n.
Proof. Suppose the semiring rank r of A is less than n, and let A = BC, where
B and C are n × r and r × n matrices respectively. If there is exactly one nonze-
ro entry in each row of C, then there is a row vector v = (v1, v2, . . . , vn) ∈ Bn(⊂
Rn) such that there are exactly two nonzero entries in v and v /∈ R(π(C)) since
r < n. If there is a row of C that has more than one nonzero entry, then there is
a row vector v = (v1, v2, . . . , vn) ∈ Bn such that there is exactly one nonzero en-
try in v and v /∈ R(π(C)) since r < n. Now consider an n × n matrix D obtained
from C by attaching the row vector v n − r times. Note that R(A) ⊂ R(C) ⊂ R(D),
and R(π(D)) /= Bn. Thus R(π(A)) = R(π(D)), and we have a contradiction since
π(v) /∈ R(π(A)). 
We say that A ∈ Mn(R) is dominated by B ∈ Mn(R), denoted by A  B, if the
(i, j)-entry of A is less than or equal to the (i, j)-entry of B for positive integers i,
j ( n). We can see that if A ∈ Mn(R) is prime, then no row (column) of π(A) is
dominated by another row (column) respectively. The following lemma generalizes
a proposition for Boolean rank given by Cho [8].
Lemma 2.3. Let R be a chain semiring. Suppose the semiring rank of A ∈ Mn(R)
is n and A = BC (B,C ∈ Mn(R)). Then the semiring rank of B and C are n, and
B and C dominate a monomial matrix.
Proof. Suppose A = BC and the semiring rank of B is r . Then A = B1B2C for
some n × r matrix B1 and r × n matrix B2. In this case, A = (B1)(B2C) and the
semiring rank of A is less than or equal to r . Similarly, we can show that the semiring
rank of A is less than or equals to s if the semiring rank of C is s. Therefore, the
semiring rank of B and C are n if the semiring rank of A is n.
Next, suppose that the semiring rank of B is n and I is an n × n identity ma-
trix. First, we claim that the term rank of B is also n as follows. Suppose a-many
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rows r1, . . . , ra and (b − a)-many columns sa+1, . . . , sb of B cover all the nonzero
entries of B. Consider an n × b matrix R and an b × n matrix S, where the or-
dered columns of R are I∗1, . . . , I∗a, sa+1, . . . , sb and the ordered rows of S are
r1, . . . , ra, I(a+1)∗, . . . , Ib∗. Then we have B = RS, and thus the semiring rank of B
is less than or equals to the term rank of B. Therefore, the term rank of B is n since
we assume that the semiring rank of B is n. Then by the Ko¨nig theorem (refer to [3]),
n is the maximal number of nonzero entries in B with no two of them on a same row
or column, and therefore B dominates a monomial matrix. Similarly, we can show
that C also dominates a monomial matrix. 
3. Semiprime matrices and factorizations
It is well known that any invertible real matrix can be written as a product of ele-
mentary matrices (in linear algebra sense). In this section, we will show that similar
factorization holds for the matrices over semiring with full semiring rank. In what
follows, |A| will denote the number of nonzero entries of A ∈ Mn(R).
Lemma 3.1. Let R be a chain semiring and let A ∈ Mn(R) dominate a monomial
matrix. Then the following statements hold:
(1) If some row of π(A) dominates another row of π(A), then there are some ele-
mentary matrix E and matrix B such that A = EB and |B| < |A|.
(2) If some column of π(A) dominates another column of π(A), then there are some
elementary matrix E and matrix B such that A = BE and |B| < |A|.
Proof. (1) Suppose a row of π(A) dominates another row, say π(A)1∗  π(A)2∗.
If A is an elementary matrix, then A = EB and |B| < |A| provided that E = A and
B is an identity matrix. Now assume that A = [aij ] is not an elementary matrix. In
this case, we have two cases: A1∗ dominates A2∗, or A1∗ does not dominate A2∗.
Case 1: A1∗ dominates A2∗. Let a2k = max{a2j | 1  j  n}. Then a1k  a2k >
0 since A dominates a monomial matrix. Let B be the matrix obtained from A by
replacing a1k and a2k with 0 and 1 respectively. Let E be an elementary matrix
obtained from the identity matrix I = [eij ] by replacing e12 and e22 with a1k and a2k
respectively. Then A = EB and |A| = |B| + 1.
Case 2: A1∗ does not dominate A2∗. Let a1k = min{a1j |a1j < a2j and 1  j 
n}. If a1k = 0, then a2k = 0 since π(A)1∗  π(A)2∗. But a2k > a1k , and we con-
clude that a1k > 0. Now let B be the matrix obtained from A by replacing a1k with
0. Note that A1∗ = B1∗ + a1kB2∗. Let E be an elementary matrix obtained from
the identity matrix I = [eij ] by replacing e12 with a1k . Then A = EB and |A| =
|B| + 1.
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(2) Suppose a column of π(A) dominates another column, say π(A)∗1  π(A)∗2.
Then π(At )1∗  π(At )2∗, where At is a transpose of A. Thus similar result holds for
column domination. 
Lemma 3.2. LetR be a chain semiring and A ∈ Mn(R). If R(A) is a semimaximal
row space in Rn, then the following statements hold:
(1) If no row of π(A) dominates another row, then A is a semiprime matrix.
(2) If a row of π(A) dominates another row, then A = E1 · · ·Ed (d  1) or A =
E1 · · ·EdP (d  1), where each Ei denotes an elementary nonmonomial matrix
and P denotes a semiprime matrix.
Proof. Note that the semiring rank of A is n by Lemma 2.2, and every n × n factor
of A dominates a monomial matrix by Lemma 2.3.
(1) Suppose no row of π(A) dominates another row, and assume A = XB for some
X,B ∈ Mn(R). We show that either X = [xij ] or B is a monomial matrix. If B is not a
monomial matrix, then R(π(B)) /= Bn and we have R(π(B)) = R(π(A)) since
R(A) ⊂ R(B) and R(A) is a semimaximal row space. By Lemma 2.3, X dominates a
monomial matrix and we may assume xii > 0 for all i. Thenπ(A)  π(B) holds since
π(A) = π(X)π(B). If π(A)i∗ > π(B)i∗ for some i, then π(A)i∗ dominates another
row of π(A) since R(π(B)) = R(π(A)) means that π(B)i∗ is generated by the rows
of π(A). Thus we have π(A) = π(B) and π(A) = π(X)π(A) holds. Since no row of
π(A) dominates another row, π(X) must be a permutation matrix and consequently X
is a monomial matrix. Hence A is a semiprime matrix in Mn(R).
(2) We induct on the number of nonzero entries in M ∈ Mn(R) for which R(M)
is a semimaximal row space inRn and a row of π(M) dominates another row. If A is
such a matrix with the smallest number of nonzero entries, then A is an elementary
matrix with n + 1 nonzero entries and the statement is trivially true. Now assume
that the statement is true for any matrix M having i nonzero entries (i  n + 1)
with the property that R(M) is a semimaximal row space in Rn and a row of π(A)
dominates another row. Let A be a matrix containing i + 1 nonzero entries with the
property that R(A) is a semimaximal row space inRn and a row of π(A) dominates
another row. Since A is not an elementary matrix, by Lemma 3.1 (1), we can con-
struct an elementary matrix E and a matrix B such that A = EB and |A| = |B| + 1.
Note that R(B) is also a semimaximal row space in Rn since R(A) ⊂ R(B). If row
domination occurs among the rows of π(B), then by the induction hypothesis, B can
be expressed as a product using elementary matrices and (or) a semiprime matrix.
Thus the statement follows. If there is no row domination among the rows of π(B),
B is a semiprime matrix by (1) and so the statement follows. 
Note that semiprime matrices of Mn(R) satisfy many properties of the prime
matrices in Mn(R). For example, a semiprime matrix A over a chain semiringR has
full semiring rank and A dominates a monomial matrix.
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Theorem 3.3. Let R be a chain semiring and let A ∈ Mn(R) be a nonmonomial
matrix with full semiring rank. Then A = PdPd−1 · · ·P1(d  1), where each Pi is
an elementary matrix or a semiprime matrix in Mn(R).
Proof. If A is elementary or semiprime in Mn(R), then the theorem holds by
letting P1 be A. Thus in what follows we consider the case when A = [aij ] is
neither elementary nor semiprime in Mn(R). We claim that we can choose B and
E in Mn(R) so that A = BE, |A| > |B|, and E can be expressed as a product of
elementary matrices and (or) a semiprime matrix. Note that every n × n factor F
of A dominates a monomial matrix by Lemma 2.3 since the semiring rank of F is
also n.
Firstly, suppose a column of π(A) dominates another column, say let
π(A)∗1  π(A)∗2. Then by Lemma 3.1 (2), there is an elementary matrix E and
matrix B such that A = BE and |A| > |B|. Secondly, suppose no column of
π(A) dominates another column. Since A is not a monomial matrix there is a
matrix E ∈ Mn(R) such that R(E) is a semimaximal row space in Rn and
R(A) ⊂ R(E). Thus there is a matrix B ∈ Mn(R) such that A = BE. Since E
dominates a monomial matrix, we may assume that the diagonal entries of E are
all nonzero. Then π(A)  π(B) and |A|  |B| hold since π(A) = π(B)π(E). We
now claim that |A| > |B| in this case. Suppose |A| = |B| (i.e. π(A) = π(B)).
Then π(A) = π(A)π(E) and since no column of π(A) dominates another, each
column of π(E) has at most one nonzero entry. Since the matrices are all of
full semiring rank, π(E) must dominate a permutation matrix. Thus π(E) is a
permutation matrix and so R(E) is not semimaximal, a contradiction. Therefore
we have |A| > |B|. Furthermore, by Lemma 3.2 (1)–(2), E can be expressed as a
product using elementary matrices and (or) a semiprime matrix since R(E) is a
semimaximal row space in Rn. The theorem now follows by induction on the
number of nonzero entries in A. 
Let R be a chain semiring and let A ∈ Mn(R). It would be interesting to
know precisely which matrices in Mn(R) are products of elementary matrices
when R is a chain semiring. We now apply the previous theorem to obtain a
special family of matrices with this property. The permanent per(A) of A is the
number of n × n permutation submatrices of π(A). Assume that π(A) is a non-
monomial regular matrix of Mn(B) having a full semiring rank. Then per(A) =
1 (see Cho [9]). Since π(A) has a full semiring rank and the semiring rank of
π(A) is less than or equal to that of A, A has a full semiring rank too. Therefore
A can be written as PdPd−1 · · ·P1 with Pi elementary or semiprime in Mn(R)
by Theorem 3.3. Since per(π(A))  per(π(Pi)) for each i and the permanent
of any semiprime matrix in Mn(R) is greater than one, none of the Pi’s can be
a semiprime matrix in Mn(R). Therefore, A can be written as PdPd−1 · · ·P1,
where each Pi is an elementary matrix in Mn(R). In summary, we have the
following corollary.
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Corollary 3.4. Let R be a chain semiring and let A ∈ Mn(R) be a nonmonomial
matrix with full semiring rank. If π(A) is a regular matrix of Mn(B), then A can be
written as a product of elementary matrices.
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