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Abstract
We exhibit new functions of the eigenvectors of the Dyson Brownian motion which follow an equation
similar to the Bourgade-Yau eigenvector moment flow [BY17]. These observables can be seen as a Fermionic
counterpart to the original (Bosonic) ones. By analyzing both Fermionic and Bosonic observables, we obtain
new correlations between eigenvectors:
(i) The fluctuations
∑
α∈I
uk(α)
2 − |I |/N decorrelate for distinct eigenvectors as the dimension N grows.
(ii) An optimal estimate on the partial inner product
∑
α∈I
uk(α)uℓ(α) between two eigenvectors is given.
These static results obtained by integrable dynamics are stated for generalized Wigner matrices and should
apply to wide classes of mean field models.
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1. Introduction
Eigenvector statistics of large random matrices were studied extensively as they appear in numerous physical
problems and models. In the past decade, a large amount of work was done to prove universality of statistics
of large random matrices in the sense that they only depend on the symmetry of the matrix but not on the
actual entry distribution. While this universality phenomenon was first conjectured and proved for eigenvalue
statistics, the same paradigm holds for eigenvectors.
The integrable model of symmetric random matrices is given by the Gaussian Orthogonal Ensemble which
can be seen as a distribution on the space of symmetric random matrices given by
PGOE(dH) =
1
ZN
e−
N
4 TrH
2
dH.
Eigenvector statistics for this model are trivial as the distribution is invariant under orthogonal conjugation.
The whole normalized eigenbasis is Haar distributed on the orthogonal group and each eigenvector is uniformly
distributed on the sphere. Numerous properties of eigenvectors of this ensemble, denoted uk, can be obtained
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from their exact distribution. For instance, one has the following probability bound for the extremal coordinate
of an eigenvector: for every positive D there exists C such that
P
(
there exists k ∈ [[1, N ]], ‖uk‖∞ >
√
C logN
N
)
6 N−D. (1.1)
One can also consider the asymptotic distribution of eigenvector entries. Since eigenvectors are uniformly
distributed on the sphere and independent, for two sets of indices I and J of fixed cardinality, we have(
|
√
Nuk(α)|
)
(k,α)∈I×J
−−−−→
N→∞
(|Nk,α|)(k,α)∈I×J (1.2)
where Nk,α are independent standard random variables. Note that while the convergence is stated for a set
of indices with fixed cardinality, one can make the set depend on the dimension of the matrix. Indeed, if
one considers a single eigenvector, [DF87] proved that the total variation distance between o(N) entries and
independent standard normal random variables vanishes. This was refined in [Jia06] where the number of
eigenvectors could also depend on N : this approximation by a Gaussian vector holds if |I| = o(√N) and
|J | = o(√N).
Another property is concentration of the eigenvector mass: for two indices k, ℓ ∈ [[1, N ]] and a set of indices
|I| ≫ 1 then we have for any small ε > 0 and large D > 0,
P
(∣∣∣∣∣∑
α∈I
uk(α)
2 − |I|
N
∣∣∣∣∣ > Nε
√
2|I|
N
)
6 N−D and P
(∣∣∣∣∣∑
α∈I
uk(α)uℓ(α)
∣∣∣∣∣ > Nε
√|I|
N
)
6 N−D.
The first bound gives a notion of flatness of the eigenvectors as it states that their mass is evenly spaced on any
set of indices while the second bound shows that two eigenvectors are approximately orthogonal when projected
onto any subspace of indices. These bounds are a type of quantum unique ergodicity first stated as a conjecture
by Rudnick–Sarnak [RS94] in a different context for eigenfunctions of the Laplace–Beltrami operator on some
manifolds.
The Gaussian Orthogonal Ensemble is the most straightforward example of a delocalized system. In the
study of correlated quantum systems, it is believed that there are two main behaviors for eigenstates : a
conductor phase where eigenvectors are delocalized with strongly correlated eigenvalues and an insulator phase
where eigenvectors are localized [And58] and eigenvalues behaves independently. The GOE is the integrable
system corresponding to this conductor phase and our paper is a contribution to the study of eigenvectors
statistics for more general delocalized systems.
Beyond the GOE integrable system, eigenvectors are no longer uniformly distributed on the sphere. How-
ever, one can asks whether eigenvectors behaves in a similar way asymptotically as the dimension grows to
infinity. We give now some examples of eigenvector properties in the context of matrices with independent
entries which were considered recently and we refer to [OVW16] for a more complete survey on the subject.
The study of extremal coordinates as in (1.1) has seen a lot of progress for a wide class of models where the
first upper bounds were given in [ESY09,TV11] using spectral methods which was then improved optimally for
bulk eigenvectors in [VW15] (this result can be combined with [RV13] for a more general entry distribution).
Another quantitative upper bound on eigenvectors was given in [RV15] using a novel geometric method which
also gives an upper bound for non-symmetric random matrices. One can also consider the smallest coordinates
and ask if it behaves as if the eigenvectors were uniformly distributed on the sphere: such a lower bound
was obtained in [OVW16]. Another type of eigenvector delocalization was proved in [RV16] to be universal:
eigenvectors have substantial mass on any macroscopic set of coordinates. Finally, one can also consider the
asymptotic distribution of eigenvector entries as in (1.2). The works [TV12,KY13,BY17] proved that entries
are asymptotically Gaussian and independent. Our contribution is the understanding of correlation between
distinct eigenvectors, as described below.
Denote W a symmetric random matrix with independent entries (up to the symmetry) and consider
λ1 6 · · · 6 λN its ordered eigenvalues and (u1, . . . , uN) the associated eigenvectors. For a fixed determin-
istic sequence of indices k and I ⊂ [[1, N ]] a N -dependent set of indices, let
p˜kk :=
1√
2|I|
∑
α∈I
(
Nuk(α)
2 − 1) and p˜kℓ := 1√|I|∑
α∈I
Nuk(α)uℓ(α). (1.3)
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For asymptotically independent and normally distributed eigenvector entries, we would expect that these ran-
dom variables converge to a Gaussian random variable in light of the central limit theorem.
While earlier studies on eigenvector distribution give some information on such fluctuations, it is not yet
possible to study all joint moments between different entries of different eigenvectors for all Wigner matrices
(such as Eu2k(1)u
2
ℓ(2) for instance). The asymptotic Gaussianity of eigenvector entries was proved in [TV12,
KY13, BY17] and thus gives some understanding of the distribution of (p˜kℓ)k,ℓ. The results from [TV12,
KY13] apply to all eigenvector entries but are perturbative: they require models where the moments of the
matrix entries match the Gaussian ones up to fourth order. On the other hand, the method of [BY17] is
non-perturbative but does not give the distribution of entries for distinct eigenvectors. As a consequence, the
problem of correlations for general eigenvector entries and entry distribution was left open.
The key new ingredient in this paper is the exhibition of a new moment observable that follows the eigen-
vector moment flow, the dynamics introduced in [BY17]. In [BYY18], another observable involving fluctuations
of eigenvectors such as (1.3) was introduced. By gaining information through the observable from [BYY18]
and the one from this paper we are able to obtain the Gaussianity and decorrelation of the fluctuations p˜kk.
We also expect asymptotic Gaussianity of the mixed overlaps p˜kℓ; here we are able to obtain their asymptotic
variance, giving information on their actual size (see Theorem 1.5). As will be apparent in Subsection 1.1, the
observable introduced in our paper actually also give some higher moment information on the pkℓ’s.
Finally, we note that the study of fluctuations of eigenvectors were first on the global scale, in the sense
that they involved a macroscopic number of eigenvectors. The first result comes from the eigenvectors of large
sample covariance matrices in [Sil90] where it was seen that some form of fluctuations involving all eigenvectors
converges weakly to the Brownian bridge. Also, in the case of Gaussian matrices, say symmetric matrices,
[DMR12] proved that the process  1√2 ∑
16i6Ns
16j6Nt
(
|ui(j)|2 − 1
N
)
(s,t)∈[0,1]2
(1.4)
converges to a bivariate Brownian bridge. This result was then generalized to more general model of matrices
such as Wigner matrices in [BG12]. Another form of convergence to the Brownian bridge for Wigner matrices
was also proved in [BPZ14]. In contrast to averages of type (1.4), our work considers correlations between
individual eigenvectors.
1.1. Main algebraic results: Fermionic observables
Our main result consider dynamics of eigenvectors of random matrices which consists of an Ornstein-Uhlenbeck
process on the space of symmetric matrices. The main characteristics of this dynamics is the explicit flow of
eigenvectors along the process and the short time to relaxation to the equilibrium measure. For eigenvectors,
this measure consists in the Haar measure on orthogonal matrices so that we obtain asymptotic Gaussianity
and independence of eigenvectors entries. We now give the definition for the Dyson Brownian motion.
Definition 1.1. Let B be a symmetric N × N matrix such that Bij for i < j and Bii/
√
2 are standard
independent brownian motions and H0 a symmetric matrix. The symmetric Dyson Brownian motion with
initial condition H0 is given by the stochastic differential equation
dHs =
1√
N
dBs − 1
2
Hsdt. (1.5)
Besides, its eigenvalues and eigenvectors have the same distribution at time s than the solution of the following
system of coupled stochastic differential equations,
dλk(s) =
dB˜kk(s)√
N
+
 1
N
∑
ℓ 6=k
1
λk(s)− λℓ(s) −
λk(s)
2
ds, (1.6)
dusk =
1√
N
∑
ℓ 6=k
dB˜kℓ(s)
λk(s)− λℓ(s)u
s
ℓ −
1
2N
∑
ℓ 6=k
ds
(λk(s)− λℓ(s))2 u
s
k (1.7)
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where B˜ is an independent copy of B.
The explicit dynamics of eigenvectors (1.7) and the independence of the noises driving (1.6) and (1.7) are
key ingredients in our study. While this dynamics is hard to analyze directly, one can look at some observables
on eigenvector moments which follows a parabolic equation. This equation, the eigenvector moment flow, was
first considered in [BY17] to study eigenvectors of generalized Wigner matrices, then in [BHY17] for sparse
matrices and in [Ben17] for eigenvectors of deformed Wigner matrices. It was also used in a refined way to
study band matrices in [BYY18] by introducing observables which follow this eigenvector moment flow. In the
rest of the article, we will refer to this observable as Bosonic (see (1.12)) as a counterpart to the Fermionic one
we introduce now.
The Fermionic observables are functions of the fluctuations (1.3). Consider now the ℓ2-normalized eigenvec-
tors of Hs as in (1.5), u
s = (us1, . . . , u
s
N), and their associated ordered eigenvalues λs = (λ1(s) 6 · · · 6 λN (s)).
Let (qi)i∈I be a family of (non necessarily orthogonal) deterministic fixed vectors. We can slightly generalize
fluctuations by defining for k 6= ℓ in [[1, N ]] and any C0 > 0,
pkk(s) =
∑
α∈I
〈qi, usk〉2 − C0 and pkℓ(s) =
∑
α∈I
〈qi, usk〉〈qi, usℓ〉. (1.8)
For k = (k1, . . . , kn) with ki pairwise distinct indices in [[1, N ]], we define the following n×n (symmetric) matrix
of fluctuations
Ps(k) =
pk1k1(s) pk1k2(s) . . . pk1kn(s)... ... . . . ...
pknk1(s) pknk2(s) . . . pknkn(s)
 . (1.9)
The Fermionic observable consists in the expectation of the determinant of our matrix of fluctuations,
fFers (k) = E [detPs(k)|λ] , (1.10)
where we conditioned on the whole trajectory of eigenvalues from 0 to ∞. We use the following notation in
order to describe the dynamics followed by fFer, it consists of replacing the i-th coordinated by another index
ℓ /∈ {k1, . . . , kn}:
ki(ℓ) := (k1, . . . , ki−1, ℓ, ki+1, . . . , kn) and |k| = |ki(ℓ)| = n.
The functions fFers undergo the following flow.
Theorem 1.2. Let (u,λ) be the solution to the coupled flows as in Definition 1.1 and let fFers be as in (1.10).
Then for any k a pairwise distinct set of indices such that |k| = n,
∂sf
Fer
s (k) = 2
n∑
i=1
∑
ℓ∈[[1,N ]]
ℓ/∈{k1,...,kn}
fFers (k
i(ℓ))− fFers (k)
N(λki − λℓ)2
. (1.11)
Multi-particle representation of (1.11):
Impossible
This dynamics on eigenvector moments can also be represented as a multi-particle random walk in a random
environment: every configuration of particles has at most one particle on each site and each particle jumps on
an empty site at a rate depending on the eigenvalue process.
We call this observable Fermionic by comparison with the observable from [BY17,BYY18] which we define
now. Consider a configuration of n particles ξ : [[1, N ]]→ N where ξi is seen as the number of particles at site
i. While this formalism makes it simpler to read, we can also write this configuration as an ordered list of the
sites where there are particles counted with their multiplicity. In other words, if one denotes k1 < · · · < kp the
indices such that ξki > 1 and ξℓ = 0 for ℓ /∈ {k1, . . . , kp}, we can write ξ = (k1, . . . , k1, k2, . . . , k2, . . . , kp, . . . , kp)
where each ki appears ξki times.
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Figure 1: A configuration of particles ξ = (k1, k2, k2, k2, k3, k3)
The Bosonic observable can be given in a matricial way. Given a configuration ξ and denoting the particles’
positions (k1, . . . , kp), define the matrices,
E(ij) =
(
δikδjℓ + δiℓδjk
1 + δij
)
16k,ℓ6n
and Q(ij)s =
(
1 1
1 1
)
pkikj (s), i, j ∈ [[1, n]].
Define the following symmetric 2n× 2n matrix involving fluctuations
Qs(k1, . . . , kn) =
∑
16i6j6N
E(ij) ⊗Q(ij)s , for instance Qs(k1, k2) =

pk1k1 pk1k1 pk1k2 pk1k2
pk1k1 pk1k1 pk1k2 pk1k2
pk2k1 pk2k1 pk2k2 pk2k2
pk2k1 pk2k1 pk2k2 pk2k2
 .
Then the Bosonic observable is
fBoss (ξ) =
1
M(ξ)E [HafQs(ξ)|λ] (1.12)
where the Hafnian of a 2n× 2n matrix A is
Haf A =
1
n!2n
∑
σ∈S2n
n∏
j=1
Aσ(2j−1),σ(2j) .
The formula (1.12) is different than the original one from [BYY18]. It was defined as a sum over perfect
matchings on a graph given by the configuration of particles which exactly consists in computing a Hafnian.
The following theorem gives the evolution of fBoss which we call the Bosonic eigenvector moment flow.
Theorem 1.3 ([BYY18]). Suppose that us is the solution of the Dyson vector flow (1.7) and fBoss (ξ) is given
by (1.12). Then it satisfies the equation
∂sf
Bos
s (ξ) =
∑
k 6=ℓ
2ξk(1 + 2ξℓ)
(
fBoss (ξ
k,ℓ)− fBoss (ξ)
)
(λk(s)− λℓ(s))2 , (1.13)
where ξk,ℓ is the configuration obtained by moving a particle from the site k to the site ℓ.
1.2. Main analytical results: decorrelation and optimal size of overlaps
The flow of eigenvectors of the Dyson Brownian motion can now be studied through the above two families
of observables. Combining the information we can extract through this analysis, we are able to compute new
eigenvector statistics. We give here the results for generalized Wigner matrices for simplicity but the results
should hold for a wide class of random matrices.
Definition 1.4. Let W be a N × N symmetric matrix such that its entries (wij)16i6j6N are centered inde-
pendent random variables of variance sij such that there exists two positive constants c and C such that
c
N
6 sij 6
C
N
for all i, j and
N∑
i,j=1
sij = 1 for all j.
We also assume that the matrix entries have all finite moments in the following sense, for every p ∈ N there
exists a constant µp independent of N such that
E
[√
N
sij
wpij
]
6 µp.
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The local behavior of eigenvectors was first considered in the case of Wigner matrices in [TV12] with a
matching condition. For generalized Wigner matrices, it was shown in [KY13] that if two matrix ensembles
have the same four moments, the bulk and edge eigenvectors have asymptotically the same distribution.
The moment condition was removed in [BY17] using a dynamical proof to show asymptotic Gaussianity of
projections of eigenvectors: If (u1, . . . , uN) denotes the ℓ2-normalized eigenvectors of W a generalized Wigner
matrix, for any deterministic set of indices I ⊂ [[1, N ]] of fixed cardinality |I| = m and any k ∈ [[1, N ]],(√
Nuk(α)
)
α∈I
−−−−→
N→∞
(Ni)mi=1 (1.14)
with (Ni) a family of independent centered unit variance Gaussian random variables and the convergence holds
in the sense of moments.
We can use this convergence in order to study the fluctuations p˜kk as in (1.3). For any small ε > 0, for a
set of indices I ⊂ [[1, N ]] such that Nε 6 |I| 6 N1−ε,
1√
2|I|
∑
α∈I
(
Nuk(α)
2 − 1) −−−−→
N→∞
N (0, 1). (1.15)
Note that every fixed moment involves a finite number of eigenvector entries so that (1.14) applies to prove
(1.15).
Thus the main contribution of this paper does not concern the Gaussianity of fluctuations of eigenvectors
but the correlations between fluctuations.
Theorem 1.5. Let ϑ ∈ (0, 12 ] be a (small) positive constant. Consider kN and ℓN two distinct deterministic
sequences of indices in [[1, N ]], let I be a N -dependent set of indices such that Nϑ 6 |I| 6 N1−ϑ then there exist
δ1, δ2 > 0 such that
E
[
N2
2|I|
(∑
α∈I
uk(α)
2 − |I|
N
)(∑
α∈I
uℓ(α)
2 − |I|
N
)]
6 N−δ1 . (1.16)
Besides, we also have that ∣∣∣∣∣∣E
( N√|I|∑
α∈I
uk(α)uℓ(α)
)2− 1
∣∣∣∣∣∣ 6 N−δ2 . (1.17)
In particular, the last bound gives that for any λ > 0, we have
P
(∣∣∣∣∣∑
α∈I
uk(α)uℓ(α)
∣∣∣∣∣ > λ
√|I|
N
)
6 λ−2(1 + o(1)). (1.18)
Remark 1.6. The condition on the cardinality of the set I is optimal as correlations between entries of
eigenvectors begin to appear as |I| ≍ N since eigenvectors are normalized and orthogonal. Note also that while
the corresponding size of fluctuations of the overlap in (1.18) is optimal, the probability bound is not.
1.3. Organization of the paper
Section 2 is devoted to the proof of Theorem 1.2 using Grassmann variables and the Wick theorem. A com-
binatorial proof is also given in Appendix A. The Fermionic observable can be seen as an anti-commutative
Gaussian integral defined in the next section.
In Section 3, we give several a priori estimates we need for the dynamics analysis, such as local laws, quantum
unique ergodicity, and decorrelations of eigenvectors and the resolvent along the dynamics. The local laws were
established in previous papers [EYY12b,BEK+14] and the quantum unique ergodicity has to be developed for
edge eigenvectors by adapting the proof from [BYY18].
A key new analytic input of our paper is the following. In the analysis of the Fermionic observable, we have
to bound terms of the form E[usk(α)u
s
k(β)G
s
αβ(z)] where G(z) = (Hs − z)−1 is the resolvent. While estimates
on the size of eigenvector and resolvent entries are available, such bounds are not sufficient in our paper: the
decorrelation between these two quantities needs to be seen. The proof of this decorrelation is based on the
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stochastic equation followed by the resolvent which we can solve using a method of characteristics. The solution
is then given by the initial resolvent at time s = 0 which, by conditioning on the initial generalized Wigner
matrix, decorrelates from the eigenvector usk for s≫ N−1.
These a priori estimates are used in Section 4 to analyze the Fermionic observable first for 2 particles in
order to prove Theorem 1.5 and then for n particles under an additional assumption on the set of indices:
|I| ≪ √N . Finally, while we state all our result in the symmetric case, they still hold for Hermitian matrices.
While the dynamics (1.7) changes, the Fermionic observable is the same. This is explained in Appendix B.
Acknowledgments. The author would like to kindly thank his advisors P. Bourgade and S. Péché for their
help during the writing the paper. The author would also like to thank N. Cook for interesting discussion and
the derivation of (2.8).
2. Proof of Theorem 1.2
In this section, we give a proof of Theorem 1.2 using a representation of this determinant as an anticommutative
Gaussian integral.
2.1. Preliminaries
The proof of Theorem 1.2 involves a supersymmetric representations of our determinant (1.10). In order to
develop the proof and the tools, we recall in this subsection notions of Grassmann variables and Gaussians
expectations with respect to these variables. Grassmann variables can be seen as anticommutative numbers, we
first consider four families of Grassmann variables {ηi, ξi, ϕi, ψi}Ni=1, they follow the relations of commutation
for i, j two indices in [[1, N ]] given by
ηiηj = −ηjηi, ξiξj = −ξjξi and ηiξj = −ξjηi
and all similar relations between the other families. In particular, see that η2i = ξ
2
i = ϕ
2
i = ψ
2
i = 0 and that
the variables {ηiξj} and {ϕiψj} all commute.
Remark 2.1. A possible representation of such variables is given by matrices. For instance, the Clifford-
Wigner-Jordan representation of these Grassmann variables is given by the following: if we want a family of m
Grassmann variables θ1, . . . , θm, one can represent them by m matrices of size 2
m × 2m with
θi =
i−1⊗
j=1
(
1 0
0 −1
)
⊗
(
0 0
1 0
)
⊗
m⊗
j=i+1
(
1 0
0 1
)
.
Now that we have defined these Grassmann variables, we define our generalized projections. Namely, we
can define for a N -dimensional vector v the following quantity
〈v〉η =
N∑
α=1
v(α)ηα. (2.1)
We can also define functions of these Grassmann variables, note that by Taylor expansion and the commutations
rules, it is enough to define polynomials of such variables. Thus we define a function
F (η, ξ,ϕ,ψ) =
∑
I,J,K,L⊂[[1,N ]]
aI,J,K,L
∏
i1∈I∩J
ηi1ξi1
∏
j1∈I\J
ηj1
∏
k1∈J\I
ξk1
∏
i2∈K∩L
ϕi2ψi2
∏
j2∈K\L
ϕj2
∏
k2∈L\K
ψk2
where aI,J,K,L are real numbers for our purpose. By the matricial representation, one can then see such a
function as a matrix. From this definition of a function, we can define the integral of a function by,∫
F (η, ξ,ϕ,ψ)
N∏
i=1
dηidξidϕidψi = a[N ],[N ],[N ],[N ]
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where we shortened [N ] := [[1, N ]]. As explained earlier, we can define functions through a Taylor expansion,
in order to construct a Gaussian expectation, we need to construct the exponential. It is straightforward to
define it as
exp (F (η, ξ,ϕ,ψ)) =
∞∑
m=1
F (η, ξ,ϕ,ψ)m
m!
=
m0∑
m=1
F (η, ξ,ϕ,ψ)m
m!
for some m0 via the commutation relations. We can define our Gaussian expectation as, for an invertible N×N
matrix ∆,
E∆η,ξ,ϕ,ψ [F (η, ξ,ϕ,ψ)] =
∫
F (η, ξ,ϕ,ψ) exp
 N∑
i,j=1
ηi∆
−1
ij ξj +
N∑
i=1
ϕiψi
 2N∏
i=1
dηidξidϕidψi. (2.2)
The Fermionic Wick theorem allows us to compute joint Gaussian moments with respect to this super-
expectation. We give it here with respect to our Gaussian expectation and the moments we need later.
Lemma 2.2 (Fermionic Wick theorem [ZJ89, Section 1.9]). Consider {(ik, jk)}mk=1 ⊂ [[1, N ]] × [[1, N ]], and
{ηi, ξi, ϕi, ψi}Ni=1 a family of Grassmann variables, we have for any C0 > 0,
E∆η,ξ,ϕ,ψ
[
m∏
k=1
(
ηik + i
√
C0ϕik
)(
ξjk + i
√
C0ψik
)]
= det ((∆− C0Idm)ik,jℓ)mk,ℓ=1 . (2.3)
2.2. Construction of the Fermionic observable
We are able to construct an observable based on the families of Grassman variables which follows (1.11). Then
by taking the Gaussian expectation defined in (2.2) we obtain the observable (1.10) by choosing the right
covariance matrix ∆. In the following definitions we fix a set of indices I ⊂ [[1, N ]] and consider (qi)i∈I a family
of vectors of RN not necesarily orthogonal.
We consider the observable, for us the solution to the Dyson vector flow (1.7)
gFers (k1, . . . , kn) = E
[
n∏
i=1
〈uski〉η+i√C0ϕ〈uski〉ξ+i√C0ψ
∣∣∣∣∣λ
]
. (2.4)
Remark 2.3. Note that in this definition, the product is commutative since we have quantities of order 2 in
Grassmann variables. See also that this is a similar quantity as the moment observable from [BY17]. Indeed if
one considers a configuration with a single particle at sites k1, . . . , kn then the observable would be written as
gBoss (k1, . . . , kn) = E
[
n∏
i=1
〈q, uki〉2
∣∣∣∣∣λ
]
.
In order to see that gFers follows a form of the eigenvector moment flow (1.11), first see the following
proposition from [BY17] which gives us the generator of the Dyson vector flow.
Proposition 2.4 ([BY17]). The generator acting on smooth functions of the diffusion (1.7) is given by
Lt =
∑
16k<ℓ6N
1
N(λk − λℓ)2X
2
kℓ (2.5)
with the operator Xkℓ defined by
Xkℓ = X
(1)
kℓ −X(2)kℓ with X(1)kℓ =
N∑
α=1
uk(α)∂uℓ(α) and X
(2)
kℓ = uℓ(α)∂uk(α). (2.6)
We thus need to prove the following lemma, showing that gFers follows the eigenvector moment flow
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Lemma 2.5. For gFers defined as in (2.4) and k = (k1, . . . , kn) with ki 6= kj for i 6= j, we have
∂sg
Fer
s (k) =
n∑
i=1
N∑
ℓ=1
ℓ/∈{k1,...,kn}
gFers (k
i(ℓ))− gFers (k)
N(λki − λℓ)2
. (2.7)
Proof. As the lemma does not depend on the family of Grassmann variables, we develop the proof for any
families η, ξ. First see by definition of the operator that since the eigenvectors for k /∈ {k1, . . . , kn} are not
considered in the observable gFers (k) we clearly have
X2kℓg
Fer
s (k) = 0 for k /∈ {k1, . . . , kn}.
Now, we need to show that for fixed i, j ∈ [[1, n]] we also have X2kikjgFers (k) = 0. This equality actually comes
from the anticommutativity of the Grassmann variables. First see that we have the relations
Xkℓ〈uk〉η = −〈uℓ〉η and Xkℓ〈uℓ〉η = 〈uk〉η.
Besides, by definition of the operator Xkℓ we only need to look at the part of the observable involving the
eigenvectors uk and uℓ, hence computing the quantity
X2kikj
(〈uki〉η〈uki〉ξ〈ukj 〉η〈ukj 〉ξ) = 2(〈ukj 〉η〈ukj 〉ξ〈ukj 〉η〈ukj 〉ξ + 〈uki〉η〈uki〉ξ〈uki〉η〈uki〉ξ
− 2〈uki〉η〈uki〉ξ〈ukj 〉η〈ukj 〉ξ − 〈ukj 〉η〈uki〉ξ〈uki〉η〈ukj 〉ξ − 〈uki〉η〈ukj 〉ξ〈ukj 〉η〈uki〉ξ
− 〈ukj 〉η〈uki〉ξ〈ukj 〉η〈uki〉ξ − 〈uki〉η〈ukj 〉ξ〈uki〉η〈ukj 〉ξ)
= 0
where we used the fact that 〈uki〉2η = 0 and the anticommutativity relations. Finally, we need to compute
X2kiℓg
Fer
s (k) for i ∈ [[1, n]] and ℓ ∈ [[1, N ]] \ {k1, . . . , kN}, to do so we just need to compute
X2kiℓ〈uki〉η〈uki〉ξ = 2 (〈uℓ〉η〈uℓ〉ξ − 〈uki〉η〈uki〉ξ)
which means that we have
X2kiℓg
Fer
s (k) = 2
(
gFers (k
i(ℓ))− gFers (k)
)
.
Combining all these equalities, we obtain Lemma 2.5.
We now only need to show that we can obtain fFers using our observable g
Fer
s , this involves the Fermionic
Wick theorem given by Lemma 2.2.
Lemma 2.6. There exists ∆ such that
E∆η,ξ,ϕ,ψ
[
gFers (k)
]
= fFers (k).
Proof. By definition of gFers , we have the following, forgetting the dependence in s,
E∆η,ξ,ϕ,ψ
[
n∏
i=1
〈uki〉η+i√C0ϕ〈uki〉ξ+i√|C0|ψ
]
=
N∑
i1,...,in
j1,...,jn
E∆η,ξ,ϕ,ψ
[
n∏
i=1
(
ηik + i
√
|C0|ϕik
)(
ξjk + i
√
|C0|ψjk
)] n∏
m=1
ukm(im)ukm(jm).
Now we can use the Fermionic Wick theorem 2.2 in order to compute these Gaussian moments,
E∆η,ξ,ϕ,ψ
[
gFers (k)
]
=
N∑
i1,...,in
j1...jn
det
(
(∆− C0Id)ipjq ukp(ip)ukq(jq)
)n
p,q=1
.
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Thus by multilinearity of the determinant we obtain that
E∆η,ξ,ϕ,ψ
[
gFers (k)
]
= det
 N∑
i,j=1
(∆− C0Id)ij ukp(i)ukq(j)
n
p,q=1
= det
 N∑
i,j=1
∆ijukp(i)ukq(j)− C01kp=kq
n
p,q=1
.
Now, we consider the following covariance matrix
∆ij =
∑
α∈I
qα(i)qα(j) for i, j ∈ [[1, N ]].
Thus we can finally see that the entries of the matrix we take the determinant of are given by, for α, β ∈ [[1, n]],
N∑
i,j=1
∆ijukα(i)ukβ (j)− C01kα=kβ =
∑
i∈I
〈qi, ukα〉〈qi, ukβ 〉 − C01kα=kβ = pkαkβ (s).
We constructed a Gaussian integral to represent our Fermionic observable, given by a determinant, as a
Gaussian moment. The same construction can be done for the Bosonic observable. Indeed, the Hafnian from
(1.12) can also be represented by a Gaussian moment [Coo18]. We explain here the construction of the Bosonic
observable from the original moment observable from [BY17].
Let q = q(1) + i
√
|I|
N
q(2) with q(1)α = Nα1α∈I and q(2)α = N ′α for α ∈ [[1, N ]]
where (Nα)α∈I and (N ′α)Nα=1 are two independent families of independent centered Gaussian with unit variance.
We then have the following identity, where Eq denotes the expectation with respect to the two families of
Gaussian random variables
fBoss (ξ) =
1
M(ξ)E
[
Eq
[
N∏
i=1
〈q, usk〉2ξi
]∣∣∣∣∣λ
]
. (2.8)
Indeed, the Hafnian appears when using Wick’s rule. We give the construction in the simplest case where the
fluctuations are given by
pkk(s) =
∑
α∈I
usk(α)
2 − |I|
N
and pkℓ(s) =
∑
α∈I
usk(α)u
s
ℓ(α)
but the same generalization by changing the centering and adding correlation between the Gaussian random
variables can be executed to obtain the observable in its most general form. From this construction, it is clear
that fBoss follows the eigenvector moment flow as it is a direct consequence of [BY17].
Remark 2.7. We gave here a proof of Theorem 1.2 with supersymmetry and a link to the first observable fol-
lowing this equation from [BY17]. However, knowing Proposition 2.4, it is possible to give a combinatorial proof
of the theorem with no consideration of Grassmann variables but simply of the properties of the determinant.
We give this proof in Appendix A.
3. A priori estimates on the dynamics
In this section, we derive or recall some a priori estimates on eigenvalues or eigenvectors along the dynamics.
The proof of Theorem 1.5 is based upon the three-step strategy used to prove universality of eigenvalues
and eigenvectors of random matrices first introduced in [EPR+10,ESY11] (see [EY17] for recent book on the
subject). The first step of the strategy is a local law. The second step consists on a short time relaxation by
the Dyson Brownian motion and is developed in Section 4. Finally, the last step corresponds to comparison
between our model and the dynamics at a small time s. The next subsection is dedicated to local laws for our
model.
10
3.1. Local laws
A local law consists of a high-probability bound on the resolvent of our generalized Wigner matrix controlling
it down to the optimal scale N−1+ε for any ε > 0.
Define the resolvent G and the Stieltjes transform of the semicircle law m to be for z ∈ C with Im z > 0
G(z) =
N∑
k=1
|uk〉〈uk|
λk − z and m(z) =
∫
dρsc(x)
x− z =
−z +√z2 − 4
2
with ρsc(dx) =
1[−2,2](x)
2π
√
4− x2dx
(3.1)
where the choice of the square root is given by m being holomorphic in the upper half plane and m(z)→ 0 as
z →∞. We need two forms of local law, one is an averaged local law on the Stieltjes transform of the empirical
spectral distribution of W , s(z) = N−1TrG(z), the other is on the resolvent as a quadratic form, also called
an isotropic local law.
Theorem 3.1 ([EYY12b,BEK+14]). Consider the following spectral domain, for any (small) ω > 0,
Dω =
{
z = E + iη, |E| 6 ω−1, N−1+ω 6 η 6 ω−1} ,
then we have for any positive ε and D > 0,
sup
z∈Dω
P
(
|s(z)−m(z)| > N
ε
Nη
)
6 N−D, (3.2)
and for any vector v, w ∈ RN , for any positive ε and D,
sup
z∈Dω
P
(
|〈v, G(z)w〉 −m(z)〈v,w〉| > Nε〈v,w〉
(√
Imm(z)
Nη
+
1
Nη
))
6 N−D. (3.3)
As a corollary of this theorem, one obtains the complete delocalization of eigenvectors as an overwhelming
probability bound. We need this optimal estimate (up to logarithmic corrections) in order to control eigenvec-
tors.
Corollary 3.2. Let k ∈ [[1, N ]] and q ∈ RN such that ‖q‖2 = 1, we have, for any D and any ε positive
P
(
|〈q, uk〉| > N
ε
√
N
)
6 N−D. (3.4)
Another corollary of the optimal bound 3.2 is a rigidity estimate on the eigenvalues. It states that eigenvalues
of our generalized Wigner matrix are close to their deterministic classical locations. These locations, denoted
(γk) are defined in the following implicit way:∫ γk
−∞
dρsc(x) =
k
N
.
Theorem 3.3 ([EYY12b]). If we denote kˆ = min(k,N + 1− k), for any ε > 0 and any D > 0 we have
P
(
there exists k ∈ [[1, N ]], |λk − γk| > kˆ−1/3N−2/3+ε
)
6 N−D. (3.5)
The estimates (3.2), (3.3), (3.4) and (3.5) hold along the dynamics (1.5). This is the statement of the
following lemma.
Lemma 3.4 ([BY17, Lemma 4.2]). Let δ, ξ, ω > 0 and t ∈ [N−1+δ, N−δ]. Consider W a generalized Wigner
matrix and consider the dynamics (1.5) (Hs)06s6t with H0 =W . Define the resolvent and its normalized trace
for z in the upper plane,
Gs(z) = (Hs − z)−1 and ms(z) = 1
N
TrGs(z).
It induces a measure on the space of eigenvalues and eigenvectors (λ(s),us) for 0 6 s 6 t such that the following
event A1(ξ) holds with overwhelming probability in the sense that for any D > 0,
P (A1(ξ)) > 1−N−D
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• We have rigidity of eigenvalues:
For all s ∈ [0, t], |λk(s)− γk| < N−2/3+ξ(kˆ)−1/3 uniformly in k ∈ [[1, N ]].
• The local laws hold: for all s ∈ [0, t], uniformly in z = E + iη ∈ Dω,
|ms(z)−m(z)| < N
ξ
Nη
, |〈v, Gs(z)w〉 −m(z)〈v, w〉| 6 N ξ〈v,w〉
(√
Imm(z)
Nη
+
1
Nη
)
.
• Eigenvector delocalization holds: ∀s ∈ [0, t], 〈q, usk〉2 6 N−1+ξ uniformly in k ∈ [[1, N ]].
This lemma allows us to prove most results deterministically by conditioning on the event A1 which holds
with overwhelming probability. Note that we keep only the dependence in ξ in the definition of A1 but it also
depends on the choice of ω or δ.
3.2. Quantum unique ergodicity
In this subsection, we state a priori results we need on the pkℓ(s). This overwhelming probability bound for
pkℓ was studied for Gaussian divisible ensembles in [BYY18] in order to study band matrices but only consider
bulk eigenvectors. While they only consider |I| > cN for some constant c > 0, we adapt the proof to any |I|
and we obtain the following result in the case of generalized Wigner matrices. We now give all our estimates
conditionally on the event A1 which occurs with overwhelming probability.
From now on, we consider the case where
pkk(s) =
∑
α∈I
usk(α)
2 − |I|
N
and pkℓ(s) =
∑
α∈I
usk(α)u
s
ℓ(α). (3.6)
Proposition 3.5. First denote the following error parameter,
Ψ1(s) =
|I|
N
√
Ns2
+
√
|I|
N2s3/2
.
For k, ℓ ∈ [[1, N ]], we have for any ε and D positive
P (|pkk(s)|+ |pkℓ(s)| > NεΨ1(z)) 6 N−D.
Remark 3.6. The error term is the sum of two terms and it is not clear whether one is larger than the other
since it depends on the regime of |I| or s.
Note that in the case of bulk eigenvectors, we have the following overwhelming probability bound from
[BYY18] for a general class of initial condition.
Theorem 3.7 ([BYY18]). Let α ∈ (0, 1), for k, ℓ ∈ [[αN, (1−α)N ]] (indices in the bulk) we have, for any ε > 0
and D > 0,
P
(
|pkk(s)|+ |pkℓ(s)| > Nε
√
|I|
N2s
)
6 N−D.
Before beginning the proof of Proposition 3.5, we need the following lemma relating our fluctuations pkℓ to
the Bosonic observable.
Lemma 3.8 ([BYY18]). Take an even integer n, there exists a C > 0 depending on n such that for any i < j
and any time s we have
E [pij(s)
n|λ] 6 C
(
fBoss (ξ
(1)) + fBoss (ξ
(2)) + fBoss (ξ
(3))
)
(3.7)
where ξ(1) is the configuration of n particles in the site i and no particle elsewhere, ξ(2) n particles in the site
j, and ξ(3) an equal number of particles between the site i and the site j.
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Using this lemma we can now adapt the proof of [BYY18, Theorem 2.5] to the edge case. Note that the
proof is actually simpler since we do not need to localize the dynamics in the bulk of the spectrum.
Proof of Proposition 3.5. Let ξ > 0. Consider fBos(ξ) the Bosonic obervable for the eigenvector moment flow.
Consider n fixed and look at the configuration ξm to be such that
fBoss (ξm) = sup
ξ,N (ξ)=n
fBos(ξ) and Ss = sup
ξ
fBoss (ξ).
Let η be a small parameter such that η ∈ [N−1+ω, ω−1] for some small ω. We then have, forgetting about the
superscript Bos,
∂sfs(ξm) =
∑
k 6=ℓ
2ηk(1 + 2ηℓ)
fs(ξ
k,ℓ
m )− fs(ξm)
N(λk − λℓ)2 6
C
Nη
p∑
i=1
∑
ℓ 6=ki
η(fs(ξ
k,ℓ
m )− fs(ξm))
(λki − λℓ)2 + η2
where we denoted (k1, . . . , kp) the sites k such that ηk 6= 0. In particular, p 6 n and
∑p
i=1 ηki = n. Now, we
have that
fs(ξm)
1
N
p∑
i=1
∑
ℓ 6=ki
η
(λki − λℓ)2 + η2
=
(
p∑
i=1
Imm(zki)
)
fs(ξm) +O
(
N ξ
Nη
Ss
)
where we denoted zki = λki +iη. For the other term, we use an implicit bound using Hölder inequalities. First,
we can remove some terms in the sum,
Im
∑
ℓ 6=ki
fs(ξ
k,ℓ
m )
N(λℓ − zki)
= Im
∑
ℓ/∈{k1,...,kp}
fs(ξ
k,ℓ
m )
N(λℓ − zki)
+O
(
N ξ
Nη
Ss
)
.
Now, we can expand by the definition of fs(ξ) in terms of a sum over perfect matchings. Since we move one
particle from k to ℓ, which is an empty site for the configuration ξm, we only have two particles in the graph
on the site ℓ. Thus, there is two possibilities for the perfect matching, either there is an edge {(ℓ, 1), (ℓ, 2)} or
there is not. If there is such an edge, then we can write the contribution of such perfect matchings as
E
Qn−1(ξm) Im ∑
ℓ/∈{k1,...,kp}
pℓℓ
N(λℓ − z)
∣∣∣∣∣∣λ
 .
Now, we can use the isotropic local law (3.3) to see that
Im
∑
ℓ/∈{k1,...,kp}
pℓℓ
N(λℓ − z) = Im
1
N
∑
α∈I
Gsαα(z)−
|I|
N
Imm(z) = O
(
N ξ|I|
N
√
Nη
)
.
See that Qn−1(ξ) is a sum of monomial of degree n − 1 involving the fluctuations pkℓ. Thus by a Young
inequality, using Lemma 3.8, we have that
Qn−1(ξ) = O
(
S
n−1
n
s
)
.
Now for perfect matchings where {(ℓ, 1), (ℓ, 2)} is not an edge, we can write the contribution in the following
way,
E
Qn−2(q1, q2, ξm) Im ∑
ℓ/∈{k1,...,kp}
pkq1 ℓpkq2 ℓ
N(λℓ − z)
∣∣∣∣∣∣λ
 .
We can write, in order to control the sum
Im
∑
ℓ/∈{k1,...,kp}
pkq1ℓpkq2 ℓ
N(λℓ − z) = O
(
1
Nη
N∑
ℓ=1
(p2kq1 ℓ + p
2
kq2 ℓ
)
)
= O
(
N ξ|I|
N2η
)
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where we used the complete delocalization property from Corollary 3.2 and the fact that
N∑
ℓ=1
p2kℓ =
∑
α∈I
uk(α)
2 = O
(
N ξ
|I|
N
)
.
In the same way, using a Young inequality with Lemma 3.8, we control the polynomial of degree n− 2 in terms
of pkℓ,
Qn−2(q1, q2, ξm) = O
(
S
n−2
n
s
)
.
Thus, combining all these inequalities, we obtain the following Gronwall-type inequality,
∂sfs(ξm) 6 −C
η
(
p∑
i=1
Imm(zki)
)
fs(ξm) +O
(
N ξ
η
(
1
Nη
Ss +
|I|
N
√
Nη
S
n−1
n
s +
|I|
N2η
S
n−2
n
s
))
.
Now, using the fact that for η > N−2/3+ε, we have Imm(E + iη) >
√
η, we obtain by Gronwall’s lemma, by
taking η = sN−ω, for some small ω,
fs(ξm) = O
(
N3ω/2
Ns3/2
Ss +
|I|Nω
N
√
Ns2
S
n−1
n
s +
|I|Nω
N2s3/2
S
n−2
n
s
)
.
Finally, using the same machinery as in [BYY18, Theorem 2.5], we obtain that
|pkk|+ |pkℓ| = O
(
N ξ
|I|
N
√
Ns2
+N ξ
√
|I|
N2s3/2
)
which gives the lemma.
3.3. Decorrelation of eigenvectors and the resolvent
An estimate we need in Section 4 is a correlation between eigenvector entries and the resolvent. Of course,
the resolvent defined in (3.1) clearly depends on all eigenvectors of the random matrix. However, it can be
seen as an average over eigenvectors and do not depend significantly on a single eigenvector. We prove such a
decorrelation estimate dynamically and obtain the result after some time s.
Proposition 3.9. Let ξ, ω, δ′ be small positive constants and j, α, β ∈ [[1, N ]], with α 6= β. For a relaxation
time s ∈ [N−2/3+δ′ , N−δ′ ] and for δ1 > 0 small enough such that N−δ1s ≫ N−2/3, for any z = E + iη ∈ Dω
and any D > 0, we have
P
(∣∣E [usj(α)usj(β) ImGsαβ(z)∣∣λ]∣∣ > N5ξ+δ1Ψ2(s, η)) 6 N−D
with Ψ2(s, η) =
1
N2η
+
1
N2s3/4η1/2
+
√
s
N2η2
uniformly in j, α, β and z.
Remark 3.10. Note that this proposition gives us a better bound than the trivial bound one can do by simply
using the delocalization (3.4) and the local law (3.3) if we consider a relaxation time s close to order 1 such as
s = N−θ for a small θ. Indeed, we would obtain a bound of the form
E
[
usj(α)u
s
j(β) ImG
s
αβ(z)
∣∣λ] = O( N ξ′
N3/2s1/2
)
and lose an order of
√
N .
We prove this proposition by considering the dynamics of the resolvent Gs and use the characteristics
method to allow decorrelations with the eigenvectors. The characteristics method express the resolvent at time
s by the the initial resolvent G0 which permits decorrelation via a correct conditioning on the initial condition
H0. A similar dynamics was used in [Bou18] to study extreme gaps between eigenvalues of generalized Wigner
matrices. The dynamics of the resolvent Gs is given in the following lemma.
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Lemma 3.11. Consider (λ(s),us) the solution to (1.6) and (1.7), for any z such that Im z 6= 0, if one defines
G˜s = e−s/2Gs,
we have for any α, β ∈ [[1, N ]],
dG˜sαβ(z) =
(
s(z) +
z
2
)
∂zG˜
s
αβ(z)ds−
1√
N
N∑
k,ℓ=1
uk(α)uℓ(β)dBkℓ
(λk − z)(λℓ − z) . (3.8)
Proof. By using Itô’s formula, we have
duk(α)uk(β) =
∑
ℓ 6=k
uℓ(α)uℓ(β)− uk(α)uk(β)
N(λk − λℓ)2 ds+
1√
N
∑
ℓ 6=k
dBkℓ
λk − λℓ (uk(α)uℓ(β) + uk(β)uℓ(α)).
And then we have
d
N∑
k=1
uk(α)uk(β)
λk − z =
1√
N
∑
k 6=ℓ
uk(α)uℓ(β) + uk(β)uℓ(α)
(λk − λℓ)(λk − z) dBkℓ −
1√
N
N∑
k=1
dBkk
(λk − z)2uk(α)uk(β)
−
∑
k 6=ℓ
uℓ(α)uℓ(β) − uk(α)uk(β)
N(λk − λℓ)2(λk − z) ds−
∑
k 6=ℓ
uk(α)uk(β)
N(λk − λℓ)(λk − z)2 ds
+
N∑
k=1
λkuk(α)uk(β)
2(λk − z)2 ds+
N∑
k=1
uk(α)uk(β)
N(λk − z)3 ds.
We can use the identity
uk(α)uk(β)
(λk − λℓ)
(
1
(λk − λℓ)(λℓ − z) −
1
(λk − λℓ)(λk − z) −
1
(λk − z)2
)
=
uk(α)uk(β)
(λk − z)2(λℓ − z)
to obtain
d
N∑
k=1
uk(α)uk(β)
λk − z =
N∑
k,ℓ=1
uk(α)uk(β)
N(λk − z)2(λℓ − z) −
1
2
√
N
N∑
k,ℓ=1
uk(α)uℓ(β) + uk(β)uℓ(α)
(λk − z)(λℓ − z) dBkℓ. (3.9)
By th spectral decomposition of the resolvent from (3.1) and the definition of G˜s, we obtain (3.8).
Equation (3.8) can be seen as a stochastic advection equation. If one removes the stochastic martingale
term and replace s(z) by its deterministic equivalent m(z), it is possible to solve this equation using the
characheristics method.
Lemma 3.12. Let the characteristic zs be defined as
zs =
1
2
(
es/2(z +
√
z2 − 4) + e−s/2(z −
√
z2 − 4)
)
we then have for any function h0 smooth enough
∂shs(z) =
(
m(z) +
z
2
)
∂zhs(z) with hs(z) := h0(zs)
where m(z) is given in (3.1).
We are now ready to prove Proposition 3.9 using this advection equation and the previous representation
of its solution.
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Proof of Proposition 3.9. Firstly, see that we can work on the event A1(ξ) which holds with very high proba-
bility. Now, we have
G˜sαβ(z)− G˜0αβ(zs) = −
∫ s
0
dG˜s−ταβ (zτ ) =
1√
N
N∑
k,ℓ=1
∫ s
0
uτk(α)u
τ
ℓ (β)dBkℓ(τ)
(λk(τ) − zs−τ )(λℓ(τ) − zs−τ ) +O
(
N ξ
Nη
)
.
We have the easy bound, since s≪ 1,
E
[
usj(α)u
s
j(β) ImG
s
αβ(z)
∣∣λ] . E [usj(α)usj(β) Im G˜sαβ(z)∣∣∣λ]
which gives
E
[
usj(α)u
s
j(β) ImG
s
αβ(z)
∣∣λ] 6 E [usj(α)usj(β) Im G˜0αβ(zs)∣∣∣λ]
+
1√
N
E
Im N∑
k,ℓ=1
∫ s
0
usj(α)u
s
j(β)u
τ
k(α)u
τ
ℓ (β)
(λk(τ) − zs−τ )(λℓ(τ) − zs−τ )dBkℓ(τ)
∣∣∣∣∣∣λ
+O(N2ω
N2η
)
. (3.10)
For the first term, we use the fact that G0(zs) only depends on the initial matrix for the dynamics and we can
write
E
[
usj(α)u
s
j(β) Im G˜
0
αβ(zs)
∣∣∣λ] = E [Im G˜0αβ(zs)E [usj(α)usj(β)∣∣H0,λ]∣∣∣λ]
But we have the dynamics for f˜s(j) = E
[
usj(α)u
s
j(β)
∣∣H0,λ],
∂sf˜s(j) =
∑
k 6=j
f˜s(k)− f˜s(j)
N(λk − λj)2 .
This a clear consequence of Itô’s formula and similar to the eigenvector moment flow from [BY17]. So that by
a maximum principle we obtain the following: define the index km as
f˜s(km) = sup
k∈[[1,N ]]
f˜s(km)
then we can write for any η′ > 0,
∂sf˜s(km) 6 − 1
η′
f˜s(km) 1
N
∑
k 6=km
η′
(λk − λkm)2 + η′2
− 1
N
∑
k 6=km
f˜s(k)η
′
(λk − λkm)2 + η′2

6 − 1
η′
Imm(λkm + iη′)f˜s(km)− Im ∑
k 6=km
f˜s(k)
N(λk − (λkm + iη′))
+O
(
N3ξ
N2η′
)
where we used the averaged local law (3.2) and the delocalization (3.4) which gives f˜s 6 N
−1+2ξ to obtain our
error term. The second term in the inequality can be bounded using the entrywise local law of the resolvent
(3.3), by denoting zkm = λkm + iη
′,
Im
∑
k 6=km
f˜s(k)
N(λk − zkm)
=
1
N
E
[
ImGsαβ(zkm)
∣∣H0,λ]+O( N2ξ
N2η′
)
= O
(
N2ξ
N
(√
Immsc(zkm)
Nη′
+
1
Nη′
))
.
So that finally
∂sf˜s(km) 6 − 1
η′
(
Imm(zkm)f˜s(km) +O
(
N3ξ
N
(√
Immsc(zkm)
Nη′
+
1
Nη′
)))
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which gives, using a Gronwall argument for η′ = N−δ1s where we choose s and δ1 such that η′ > N−2/3,
f˜s(km) = O
(
N3ξ
N
√
Nη′ Imm(zkm)
)
= O
(
N3ξ+3δ1/4
N3/2s3/4
)
. (3.11)
In the last inequality, we used that Imm(zkm) is bounded by
√
η′ = N−δ1/2s1/2. Finally since Im zs is increasing
along the characteristics we have that Im zs > η which gives that using the local law,
Im G˜0αβ(zs) 6
N ξ√
Nη
. (3.12)
Finally we have the following bound combining (3.11) and (3.12),
E
[
usj(α)u
s
j(β) Im G˜
0
αβ(zs)
∣∣∣λ] = O( N4ξ+3δ1/4
N2s3/4η1/2
)
. (3.13)
We now need to bound the term with the stochastic integral in (3.10). Firstly see that we condition on
the whole path of eigenvalues λ which corresponds to condition on the σ-field generated by the Bkk. However,
it is independent of the noise driving the eigenvector dynamics (1.7) which gives a zero expectation for all
off-diagonal terms in the sum. Thus we simply need to bound
1√
N
E
[
usj(α)u
s
j(β)Ms
∣∣λ] with Ms = ∫ s
0
N∑
k=1
uτk(α)u
τ
k(β)
(λk(τ) − zs−τ )2 dBkk(τ).
We bound the stochastic integral using its quadratic variation via the probability bound, for any ε > 0 and
D > 0,
P
(
sup
06u6s
|Mu| > Nε
√
〈M〉s
)
6 N−D.
We have the identity
〈M〉s 6
∫ s
0
N∑
k=1
uτk(α)
2uτk(β)
2
|λk(τ) − zs−τ |4 dτ 6
N4ξ
N2
N
∫ s
0
dτ
η4
6
N4ξs
Nη4
.
In this suboptimal inequality, we used the complete delocalization of eigenvectors to bound the numerator and
the fact that |λk(τ) − zs−τ | > Im zs−τ > η. Finally, using the complete delocalization at time s we can now
bound
1√
N
E
[
usj(α)u
s
j(β)Ms
∣∣λ] = O(N4ξ√s
N2η2
)
. (3.14)
Finally, putting (3.10), (3.13) and (3.14) together we obtain
E
[
usj(α)u
s
j(β) ImG
s
αβ(z)
∣∣λ] = O(N3ξ
N2η
+
N4ξ+3δ1/4
N2s3/4η1/2
+
N4ξ
√
s
N2η2
)
.
To give an idea of the bound from Proposition 3.9, we give now the parameters scaling we choose when
using it. In the next section, we consider a small relaxation time s = N−θ for a small θ ∈ (0, 2/3) and the
spectral resolution is chosen such that η = N−δ2s. If we take the parameter δ1 such that δ1 6 2δ2 then the
third term in the bound is dominating and we have
E
[
usj(α)u
s
j(β) ImG
s
αβ(z)
∣∣λ] = O(N4ξ+2δ1+3θ/2
N2
)
.
Since we suppose that |I| 6 CN1−ϑ for some ϑ ∈ (0, 1) and choosing our positive parameters ξ, δ1 and θ small
enough such that κ := ϑ− (4ξ + 2δ1 + 3θ/2) > 0, we obtain that
E
[
usj(α)u
s
j(β) ImG
s
αβ(z)
∣∣λ] = O(N−κNϑ
N2
)
= O
(
N−κ
N |I|
)
.
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All in all, it can be used to bound the following quantity needed in the proof of the decorrelations of eigenvector
fluctuations
1
N
∑
α,β∈I
α6=β
E
[
usj(α)u
s
j(β) ImG
s
αβ(z)
∣∣λ] = O(N−κ |I|
N2
)
which gives the correct estimates as the leading order is given by the diagonal elements
1
N
∑
α∈I
usj(α)
2 ImGαα(z) ≈ |I|
N2
Imm(z).
4. Relaxation by the Dyson Brownian motion
In this section, we make our initial matrix W undergo the Dyson Brownian motion from Definition 1.1. The
point being to obtain the asymptotic value of fFers after a short time s and see that it coincides with the family
(pkℓ)kℓ being independent Gaussian random variables.
We give the asymptotic value of fFer in the following lemma, while this is a simple computation, we give a
short proof in order to see a recursion relation. Indeed, it is this recursion relation which occurs in the later
proof.
Lemma 4.1. Consider An = E [detG] where G is a symmetric n× n matrix with independent entries (up to
the symmetry) given by Gij ∼ N (0, 1) for i 6= j and Gii ∼ N (0, 2). Then we have
An =
{
(−1)n/2n!! if n is even,
0 otherwise.
Proof. This can be computed using a recursion relation of order 2 by developing according to some rows and
columns. We write in the following M
(j)
(i) the matrix M where we removed the line i and the column j. We can
then develop the determinant in the following way
An = E
[
n∑
i=1
G1,i(−1)i+1 detG(i)(1)
]
=
n∑
i=1
n−1∑
j=1
(−1)i+jE [G1,iGj+1,1]E
[
detG
(i,1)
(1,j+1)
]
= −
n∑
i=2
An−2.
And this recursion formula gives us the result knowing that
A1 = 0 and A2 = −1.
In order to prove Theorem 1.5 we only need to analyze the Fermionic and Bosonic observable for two
particles. This is done in the next subsection and separately from the case of n particles. Indeed, the estimate
from Proposition 3.9 cannot be generalized to the case of n particles and only the delocalization with the local
law is used. This gives the correct estimate only if the set of indices is of cardinality |I| ≪ √N while we can
reach the optimal |I| ≪ N for two particles.
In the rest of the paper we consider our family of vectors (qα) to be the canonical basis and C0 = |I|/N
the correct centering. Note that we could generalize in the same way to any orthonormal basis of vector but
consider only this special case for simplicity. The constant, however, need to be given by this value to consider
fluctuations of a centered random variable. So that we consider the family (pkℓ) as in (3.6).
4.1. Fermionic observable with two particles
For two particles, we want to asymptotically compute our Fermionic observable. First, we denote the probability
event A2(ξ, δ, δ1, ω) the intersection of A1(ξ, δ, ω) with the events where the bounds from Propositions 3.9 and
3.5 hold. Note that we need to consider a relaxation of time s ≫ N−2/3 for this to be possible. The goal of
this subsection is to prove the following theorem.
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Proposition 4.2. Let ξ, δ, δ1, ω > 0. Consider f
Fer
s as in (1.10), conditionally on the event A2(ξ, δ, δ1, ω),
there exists θ2 > 2/3 such that for N
−δ ≫ s > N−θ2 there exists a positive ϑ2 such that
sup
k1 6=k2
∣∣∣∣fFers (k1, k2) + |I|N2
∣∣∣∣ = O(N−ϑ2 |I|N2
)
. (4.1)
Proof. For readibility, we omit the time dependence for our overlaps, our eigenvectors and eigenvalues. We can
write our Fermionic observable as
fFers (k1, k2) = E
[
pk1k1pk2k2 − p2k1k2
∣∣λ] .
We use a maximum principle for this observable since it follows the parabolic equation (1.11) and obtain the
result by a Gronwall argument. Consider km = (km1 , k
m
2 ) the multi-index corresponding to the maximum of
the function fFers so that
fFers (k
m) = sup
k, |k|=2
fFers (k).
Then we have, since fFers follows (1.11) and k
m is the index for which fFers is the maximum, for any positive η,
∂sf
Fer
s (k
m) = 2
2∑
i=1
∑
ℓ/∈{km1 ,km2 }
fFers ((k
m)i(ℓ))− fFers (km)
N(λkm
i
− λℓ)2
6
2
η
2∑
i=1
1
N
∑
ℓ/∈{km1 ,km2 }
(fFers ((k
m)i(ℓ))− fFers (km))η
(λkm
i
− λℓ)2 + η2 .
We consider only the terms in the first sum of the right hand side for readability, the other term can be
bounded in exactly the same way. First note that adding this parameter η made imaginary parts arise. Namely,
we have the formula
1
N
∑
ℓ/∈{km1 ,km2 }
fFers (k
m)
η
(λkm
i
− λℓ)2 + η2 = f
Fer
s (k
m) Imm(zki) +O
(
N ξ
Nη
Ψ21(s)
)
where we used Proposition 3.5 and (3.2) for the error term. Now, we need to control the term involving
fFers ((k
m)i(ℓ)) = E
[
pk3−ik3−ipℓℓ − pk3−iℓ
∣∣λ] . As said before we consider the term i = 1, thus we can write
1
N
∑
ℓ/∈{km1 ,km2 }
(pℓℓpk2k2 − p2ℓk2)η
(λk1 − λℓ)2 + η2
= pk2k2 Im
N∑
ℓ=1
pℓℓ
N(λℓ − zk1)
− Im
N∑
ℓ=1
p2ℓk2
N(λℓ − zk1)
+O
(
N ξ
Nη
Ψ21(s)
)
. (4.2)
These two sums can be written in terms of the resolvent defined in (3.1) and control them with the isotropic
local law (3.3). Indeed, by definition of our overlaps,
Im
N∑
ℓ=1
pℓℓ
N(λℓ − zk1)
= Im
∑
α∈I
N∑
ℓ=1
uℓ(α)
2
N(λℓ − zk1)
− |I|
N
Imm(zk1)
=
1
N
Im
(∑
α∈I
(Gαα(zk1)−m(zk1))
)
= O
(
N ξ|I|
N
√
Nη
)
. (4.3)
For the second term in (4.2), we can also write it in terms of the resolvent but we need to keep the expectation
over λ,
Im
N∑
ℓ=1
E
[
p2ℓk2
∣∣λ]
N(λℓ − zk1)
=
1
N
∑
α,β∈I
E [uk2(α)uk2(β) ImGαβ(zk1)|λ]
=
1
N
∑
α∈I
E
[
uk2(α)
2
∣∣λ] Imm(zk1) +O( |I|2N N5ξ+δ1Ψ2(s, η)
)
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where we used Proposition 3.9. To evalute the first term, we can use Proposition 3.5 which gives us
Im
N∑
ℓ=1
E
[
p2ℓk2
∣∣λ]
N(λℓ − zk1)
=
|I|
N2
Imm(zk1) +O
(
N ξ
N
Ψ1(s) +
|I|2
N
N5ξ+δ1Ψ2(s, η)
)
. (4.4)
Now, combining the estimates (4.2), (4.3) and (4.4) we obtain the inequality,
∂s
(
fFers (k
m) +
|I|
N2
)
6 − Imm(zk1) + Imm(zk2)
η
(
fFers (k
m) +
|I|
N2
)
+O
(
1
η
(
N ξ
Nη
Ψ21(s) +
N ξ|I|
N
√
Nη
Ψ1(s) +
N ξ
N
Ψ1(s) +
|I|2
N
N5ξ+δ1Ψ2(s, η)
))
.
Now, consider a positive δ2 > 0 small enough so that we can take η = sN
−δ2 and η such that η ≫ N−2/3. By
Gronwall’s lemma, using the fact that Imm(E + iη) >
√
η for such η we obtain
fFers (k
m) +
|I|
N2
= O
(
N ξ+3δ2/2
Ns3/2
Ψ21(s) +
N ξ+δ2 |I|
N3/2s
Ψ1(s) +
N ξ+δ2/2
N
√
s
Ψ1(s) +
|I|2N5ξ+δ1+δ2/2
N
√
s
Ψ2(s,N
−δ2s)
)
.
Our relaxation time s can be chosen large enough so that all the error terms in the parenthesis are of order
smaller that |I|N2 . Indeed, we have the following
N ξ+3δ2/2
Ns3/2
Ψ21(s)≪
|I|
N2
=⇒ s≫
(
N ξ+3δ2/2|I|
N2
)2/7
∨ N
ξ/3+δ2/2
N1/3
,
N ξ+δ2
|I|Ψ1(s)
N3/2s
≪ |I|
N2
=⇒ s≫ N4δ2/7+4ξ/7
( |I|
N
)2/7
,
N ξ+δ2/2
N
√
s
Ψ1(s)≪ |I|
N2
=⇒ s≫ N
2ξ/3+δ2/3
N1/3
∨ N
4ξ/5+2δ2/5
|I|2/5 ,
|I|2N5ξ+δ1+δ2/2
N
√
s
Ψ2(s,N
−δ2s)≪ |I|
N2
=⇒ s≫
(
N5ξ+δ1+5δ2/2|I|
N
)1/2
.
We can then consider a time relaxation s large enough so that all the correct bounds hold and we finally obtain
that there exists ϑ2(ξ, δ1, δ2, s) > 0 such that
fFers (k
m) = − |I|
N2
+O
( |I|
N2
N−ϑ2
)
.
Thus, the case n = 2 has been proved and we obtain the correct value as in Lemma 4.1.
4.2. Fermionic observable with n particles
We show in this subsection that our determinant is asymptotically close to An and thus confirming the idea
that, in the sense of moments, the family of (pkℓ) are independent Gaussian for broader moments than just
correlations. Unfortunately, the knowledge of these moments does not seem enough to say that the whole family
behaves in this fashion. To obtain Theorem 1.5, we only need the previous subsection with two particles but
we state here the theorem for any value of n. Note that we need here stronger assumptions on our observable
as we consider |I| ≪ √N instead of the optimal |I| ≪ N . This is due to the fact that there does not seem to
be a direct way to generalize the proof of Proposition (3.9) to n particles.
Theorem 4.3. Let n ∈ N and ξ, δ1, δ, ω > 0. Consider fFers as in (1.10) with the additional assumption that
|I| 6 N1/2−ϑ, conditionally on the event A2(ξ, δ, δ1, ω) there exists θn > 2/3 such that for N−δ ≫ s > N−θn
there exists a positive ϑn > 0 such that
sup
k,|k|=n
∣∣∣∣∣fFers (k)−
(√|I|
N
)n
An
∣∣∣∣∣ = O
((√|I|
N
)n
N−ϑn
)
. (4.5)
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Note that in the proof we always do a maximum principle in order to obtain our leading order but the same
estimates can be done on the infimum of our observable so that we get our result.
Proof of Theorem 4.3. Let ξ > 0. We also use a recursion formula in order to obtain the value of our Fermionic
observable. and thus need to obtain an estimate on the observable for small n (the size of the determinant).
We already obtained an estimate for n = 2 we describe here the estimate we need for n = 1. In this case we
have that fFers (k) = E [pkk|λ]. We can obtain an estimate by using a maximum principle on fFers . Consider km
the index such that
fFers (km) = sup
k∈[[1,N ]]
fFers (k).
Then we have, since fFers follows the dynamics (1.11), we have for any η > 0,
∂sf
Fer
s (km) = 2
∑
ℓ 6=km
fFers (ℓ)− fFers (km)
N(λℓ − λkm)2
6
2
η
E
 1
N
∑
ℓ 6=km
(pℓℓ − pkmkm)η
(λℓ − λkm)2 + η2
∣∣∣∣∣∣λ
 .
Now, one can see that
pkmkm
1
N
∑
ℓ 6=km
η
(λℓ − λkm)2 + η2
= pkmkm Imm(zkm) +O
(
N ξ
Nη
Ψ1(s)
)
where we reintroduced the notation zki = λki + Iη. For the other term, we use the isotropic local law from
(3.3),
1
N
∑
ℓ 6=km
pℓℓη
(λℓ − λkm)2 + η2
=
1
N
∑
α∈I
Gαα(zkm)−
|I|
N
Imm(zkm) +O
(
N ξ
Nη
Ψ1(s)
)
= O
(
N ξ|I|
N
√
Nη
+
N ξ
Nη
Ψ1(s)
)
.
Thus, we obtain the following gronwall type inequality,
∂sf
Fer
s (km) 6 −
2 Imm(zkm)
η
fFers (km) +O
( |I|N ξ
Nη
√
Nη
+
N ξ
Nη2
Ψ1(s)
)
which gives us that, as long as we consider η = sN−δ2 , with δ2 small enough so that η > N−2/3,
fFers (km) = O
( |I|N ξ
N3/2η
+
N ξ
Nη3/2
Ψ1(s)
)
.
Thus, to obtain an estimate such that the error is smaller than
√|I|/N we need to consider s such that
s≫ N δ2+ξ
√
|I|
N
∨
(
N ξ+3δ2/2√
N
√
|I|
N
)2/5
∨ N
4ξ/9+2δ2/3
N4/9
.
Note that the choices of our parameter s is consistent since we consider |I| ≪ N and can consider ξ, δ, δ1 and
δ2 as small as we want. The condition |I| ≪
√
N is needed for the n particles case. Thus, the case n = 1 goes
in the direction of Lemma 4.1.
Consider now the case where n is an integer greater than 2. For the general case, we develop our Fermionic
observable via the Leibniz formula, for k such that |k| = n and Sn the set of permutations of [[1, n]],
fFers (k) = E [detPs(k)|λ] =
∑
σ∈Sn
ǫ(σ)E
[
n∏
i=1
pkikσ(i)(s)
∣∣∣∣∣λ
]
.
21
As earlier, we use a maximum principle technique in order to obtain the leading order for Theorem 4.3. Consider
km maximizing fFers (k) and write
∂sf
Fer
s (k
m) = 2
n∑
i=1
∑
ℓ/∈{km1 ,...,kmn }
fFers ((k
m)i(ℓ))− fFers (km)
N(λkm
i
− λℓ)2
6
2
η
n∑
i=1
∑
ℓ/∈{km1 ,...,kmn }
(fFers ((k
m)i(ℓ))− fFers (km))η
N((λkm
i
− λℓ)2 + η2) . (4.6)
Now, we can also write that since n is fixed independent of N ,
1
N
∑
ℓ/∈{km1 ,...,kmn }
fFers (k
m)
η
(λkm
i
− λℓ)2 + η2 = f
Fer
s (k
m) Imm(zkm
i
) +O
(
N (n+1)ξ
Nη
Ψn1 (s)
)
where we used the fact that fFers (k
m) 6 NnξΨn1 (s) and the local law (3.2).
In order to control fFers ((k
m)i(ℓ)), we partition Sn into three sets which give different contributions to the
result, note that we make the permutations on the set given by the indices in (km)i(ℓ) but since the number of
indices stay constant and is equal to n, this dependence does not matter in our computations,
S
(1)
n (ℓ) = {σ ∈ Sn : σ(ℓ) = ℓ} ,
S
(2)
n (ℓ) =
{
σ ∈ Sn : σ(ℓ) = σ−1(ℓ) and σ(ℓ) 6= ℓ
}
,
S
(3)
n (ℓ) = Sn \ (S(1)n ⊔S(2)n ).
Now see that we can write, for a fixed i ∈ [[1, n]],
1
N
∑
ℓ/∈{km1 ,...,kmn }
ηfFers ((k
m)i(ℓ))
(λkm
i
− λℓ)2 + η2 =
1
N
Im
N∑
ℓ=1
fFers ((k
m)i(ℓ))
(λℓ − zkm
i
)
+O
(
Nnξ
Nη
Ψn1 (s)
)
.
By developing fFers ((k
m)i(ℓ)) according to the Leibniz formula and separating this sum in three terms with
respect to the prior partition of Sn, we now have to control three terms. The first one can be written as
(I) :=
∑
σ∈S(1)n (i)
ǫ(σ) Im
N∑
ℓ=1
pℓℓ
N(λℓ − zki)
n∏
j=1
j 6=i
pkjkσ(j) = O
(
Nnξ|I|
N
√
Nη
Ψn−11 (s)
)
using the local law from (3.3). Now, for the contribution of S
(2)
n we have to control
(II) :=
∑
σ∈S(2)n (i)
ǫ(σ) Im
N∑
ℓ=1
p2ℓkσ(i)
N(λℓ − zki)
∏
j 6=i
j 6=σ(i)
pkjkσ(j) .
Recall the definition of pℓki (3.6), we can write the previous term as a resolvent in the following way
Im
N∑
ℓ=1
p2ℓkσ(i)
N(λℓ − zki)
=
1
N
∑
α,β∈I
ukσ(i)(α)ukσ(i)(β) ImGαβ(zki)
=
|I|
N2
Imm(zki) +O
(
N ξΨ1(s)
N
+
N ξ|I|
N2
√
Nη
+
N2ξ|I|2
N2
√
Nη
)
.
The leading contribution in the previous equation comes from the diagonal terms in the sum. The firt error
term comes from applying Proposition 3.5, the second from applying (3.3) and the last one from combining
(3.4) and (3.3) to bound the off-diagonal terms. Note that the second error term is always smaller than the
last one.
22
It is possible to see (II) as a sum over the possible σ(i) in the product so that we can write it as a sum of
determinant of size n− 2 in order to conclude later by induction. Indeed, we have
(II) = − |I|
N2
Imm(zki)
n∑
i0=1
i0 6=i
detPs
(i,i0)
(i,i0)
+O
((
N ξΨ1(s)
N
+
N2ξ|I|2
N2
√
Nη
)
N (n−2)ξΨn−21 (s).
)
.
Note that in the previous equation we obtain a minus sign from the signatures of the permutations. Indeed,
as the estimate removed the cycle (kikσ(i)), it removed two elements from the set so that if one writes the
signature as ǫ(σ) = (−1)n−C (σ) with C (σ) the number of cycles of the permutation σ, the new signature
becomes (−1)n−2−C (σ)+1 = −ǫ(σ). It remains to bound the last term coming from S(3)n ,
(III) =
∑
σ∈S(3)n (i)
ǫ(σ) Im
N∑
ℓ=1
pℓkσ(i)pkσ−1(i)ℓ
N(λℓ − zki)
∏
j 6=i
j 6=σ−1(j)
pkjkσ(j) .
Now, we can write the last sum as,
Im
N∑
ℓ=1
pℓkσ(i)pkσ−1(i)ℓ
N(λℓ − zki)
=
1
N
∑
α,β∈I
ukσ(i)(α)ukσ−1(i)(β) ImGαβ(zki)
=
1
N
Imm(zki)pkσ(i)kσ−1 (i) +O
(
N2ξ
N
√
Nη
Ψ1(s) +
N2ξ|I|2
N2
√
Nη
)
= O
(
N2ξ
N
Ψ1(s) +
N2ξ|I|2
N2
√
Nη
)
which gives us that
(III) = O
(
Nnξ
N
Ψn−11 (s) +
Nnξ|I|2
N2
√
Nη
Ψn−21 (s)
)
.
Finally, putting all these estimates together in (4.6) , we obtain the following inequality
∂sf
Fer
s (k
m) 6 −C
n∑
i=1
Imm(zki)
η
fFers (km) + |I|N2
n∑
i0=1
i0 6=i
E
[
detPs
(i,i0)
(i,i0)
∣∣∣λ]

+O
(
N (n+1)ξΨn1 (s)
Nη2
+
Nnξ|I|Ψn−11 (s)
(Nη)3/2
+
NnξΨn−11 (s)
Nη
+
Nnξ|I|2Ψn−21 (s)
N5/2η3/2
)
.
Now, we are going to use our induction hypothesis, since E
[
detPs
(i,i0)
(i,i0)
∣∣∣λ] corresponds to the Fermionic ob-
servable with a configuration of n − 2 particles (we removed a particle in i and in i0), thus we suppose that
there exists a ϑn−2 such that for any i and i0
E
[
detPs
(i,i0)
(i,i0)
∣∣∣λ] = (√|I|
N
)(n−2)
An−2 +O
(√|I|
N
)n−2
N−ϑn−2
 .
So that, since we obtained the correct initial conditions earlier, we obtain that
∂sf
Fer
s (k
m) 6 −C
n∑
i=1
Imm(zki)
η
(
fFers (k
m)−
(√|I|
N
)n
An
)
+O
(
N (n+1)ξΨn1 (s)
Nη2
+
Nnξ|I|Ψn−11 (s)
(Nη)3/2
+
NnξΨn−11 (s)
Nη
+
Nnξ|I|2Ψn−21 (s)
N5/2η3/2
+
N−ϑn−2
η
(√|I|
N
)n)
.
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So that, by taking η = sN−δ2 for some small δ2 > 0 such that η ≫ N−2/3, we obtain by Gronwall’s lemma,
using again that Imm(E + iη) >
√
η,
fFers (k
m) =
(√|I|
N
)n
An +O
(
N (n+1)ξ+3δ2/2Ψn1 (s)
Ns3/2
+
Nnξ+δ2 |I|Ψn−11 (s)
N3/2s
+
Nnξ+δ2/2Ψn−11 (s)
N
√
s
+
+
Nnξ+δ2 |I|2Ψn−21 (s)
N5/2s
+
N−ϑn−2+δ2/2√
s
(√|I|
N
)n)
.
Thus for the error terms to be of order less than (
√|I|/N)n, we need to consider s large enough, more precisely
s≫ max

(
N (n+1)ξ+3δ2/2
N
) 4
3n+6
,
(
Nnξ+δ2
√
|I|
N
) 4
3n+1
,
(
Nnξ+δ2/2√|I|
) 4
3n−1
,
(
Nnξ+δ2 |I|√
N
) 4
3n−2
, N−2ϑn−2+δ2
 .
Note that this choice is consistent with the constraint that s ≪ N−δ by the additional assumption that
|I| ≪ √N for the fourth condition above. Note that we need to consider ξ, δ and δ2 small enough for our
proof.
Now that we have the leading order for our Fermionic observable, we can obtain Theorem 1.5 for the class
of matrices given by Hs for a class of N
−2/3 ≪ s≪ 1,
Proposition 4.4. There exists a constant θ1 ∈ (0, 23 ) such that for any θ2 > 0 with θ2 > 23 − θ1 and any
relaxation time s ∈ [N−2/3+θ1 , N−θ2 ], Theorem 1.5 holds for Hs.
Proof. By the analysis of the Fermionic observable in Theorem 4.3, we know that there exists δ > 0 such that
E [pkkpℓ]− E
[
p2kℓ
]
= − |I|
N2
+O
( |I|
N2
N−δ
)
. (4.7)
Now, while we studied our Fermionic observable it was also possible to study the Bosonic observable from
[BYY18] which in the case of two particles consists of, for k and ℓ two distinct indices in [[1, N ]],
fBoss (k, ℓ) = E
[
pkkpℓℓ + 2p
2
kℓ
∣∣λ] and fBoss (k, k) = 13E [p2kk∣∣λ]
and it follows the usual eigenvector moment flow so that by a similar analysis, we can obtain
E [pkkpℓ] + 2E
[
p2kℓ
]
= 2
|I|
N2
+O
( |I|
N2
N−δ
′
)
(4.8)
for some positive δ′. So that, combining (4.7) and (4.8), we obtain our result for the eigenvector of the matrix
Hs.
5. Proof of Theorem 1.5
We have now our result for the Gaussian divisible ensemble
Hs(W ) = e
−s/2W +
√
1− e−sGOE
with s a small parameter (in particular s 6 N−ε for some ε) and any W being a generalized Wigner matrix.
The point of this section is to remove the Gaussian term in order to obtain the result for our original matrix
W . We do so by using a moment matching scheme and the density of the Gaussian divisible ensemble. The
main point being that we can find a generalized Wigner matrix W0 such that Hs(W0) has the same first few
moments as W and finish the proof by a Green function comparison theorem. We give this theorem now, a
variant of [KY13, Theorem 1.10] which can be found in [BY17, Theorem 5.2]. It needs as an assumption a level
repulsion estimate. The following theorem states that the level repulsion estimate holds for generalized Wigner
matrices, it can be found in [EY15,BEY14].
24
Theorem 5.1 ([EY15, BEY14]). Consider W a generalized Wigner matrix and λ1 6 · · · 6 λN its ordered
eigenvalues. There exists α0 > 0 such that for any 0 < α < α0, there exists δ > 0 such that for any E ∈ (−2, 2),
see that we have γk 6 E 6 γk+1 for some k ∈ [[1, N ]], we have
P
(∣∣∣{i, λi ∈ [E −N−2/3kˆ−1/3, E +N−2/3kˆ−1/3]}∣∣∣ > 2) 6 N−α−δ
with kˆ = min(k,N − k + 1).
Remark 5.2. Note that this result has only been technically proved in the regime where either kˆ 6 N1/4 for
the edge case or in the bulk of the spectrum. But as remarked in [BY17], this estimate can be proved to any
regime of k with minor modifications in the proof.
This uniform level repulsion estimate for W allows us to use the generalization of the following Green
function comparison theorem
Theorem 5.3 ([BY17]). Consider W and W ′ two generalized Wigner ensembles such that the first three
moments of off-diagonal entries of W and W ′ are equal and that the first two moments of diagonal entries of
W and W ′ are equal. Suppose also that there exists a positive a such that for any i 6= j,∣∣∣E[w4ij ]− E[w′ij4]∣∣∣ 6 N−2−a.
Let α > 0, then there exists ε = ε(a) > 0 such that for any k ∈ N and any q1, . . . ,qk and any indices
j1, . . . , jk ∈ [[αN, (1 − α)N ]] we have(
E
W − EW ′
)
O
(
N〈q1, uj1〉2, . . . , N〈qk, ujk〉2
)
= O(N−ε)
for any smooth function O with polynomial growth,
|∂mO(x)| 6 C(1 + |x|)C
for some C and for any m ∈ Nk such that |m| 6 5.
We can now give the proof of our main result.
Proof of Theorem 1.5. We have proved that our result holds for any matrix from the Gaussian divisible ensemble
Hs(W0) for any generalized Wigner matrix W0 and s ∈ [N−2/3+θ1 , N−θ2 ] for some positive θ1 and θ2. Now, in
order to use the Green function comparison theorem for eigenvector Theorem 5.3, we simply need to be able to
construct a matrix W0 such that the assumption of Theorem 5.3 hold for the matrices Hs(W0) and W . Such a
construction can be seen in [EYY11, Lemma 3.4] and the result has been proved.
A. Combinatorial proof of Theorem 1.2
In this appendix, we give another proof of Theorem 1.2 where we use the generator of the dynamics (1.7)
without any consideration of Grassmann variables. The proof is based on the expansion of the determinant
and a careful bookkeeping on the action of the generator on permutations.
Proof of Theorem 1.2. First define
g(ξ) =
∑
σ∈Sn
ǫ(σ)
n∏
i=1
pikiσ(k) so that f
Fer
s (ξ) = E [g(ξ)|λ] .
We therefore need to show the following two equality
X2ikjg(ξ) = 2(g(ξ
ikj)− g(ξ)) for k ∈ {1 . . . , n}, j /∈ {i1, . . . , in}, (A.1)
X2ikiℓg(ξ) = 0 for k, ℓ ∈ {1, . . . , n}. (A.2)
Part of the reasoning is done via induction. We first describe the proof for two particles. For simplicity,
we describe one of the joint moments of the family (pkℓ) as a graph corresponding to a permutation in the
determinant. For instance, for two particles, we have two distinct graphs.
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i1 i2 i1 i2
pi1i1pi2i2 p
2
i1i2
① ②
Thus we can write our fermionic observable for these two particles as
gt(ξ) = pi1i1pi2i2 − p2i1i2 = ①−②.
Note that we have a sign difference between the terms because of the changing signature between these two
permutations. Now, see that the generator X operates on our family of overlaps (pikiℓ) in the following way
Xikiℓpikik = −2pikiℓ = −Xikiℓpiℓiℓ , Xikiℓpikiℓ = pikik − piℓiℓ ,
Xikiℓpikj = −piℓj , Xikiℓpiℓj = pkj .
(A.3)
With these algebraic relations, one can easily see that we have (A.1) for gt(ξ). One can also easily deduce (A.2)
with these simple relations, however, in order to explain the more detailed approach of the case of n particles,
we disclose the proof in more details. We can first operate X on both of the terms in gt(ξ) and see that
X2i1i2 (pi1i1pi2i2) = 2
(
p2i1i1 + p
2
i2i2 − 2(pi1i1pi2i2 + 2p2i1i2 )
)
= X2i1i2p
2
i1i2 . (A.4)
First see that (A.4) gives us that X2i1i2gt(ξ) = 0 and the proof for two particles is clear. However, to introduce
the notations we use in the case of n particles, we write (A.4) as the following, using the graphical representation
from the previous table,
X2i1i2① = 2
(
p2i1i1 + p
2
i2i2 − 2(①+ 2②)
)
= X2i1i2②.
Consider now the case of n particles on {i1, . . . , in}. By induction, we can only look at the permutations
in the sum where either ℓ(ik) + ℓ(iℓ) = n or ℓ(ik) = ℓ(iℓ) = n where ℓ(j) is the length of the cycle containing
j. Note that the second condition is there to take in account the fact that ik and iℓ can be in the same cycle.
Also see that by definition of Xikiℓ , we are only interested in the sites ik, iσ(k), iσ−1(k), iℓ, iσ(ℓ) and iσ−1(ℓ).
First consider the permutations such that ℓ(ik) or ℓ(iℓ) is equal to 1, such a permutation wil be represented
by ① or ② in the following table.
ik
iσ−1(ℓ) iℓ
iσ(ℓ)
① ② ③ ④
These four graphs are the one involved when applying X2 to ①. Note that while we display iσ−1(ℓ) and iσ(ℓ) as
distinct points, they could potentially be the same. The dashed red line represent the rest of the permutation,
note also that we have two distinct cycles for the graphs ① and ② while there is a single cycle for the graphs
③ and ④ so that ǫ(①) = ǫ(②) = −ǫ(③) = −ǫ(④).For simplicity, consider the notations
P
(1)
ℓ = piℓiℓpiσ−1(ℓ)iℓpiℓiσ(ℓ) ,
P
(1)
k = pikikpiσ−1(ℓ)ikpikiσ(ℓ) .
Now, using the relations (A.3) we obtain
X2ikiℓ① = 2
(
P
(1)
ℓ + P
(1)
k − (2①+ 2③+ 2④)
)
, X2ikiℓ② = 2
(
P
(1)
ℓ + P
(1)
k − (2②+ 2③+ 2④)
)
,
X2ikiℓ③ = 2
(
P
(1)
ℓ + P
(1)
k − (①+②+ 3③+④)
)
, X2ikiℓ④ = 2
(
P
(1)
ℓ + P
(1)
k − (①+②+③+ 3④)
)
.
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So that finally, taking in account the different signatures, we finally have
X2ikiℓ (2①+ 2②− 2③− 2④) = 0.
Note that we have a coefficient of 2 in front of each graph because both σ and σ−1 follows the same graph.
Now, we consider permutations where ℓ(ik) and ℓ(iℓ) are greater than 1. Thus we consider such a permutation
as the graph ⑤ in the following table.
ik iℓ
⑤ ⑥ ⑦
⑧ ⑨ ⑩
In this table, we represented all the permutations which are relevant when applying Xikiℓ to a general
permutation of type ⑤. The different colors explains the different behavior of the permutation on the rest of
the sites that are not seen by the operator X but are relevant when counting the signatures on the different
graphs. We first introduce the following notations as earlier
P
(2)
ℓ = piσ−1(k)iℓpiℓiσ(k)piσ−1(ℓ)iℓpiℓiσ(ℓ) ,
P
(2)
k = piσ−1(k)ikpikiσ(k)piσ−1(ℓ)ikpikiσ(ℓ) .
Now, if we apply Xikiℓ to a permutation such that the cycle of ik and of iℓ are greater than 1 we obtain the
following set of equations:
X2ikiℓ⑤ = 2
(
P
(2)
k + P
(2)
ℓ − (2⑤+⑥+⑦+⑧+⑨)
)
,
X2ikiℓ⑥ = 2
(
P
(2)
k + P
(2)
ℓ − (2⑥+⑤+⑦+⑧+⑩)
)
,
X2ikiℓ⑦ = 2
(
P
(2)
k + P
(2)
ℓ − (2⑦+⑤+⑥+⑨+⑩)
)
,
X2ikiℓ⑧ = 2
(
P
(2)
k + P
(2)
ℓ − (2⑧+⑤+⑥+⑨+⑩)
)
,
X2ikiℓ⑨ = 2
(
P
(2)
k + P
(2)
ℓ − (2⑨+⑤+⑦+⑧+⑨)
)
,
X2ikiℓ⑩ = 2
(
P
(2)
k + P
(2)
ℓ − (2⑩+⑥+⑦+⑧+⑩)
)
,
Now, in order to put all these equations together, one needs to see the number of permutations following these
graphs and their respective signature. Both of these values depend on the number of cycles, which is equal to
1 or 2 in these cases, of the permutations and thus depend on the corresponding color in the previous table.
We finally have
Green case: ǫ(⑤)X2ikiℓ(2⑤−⑥−⑦−⑧−⑨+ 2⑩) = 0.
Red Case: ǫ(⑥)X2ikiℓ(2⑥−⑤−⑦−⑧+ 2⑨−⑩) = 0.
Blue Case: ǫ(⑦)X2ikiℓ(2⑦−⑤−⑥+ 2⑧−⑨−⑩) = 0.
Combining this result with the case where ℓ(ik) or ℓ(iℓ) is equal to 1 gives us the result for any permutation
which finally gives
X2ikiℓgt(ξ) = 0.
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B. The Hermitian case
In this paper, we focused and developed the proof for symmetric random matrices, but the proof holds for
Hermitian matrices as well. While the maximum principle technique can clearly be directly applied to the
Hermitian case, we focused here in the definition of the Fermionic observable for the Hermitian Dyson Brownian
motion. The Dyson vector flow in this case has a different generator and it is not necessarily clear that the
determinant is still the correct one. Indeed, the Bosonic observable has a different form for Hermitian matrices
[BYY18, Appendix] since we obtain the permanent of a matrix instead of a Hafnian. We now give the Dyson
flow of eigenvalues and eigenvectors for Hermitian matrices.
Definition B.1. Let B be a Hermitian N × N matrix such that ReBij , ImBij for i < j and Bii/
√
2 are
standard independent brownian motions. The Hermitian Dyson Brownian motion is given by the stochastic
differential equation
dHs =
dBs√
2N
− 1
2
Hsdt. (B.1)
Besides, it induces the following dynamics on eigenvalues and eigenvectors,
dλk =
dB˜kk√
2N
+
 1
N
∑
ℓ 6=k
1
λk − λℓ −
λk
2
 ds, (B.2)
duk =
1√
2N
∑
ℓ 6=k
dB˜kℓ
λk − λℓuℓ −
1
2N
∑
ℓ 6=k
ds
(λk − λℓ)2 uk (B.3)
where B˜ is distributed as B.
The generator for the Hermitian Dyson vector flow is also known and given in the following proposition.
Proposition B.2 ([BY17]). The generator acting on smooth functions of the diffusion (B.3) is given by
Lt =
1
2
∑
16k<ℓ6N
1
N(λk − λℓ)2
(
XkℓXkℓ +XkℓXkℓ
)
(B.4)
with the operator Xkℓ defined by
Xkℓ =
N∑
α=1
(
uk(α)∂uℓ(α) − uℓ(α)∂uℓ(α)
)
and Xkℓ =
N∑
α=1
(
uk(α)∂uℓ(α) − uℓ(α)∂uℓ(α)
)
.
We see that the determinant of fluctuations is again an observable which follows the Fermionic eigenvector
moment flow. In the Hermitian case, if one considers (u1, . . . , uN) the eigenvectors associated to the eigenvalues
λ1 6 · · · 6 λN of Hs given by (B.1), we define the fluctuations and mixed overlap by, for a family (qα)α∈I ∈
(RN )|I|,
pkk =
∑
α∈I
|〈qα, uk〉|2 − |I|
2N
and pkℓ =
∑
α∈I
〈qα, uk〉〈qα, uℓ〉 for k 6= ℓ.
Note in particular that we have pkℓ 6= pℓk but pkℓ = pℓk. Now, we define the same observable, for k =
(k1, . . . , kn), with ki 6= kj ,
fFers (k) = E [detPs(k)|λ] (B.5)
with Ps(k) given by (1.9), note that it becomes a Hermitian matrix instead of a symmetric matrix in the
symmetric case. We then have the same fact that fFers follows the eigenvector moment flow.
Theorem B.3. Let (u,λ) be the solution to the coupled flows as in Definition B.1 and let fFers be as in (B.5),
it satisfies the following equation, for k a pairwise distinct set of indices such that |k| = n,
∂sf
Fer
s (k) =
n∑
i=1
∑
ℓ∈[[1,N ]]
ℓ/∈{k1,...,kn}
fFers (k
i(ℓ))− fFers (k)
N(λki − λℓ)2
. (B.6)
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The proof of Theorem B.3 can also be done using Grassmann variables and a Fermionic Wick theorem as
in Section 2 or by carefully expanding the determinant and following the contribution of each permutation as
in Appendix A. We do not develop the proof here as it is very similar but it is interesting to note that the
determinant and the Fermionic eigenvector moment flow is universal regarding the symmetry of the system
contrary to the Bosonic observable. Indeed, we saw the definition of the Bosonic observable via (1.12) for the
symmetric Dyson flow, but the Bosonic observable in the Hermitian case is different.
While we can also define it as a sum over (colored) graphs similarly to (1.12) another possible definition can
be given in the following way: Let ξ be a configuration of n particles, denote the position of the sites where
each particle is situated as (k1, . . . , kn) (note that we can have ki = kj for some i’s and j’s) then we can define
fBos(ξ) =
1
M(ξ)E [perPs(ξ)|λ] with Ps(ξ) =
(
pkikj
)
16i,j6n
and M(ξ) =
N∏
i=1
ηi!
where per denote the permanent of the matrix,
perA =
∑
σ∈Sn
n∏
i=1
Ai,σ(i).
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