Time series forecasting is a key ingredient in the automation and optimization of business processes: in retail, deciding which products to order and where to store them depends on the forecasts of future demand in different regions; in cloud computing, the estimated future usage of services and infrastructure components guides capacity planning; and workforce scheduling in warehouses, call centers, factories requires forecasts of the future workload. Recent years have witnessed a paradigm shift in forecasting techniques and applications, from computer-assisted model-and assumptionbased to data-driven and fully-automated. This shift can be attributed to the availability of large, rich, and diverse time series data sources, posing unprecedented challenges to traditional time series forecasting methods. As such, how can we build statistical models to efficiently and effectively learn to forecast from large and diverse data sources? How can we leverage the statistical power of "similar" time series to improve forecasts in the case of limited observations? What are the implications for building forecasting systems that can handle large data volumes?
INTRODUCTION
Time series data occur naturally in countless domains including medical analysis [24] , sensor network monitoring [27] , financial analysis [43] , social activity mining [23, 22] and database systems [35, 19] . Of all the time series related data mining tasks, forecasting is one of the most sought-after applications (and arguably the most difficult one) due to its importance in industrial, social and scientific applications. For example, forecasting plays a key role in automating and optimizing operational processes in most businesses and enables data driven decision making. Forecasts of product supply and demand can be used for optimal inventory management, staff scheduling and topology planning, and are more generally a crucial technology for most aspects of supply chain optimization. Outside of the retail use-case, the increasing volume of online, time-stamped activities represents a vital new opportunity for data scientists and analysts to measure the collective behavior of social, economic, and other important evolutions [14] .
Time series forecasting is a well-known topic that has attracted interest from many research communities including statistics, machine learning, econometrics, operations research, databases, data mining for several decades. Each community has focused on different aspects of the problem. In the statistics and econometrics communities, the prevalent forecasting methods in use today have been developed in the setting of forecasting individual or small groups of time series with complex models designed and tuned by domain experts. On the other hand, data mining and database researchers have been focusing on finding patterns in thousands or millions of related time series. Examples include forecasting the energy consumption of individual households, forecasting the load for servers in a data center, or forecasting the demand for all products that a large retailer offers. In these scenarios, a substantial amount of data on past behavior of similar, related time series can be leveraged for making a forecast for an individual time series. Using data from related time series not only allows fitting more complex (and hence potentially more accurate) models without overfitting, it can also alleviate the time and labor intensive human selection and preparation of co-variates and model selection steps required by classical techniques. Recent studies has revealed some new directions for research on large scale time series forecasting, including:
• Scalable state-space models: Classical state-space models serve as a reliable workhorse for forecasting, with appealing properties such as interpretability, ro-bustness, and theoretical guarantees. Modern extensions include scalable implementations, as well as the support for missing data and multiple data types.
• Large-scale tensor analysis: Time series data can be modeled as tensors, and tensor analysis is an important data mining tool that has various applications including sensor streams, hyperlinks, medical records and social networks over time.
• Deep Learning for forecasting: With its dominance in machine learning applications such as image recognition and machine translation, deep learning has recently also received revived interests in the field of time series forecasting. Modern deep learning techniques not only improve the state-of-art forecasting performance but also, from a systems perspective, greatly reduce the complexity of the forecasting pipeline, and therefore increase maintainability.
This tutorial aims to bring together classical forecasting techniques, time series data mining techniques, and deep learning based-forecasting methods through a concise and intuitive overview of the most important tools and techniques that we can use to help us understand and forecast time series. We will provide a comprehensive overview of proven and current directions for time series forecasting, and deal specifically with the following key topics: (1) classical linear modeling of time series, (2) scalable tensor methods, (3) deep learning for forecasting, and (4) lessons learned developing, running and maintaining large scale forecasting systems. We supply Jupyter notebooks to illustrate commonly used forecasting techniques covered in this tutorial.
Who should attend. The target audience consists of database and data mining researchers who wish to familiarize themselves with the major techniques and recent developments in time series forecasting. Additionally, this tutorial is suitable for practitioners who want a concise, intuitive overview of the state of the art.
Prerequisites. The tutorial assumes familiarity with basic linear algebra, calculus, and discrete math, as well as with fundamentals of machine learning. The proposed tutorial differs from the existing ones in several aspects: (1) we exclusively focus on the forecasting part of the time series analysis; (2) we bring together the statistical and econometric aspects with data mining and management of large scale time series forecasting, and (3), our major addition is the inclusion of recent deep learning models for forecasting, which have become increasingly popular in various domains and frequently shown superior performance compared to classical methods.
OUTLINE

Introduction to Forecasting and Classical Models (20 minutes)
• Basic (explanatory) analysis and decomposition of time series, i.e., trend, level, seasonality, etc.
• Linear models and exponential smoothing 
Conclusions and Lessons learned (10 minutes)
• Building large scale forecasting systems
• Developing Deep Autoregressive Network (DeepAR) in AWS Sagemaker
Introduction to Forecasting and Classical Methods.
In the opening chapter of the tutorial, we introduce the basic forecasting concepts and terminology. The classical time series analysis tools such as time series decomposition, lag plots, autocorrelations, etc. are also introduced [3, 2] . We discuss how to evaluate the accuracy of a forecast with metrics such as mean absolute percentage error (MAPE), quantile losses [12] , as well as metrics to evaluate hierarchical forecasts [29] . Then, we cover the classic linear methods for forecasting, including linear regression, autoregressive and moving average models (ARIMA), and useful tools in data management system such as MUSCLES [39] and AWSOM [26] . We also introduce linear dynamical systems (LDS), Kalman filter (KF) and their variants [16, 15, 34] .
In particular, we focus on the exponential smoothing models (Innovation state space models (ISSM)) [11] and structural time series models [8, 5, 30] along with their Bayesian counterparts [32, 31] . We show how to incorporate trend, seasonality factors, external signals such as promotional and other types of events and missing (or partially missing) observations [31] . We also cover how to model different types of time series observations, e.g. real, positive, integer. We close this part by discussing the topic of scalable implementations of (Bayesian) state-space models [32, 31] .
Modern methods: Tensor Analysis and Deep Learning.
In this part, we introduce contemporary methods based on tensors and deep learning models. In contrast to the classical methods, the modern approaches learn across multiple related time series globally.
2.1
We present large-scale studies of complex time-stamped events and big sparse tensors. We introduce classic matrix factorizations (MF), tensor factorizations (Tucker, CP, HOSVD), and forecasting methods that are based on MF [40] . We describe several methods to automatically mining complex time-stamped tensor, including TriMine [22] , TensorCast [4] and others [24, 20, 21, 33] . 2.2 Next, we introduce deep learning/neural network models for forecasting. In the 90s, Feedforward NNs were popular among forecasters [42] with applications in electrical load [28, 18] , financial time series [7] , and others [9] . Recent ground-breaking successes of deep neural network in other areas of machine learning have brought revived interests in applying deep learning techniques, especially recurrent neural networks and their variants [10] , to time series forecasting. In this part, we first introduce the multi-layer perceptron (feedforward NN) as an extension of the linear regression models introduced in part 1. Then we review different types of Recurrent Neural Networks (RNNs), which capture the sequential nature of time series data. Different RNN forecasters are introduced [37, 6, 41, 17, 25] and we explain the intuitions behind different structures and demonstrate their performances on a variety types of time series. We shall discuss convolutional NNs [38] , WaveNet [36] and illustrate how they can be used for forecasting. Finally, we discuss new directions for deep generative models for forecasting, in particular, with models that combines the strengths of both RNNs and classical probabilistic graphical models.
Conclusions and Lessons learned.
We conclude the tutorial with a summary of the previous parts and share the lessons learned building the scalable forecasting system for retail and cloud resource within Amazon [1] and developing cloud-based deep learning forecasting algorithms such as DeepAR [6] in AWS SageMaker [13] . 
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