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Abstract
Properties of chemicals and their mutual phase equilibria are critical variables in process design. Re-
liable estimates of relevant equilibrium properties, from thermodynamic models, can form the basis of
good decision making in the development phase of a process design, especially when access to relevant
experimental data is limited. This thesis addresses the issue of generating and using simple thermo-
dynamic models within a rigorous statistical mechanical framework, the so-called fluctuation solution
theory, from which relations connecting properties and phase equilibria can be obtained. The framework
relates thermodynamic variables to molecular pair correlation functions of liquid mixtures. In this thesis,
application of the framework is illustrated using two approaches:
1. Solubilities of solid solutes in mixed solvent systems are determined from fluctuation solution
theory application to expression arising from thermodynamics. This results in neat and unusually
simple expressions involving molecular correlation functions. These are determined from a com-
bination of experimental data and molecular-based models, and their transferability is analyzed
extensively.
2. Solubilities of gases in ionic liquids are described using a simple, yet physically sound, model for
molecular correlation functions. The method addresses solubilities of supercritical gases in ionic
liquids, as well as volumetric properties of pure ﬂuids.
In both cases, the models require a minimum of input data, and results are not highly sensitive towards
parameter values.

Resumé
Kemikaliers egenskaber og deres indbyrdes faseligevægte are kritiske variable i forbindelse med pro-
cesdesign. En god beslutningsproces i udviklingsfasen af procesdesign kræver gode estimater af rele-
vante ligevægtsegenskaber fra termdoynamiske modeller. Dette gør sig især gældende, når adgangen til
eksperimentelt data er begrænset. Denne afhandling beskriver udvikling, og brug, af termdoynamiske
modeller i indenfor rammerne af det rigoristiske statistisk mekaniske fluctuation solution theory, hvorfra
relationer mellem stofegenskaber og faseligvægte kan fås. Teorien forbinder termodynamiske variable
til integraler af molekylære parfordelingsfunktioner for væskeblandinger. Afhandlingern illustrerer an-
vendelsen af teorien gennem to tilgangsmåder:
1. Opløseligheden af fastformige stoffer i blandede solventer er bestemt fra de fundamentale lige-
vægtsrelationer, som med fluctuation solution theory, resulterer i usædvanligt simple udtryk, som
involverer integralerne for parfordelingsfunktioner som modelparametre. Disse bestemmes udfra
en kombination af eksperimentelt data og molekylære modeller, og deres indbydes samhørighed
er analyseret i stort omfang.
2. Opløseligheder af gasser i ioniske væsker er beskrevet med en simpel, men dog fysisk velfunderet,
model for molekylære parfordelingsfunktioner. Metoden er anvendt til såvel gasopløseligheder,
som volumetriske egenskaber af rene ﬂuider.
De resulterende modeller kræver i begge tilfælde et minimalt datagrundlag for parameterestimering, og
resultaterne udviser ikke stor følsomhed overfor parameterværdierne.
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Nomenclature
Throughout this thesis vectors and matrices are denoted using a boldface sans serif font. Usually,
vectors are denoted with lower case letters (a) while matrices are marked with upper case (A). Unfor-
tunately, as a result of inconsistencies in the standard literature, this is not always followed stringently,
and the reader should take care to consider the correct dimension when analyzing equations containing
vectors or matrices.
Below is a comprehensive list of all symbols appearing in the thesis, ordered according to different
categories, as well as subscripts, superscripts, and abbreviations.
Roman symbols
a0,R, a1,R, a2,R Parameters in expression for Henry’s law constant
a1, a2 Parameters in expression for hard-sphere second virial coefﬁcient
ak Coefﬁcient in Equation (3–2) or parameter in expression for reduced volume
akj Parameter in Wilson equation or UNIFAC equation
A Parameter in the Porter equation
A Parameter in Margules equation in the unsymmetric convention
A12, A21 Constants appearing in Margules equation
Aij Matrix element deﬁned in Equation (2–17)
Ai,j Margules parameter in the unsymmetric convention for i in pure j
b1, b2 Parameters in expression for hard-sphere second virial coefﬁcient
bi Parameter in expression for reduced volume
B Parameter in Margules equation in the unsymmetric convention
B12, B21 Constants appearing in Margules equation
Bij Matrix element deﬁned on page 34, liquid bulk modulus, or second virial coefﬁcient
Bi,j Margules parameter in the unsymmetric convention for i in pure j
c Constant of integration
ci Molar concentration of species i
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c1, . . . , c5 Parameters in expression for second virial coefﬁcient
cP Heat capacity at constant pressure
cij Direct correlation function between i and j
Cij Direct correlation function integral between i and j
Da,i,Dc,i Parameters in method of Jacquemim et al.
Dij Matrix element of Gibbs-Duhem equation in Equation (2–20)
Ej Energy level of microstate j
f Fugacity of mixture
fi Fugacity of species i
fij Difference in total correlation function integrals
F Objective function for excess solubility parameter estimation
F (k) Variable in modiﬁed Margules equation
F234 Function of fij
g
(2)
ij Pair correlation function of i and j
g Molar Gibbs energy
g1, g2 Phase equilibrium constraints
gi Molar Gibbs energy of species i
G Total Gibbs energy
Ga, Gc Parameters in method of Jacquemim et al.
Gi Variable in modiﬁed Margules equation
Gki Variable in UNIFAC equations
h Molar enthalpy
hij Total correlation function between i and j
Ha,Hc Parameters in method of Jacquemim et al.
Hi Henry’s law constant of i
Hi,j Henry’s law constant of i in j
Hij Total correlation function integral between i and j
Ji Variable in UNIFAC equations
k Boltsmann’s constant or scale factor for hard-sphere volume
kij Binary interaction coefﬁcient
Ki K-factor for computing liquid miscibility
Li Variable in UNIFAC equations
mi Molality of i
Mi Molar mass of i
n Total number of moles, n =
∑
i ni
ni Number of moles of species i of number of points in set i
N Total number of moles, N =
∑
iNi
Ni Number of molecules of species i
P Pressure
P (N) Probability of conﬁguration with N
q Variable in UNIFAC equations or objective function in data reduction of pure liquids
qi Variable in UNIFAC equations
Q Partition function in the canonical ensemble
Qk Volume of group k
ri Variable in UNIFAC equations
ri Position vector of i, (ri = [rx,i, ry,i, rz,i])
R Ideal gas constant
Rk Surface area of group k
s Molar entropy or objective function in gas–ionic liquid data reduction
si Logarithmic mole fraction of i
ski Variable in UNIFAC equations
S1, S2 Solid phases
t Dummy variable in density expression
T Temperature
T ∗i Characteristic temperature of i
T ∗ij Cross-characteristic temperature of i and j
u Intermolecular potential energy
vi Molar volume of i
v∗a, v
∗
c Volumes of anion and cation
V Total system volume
V ∗i Characteristic volume of i
V ∗ij Cross-characteristic volume of i and j
wi Weight fraction of i or weight of data set i
Wijk Difference in correlation functions for all pairs composed of i, j, and k
xi Liquid-phase mole fraction of i
xi,j Solubility of i in j
Xii Element of diagonal matrix, Xii = xi
yi Vapor-phase mole fraction of i
Yii Element of diagonal matrix, Yii = ρv¯i
z Coordination number in UNIFAC equations
z0, z1, z2 Parameters in expression for reduced hard-sphere diameter
zj Composition of j
Z1234 Difference in correlation functions for all pairs composed of 1, 2, 3, and 4
Greek letters
β Inverse thermal energy (β−1 ≡ kT ) or isobaric expansivity
γi Activity coefﬁcient of species i
γi,j Activity coefﬁcient of species i in pure species j
δij Kronecker delta (δij = 1 if i = i, otherwise 0.)
δVw,j Van der Waals volume of j
Δ Used to denote a difference in the property that follows this symbol or a quantity deﬁned on page 59
ki Variable in Wilson equation
η Parameter in modiﬁed Margules equation
ηk Variable in Wilson or UNIFAC equations
φi Fugacity coefﬁcient of volume fraction of species i
Φ Arbitrary thermodynamic variable
κ Compressibility
λij Parameter in Wilson equation
Λij Variable in Wilson equation
μi Chemical potential of species i
ν
(i)
k Stoichiometry of group k on molecule i
ωi Angular orientation of i
Ω Normalization factor
ρ Molar density (ρ =
∑
i ρi)
ρi Molar density of i
ρi(ri) Molar density of i at position ri
ρi,j Molar density of i and j at positions ri and rj
σi Hard-sphere diameter of i
ϑk Variable in UNIFAC equations
Ξ Partition function in the grand canonical ensemble
ζm Reduced density of degree m
Subscripts
c Critical variable
i, j, k Chemical species
m Melting or mixture property
mix Mixture property
t Transition property
Superscripts
′ Solute-free composition
ˆ Model-based value
¯ Mean value
˜ Reduced property
∗ Unsymmetric convention (normalization of γi)
∞ Inﬁnite dilution
0 Initial or pure species property
0 Inﬁnite dilution in single solvent
+ Inﬁnite dilution in mixed solvent
α, β Phases
C Combinatorial term in UNIFAC equation
E Excess quantity
h.s. Hard-sphere property
id Ideal property
L Liquid-phase property
R Residual term in UNIFAC equation
sat Saturated property
S Solid-phase property
V Vapor-phase property
Miscellaneous symbols
〈〉 Average value
T Transpose of a vector or matrix
0 Zero column vector
F Matrix deﬁned in Equation (2–39)
i Unit vector
I Unit matrix
v¯i Partial molal volume of i
Abbreviations
AAD Average absolute deviation
AAPE Average absolute percentage error
Adj () Adjoint matrix
ASOG Analytical solution of groups
COSMO Conductor-like screening model
DMSO Dimethylsulfoxide
FST Fluctuation solution theory
GC-EOS Group-contribution equation of state
IUPAC International Union of Pure and Applied Chemistry
MEK Methyl ethyl ketone
MOSCED Modiﬁed separation of cohesive energy density
MTBE Methyl tert-butyl ether
NRTL-SAC Non-random two-liquid segment activity coefﬁcient
PAH Polycyclic aromatic hydrocarbon
PC-SAFT Perturbed-chain SAFT
PCP-SAFT Pertubed-chain-polar SAFT
POY Poynting factor
SAFT Statistical associated-ﬂuid theory
S.D. Standard deviation
SLE Solid-liquid equilibria
SRK Soave-Redlich-Kwong equation of state
UNIFAC Universal functional activity coefﬁcient
VLE Vapor-liquid equilibria
1. Introduction
Remember that all models are wrong; the practical question is how wrong do they have to
be to not be useful.1
Design of chemical products and processes requires accurate knowledge of a variety of thermophysi-
cal properties and phase equilibria characterizing the chemical substances and their mixtures of interest.
Consulting experimentalists for the required data is time consuming and expensive, especially if the
number of mixture combinations is large. Process engineers therefore often resort to models for esti-
mating properties. Examples of these include evaluating volumetric properties needed to properly size
a piece of equipment, or enthalpies for calculating heat duties. A problem which often manifests is
selection of optimal solvent(s) for enhancing certain properties for a chemical process. This could be
boiling point elevation, or lowering of viscosity. Another is the estimation of optimal conditions for a
separation process, such as distillation or liquid extraction. Figure 1–1 (roughly) illustrates a production
line of a chemical substance. A feed line is connected to a reaction unit, and the result is almost always
a mixture of product(s) and commodity species (e.g. solvents, catalysts, additives). During subsequent
separation processes, high-value products are separated from those of lesser value. If the product is a
liquid, separation from solvents can occur by using differences in boiling points (distillation).
Feed
Product(s)
Solvent(s)
Additives
. . .
All other
Product(s)
Figure 1–1. Simpliﬁed overview of chemical produc-
tion from feed to puriﬁed product(s).
Designing a distillation column involves
many variables. Among others estimation
of the relative volatility between light and
heavy keys. Dohrn and Pfohl 2 pointed out,
that a 5% error in the estimation of this
quantity can lead to an estimation of more
than double the minimum number of stages
for the column. With a typical investment
cost for a distillation column being around
e 4500000, designing “safe”, i.e., adding
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extra stages beyond those required by minimum, can be extremely expensive, and should be avoided
when possible. The goal of thermodynamics as an engineering discipline is to provide engineers and
other model users with reliable estimates of relevant solution properties and phase equilibria in order
to facilitate optimal design of chemical processes. Particularly downstream separation processes, since
often more than half of investment costs is for equipment in this part of the process.3 Thermodynamic
models must therefore facilitate reliable decision making when facing problems, such as optimizing
existing production lines or scale-up of facilities.
1.1. Background
All engineering sciences require knowledge and expertise, but chemical engineering, in addition to
these, requires insight into molecular level science. The art of problem solving in this ﬁeld is therefore
often of a complex nature. The scientiﬁc/engineering approach to problem solving can be constructed as
a three-step process, where a physical problem is dissected into smaller parts, whereafter a ﬁnal solution
of the original problem is obtained from combining the partial results. This requires the ability to
1. formulate a physical problem in mathematical and thermodynamic terms,
2. solve that problem formulation using theoretical insights (e.g. statistical mechanics),
3. and ﬁnally translate the solution back into real-world terminology. This is usually in the form of
a model describing relations between a set of variables, such as an equation of state.
This three-step process is illustrated in Figure 1–2. Essentially, the ﬁrst two items have been solved
by the pioneering works of Boltzmann, Maxwell, and Gibbs, who formulated the basis of modern-day
engineering thermodynamics. The critical part of the process in Figure 1–2, and what has been the
basis of much research in thermodynamics since the start of the 20th century, is the translation back
into physical terms. This means the development of models describing properties (thermodynamic,
thermophysical, . . . ), which are used to solve the – often complex – problems that arise in chemical
thermodynamics, by setting up mathematical relations between relevant variables, such as temperature,
pressure, and density. Consider the situation where an engineer in the process design group of a company
is required to estimate the solubility of a new high-value pharmaceutical compound X in a mixture of
solvents, which will be used to design a chemical separation process forX. Solubilities ofX are known
in each of the pure solvents, and the solubilities in a few mixtures have been measured as well, in addition
to a few thermophysical properties (such as melting point and heat of fusion) of X, that are also known.
Otherwise no data forX is known to exist. The engineer is now required to determine the composition of
a solvent mixture, which will give the highest solubility ofX, in order to minimize crystallization in the
22
1.1. Background
Problem Answer
World of mathematics
and thermodynamics Solved problem
Projection of physical problem
into abstract terms
Translation of abstract
solution into physical terms
Figure 1–2. Application of thermodynamics for solving real world problems. Adapted freely from
Prausnitz et al. 3
process equipment. The value of X is extremely high, so experimental measurements must be conﬁned
to an absolute minimum, and should ideally be used only for conﬁrmation of a candidate process design.
The engineer will be interested in a model for determining solubilities in mixtures of solvents. The
nature of thermodynamic models can be classiﬁed in two ways:
1. Models which are universal in nature, and
2. models which are non-universal in nature.
The ﬁrst type is a model applicable for many types of properties or phase equilibria. These encompass
most contemporary excess Gibbs energy methods and equations of state. They are usually based on
very general ﬂuid-phase models, and are therefore able to address a wide variety of problems. The back-
ground for making this classiﬁcation is based on the constant production of new and improved molecular
models, aspiring in their generality. There seems to be a quest for a model capable of describing effec-
tively all types of properties, phase equilibria, and molecular species. This is often referred to as the
universal equation of state. There is a strong desire towards establishing this on the basis of molecular
structure, e.g. group contributions.4–9 Group contribution method assign thermodynamic properties to
fragments of a molecule, rather than the entire molecule itself, and calculates a molecular property based
on the group stoichiometry. This implies that molecules, for which no data exist, can be built using only
their molecular structures as basis. Regardless of the parameterization, being either pure component pa-
rameters or group contributions, any such model capable of describing properties of practically all kinds
of chemical substances, throughout all relevant state conditions, must be highly complicated and contain
many parameters (or other adjustable coefﬁcients). Since the early days of molecular-based theories –
springing from the pioneering works of van der Waals in 1879 – models based on molecular-level inter-
actions has grown signiﬁcantly in complexity and application range. Through the 20th century, equations
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of state have evolved from being mere modiﬁcations of the attractive term in the van der Waals equation,
such as traditional cubic equations like the Redlich-Kwong10 and Peng-Robinson11 equations, to more
advanced multiterm models, capable of describing hydrogen bonding and other phenomena explicitly.
The majority of them are quite parameterized, and parameter determination takes time. The illustration
is done based on equations of state, but similar arguments hold for the vast majority of all molecular-
based models in the scientiﬁc literature. In spite of being complex, there are a few inherent problems
with many equations of state and excess Gibbs energy methods. While most parameters for an equation
of state can be obtained from regression of pure component data, many equations make use of the one-
ﬂuid mixing rule, where binary interaction parameters are used to properly scale interactions between
unlike molecular species. Results are often highly sensitive to their values, and their values come only
from regression of (at least) binary data. Excess Gibbs energy models usually do not suffer from com-
bining rules, but generally require mixture data for regression of parameters. Unfortunately, parameters
are not always consistent when regressed from two- or multicomponent mixtures,3 especially in highly
asymmetric systems.
Non-universal models are capable of addressing delimited problems solely. These are frequently
based on empirical observations, but their form can be consistent with rigorous theoretical considera-
tions. Although this latter path might seem inferior to the former, this is not generally the case. For
conﬁned problems, it is often advantageous to work with models which are more tuned towards speciﬁc
problems. Often, the models are less sensitive towards parameter values. Be they either universal or non-
universal, it is important not to lose perspective of the role of thermodynamics in process design, i.e.,
to establish reliable and practical estimates of relevant thermodynamic properties. This will inevitably
imply a trade-off between generality and simplicity of the model. It is therefore unrealistic to expect a
single model to quantitatively describe everything being used in practice for designing thermodynamic
processes.
1.2. Specifying the problem
We now return to the engineer faced with having to determine the maximum solubility ofX in solvents
A and B. Parameters for X are not known for any thermodynamic model, but A and B are common
solvents, so their parameters for a model can be established relatively easy. The engineer has a limited
amount of experimental data for testing different thermodynamic models to ﬁnd the optimal mixture of
solvents.
A number of “predictive” models are available for addressing solubilities in solvent mixtures, such
as the log-linear method and COSMO∗. These do not require estimation of pure component parameters,
∗ These models are described in Chapter 3. For now they appear as confusing acronyms to the non-expert.
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Table 1–1. Methods used for calculating solute solubility in mixed solvent systems.
Method Example(s) Comments
Empirical methods Cosolvency models Requires substantial amounts of mixture data for pa-rameter estimation.
gE-models Wilson, NRTL,UNIQUAC
Requires two parameters for each pair (Aij = Aji).
Multicomponent results might not be accurate when
using binary-based parameters.
gE-models (predic-
tive) ASOG, UNIFAC
GC methods are often unable to accurately describe
polyfunctional molecules. Often group interactions
are missing. Does not make use of available data.
EoS PR, SRK, SAFT Requires many parameters regressed from data and
kij from mixtures.
but their estimates of often not very accurate. Group contribution methods, such as ASOG and UNIFAC,
also do not require pure component properties. Unfortunately, the “exotic” molecular structures of most
pharmaceutical compounds prohibits use of most group contribution methods, since parameters for many
functional groups have yet to be estimated. Furthermore, most group contribution methods are unable
to accurately address polyfunctional molecules. Neither of these predictive methods makes use of the
limited experimental data, which are available.
Equations of state and other advanced models typically require more parameters than what can be
obtained from measurements in two single solvents. Even if just two parameters are required for X
with A and B, the equation-of-state models require binary interaction coefﬁcients to properly scale the
combining rules; coefﬁcients which require mixture data, and have to be known to within a few per cent.
This is therefore an unlikely path. Conventional excess Gibbs energy models, such as Wilson, NTRL,
and UNIQUAC, require two parameters for each pair interaction. That means, that a single solubility
point in a solvent is not enough, and additional mixture data is required. In addition, parameters ob-
tained from binary to represent multicomponent data does often not perform as well as using parameters
regressed from multicomponent data.
A large number of empirical correlations do exist for mixture solubilities as function of composition
of the solvent mixture. They are typically referred to as cosolvency models. However, the parameters
for these come only from regression of multicomponent data, wherefore this is not an option.
Table 1–1 summarizes the arguments in the above discussions.
What seems to be in need is a simple, but accurate method for estimating mixture solubilities of new
solids which actually makes use of available (limited) experimental data. The parameters should be
based on physical terms, so that they might be calculable from data sources other than solubilities in sol-
vent mixtures, meaning that the parameters are transferable between different data types. This implies,
that the method should be based on some degree of rigor.
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Table 1–2. Methods used for calculating gas solubilities solubility in ionic liquids.
Method Example(s) Comments
gE-models Wilson, NRTL,UNIQUAC
Poynting factors are used for pressure nonideality.
These require v¯i(T, P, x). These factors tend to can-
cel the composition nonideality (γi) to some extent.
Cubic EoS RK, PR
Require hypothetical critical parameters for ionic
liquids. Results are often very sensitive towards kij .
The density ranges of these models might be lim-
ited.
EoS SAFT
Many parameters, which require much data. Results
are very sensitive towards kij . The association phe-
nomena cannot always be captured.
Consider another example where the engineer is asked to determine the solvent, which gives the
highest solubility of a sparingly soluble gas (hydrogen). Ionic liquids are a relatively new class of
industrial solvents (practically without vapor pressures), which have shown great potential with gas
solubilities, and the optimal design should include an ionic liquid as solvent. The problem arises when
facing with the myriad of different molecular structures which exist (this will be explained in more
detail in Chapter 8). Selecting the better solvent based on experiment is certainly infeasible when, in
2004,12 more than one 500 different ionic liquid structures were identiﬁed∗. Estimates of solubility
from thermodynamic models is practically the only feasible option. Gases with small solubilities (such
as hydrogen) typically have high equilibrium pressures (often above 100 bar), so applying excess Gibbs
energy models, which have no explicit pressure dependence, requires Poynting factors. These, in turn,
require partial molal volumes. Furthermore, these factors often counter-effect the inﬂuence of gas-
solvent nonideality arising from composition, i.e., activity coefﬁcients (elaborated on more closely in
Chapter 8).
Conventional cubic equations of state require critical pressures and temperatures, as well as binary
interaction parameters (kij). Ionic liquid do not vaporize, so their critical point is purely hypothetical.
Results are often highly sensitive towards kij , which means that regression may require substantial
amounts of mixture data.
Ionic liquids are known to form solvates, so models which account for these phenomena may in prin-
ciple be advantageous (such as SAFT). However, often many parameters are required, which means that
much mixture data is needed for regression of their values. Empirical correlations are likely to exist, but
extensions to high pressures makes this an unreliable option. Table 1–2 makes a summary, analogous to
that above.
∗ Today (2011) that number is likely to be in the thousands.
26
1.3. Objectives of this work
Again, what seems to be needed is a method, which in a fast and reliable manner, can estimate the
equilibrium solubility with a minimum of parameters.
1.3. Objectives of this work
The cases above depict a situation, where there is a need for a simple modeling framework, which
with a minimum of parameters, are able to accurately describe relevant solution properties. The basis
of the framework should be rigorous, partly to ensure consistency, but also to give the resulting model
parameters a clear physical meaning. This helps in the development phase, where parameters can be
compared and analyzed.
There are quite a few solution theories in the literature, which have resulted in neat and rather simple
models. This is illustrated by e.g. regular solution theory,13 which give species activity coefﬁcients
in solution. Wilson 14,15 interpreted the local composition theory of Guggenheim 16 to develop slightly
more advanced, but still relatively simple, thermodynamic models for phase equilibria. These are based
on expressing the interactions between molecules in the liquid phase in terms of parameters expressing
nonideality in mixtures.
Here, the theory, usually referred to as fluctuation solution theory, or sometimes Kirkwood-Buff the-
ory, has been invoked. The choice of this particular theory is motivated by mainly two things:
1. The basis of the theory is rigorous statistical mechanics, but actually results in neat expressions
for properties of pure components and mixtures.
2. It is completely general and makes no assumption regarding intermolecular forces and interac-
tions.
Chapter 2 gives an overview of the theory and its many relations. Here, the objectives of the thesis are
given.
Objectives: Application of a general, rigorous statistical mechanical framework from which simple,
but soundly based models, can be either derived, or used in combination with, for describing and
predicting thermodynamic properties and phase equilibria. The framework is then applied for the
two general problems illustrated above:
1. Solubilities of solids in mixtures of solvents. A simpliﬁed variant of this approach has previ-
ously been applied to solubilities of gases in mixed solvents, and it is worthy to test if solid
solubilities can be addressed.
2. Solubilities of gases in ionic solvents (ionic liquids). Amethod, based on fluctuation solution
theory, has previously been applied for solubilities of gases in pure and mixed organic/aque-
ous solvents.17 It is relatively simple, and contain very few parameters. The basis of the
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model is general, and is not sensitive to molecular details (polarity, association, etc.). The
method is attractive, since it does not require substantial amounts of data for regression, and
it not too sensitive towards parameter values. It is therefore attractive to see if the solubilities
of gases can be described equally well.
The two problems are very different, and it is not desirable to address them simultaneously. Therefore,
the thesis has been divided in two overall parts, and the problems are dealt with separately. The technical
details of the two problems are then described in Chapters 3 and 8.
1.4. Overview of thesis
The thesis is organized as follows:
Chapters 1: Here, the overall problem of modeling in engineering thermodynamics is outlined, and
the motivation for the thesis work is described by two relevant cases.
Chapter 2: Chapter 2 introduces and details the statistical mechanical framework fluctuation solution
theory. It provides the basis of the modeling framework which is used throughout the thesis.
Chapter 3: This initiates Part I of the thesis. This chapter introduces the main problems when at-
tempting to model solid solubilities are described. It also presents the traditional thermodynamic
framework of solid-liquid equilibrium, and gives a number of relevant relations between properties
of solubilities.
Chapter 4: An outline of the modeling framework is given, and is used to develop a model for esti-
mating solubilities in mixtures of solvents. A procedure for obtaining parameters is given, and
explains the role of the solvent mixture in the mixed solvent solubility issue.
Chapter 5: Here, reduction of binary vapor-liquid equilibrium data is presented. This is used to de-
scribe characteristic features of the solvent mixtures, which are required by the models developed
in Chapter 4.
Chapter 6: This is the main results chapter for the mixed solvent solubility part. It presents the ap-
plication of the developed models for solubilities in two- and three-solvent systems. A detailed
analysis of the role of the solvent mixture is given with examples illustrating.
Chapter 7: A summary and discussion of the results obtained is give here, and ending Part I.
Chapter 8: This initiates Part II of the thesis. An introduction to the concept of ionic liquids, their
properties, and their phase equilibria is given. The chapter gives an overview of the conventional
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approaches to high-pressure gas-liquid systems, and explains why there is a need for a stronger
basis when developing models for gas-liquid equilibria.
Chapter 9: Chapter 9 shows how the modeling framework is constructed, and gives an overview of
the general thermodynamic relations, which are obtained.
Chapter 10: This chapter highlights application for volumetric properties of pure ionic liquids. Results
are presented, which illustrates the simplicity and overall performance of the method.
Chapter 11: This is one of the main results chapters for gas solubility calculations in ionic liquids.
Results show how the method estimates gas solubilities, and also illustrates some of the limiting
features.
Chapter 12: This is the second chapter with results for gas solubilities. Based on the conclusions from
Chapter 11, attempts are made to further optimize the method.
Chapter 13: Here, a general summary and discussion of the results obtained in this part is given, which
also ends Part II.
Chapter 14: Overall conclusions of the thesis, and an outlook on some future challenges, which re-
main.
Each chapter is ended with a small summary to familiarize the reader with the major results obtained.
There are a number of appendices, usually derivations of theoretical results, or long parameter tables.
These are placed immediately after the relevant chapters. In addition, there are also a few “global” ap-
pendices, i.e., appendices not pertaining to one speciﬁc chapter, but are drawn upon by several chapters.
These are placed after the conclusions, from page 263 and on. They are:
Appendix A: The mathematical framework for linear and nonlinear parameter estimation.
Appendix B: Publications by the author.
The underlying theory, which connects Part I and II of this thesis, is derived and presented in the follow-
ing chapter. It is given prior to formulating the technical problems of both Part I and II, since it forms
the basis of the theory for both parts. Therefore, it seems appropriate to present it at this place.
References
1. G. E. P. Box and N. R. Draper. Empirical model-
building and response surfaces. Wiley, 1987.
2. R. Dohrn and O. Pfohl. Fluid Phase Equil., 194-
197:15–29, 2002.
3. J. M. Prausnitz, R. N. Lichtenthaler, and E. Gomez
de Azevedo. Molecular thermodynamics of fluid-
phase equilibria. Prentice-Hall, 3rd edition, 1999.
4. J. Ahlers and J. G. Gmehling. Fluid Phase Equil.,
191:177–188, 2001.
5. L. S. Wang, J. Ahlers, and J. G. Gmehling. Ind.
Eng. Chem. Res., 42:6205, 2003.
29
References
6. J. Ahlers and J. G. Gmehling. Ind. Eng. Chem. Res.,
42:7045–7045, 2003.
7. J. Ahlers, J. G. Gmehling, and T. Yamaguchi. Ind.
Eng. Chem. Res., 43:6569–6576, 2004.
8. A. Lymperiadis, C. S. Adjiman, A. Galindo, and
G. Jackson. J. Chem. Phys., 127:234903 (1–22),
2007.
9. A. Lymperiadis, C. S. Adjiman, G. Jackson, and
A. Galindo. Fluid Phase Equil., 274:85–104, 2008.
10. O. Redlich and J. N. S. Kwong. Chem. Rev., 44:
233, 1949.
11. D. Y. Peng and D. B. Robinson. Ind. Eng. Chem.
Res. Fundam., 15:59–64, 1976.
12. K. N. Marsh, J. A. Boxall, and R. Lichtenthaler.
Fluid Phase Equil., 219:93–98, 2004.
13. J. Hildebrand, J. M. Prausnitz, and R. L. Scott. Reg-
ular and related solutions. Van Nostrand Reinhold
Company, 1970.
14. G. M. Wilson. J. Am. Chem. Soc., 86(2):127–130,
1964.
15. G. M.Wilson and C. H. Deal. Ind. Eng. Chem. Res.
Fundam., 1:20–23, 1962.
16. E. A. Guggenheim. Mixtures. Oxford University
Press, 1952.
17. E. A. Campanella, P. M. Mathias, and J. P.
O’Connell. AIChE J., 33:2057–2066, 1987.
30
2. Fundamentals of ﬂuctuation solution theory
The Kirkwood-Buff theory of solutions (or fluctuation solution theory; FST) originates from classical
ﬂuctuation theory of statistical mechanics, hence its name. Thus, many of the relations used are in
fact fundamental theory, which is used in the teachings of statistical mechanics. Therefore, a brief
introduction to some basic concepts from statistical mechanics is provided ﬁrst, before introducing the
expressions ﬁrst given by Kirkwood and Buff 1 in 1951, and later expanded by O’Connell 2 in 1971. The
chapter shows how ﬂuctuation quantities – in terms of correlation function integrals – may be used to
derive expressions for density ﬂuctuations of thermodynamic variables in open systems. At the end of the
chapter, a few possible ways of estimating the correlation function integrals that yield thermodynamic
properties of solutions are discussed.
2.1. Statistical mechanics and ﬂuctuations
Consider an open, homogeneous system in the grand canonical ensemble. Herein, the set of chemical
potentials μ, total volume V , and temperature T is ﬁxed, allowing for ﬂuctuations in all other vari-
ables, including the number of molecules (and hence the number density). The probability that the
M -component system will contain N1, N2,. . . ,NM molecules of theM species is3
P (N) =
Q(N, V, T )
Ξ(μ, V, T )
exp {βG} , G =
M∑
i=1
Niμi. (2–1)
Here, Q and Ξ are the canonical and grand canonical partition functions, respectively, and the chemical
potential of i is μi. It is customary to denote thermal energy by the symbol β (β−1 ≡ kT ). The partition
functions are deﬁned in the classical way3
Q(N, V, T ) =
miro-
states∑
j
exp {−βEj} , (2–2a)
Ξ(μ, V, T ) =
M∑
i=1
∑
Ni
exp {βG}Q(N, V, T ). (2–2b)
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Here, Ej is the energy level of microstate j. It then follows that the average number of particles in the
open system can be written in terms of the grand partition function3
〈Ni〉 =
∑
N
NiP (N) =
1
Ξ
(
∂Ξ
∂βμi
)
T,V,μj =i
. (2–3)
In a similar fashion, the doublet can also be written in terms of Ξ
〈NiNj〉 =
M∑
k=1
NiNjP (N) =
1
Ξ
(
∂2Ξ
∂βμi∂βμj
)
T,V,μk =i,j
=
1
Ξ
(
∂〈Ni〉Ξ
∂βμj
)
T,V,μk =j
= 〈Ni〉〈Nj〉+
(
∂〈Ni〉
∂βμj
)
T,V,μk =j
.
(2–4)
Equation (2–4) relates the average number of singlet and doublet molecules in the open system to the
derivative of the singlet taken wrt. the chemical potential of the other. This relation is a fundamental
result from statistical mechanics and will be used to derive the theory later in this chapter.
The singlet density of molecular type i, ρ(1)i (ri,ω), is the number of molecular centres
∗ in the sys-
tem deﬁned by the position vector ri, and orientation given by ωi. Similarly, the pair number density
ρ
(2)
ij (ri, rj,ω) is the average number of molecules of types i at ri and j at positions given by rj . Integra-
tion over the entire system volume yields the volume-averaged number of molecules
∫
V
ρ
(1)
i (ri,ω)dr = 〈Ni〉, (2–5)
and ∫
V
∫
V
ρ
(2)
ij (ri, rj,ω)dridrj = 〈NiNj〉 − δij〈Ni〉. (2–6)
We deﬁne a pair correlation function from the left-hand sides of these two equations. Between centres
of i and j the pair correlation function is deﬁned through3
g
(2)
ij (ri, rj,ω) ≡
ρ
(2)
ij (ri, rj,ω)
ρ
(1)
i (ri,ω)ρ
(1)
j (rj ,ω)
. (2–7)
Distribution functions for molecular centres, regardless of orientations, are obtained from integration of
the angular distribution function over all orientations4
g
(2)
ij (ri, rj) = 〈g
(2)
ij (ri, rj,ω)〉ω1...ωN ≡
1
ΩN
∫
g
(2)
ij (ri, rj ,ω)dω
N , (2–8)
with Ω =
∫
dω. In the proceeding derivation, we will make use of the centres pair correlation function,
∗ In anisotropic systems this deﬁnition of molecular centres is necessary.
32
2.1. Statistical mechanics and ﬂuctuations
deﬁned as the left-hand side of the above equation. The pair correlation function∗ is a normalized
probability density function of ﬁnding particle i at ri when j is at rj , and vice versa (subscripts are
symmetric). In a homogeneous ﬂuid (which we will consider henceforth) the singlet density ρ(1)i is
actually independent of position,3 and is simply the bulk molecular density ρi. Further simpliﬁcation
stems from the fact that the correlation function depends solely on the separation between i and j, thus
being independent of the origin in the coordinate space. Therefore, the distance from ri to rj is written
r = |ri − rj |. By subtracting unity from the pair correlation function
g
(2)
ij (r)− 1 =
ρ
(2)
ij (r)− ρ
(1)
i (r)ρ
(1)
j (r)
ρ
(1)
i (r)ρ
(1)
j (r)
, (2–9)
and integrating twice, using the results above, we ﬁnd that
∫ ∫ [
g
(2)
ij (r)− 1
]
drdr =
〈NiNj〉 − 〈Ni〉〈Nj〉
〈Ni〉〈Nj〉
−
δij
〈Nj〉
. (2–10)
Finally, the second integration on the left-hand side gives
1
V
∫ [
g
(2)
ij (r)− 1
]
dr =
〈NiNj〉 − 〈Ni〉〈Nj〉
〈Ni〉〈Nj〉
−
δij
〈Nj〉
. (2–11)
We notice from Equation (2–11) that the right-hand side contains a difference in averaged numbers.
If there are no interactions between molecules i and j – i.e., they are completely uncorrelated – that
difference is zero, whence
〈NiNj〉 = 〈Ni〉〈Nj〉, (2–12)
and the right-hand side of (2–11) is zero, except for a negligible contribution when i = j. It is customary
to designate the integrand in Equation (2–11) the total correlation function,
hij(r) = g
(2)
ij (r)− 1. (2–13)
Thus, if hij = 0 the correlation, or interaction, between i and j is effectively zero. This is a statistical
mechanical deﬁnition of an ideal solution. By combining Equations (2–11) and (2–4), we ﬁnd that
δij
〈Nj〉
+
1
V
∫
hij(r)dr =
1
〈Ni〉〈Nj〉
(
∂〈Ni〉
∂βμj
)
T,V,μk =j
. (2–14)
∗ Also referred to as radial distribution function for spherically symmetric systems.
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Multiplication by the average total number of molecules 〈N〉, and rearranging, yields the relation
xiδij + xixj
〈N〉
V
∫
hij(r)dr =
1
〈N〉
(
∂〈Ni〉
∂βμj
)
T,V,μk =j
. (2–15)
By deﬁnition, the fraction outside the integral is the singlet number density, ρ, and the ratios of molecular
numbers is a mere mole fraction. We may then write the equation as
xiδij + xixjρ
∫
hij(r)dr =
1
〈N〉
(
∂〈Ni〉
∂βμj
)
T,V,μk =j
, (2–16)
or in compact matrix notation
A = (BX)−1 , A−1ij =
1
〈N〉
(
∂〈Ni〉
∂βμj
)
T,V,μk =j
, (2–17)
where B = I + XH. In the equation above, I is the unit diagonal matrix, X is a diagonal matrix with
elements Xii = 〈Ni〉/〈N〉, and
Hij = Hji = ρ
∫
hij(r)dr (2–18)
is the total correlation function integral. Equation (2–16), and its matrix equivalent, was derived by
Kirkwood and Buff in 1951.1 It provides a relation between spatial integrals of pair correlation functions
in solution and derivative thermodynamic properties. The derivative in Equation (2–17) may be rewritten
using the equality of ﬂuctuations1 of a thermodynamically open system
(
∂μj
∂〈Ni〉
)
T,V,Nk =j
=
(
∂〈Ni〉
∂μj
)−1
T,V,μk =j
. (2–19)
However, while derivatives in the canonical and grand canonical ensembles result in neat relations
between correlation function integrals and derivatives of chemical potentials, their ties to experimentally
measurable quantities are not straightforward. While temperature is straightforward to control in both
open and closed systems, it is not advantageous to work with chemical systems of ﬁnite sizes. Therefore,
systems with ﬁxed temperature, set of mole numbers, and total pressure are traditionally the basis.
For this reason, the NPT ensemble – which has the Gibbs energy as its characteristic function, the
derivatives of which form activity coefﬁcients of species in solution – is a standard framework for phase
equilibria problems, because it constrains pressure rather than density.5 Since pressure does not appear
explicitly in Equation (2–17), we express the derivatives by introducing the Gibbs-Duhem equation at
constant T and P
0T = (Xi)TD, Dij = N
(
∂βμi
∂Nj
)
T,P,Nk =j
, (2–20)
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h(r): Total correlation function
c(r): Direct correlation function
u(r): Pair potential function
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Figure 2–1. Molecular pair correlation functions for dense ﬂuids. The total correlation function, h,
is a long-ranged function, which takes into account indirect effects from third molecules. The ﬂuctua-
tions in this function are likely to exist for several molecular diameters. The direct correlation function
excludes that, and gives only the direct effect of 1 on 2 (or vice versa). It is of short range, comparable
to the pair potential function, u, given here by a simple 12-6 Lennard-Jones expression.
where 0 is the zero vector column vector, and i is the unit column vector. The derivatives in the different
ensembles are then connected by
A = D+
β
ρκ
Yi (Yi)T ,
(
∂βμi
∂Nj
)
T,V,Nk =j
=
(
∂βμi
∂Nj
)
T,P,Nk =j
+ βρ
v¯iv¯j
κ
, (2–21)
where κ ≡ ρ−1(∂ρ/∂P )T,N is the compressibility of the solution. Y is a diagonal matrix, the elements
of which are Yii = ρv¯i, where v¯i is the partial molal volume of species i. Combining Equations (2–17),
(2–20), and (2–21) yields the expression at constant pressure
XD =
[
I−
X
(
B−1
)T
iiT
iTB−1Xi
]
B−1, [XD]ij = Ni
(
∂βμi
∂Nj
)
T,P,Nk =j
. (2–22)
Equation (2–22) offers a relation between the chemical potential at constant pressure and temperature, a
quantity which is experimentally accessible, and the pair correlation function integrals. This can lead to
expressions for component activity coefﬁcients. Another property is the partial molal volumes of species
in solution
ρv¯i =
M∑
j=1
|B|ji
iB−1Xi
, (2–23)
where |B|ji is the (j, i)-element of the matrix. The compressibility, κ, can be found from the denomina-
35
2. Fundamentals of ﬂuctuation solution theory
tor of Equation (2–22)
β
ρκ
= iTB−1Xi. (2–24)
The magnitudes of the integrals describe the degree of correlation, or interaction, between molecular
pairs. Figure 2–1 exempliﬁes the total correlation function for a spherically symmetric, pure-ﬂuid system
as function of separation (reduced by molecular diameter, σ). This behavior is descriptive for dense
ﬂuids, and reveals that the value of h – unlike the pair potential energy function – does not converge
until a distance of several molecular diameters. For a system of spherically symmetric molecules, the
total correlation function integral, Equation (2–18), can be rewritten in terms of the scalar distance
between molecular centres
Hij = ρ
∫
hij(r)4πr
2dr. (2–25)
The integrand contains the product of correlation function and separation squared. This can cause severe
ﬂuctuations in the integrand, and will propagate through Equation (2–22). Figure 2–2 shows ﬂuctuations
in the integrand as function of radial separation. The slow decay of the amplitude makes the integral
a quantity that is not straightforward to obtain. In addition to being sensitive towards ﬂuctuations in
correlation function values, Equation (2–22) suffers from severe complexity when addressing higher-
order mixtures (three or more components). Although matrix inversion is standard procedure, it will
often lead to results being highly complicated. Moreover, the total correlation function integral will
diverge at the critical point. This can be seen by writing the compressibility for a pure ﬂuid. At the
critical point this approaches zero,
−
βV
ρ
(
∂V
∂P
)
T,N
= [1 +H]−1 → 0 for T → Tc. (2–26)
Thus, H approaches inﬁnity. Therefore, standard treatments of ﬂuid systems has concentrated on con-
ditions far from the critical point. For this reason, among others, it is convenient to introduce another
correlation function; one that is inversely proportional to the total correlation function. It is of shorter
range than the pair correlation function (similar to the pair potential function), and is more likely to be
approximated accurately for that reason.
2.2. The direct correlation function
Ornstein and Zernike 6 deﬁned the direct correlation function in an integral equation to describe direct
and indirect correlations. The “molecular” representation of this is sketched below. The total correlation
function between molecules 1 and 2 can be separated by two parts:
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Figure 2–2. Fluctuations in integrands of molecular correlation functions, h and c. The ﬂuctuations
in product of the total correlation function and r2 are often severe, since h does not converge until
several molecular diameters. The direct correlation function converges much more rapidly, resulting in
no ﬂuctuation due to the short-ranged nature of this function.
i. A short-ranged, direct effect of 1 on 2, which has similar
range as the pair potential function.
ii. An indirect effect, where 1 inﬂuences 2 through other
molecules (3).
r12
r13
r231
2
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In simpliﬁed notation the Ornstein-Zernike equation is
h(12) = c(12) + ρ
∫
c(13)h(23)d3 (2–27)
Here, “12” refers to the correlation between molecules 1 and 2. Thus, the total correlation is given
by a direct contribution plus indirect effects stemming from interactions with third molecules. The
multicomponent analogy for hard spheres was given by Lebowitz,7 and removes the indirect effects
from all other molecular species:
hij(r,ω) = cij(r,ω) +
M∑
k=1
ρk
∫
〈cik(r,ω)hjk(r,ω)〉ωkdrk. (2–28)
In dense ﬂuids, the angular indirect correlations (integral of (2–28)) do not contribute greatly. As a
results of that, we concern ourselves with the direct correlation function for molecular centres, deﬁned
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in a similar way as the pair correlation function, i.e.,
cij(r) = 〈cij(r, ω)〉ω1...ωN . (2–29)
The integral deﬁned above has some unique features. In addition to the contributions of the terms
(as outlined above), the products in the integrand are separable. Taking the Fourier transform,4 the
convolution term factorizes, and the equation can be integrated to give
ρ
∫
hij(r)dr = ρ
∫
cij(r)dr+
M∑
k=1
xk
{[
ρ
∫
cik(r)dr
] [
ρ
∫
hjk(r)dr
]}
. (2–30)
Equivalently, in the present notation, the spatially integrated Ornstein-Zernike equation can be written
in matrix notation as
H = C+HXC, (2–31)
where
Cij = Cji = ρ
∫
cij(r)dr. (2–32)
Rearranging Equation (2–31)
I+HX = (I− CX)−1 , (2–33)
and substituting into (2–17) gives
A−1 = (I− CX)X−1. (2–34)
The elements of this equation are
∣∣A−1∣∣
ij
= N
(
∂βμi
∂Nj
)
T,V,Nk =j
= ρ
(
∂βμi
∂ρj
)
T,ρk =j
=
δji
xi
− Cji. (2–35)
A more convenient quantity to be used for phase equilibria is the species activity coefﬁcient, γi. Rewrit-
ing Equation (2–35) gives
ρ
(
∂ ln γi
∂ρj
)
T,ρk =j
= 1− Cji. (2–36)
Now, for an isothermal change in pressure, the Gibbs-Duhem relation is
dP =
M∑
i=1
ρidμi, (2–37)
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and if we couple this with the foregoing analysis, we can write the the change in pressure as
(
∂Pβ
∂ρi
)
T,ρj =i
= 1−
M∑
j=1
xjCji. (2–38)
Another derivative of the chemical potential is obtained by utilizing the Gibbs-Duhem equation at con-
stant pressure and temperature. We then obtain the equivalent of Equation (2–22).
XD =
[
I−
XFTiiT
iTFXi
]
F, F = I− XC. (2–39)
The elements of the above equation are
Ni
(
∂βμi
∂Nj
)
T,P,Nk =j
= δij−
xi
{
1 + Cij −
M∑
n=1
xn(Cin +Cjn) +
M∑
n=1
M∑
m=1
xnxm(CinCjm − CijCnm)
}
1−
M∑
n=1
M∑
m=1
xnxmCnm
(2–40)
Partial molal volumes and isothermal compressibilities are given by
ρv¯i =
1−
M∑
j=1
xjCij
1−
M∑
j=1
M∑
k=1
xjxkCjk
,
β
ρκ
= 1−
M∑
i=1
M∑
j=1
xixjCij. (2–41)
Notice, that unlike Equation (2–22), Equation (2–39) does not require inversion of a matrix. Further-
more, as Figure 2–2 shows, the integrand decays in a monotonic fashion. Although the direct correlation
function is not directly calculable from molecular simulation∗, its integral is more well-behaved than
the total correlation function, and is therefore more likely to be accurately approximated using either
experiment8 or model.9
2.3. Calculation of thermodynamic properties
The practicality of FST can be signiﬁcant. The derivations above reveal some resemblances to classi-
cal thermodynamics, in that the value of such a number of relations is zero, unless attempts to quantify
matters are made. In the following subsections, a few attempts to quantify molecular correlation function
integrals will be explained.
∗ c is a hypothetical function deﬁned by Ornstein and Zernike.
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2.3.1. Correlation function integrals from molecular simulation
The theoretical achievements sketched above attracts particular interest in the context of molecular
simulation techniques. With the rise of highly advanced computational facilities in the 1990s and 2000s,
molecular simulation – either molecular dynamics, where Newton’s equations of motion are solved with
a molecular force ﬁeld, or Monte Carlo methods, where equilibrium is reached from statistical principles
– has the ﬁeld of computational thermodynamics has grown considerably.
Perhaps most notably, and also in the context of FST, Christensen 10 and Christensen et al. 11 used
molecular dynamics simulations to compute the integrals of binary mixtures of subcritical organic sys-
tems. These would then yield derivatives of species activity coefﬁcients, through the chemical potential.
These values would then, in turn, be used to estimate parameters in an expression for the activity coef-
ﬁcient. Comparison with vapor pressure data revealed this approach could accurately predict the phase
equilibria for a variety of systems. One fundamental concern was the integration scheme of the total
correlation function. The ﬂuctuating values at high separations, was found to contribute signiﬁcantly
to the integral. Moreover, simulations of dense systems is extremely time consuming, and a simulation
may take as much as a week to complete. Thus, for practical purposes, molecular simulation is still not
a widely recommended tool for process design.
2.3.2. Correlation function integrals from data
It is also possible to conceive the above correlation function integrals from analysis of experimental
data. There are a few studies in the open literature, but the works of Wooley 8,12 seem to be the most
thorough. Wooley compiled a data bank of correlation function integrals for a large variety of binary
mixtures by estimating of their values from reliable data sources. Using the Ornstein-Zernike equation
with Equation (2–21), the direct correlation function integrals in a binary mixture can be expressed as
1− C11 =
ρv¯21
κRT
+ x2
(
∂ ln γ1
∂x1
)
T,P,N2
, (2–42a)
1− C12 =
ρv¯1v¯2
κRT
− x1
(
∂ ln γ1
∂x1
)
T,P,N2
, (2–42b)
1− C22 =
ρv¯22
κRT
+ x1
(
∂ ln γ2
∂x2
)
T,P,N1
. (2–42c)
As previously, κ is the compressibility at constant temperature, and v¯i is the partial molal volume of
i. The species activity coefﬁcients are γi. Wooley used experimental values for compressibilities and
partial molal volumes, whereas the activity coefﬁcient derivatives were found from conventional excess
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Gibbs energy models, with parameters ﬁtted to vapor-liquid equilibrium data on the speciﬁc mixtures.
26 binary mixtures, comprising of traditional organic solvents and water, were examined, and their cor-
relation function integrals were published. The purpose was to provide reliable estimates for comparison
with molecular theories, solution models, or equation-of-state mixing rules, in addition to verifying ex-
perimental data obtained from e.g. light scattering and sedimentation studies. It was found that the
integrals often varied strongly with composition, and were greatly affected by the derivative terms.
2.3.3. Traditional engineering approaches
While simulation and experimental data may give accurate estimates of the correlation function in-
tegrals, they are not directly applicable for practical purposes. Simulation methods take much too
long for completion, and experimental studies do not really pose as attractive, since the modeling is-
sues are restricted to being correlations. Instead, what is often resorted to (and was also explored by
Kirkwood and Buff 1 and O’Connell 2), is the traditional engineering approach.
From an engineering perspective, there are basically two ways of estimating a function (property)
from its derivative
1. Series expansion.
2. Integration.
Frequently, a series expansion to second order sufﬁciently describes the variation of a property within a
margin of a reference point. This requires partial derivatives of ﬁrst and second order. A ﬁrst derivative
value is obtained directly from theory, whereas higher order terms are obtained from differentiation
of correlation functions. Well-known relations have been established,13,14 which gives expressions for
partial derivatives of correlation functions. Unfortunately, this results in generation of higher-order
correlation functions, i.e. triplets and quadruplets. Approximate theories (such as PY and CHNC∗)
can be helpful in addressing these, but they are derived on the basis of hard spheres, and therefore not
representative of real-ﬂuid systems. In Part I, it will be shown how this treatment can result in a simple
model for solubilities of solids in mixtures of solvents.
The latter item above require integrals of correlation functions somehow be expressed in terms of
measurable state variables. This path is often less sensitive to model formulations/approximations than
taking derivatives. Nevertheless, integration requires a model that connects the thermodynamic vari-
ables. In the present derivation, the variables temperature and component number densities arises nat-
urally from the statistical mechanical ensemble. The details of such a treatment is presented in Part
II.
∗ PY: Percus-Yevick, CHNC: Convolution-hypernetted chain. 4,15
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2.4. Summary
This chapter has seen the derivation of the statistical mechanical fluctuation solution theory (FST),
which connects integrals of molecular correlation functions to derivative thermodynamic properties. It
was found, that based on thetotal correlation function, an expression between derivatives of chemical
potential, partial molal volumes, and compressibilities required the inversion of a matrix correlation
function integrals. Introducing the Ornstein-Zernike equation, and redoing the analysis based on the
direct correlation function, the expressions were much simpler, and did not require matrix inversion.
Finally, a few options for obtaining correlation function integrals were discussed.
In the following chapter, the topic of Part I is introduced. The method developed in that part, requires
the framework of FST, which was provided by this chapter.
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PART I
SOLUBILITIES OF SOLIDS IN MIXED
SOLVENTS

3. Introduction and thermodynamics of solid solubility
This chapter gives an overview of existing methods for estimating solubilities in mixed solvents. This
is followed by an outline of the conventional framework for solid solubility. Fundamental concepts, such
as ideal and excess solubilities, are introduced and their relations to other properties are explored.
3.1. Background
Designing optimal separation processes for solids has been a mile stone for many chemical processing
units for many years. Water is a desirable solvent due to its benign nature, but poor aqueous solubilities
can often cause difﬁculties in the processing.1 Therefore, many separations for production of solid sub-
stances can be more effective when mixtures of solvents are employed compared to using pure solvents.
Also the functionality of chemical products can depend strongly upon formulations with mixed solvents.
This means, that speciﬁc properties can be enhanced (or suppressed) by appropriate solvent selection.
The term co- and antisolvents are often used when referring to solvents which are capable of enhancing
or suppressing solubility. However, selection of appropriate solvents has been the topic of many research
directions, as will be seen below. Solvent selection can be complicated by speciﬁc chemical phenomena,
which occur between solid and solvents. This is especially found in pharmaceutical processing. Here,
the solid substance is often a complex active ingredient with
1. more than a single functional group,
2. molecular weights above a few hundred grams per mole,
3. multiple conformations and isomers
4. complex interaction schemes, such as dipole-dipole interactions, hydrogen bonding, and forma-
tion of solvates and/or hydrates (in aqueous solutions), and
5. limited amounts of (reliable) data.
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These phenomena complicate selection of optimal solvents substantially. A wide range of solvents and
solvent mixtures (especially aqueous) are of interest. There are substantial compilations of experimental
data,2–8 and data for new systems continue to appear in the scientiﬁc literature. Solubilities of solids
in single solvents have been reported extensively, but there are fewer literature values for solubilities in
mixed solvents, and the large number of available solvent mixtures makes thorough experimental test-
ing infeasible. Solvent selection is essentially a thermodynamic problem, since it can be formulated in
terms of relevant state variables (e.g. T , P , and x), but more than 30% of the efforts of industrial ther-
modynamics groups can be related to different aspects of solvent selection.9 Experience and empirical
descriptions of experimental results have often formed the basis for selecting candidate solvents, but this
form of trial-and-error approach is time consuming and not as systematic as we would like as engineers.
When minimum time-to-market is a primary concern of industries, such as especially the pharmaceuti-
cal, rapid and reliable property predictions, thereby facilitating a more systematic approach, would be
highly desirable.
Recent modeling approaches to solubility in pure and mixed solvent systems10–14 reveal a great and
growing interest in the applied thermodynamics community in solubility calculations for such systems.
However, accurate prediction is not straightforward since the dependence of solubilities on solvent com-
position can be quite complex, ranging from a linear variation to multiple extrema. Below, an overview
of the modeling attempts that have been made for mixed solvent solubilities is presented. It is not
exhaustive, but should offer the reader a useful classiﬁcation of previous methods.
3.2. Existing methods for solid-liquid equilibria
The established methods for solid solubility in solvent mixtures in the open literature seem to fall
under the categories given below.
3.2.1. Excess Gibbs energy methods
There is a variety of modeling approaches using conventional gE-models to the solid-liquid phase
equilibrium (SLE) by solving the relations that arise from equating fugacities in solid and liquid phases.
Gmehling et al. 15 are frequently given credit for the ﬁrst UNIFAC application for SLE in both pure
and mixed solvents. They concluded that UNIFAC, with group parameters obtained from regression
of vapor-liquid equilibrium data (typically taken at higher temperatures), could be used for solid-liquid
equilibrium at lower temperatures. UNIFAC has since been used extensively for computation of solubil-
ities in single solvents,16–22 but less activity has been seen in the area of mixed solvent solubility. Some
works are summarized in the following.
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Fu and Luthy 23,24 conducted a signiﬁcant study to determine the solubilities of aromatics in aque-
ous mixtures of organic solvents and the ability of UNIFAC to describe these, concluding that the model
overestimates the solubility in pure solvents by a factor of nearly two. Doman´ska 25,26 also demonstrated
that UNIFAC generally was unable to yield acceptable solubility predictions of organics in binary mix-
tures of parafﬁns and alcohols. The fundamental issues when applying UNIFAC can be summarized as
UNIFAC being unable to:
1. Distinguish between isomers,
2. accurately describe properties of polyfunctional molecular structures,
3. describe proximity effects, i.e., interactions between neighboring functional groups,
4. and account for effects of directional forces (such as hydrogen bonding).
These inherent deﬁciencies arise from the solution-of-groups concept, as discussed by Currier and O’Connell. 27
Furthermore, parameters for group-group interactions are often not available, especially with atoms such
as P and S. Nevertheless a UNIFAC model particularly developed for pharmaceutical functionalities is
presented recently by Diedrichs and Gmehling.28 Inclusion of higher-order groups, i.e., deﬁning ad-
ditional, larger fragments, to account for isomeric effects and polyfunctionality have been proposed
previously,29 but requires no less data for correlation. Furthermore, aqueous systems still remain to
be dealt with, e.g. simultaneous representation of inﬁnite dilution activity coefﬁcients and composition
dependencies.
MOSCED (modiﬁed separation of cohesive energy density)30–33 estimates activity coefﬁcients by
extending Scatchard and Hildebrand’s regular solution theory. The method requires a set of ﬁve param-
eters for each molecular substance to characterize dispersion, induction, polarity, and hydrogen bonding
(acidic and basic). Often, not all parameters are needed, i.e., for nonpolar organics, only dispersion
appears, and for solutions with polar compounds, only dispersion and induction characteristics are re-
quired. The estimated activity coefﬁcients are used to compute solubilities as a function of solvent
composition (if more than one solvent is in the system) and temperature. The MOSCED model gener-
ally describes liquid-phase nonideality well, but a large amount of input data is needed to ﬁnd parameters
for new substances. Draucker et al. 33 also note that the MOSCEDmodel is generally poor in describing
solubilities that do not change linearly with temperature.
On the basis of the conductor-like screening model (COSMO) framework, Lin and Sandler 34 devel-
oped the concept of segment contributions towards pure component properties (COSMO-SAC), inspired
by the success of UNIFAC. Their initial work considered vapor-liquid equilibria of water and organic
liquids, but gave rise to application of the segment concept into other models. This includes a version
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of the NTRL gE-model (NTRL-SAC) for drug solubilities in pure solvents.12,35 Chen and Crafts 36 suc-
cessfully extended this method to solubilities of drugs in mixed solvents, primarily aqueous and mixtures
of polar components. The NRTL-SAC method may require up to four parameters characterizing each
pure component. They found that accurate predictions of mixed solvent solubilities could be obtained
from regression of solubilities in single solvents. Shu and Lin 37 extended COSMO-SAC to solubilities
of aromatic substances and drugs in binary solvent mixtures. Their analysis revealed that binary correc-
tion terms, calculated from solubilities in pure solvents, were needed for every pair in order to lower the
disagreement with experimental mixture data. However, even in that case the average error in the 235
solubility data sets they analyzed was 88%.
3.2.2. Equation-of-state methods
Application of an equation of state is done by writing the activity coefﬁcient of i in terms of liquid-
phase fugacity coefﬁcients
γi(T, P, x) =
φi(T, ρ, x)
φi(T, ρ, xi = 1)
(3–1)
Equations of state are given in terms of the residual Helmholtz energy, whose independent variables are
temperature T , overall solution density ρ and composition x. The SLE framework is no different than
application of a conventional gE-model as above, but differs in the sense that γi is obtained as a ratio of
two functions constrained by the equation of state solution density, from which fugacity coefﬁcients are
obtained. The suitability of equations of state to global phase equilibrium calculations has always moti-
vated attention to new model variants. Particularly in recent years, advanced equations of state have re-
ceived much attention in academic research programs. Mainly motivated by the advent of models based
on the statistical-associated ﬂuid theory (SAFT). Thus several testings of equations of state on SLE
problems using Equation (3–1) are now published. Most activities have been on solubilities of solids
in single solvents,13,38–40 but there are also examples of mixed solvent applications. Ferreira et al. 41
used PC-SAFT to model solubilities of amino acids in aqueous alkanol mixtures. In addition to the pure
component parameters required for the model, including hydrogen bonding characteristics, binary inter-
action parameters were often required to properly scale interactions between unlike molecular species.
Ruether and Sadowski 42 also used PC-SAFT for solubilities of drugs in solvent mixtures of water and
various alcohols, using temperature dependent binary interaction parameters. Although an equation of
state approach enables calculation of mixture properties when parameters are based on pure component
information, in many cases estimates are better when parameters are evaluated using mixture informa-
tion. This is likely to result from inadequate combining rules. An advantage of working with models
based on rigorous theory is that parameters are often calculable from other sources. Cassens et al. 14 at-
tempted to use quantum mechanics to generate parameters for the PCP-SAFT model, and subsequently
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use these for estimating the solubilities of a range of pharmaceutical solutes in pure solvents. Although
potentially a completely predictive method, experimental data are required to determine accurate asso-
ciation parameters, in addition to binary interaction coefﬁcients.
3.2.3. Reference solvent methods
Abildskov and O’Connell 43–45 used a reference solvent approach for estimating solubilities of solids
in pure and mixed solvents. That method required inﬁnitely diluted activity coefﬁcients and a known
solubility in a reference solvent to compute the solubility in another. UNIFAC was used to compute
solute-solvent activity coefﬁcients. Applying UNIFAC requires ﬁtting of a large number of unknown
group interaction parameters. By using the inﬁnite dilution state as reference, the reference solvent
methods gave a theoretically well-founded basis for selecting only the most vital parameters. Thus,
much parameter ﬁtting efforts could be eliminated. This makes the method quite effective for quickly
rationalizing data taken on a complex solute in series of solvents. Recently, Diedrichs and Gmehling 28
seem to have adopted the same ideas and concepts in the development of their PharmaUNIFACmethod.
3.2.4. Excess solubility methods
Models based on the excess solubility∗ concept divide into two different categories. One frequently
cited approach is the algebraic mixing rule (otherwise referred to as the log-linear model), where the
solubility of a solid in the mixed solvent is given by a linear combination of the pure solvent solubilities,
weighted with respect to solvent composition. This allows the mixed solvent solubility to be predicted
from the solubilities of the solute in the pure species alone, i.e. ideal mixing. It is often associated with
Yalkowsky and co-workers,46 but its essentials were employed to gas solubility (and outlined for solid
solubility) studies already in the 1960s by Kehiaian 47–50 and by O’Connell and Prausnitz.51 Most real
systems do not conform to the underlying assumptions inherent in the log-linear approach and experi-
mental drug solubilities can differ signiﬁcantly from its estimates. A similar form for solid solubilities
was later implemented by Williams and Amidon.52–54 They used a Wohl expansion for the activity co-
efﬁcients and devised methods for estimating parameters for the resulting expression. Their method was
completely general, and applied for solubilities in binary and ternary solvent systems. While parameters
for speciﬁc solvent-solvent terms were calculable from data sources other than solubility, such as low-
pressure vapor-liquid equilibrium data, solute-solvent parameters required mixed solvent solubility data.
Attempts were made to compute these from partition coefﬁcients, but the data used for regression was
limited. Furthermore, extension to ternary solvent mixtures requires parameters ﬁtted to binary solvent
solubilities. Nitta and Katayama 55 were among the ﬁrst to explore ways of estimating the excess solu-
∗ This quantity and its relations to other properties are explained in detail later in this chapter.
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bility by means of a model with speciﬁc chemical interactions, including differences in size and shape
and association.
The other approach expresses the excess solubility as function of solvent composition such as with
polynomials ranging from one to six adjustable parameters as reviewed by Jouyban et al..56,57 Funda-
mentally, they all describe the (excess) solubility in a binary solvent mixture as function of solute-free
composition. In a binary solvent system, one independent variable is used to describe the solute-free
composition, zj , where j is a solvent index. The choice of mole fraction, volume fraction, or mass
fraction, is essentially arbitrary. Common to all of the models described by Jouyban et al. is that they
can be put on a standard polynomial form
lnx1,m − x2 lnx1,2 − x3 lnx1,3 =
∑
k
akz
(k)
j . (3–2)
Here, x1,m is the solubility of the solute, 1, in the mixed solvent, and x1,2 and x1,3 are the solubilities
in pure solvents, 2 and 3. The coefﬁcients ak come only from regression of mixture data, since they are
speciﬁc to combinations of solute and solvents. These methods can describe a wide variety of mixed
solvent solubility behavior, but are not applicable for systems where mixture data are either scarce or
nonexisting. Furthermore, the transferability of the parameters is not fully accounted for. Models with
less than two parameters are rarely adequate for generalizations. While for the more parameterized
versions, the parameters might be interpreted as characterizing solute- and solvent-solvent interactions,
their values come only from regression to experimental data on multicomponent systems. Thus, the
major limitation of excess solubility models is the availability of parameters for systems with limited or
no data.
Methods for multisolvent systems
The generic gE-models and equations of state from above are able to address solubilities in mixtures
beyond binary solvents. That said, the focus of these models have been on solubilities in pure and binary
solvent mixtures. Ochsner et al. 58 attempted UNIFAC for a three solvent system of 4-hexylresorcinol
in ethyl acetate–ethyl myristate–hexane mixtures, but found that the solubility proﬁle was not generally
successful over the entire composition range. However, it is difﬁcult to make conclusions based on
this single case. Williams and Amidon 54 made estimates of a few pharmaceuticals in water–propylene
glycol–ethanol mixtures using their model, which was discussed above. They concluded, that multisol-
vent data was necessary to estimate solute-solvent interaction parameters.
While purely empirical methods, such as those reviewed by Jouyban et al., offer simple models, esti-
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mation of their parameters is impossible without solubility data in solvent mixtures. Many of the models,
which are based on more rigorous theory, are quite heavy to work with for non-experts. Obtaining reli-
able solubility estimates from a minimum of input data is not straightforward, and not currently offered
by any one single method, and certainly not methods that are easily parameterized.
In the section to follow, a thorough introduction to the thermodynamics of solid solubility is given.
The insights gained will be used to form the basis for a model, which is constructed in the next chapter.
3.3. Thermodynamic framework for solid solubility
The solubility of solids in liquids is a function of the intermolecular forces between solute and sol-
vent(s), and in the absence of speciﬁc chemical phenomena (such as association or steric hindrance ef-
fects), the intermolecular forces between similar species are lower than those between dissimilar species.
The rule of thumb “like dissolves like” is an empirical statement of this fact.59 But this is only true in
some cases, in fact intermolecular forces can be dominated by an often overlooked phenomenon; the
solubility depends not only on the activity coefﬁcient of the solute (which is representative of the inter-
molecular forces) but also on the standard-state fugacity of the liquid solution and the fugacity of the
pure solid.59 This means, that it is important to properly characterize the standard states of a solid phase
and the liquid solution in which it is dissolved.
The starting point for any phase equilibrium speciﬁcation is the equality of fugacities of species in
each phase. We consider the equilibrium at temperature T and pressure P between a solid phase, with
composition z, and a liquid solution in which the solid is dissolved, with composition x
fSi (T, P, z) = f
L
i (T, P, x). (3–3)
The solid phase is assumed to be pure solute i. In that case, with the Lewis-Randall framework, the
fugacities in each phase can be written as
f0,Si (T, P ) = xiγi(T, P, x)f
0,L
i (T, P ). (3–4)
The standard-state fugacity f0,Li , to which γi refers, can be arbitrary, requiring only same temperature
as the solution. The effect of pressure on very subcritical species is negligible. A convenient choice of
liquid reference state is the (hypothetical) fugacity of the pure, subcooled liquid, denoted f0,Li . While
the two standard-state fugacities (f0,Si , f
0,L
i ) cannot be evaluated separately, their ratio can be well
approximated. The isofugacity criterion reveals a relation to the molar change in free energy for a pure
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component∗ by
ln
f0,Si (T )
f0,Li (T )
= lnxiγi(T, x) ≡ lnx
id
i (T ) = −
gLi − g
S
i
RT
(3–5)
The quantity xidi is called the ideal solubility, since it is the solubility in the ideal solution (γi = 1). The
fugacity ratio on the left-hand side can be evaluated from a thermodynamic process on the pure solute
involving six states (a− f ) as depicted in Figure 3–1. This process relates the fugacities to measurable
thermophysical properties. A similar derivation was also given by Prausnitz et al.,59 but they considered
a homomorph solute, i.e., a solid phase with no transition(s) between T and the melting point. Here,
the derivation is redone, but for a solute which undergoes a ﬁrst-order phase transition. Many solids
exhibit phase transitions, and their contribution to the overall change in free energy can sometimes be
signiﬁcant. Therefore, it is relevant to include its effect into the process depicted below. The solid
is warmed from phase S1 through a solid phase transition at Tt,i and melted at the fusion point, Tm,i.
Finally, the liquid is hypothetically cooled below melting and transition points. In the absence of a phase
T
Tt,i
Tm,i
Solid S1
a
b c
d
e
f
Transition S1 → S2
Melting S2 → L
Subcooled
liquid
Figure 3–1. Thermodynamic cycle for solubilization of a pure solid i. Vertical distances denote a
change in temperature, while horizontal arrows denote phase transitions.
transition, the dotted line from b → d must be followed instead of b → c → d, which is identical to that
∗ This is done by writing the free energy (or chemical potential, μi) as: μi = μ0i + RT ln fi.
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of Prausnitz et al. The difference in free energies between states a and f is
−
gL − gS
RT
=
gf (T )− ga(T )
RT
=
(
gS1b (Tt,i)
RTt,i
−
gS1a (T )
RT
)
+
(
gS2c (Tt,i)− g
S1
b (Tt,i)
RTt,i
)
︸ ︷︷ ︸
=0
+
(
gS2d (Tm,i)
RTm,i
−
gS1c (Tt,i)
RTt,i
)
+
(
gLe (Tm,i)− g
S2
d (Tm,i)
RTm,i
)
︸ ︷︷ ︸
=0
+
(
gLf (T )
RT
−
gLe (Tm,i)
RTm,i
)
.
(3–6)
The free energies of transition and melting (steps b → c and d → e) are zero since transition occurs
spontaneously. The difference in Gibbs energies of the remaining steps are evaluated by integrating the
Gibbs-Helmholtz equation at constant pressure
−
h
T 2
=
(
∂
∂T
g
T
)
P
. (3–7)
Integration yields
g
T
= −
∫ T
T0
h(T )
T 2
dT = −
∫ T
T0
h(T0)
T 2
dT −
∫ T
T0
∫ T
T0
cP (T )
T 2
dTdT
= h(T0)
(
1
T0
−
1
T
)
− cP
∫ T
T0
1
T
dT − cP
∫ T
T0
1
T0
dT
= h(T0)
(
1
T0
−
1
T
)
− cP
(
ln
T
T0
+ 1−
T
T0
)
.
(3–8)
It is assumed here, that the heat capacities are independent of temperature; a reasonable assumption as
long as T < Tm,i. For the terms above we get, by adding and subtracting hS24 /R(1/T − 1/Tm,i)
−
gL − gS
RT
=
hS1b
R
(
1
Tt,i
−
1
T
)
−
cS1P
R
(
ln
Tt,i
T
+ 1−
Tt,i
T
)
+
hS2c
R
(
1
Tm,i
−
1
Tt,i
)
−
cS2P
R
(
ln
Tm,i
Tt,i
− 1 +
Tt,i
Tm,i
)
+
hS2d
R
(
1
T
−
1
Tm,i
)
+
hLe
R
(
1
T
−
1
Tm,i
)
−
cLP
R
(
ln
T
Tm,i
− 1 +
Tm,i
T
)
−
hS2d
R
(
1
T
−
1
Tm,i
)
.
(3–9)
The enthalpy change, for the second solid phase (S2), resulting from changing temperature from the
solid transition temperature to the melting point can be written as
hS2d (Tm,i) = h
S2
c (Tt,i) +
∫ Tm,i
Tt,i
cS2P dT ≈ h
S2
c (Tt,i) + c
S2
P (Tm,i − Tt,i) . (3–10)
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By inserting this above, we ﬁnd that
−
gL − gS
RT
=
hLe − h
S2
d
R
(
1
T
−
1
Tm,i
)
−
cLP − c
S2
P
R
(
ln
T
Tm,i
− 1 +
Tm,i
T
)
+
hS1b − h
S2
c
R
(
1
Tt,i
−
1
T
)
−
cS1P − c
S2
P
R
(
ln
Tt,i
T
+ 1−
Tt,i
T
)
.
(3–11)
We now deﬁne the enthalpy and heat capacity differences as
Δhm,i ≡ h
L
e − h
S2
d , ΔcP,m,i ≡ c
L
P − c
S2
P
Δht,i ≡ h
S1
b − h
S2
c , ΔcP,t,i ≡ c
S1
P − c
S2
P ,
(3–12)
so that the ﬁnal expression becomes
gLi − g
S
i
RT
= −
Δhm,i
R
(
1
T
−
1
Tm,i
)
+
ΔcP,m,i
R
(
ln
T
Tm,i
− 1 +
Tm,i
T
)
−
Δht,i
R
(
1
Tt,i
−
1
T
)
+
ΔcP,t,i
R
(
ln
Tt,i
T
+ 1−
Tt,i
T
)
.
(3–13)
The assumptions required in order to derive Equation (3–13) can be summarized as
1. There are no pressure effects on the properties of condensed matter.
2. The heat capacities are independent of temperature.
3. Solid-phase transitions are ﬁrst order in the Ehrenfest sense.
While the ﬁrst and second items are reasonable for most substances, the latter requirement means that
the equation is not generally applicable to all solids, unless they are known to exhibit ﬁrst-order tran-
sitions only. Those which undergo second order phase transitions (such as a lambda transition60,61)
require modiﬁed forms. Derivation of its contribution to the free energy change is not complicated, and
was done by Preston et al. 60 and Choi and McLaughlin.61 Fortunately, second order transitions are not
as frequent as ﬁrst order. Substances which may undergo second order phase transitions include sub-
stances such as methane, butane, cyclohexane, and phenantracene,60,61 although this may well depend
on the medium.
The full form of Equation (3–13) is rarely used. If there are no known phase transitions between T
and Tm,i then
lnxiγi(T, x) = −
Δhm,i
R
(
1
T
−
1
Tm,i
)
+
ΔcP,m,i
R
(
ln
T
Tm,i
− 1 +
Tm,i
T
)
. (3–14)
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If ΔcP,m ≈ 0 or Tm,i − T is small, a good approximation is
lnxiγi(T, x) ≈ −
Δhm,i
R
(
1
T
−
1
Tm,i
)
(3–15)
Alternatively, if Tm,i is much larger than T , the contribution from the heat capacity term can be signif-
icant. This means that the change in heat capacity needs to be accounted for. There are essentially four
options:
1. The term is negligible.
2. Experimental values are used.
3. A model is used to estimate its value.
4. Approximation by the entropy of fusion: ΔcP,m,i ≈ Δsm,i = Δhm,i/Tm,i.
The ﬁrst item was discussed above, and is reasonable if the change in heat capacity is small. Further-
more, if Tm,i − T is small, then the terms within the parenthesis multiplied onto ΔcP,m,i approach
zero. This is the suggestion by Prausnitz et al.,59 and is widely used in the thermodynamic commu-
nity.10,17–19,62 Ideally, in the case of a signiﬁcant contribution from ΔcP,m,i an experimental value is
preferable, but measurements are scarce and do not cover a very large range of solutes. Selection of an
appropriate value forΔcP,m,i occasionally relies on comparison with experimental solubility data to de-
termine the “best ﬁt”, as was done by Grant et al. 63 However, there are also theoretical considerations to
support some values over others. The heat capacity is a measure of how much energy a molecule can ab-
sorb in its phase. This means, that it is related to the degrees of rotational freedom within the molecule.
It is often negligible for ﬂat, rigid molecules, e.g. anthracene, naphthalene, pyrene, and other polycyclic
aromatic hydrocarbons (PAHs). The approximation to the molar entropy of fusion is related to this fact.
Extensive discussions regarding the entropy of fusion for rigid versus nonrigid molecules is made by
Prigogine and Defay.64 Models for heat capacities of liquids and solids are appearing in the literature,
but their estimates are not generally successful for all molecular types.65,66 The ﬁnal approximation
listed above, ΔcP,m,i = Δhm,i/Tm,i, gives67
lnxiγi(T, x) ≈ −
Δhm,i
RTm,i
ln
Tm,i
T
= −
Δsm,i
R
ln
Tm,i
T
. (3–16)
Equations (3–15) and (3–16) have been evaluated extensively. Yalkowsky 68 concluded that Equation
(3–15) is a good approximation for the solubilities of naphthalene, anthracene, phenanthracene, and
ﬂourene in solutions of benzene. Neau and Flynn 69 concluded that Equation (3–16) is generally better
than (3–15), except for ﬂat, rigid molecules, such as those studied by Yalkowsky. In the absence of
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heat capacities from either data or estimation methods, it is not obvious how to obtain values for the
estimation of the ideal solubility in Equation (3–13) when dealing with nonrigid molecular structures.
Obviously, when experimental data is available for comparison, the results from both approximations
can be directly compared. However, this is not possible when there are no measurements. Furthermore,
as noted elsewhere,70 the transition point is not always independent of solvent, but may differ slightly.
Solving Equation (3–5) for the solubility, xi, can be constructed as locating the zero of a function f :
f(xi) = lnxiγi(T, x)− lnx
id
i (T ) = 0, s.t. T, x
′. (3–17)
Here, we have used x′ to denote solvent composition, i.e., solute-free∗ . Solving this equation for the
equilibrium composition requires:
∗ Thermophysical properties of melting (and transition), and
∗ parameters for a gE-model.
Even if the thermophysical properties are available, these may be associated with large uncertainties,
since literature values of these are frequently conﬂicting. The second issue is obtaining relevant model
parameters. These need to be found from regression of mixture data – data which is frequently not
available, or only available in limited amounts. Therefore, for systems with little or no measured mixture
data, the practicality of this approach is often limited. In the section to follow, another approach to mixed
solvent solubility will be presented.
3.4. Excess solubility
Thermodynamic properties such as solubility can, like other properties, be dealt with in the context of
“ideality” and “nonideality”. The difference between the two is deﬁned as the excess property. Often the
“ideal” state, or reference state, is that of a pure substance or an ideal gas or liquid at similar T and P .
The deﬁnition of the excess solubility is less rigorous than classical thermodynamics. In what follows,
we shall deﬁne an excess solubility for a solute in a mixed solvent. Rather than using the deﬁnition
above for the ideal solubility, xidi , we deﬁne an excess solubility relative to the average solubility in the
pure solvents,
sEi = lnx
E
1 ≡ lnxi,m −
M∑
j =i
x′j lnxi,j, (3–18)
where xi,m is the solubility of i in the solvent mixture. The “ideal” term of Equation (3–18) is the
interpolated solubility from each pure solvent. It is not to be confused with an ideal solution which, in
∗ For solvent species j, x′j = xj/(1− xi), and
∑
j
x′j = 1.
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the context of Lewis and Randall, is deﬁned by an excess Gibbs energy equal to zero. It is noteworthy
here to point out that when the solvent mixture forms an ideal solution the excess solubility is forced to
zero, but the opposite need not be true, i.e., an excess solubility of zero does not imply an ideal (solvent)
solution. In the limit of a single solvent, the excess solubility goes to zero, regardless of ideal solution
or not.
The deﬁnition excess solubility above means that the quantity xE1 is a ratio between the ideal-mixing
estimate and the actual mixture mole fraction solubilities. While this formulation might seem awkward,
it provides an interesting relation to some other thermodynamic mixture properties, as will be shown
below. A ﬂuid mixture can be assigned a mixture fugacity from its corresponding partial molal value71
ln
fi
xi
=
(
∂n ln f
∂ni
)
T,P,nj =i
, (3–19)
where n =
∑
i ni. By means of partial molal terms, the fugacity can be written as
ln f =
M∑
i=1
xi ln
fi
xi
. (3–20)
Using the symmetric (Lewis-Randall) and unsymmetric (Henry’s law) normalizations for the species
activity coefﬁcients, the right-hand side term can be written in two equivalent ways
fi =
⎧⎪⎨
⎪⎩
xiγi(T, x)f
0
i (T )
xiγ
∗
i (T, x)Hi(T )
, (3–21)
where Hi is Henry’s law constant, deﬁned by
lim
xi→0
(γif
0
i ) ≡ lim
xi→0
(γ∗i Hi) = Hi. (3–22)
Though usually deﬁned as the reference fugacity in a single solvent, this deﬁnition applies for i in both
single and mixed solvents. This means that the Henry’s constant refers to a solute-free mixture. As a
result of this, we can therefore write ln f in two ways
ln f =
M∑
i=1
xi ln
fi
xi
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
gE/RT +
∑
i
xi ln fi
gE/RT +
∑
i
xi lnHi/γ
∞
i
, (3–23)
where gE is the excess Gibbs energy with all species normalized using the Lewis-Randall standard
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state,59 and γ∞i = limxi→0 γi. For a solute i dissolved in a mixed solvent, we can write
ln
fi
xi
= ln f + (1− xi)
(
∂ ln f
∂xi
)
T,P,x′
, (3–24)
where ′ denotes solute-free composition of the solvent. If we now take the limit as xi → 0 the left-hand
side approaches the Henry’s constant in the solvent mixture, deﬁned from Equation (3–22), lnHi,m
lnHi,m = ln f
′ + lim
xi→0
(
∂ ln f
∂xi
)
T,P,x′
, (3–25)
where f ′ is the fugacity of the solute-free mixture. Both terms of the right-hand side are functions of
solvent composition at constant T and (to a lesser extent) P , and this is a general expression for the
Henry’s constant of a solute dissolved in a solvent mixture. If the solvent is pure j we have for the solute
lnHi,j = ln fj +
(
∂ ln fi
∂xi
)
T,P,xj=1
, (3–26)
where fj is the fugacity of the pure solvent species j at T . Multiplication by x′j and summing over all
species gives ∑
j =i
x′j lnHi,j =
∑
j =i
ln fj +
∑
j =i
x′j
(
∂ ln fi
∂xi
)
T,P,xj=1
. (3–27)
Subtraction from Equation (3–25) gives
lnHi,m−
∑
j =i
x′j lnHi,j = ln f
′−
∑
j =i
ln fj+ lim
xi→0
(
∂ ln f
∂xi
)
T,P,x′
−
∑
j =i
x′j
(
∂ ln fi
∂xi
)
T,P,xj=1
. (3–28)
The left-hand side is the excess Henry’s constant and the ﬁrst two terms of the right-hand side represent
the excess free energy of the solvent mixture, gE(solvents)/RT . Rewriting gives
lnHi,m−
∑
j =i
x′j lnHi,j =
gE(solvents)
RT
+ lim
xi→0
(
∂ ln f
∂xi
)
T,P,x′
−
∑
j =i
x′j
(
∂ ln fi
∂xi
)
T,P,xj=1
. (3–29)
The left-hand side can, in view of Equation (3–22), also be formulated as
lnHi,m −
∑
j =i
x′j lnHi,j = lim
xi→0
(ln γi)−
∑
j =i
x′j lim
xi→0
(ln γi,j). (3–30)
Thus,
lnHi,m −
∑
j =i
x′j lnHi,j =
gE(solvents)
RT
+Δ∞, (3–31)
where Δ∞ is the difference among the derivative terms in Equation (3–29). Further, we can relate this
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equation to the excess solubility above. Inserting Equation (3–5) into (3–18) gives
lnxi,m −
∑
j =i
x′j lnxi,j = lnx
id
i − ln γi −
∑
j =i
x′j(lnx
id
i − ln γi,j) = − ln γi +
∑
j =i
x′j ln γi,j, (3–32)
assuming that the solute forms identical crystal structures in all solvents (thus xidi is the same in all
solvents). Taking the limit of inﬁnite dilution, we ﬁnd that
lnxi,m −
∑
j =i
x′j lnxi,j = − lim
xi→0
(ln γi) +
∑
j =i
x′j lim
xi→0
(ln γi,j) = − lnHi,m +
∑
j =i
x′j lnHi,j. (3–33)
Therefore, we may subsequently write
lnxi,m −
∑
j =i
x′j lnxi,j =
gE(solvents)
RT
+Δ∞. (3–34)
So if the difference among the derivative terms in Δ∞ are small, the excess solubility is approxi-
mately equal to the negative excess free energy of the solvent mixture, independent of the solute! It
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Figure 3–2. Left: Excess solubilities of biphenyl72 and benzil73 in hexane–carbon tetrachloride
and their excess free energy.74 The excess solubilities of biphenyl and benzil are of opposite sign, al-
though they are dissolved in the same solvent mixture. Right: Excess solubilities of naphthalene75 in
cyclohexane–benzene and hexane–benzene and the solvent excess free energy.76,77 Consistent behavior
between excess solubility and excess Gibbs energies of solvent mixtures is observed.
is usually referred to as the ﬁrst-order approach (zeroth being ideal mixture), and was introduced by
O’Connell and Prausnitz 51 for gas solubilities in mixed solvent systems in 1964. Kehiaian 47–50 out-
lined a method based on these principles for solids in the mid-1960s. Although a potentially powerful
method, solute-independent excess solubility is an infrequent experimental observation. The left plot
of Figure 3–2 shows the excess free energy (gE/RT ) of hexane and carbon tetrachloride and excess
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solubilities of biphenyl and benzil herein. The nonideality of the solvent mixture is estimated from data
of Bissell and Williamson.74 The two excess solubility proﬁles are of opposite sign, and signiﬁcantly
larger than the excess free energy of the solvent mixture. However, there are also examples of systems
where the solvent excess free energy is consistent with the excess solubility of a solid. The right plot
of Figure 3–2 shows an example of this, for naphthalene in the moderately nonideal solvent mixtures
cyclohexane–benzene and hexane–benzene. The ﬁrst order approach also predicts that the excess sol-
ubility is of equal sign as the excess free energy of the solvent mixture. This is not always the case
with experimental data. Consider Figure 3–3 which shows the excess solubility of naphthalene in mix-
tures of water and ethylene glycol (data of Lepree et al. 78) and water and dimethylsulfoxide (DMSO;
data of Lepree et al. 78). The solvent nonideality here was estimated from the data of Lai et al. 79 and
Lancia et al..80 There are a wide number of approaches to mixed solvent solubility, in binary solvent
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(b) Water–DMSO
Figure 3–3. Excess solubilities of naphthalene in water–ethylene glycol and water–DMSO mixtures.
Notice that in both systems the excess Gibbs energy of the solvent mixtures are of opposite sign to the
excess solubility.
mixtures, in the engineering literature which makes use of the excess solubility.81–83 This is partly be-
cause the deﬁnition of the excess removes the effect of pure solvent. This means that for modeling,
only the direct effect of mixing remains. This is often advantageous when dealing with solubilities in
pure solvent which differs by several orders of magnitude (e.g. aqueous–organic systems). For a binary
solvent system, the excess solubility can be written as
sE1 = ln
x1,m
x1,3
+ x2 ln
x1,3
x1,2
. (3–35)
The latter fraction is constant, while the former contains the ratio of solubility to the solubility in pure
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3. Expressing a function/model for this is easier than solving the equilibrium problem, especially since
the nonideality of the solvent mixture greatly (but not solely) determines the magnitude of the excess
solubility. Therefore, the modeling basis in this thesis is also based on the excess approach, as will
become apparent in Chapter 4. Though this increases the amount of model input, it may also increase
the accuracy of the output, and decrease the complexity of the modeling.
3.5. Summary
This chapter has given an overview of the state-of-the-art in the ﬁeld of mixed solvent solubility. The
current methods, which are available for solid-liquid equilibrium in mixed solvents, are often based on
expressions which require large amounts of data for regression of good parameter values. The chapter
also presented the thermodynamic framework which governs solid solubility in liquids. The traditional
equal-fugacity approach requires the thermophysical properties characterizing the melting process of
the solid. These are frequently not available, or may be associated with large degrees of uncertainty.
Therefore, it might sometimes be advantageous to not base a thermodynamic method on these properties.
The chapter also deﬁned the excess solubility, and useful relations for this quantity were found. This
means, that if the excess solubility can be estimated, the actual mole fraction solubility can be found
from the solubility of the solute in each of the pure solvents.
In the following chapter, we will explore a method for estimating the excess solubility of a solid solute
in a mixed solvent based on the fluctuation solution theory principles, which were derived in Chapter 2.
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4. Fluctuation solution theory method for solid
solubility in mixed solvents
This chapter outlines and derives expressions for the excess solubility of a solid in a mixed solvent
using ﬂuctuation solution theory relations from Chapter 2. These are then used to express the excess
solubility as function of correlation function integrals. Finally, we parameterize the expressions, and
show how to estimate the resulting parameters.
4.1. General relations
Chapter 3 showed how the excess solubility of a solute in a solvent mixture relates to the excess
Henry’s law constant and the activity coefﬁcients at inﬁnite dilution in Equation (3–33). The follow-
ing chapters will build upon this relation. The activity coefﬁcients in the symmetric (Lewis-Randall)
standard state is related to those in the unsymmetric by1
lim
xi→0
ln γi = ln(γi/γ
∗
i ) = − lim
xi→1
ln γ∗i . (4–1)
The excess solubility can therefore also be formulated in terms of the difference in the activity coefﬁ-
cients in the unsymmetric convention by invoking the relation from Equation (3–32)
lnxi,m −
M∑
j =i
x′j lnxi,j = − lim
xi→0
ln γi,m +
M∑
j =i
x′j lim
xi→0
ln γi,j = lim
xi→1
ln γ∗i,m −
M∑
j =i
x′j lim
xi→1
ln γ∗i,j .
(4–2)
In the following derivation, we show how to establish useful relations to γ∗i .
The Margules relation for the excess free energy in a binary mixture is given by an empirical expres-
sion2,3
gE
RTx1x2
= (A21x1 +A12x2) + x1x2 (B21x1 +B12x2) + . . . (4–3)
This resembles the expansion technique by Wohl.4 By truncating the series after the ﬁrst term and
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differentiating properly, the activity coefﬁcient of species 1 becomes
ln γ1 =
∂
∂n1
(
n
gE
RT
)
T,P,ni=1
= A12x
2
2 + 2 (A21 −A12)x1x
2
2, (4–4)
where n =
∑
i ni. As 1 vanishes the limiting value becomes
lim
x1→0
ln γ1 = A12. (4–5)
The activity coefﬁcient in the unsymmetric convention, by combining Equations (4–1) and (4–4), be-
comes
ln γ∗1 = A12x
2
2 + 2 (A21 −A12)x1x
2
2 −A12, (4–6)
which can be put into a more convenient form (using x2 = 1− x1)
ln γ∗1 = −x1 (−2A21 + 4A12)− x
2
1 (4A21 − 5A12)− x
3
1 (−2A21 + 2A12) . (4–7)
This is essentially a polynomial expansion for ln γ∗1 . By adding and subtracting x21 (A21 − 2A12) we
can rewrite to get
ln γ∗1 = −A
(
x1 −
x21
2
)
−B
(
x21
2
−
x31
3
)
, (4–8)
with
A = −2A21 + 4A12; B = −6A21 + 6A12.
If additional terms are included in Equation (4–3) then (4–8) extends to higher orders. Equation (4–8)
is derived for binaries, but may be generalized to multicomponent systems, if composition dependence
is imposed on the coefﬁcients A and B. This is written as A(x+) and B(x+). From Equation (4–8) the
excess solubility of a single solute i in anM -component mixture becomes
lnxi,m −
M∑
j =i
x′j lnxi,j = lim
x1→1
γ∗i,m −
M∑
j =i
x′j lim
x1→1
γ∗i,j
= − lim
x1→1
[
Ai,m
(
x1 −
x21
2
)
−Bi,m
(
x21
2
−
x31
3
)]
−
M∑
j =i
x′j lim
x1→1
[
Ai,j
(
x1 −
x21
2
)
−Bi,j
(
x21
2
−
x31
3
)]
= −
M∑
j =i
x′j
{
1
2
[
Ai,j −Ai,m(x
+)
]
+
1
6
[
Bi,j −Bi,m(x
+)
]}
.
(4–9)
Here, subscript m refers to a property in the mixed solvent with solute-free composition x+, while j
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denotes a property of i in pure j. Obviously, in the limit of a single solvent j
Ai,j = Ai,m and Bi,j = Bi,m.
Thus, the excess solubility in any multicomponent solvent system is given straightforwardly if the coef-
ﬁcients Ai,j and Bi,j can be found. In the following, we will establish general relations to these from
ﬂuctuation solution theory.
4.2. Series expansion
We estimate the coefﬁcients by using the relation to the activity coefﬁcient, μi(T, P, x)−μi(T, P, xi =
1) = RT lnxiγi(T, P, x). Here, μi is the chemical potential of component i, and γi is the activity
coefﬁcient, normalized using the Lewis-Randall standard state. Consider the Taylor expansion of the
activity coefﬁcient, written in terms of the chemical potential, about a state of inﬁnite dilution
μi
RT
− lnxi −
( μi
RT
− lnxi
)
xi=0
= ni
(
∂μi/RT
∂ni
−
d lnxi
dni
)
T,P,nj =i,xi=0
+
n2i
2
(
∂2μi/RT
∂n2i
−
d2 lnxi
dn2i
)
T,P,nj =i,xi=0
+
n3i
6
(
∂3μi/RT
∂n3i
−
d3 lnxi
dn3i
)
T,P,nj =i,xi=0
+ . . .
(4–10)
with all derivatives at ﬁxed temperature and pressure. The left-hand side yields – with Equation (4–1) –
the unsymmetric activity coefﬁcient
ln γ∗i = xi
(
n
∂μi/RT
∂ni
−
1
xi
+ 1
)
T,P,nj =i,xi=0
+
x2i
2
(
n2
∂2μi/RT
∂n2i
+
1
x2i
− 1
)
T,P,nj =i,xi=0
+
x3i
6
(
n3
∂3μi/RT
∂n3i
−
2
x3i
+ 2
)
T,P,nj =i,xi=0
.
(4–11)
By rewriting the derivatives into
n2
∂2μi
∂n2i
= n
∂
∂ni
(
n
∂μi
∂ni
)
− n
∂μi
∂ni
(4–12a)
n3
∂3μi
∂n3i
= n
∂
∂ni
(
n
∂
∂ni
(
n
∂μi
∂ni
))
− 3n
∂
∂ni
(
n
∂μi
∂ni
)
+ 2n
∂μi
∂ni
, (4–12b)
and collect the terms to see that the resulting equation is exactly of the form indicated by Equation (4–8):
ln γ∗i =
(
xi −
x2i
2
)[
n
∂μi/RT
∂ni
−
1
xi
+ 1
]
T,P,nj =i,xi=0
+
(
x2i
2
−
x3i
3
)[
n
∂
∂ni
(
n
∂μi/RT
∂ni
)
+
1
x2i
− 1
]
T,P,nj =i,xi=0
.
(4–13)
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This means, that the coefﬁcients in the Margules relation for γ∗i can be given by
Ai,m = −
[
n
∂μi/RT
∂ni
−
1
xi
+ 1
]
T,P,nj =i,xi=0
= lim
xi→0
(
n
∂ ln γi
∂ni
)
T,P,nj =i
Bi,m = −
[
n
∂
∂ni
(
n
∂μi/RT
∂ni
)
+
1
x2i
− 1
]
T,P,nj =i,xi=0
= lim
xi→0
(
n
∂ ln γi
∂ni
)
T,P,nj =i
+ lim
xi→0
(
n
∂
∂ni
(
n
∂ ln γi
∂ni
))
T,P,nj =i
.
(4–14)
The expansion is built on the derivative n(∂ ln γi/∂ni)T,P,nj =i , but this is not the most convenient quan-
tity to obtain relations for. The quantity (∂ ln γi/∂xi)T,P,nj =i is in fact more convenient in relations
to ﬂuctuation solution theory. Applying the chain rule of partial differentiation, the derivative can be
written as (
∂ ln γi
∂xj
)
T,P,nk =j
=
M∑
m=1
(
∂ ln γi
∂nm
)
T,P,nk =j
(
∂nm
∂xj
)
T,P,nk =j
. (4–15)
Since all other mole numbers than j is ﬁxed, the derivative turns out to be
(
∂ ln γi
∂xj
)
T,P,nk =j
=
(
∂ ln γi
∂nj
)
T,P,nk =j
(
∂nj
∂xj
)
T,P,nk =j
=
n
1− xj
(
∂ ln γi
∂nj
)
T,P,nk =j
. (4–16)
It turns out, that the right-hand side derivative has the same mathematical properties as a derivative with
respect to nj . In the limit as j vanishes the two are identical
lim
xj→0
(
∂ ln γi
∂xj
)
T,P,nk =j
= lim
xj→0
n
(
∂ ln γi
∂nj
)
T,P,nk =j
. (4–17)
Returning to the derivation at hand, we truncate the series in Equation (4–13) after the ﬁrst term, and
ﬁnd
ln γ∗i = −
(
xi −
x2i
2
)(
∂ ln γi
∂xi
)
T,P,nj =i,xi=0
(4–18)
The required derivatives are then obtained from their relations to integrals of molecular pair correlation
function, which was outlined in Chapter 2.
4.3. Excess solubility and correlation function integrals
We consider a liquid mixture of solvents, in which a solid solute is dissolved. Index 1 denotes so-
lute while 2 and above denote solvent species. So to advance, we need to formulate expressions for
derivatives of species activity coefﬁcients, in order to express the excess solubility from Equation (4–2).
The relations between derivatives of activity coefﬁcients and molecular correlation function integrals are
derived rigorously in Appendix 4.A. We give here the expressions for the derivative for Equation (4–18)
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and the resulting excess solubilities in binary and ternary solvent systems.
4.3.1. System with two solvents
In a ternary system, i.e., a system with two solvents, the derivative of ln γ1 is
(
∂ ln γ1
∂x1
)
T,P,nj =1
=
x2x3f23
x2 + x3
− x2f12 − x3f13 − x2x3W123
1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123
, (4–19)
where the elements of the matrix f are deﬁned as
fij ≡ Hii +Hjj − 2Hij , (4–20)
Hij being the total correlation function integral between i and j, which was deﬁned in Equation (2–18).
The off-diagonal elements of the symmetric matrix f describe deviations from ideal correlation between
molecular pairs. The termW123 contains multiple pair products of correlation function integrals, and is
given by
W123 =H11H22 +H11H33 +H22H33 − 2H12H33 − 2H13H22 − 2H11H23
+ 2H12H23 + 2H13H23 + 2H12H13 −H
2
12 −H
2
13 −H
2
23.
(4–21)
The activity coefﬁcient of the solute in the ternary mixture becomes, when taking the limit of inﬁnite
dilution, as indicated in Equation (4–18)
ln γ∗1 =
(
x1 −
x21
2
)
x2x3f
+
23 − x2f
+
12 − x3f
+
13
1 + x2x3f
+
23
. (4–22)
Here, + denotes that component 1 is at inﬁnite dilution in the mixed solvent, implying that the f+ij are
functions of solvent composition. The term W123 contains products of Hijs and cannot be factorized
into fijs. It is a function of species 1, 2, and 3, and is – in principle – composition dependent. It may be
regarded as a ternary parameter, but ternary mixture data is required to estimate its value. This means,
that it appears as an adjustable parameter pertaining to each triplet of solute and solvents. This is an
unattractive approach, since the parameter is not transferable. Therefore,W123 has been discarded since
(as will be shown later) it is unrealistic to approximate it within reasonable accuracy without obtaining
all values of Hij . It should also be less signiﬁcant since it is multiplied by two mole fractions. For a
single solvent (x3 = 0), we obtain the exact relation
(
∂ ln γ1
∂x1
)
T,P,n2
= −
x2f12
1 + x1x2f12
, (4–23)
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This means, that the activity coefﬁcient of the solute in pure solvent 2 becomes
ln γ∗1 =
(
x1 −
x21
2
)
f012. (4–24)
Here, 0 denotes inﬁnite dilution in pure solvent. We recognize this equation as the familiar one-term
Margules relation in the unsymmetric convention, or Porter equation, since f012 is independent of com-
position. The Lewis-Randall normalized version is obtained from applying Equation (4–1)
ln γ1 =
1
2
f012(1− x1)
2. (4–25)
As noted by O’Connell,5 inclusion of higher order terms in Equation (4–18) involves rather compli-
cated expressions, and contains triplet (and higher order) distribution function integrals, which are not
as well accounted for. The triplet correlation function, hijk, describes the correlation between molecules
i, j, and k. Theoretical considerations6,7 for liquid-phase distribution functions, such as Percus-Yevick
(hijk = 0) or convolution-hypernetted chain approximations (hijk = −hijhjk) may be used as an im-
mediate remedy. However, they are essentially hard-sphere theories, and as such are only valid in the
absence of strong intermolecular forces, and cannot sufﬁciently describe real-ﬂuid behavior. Therefore,
it makes sence to initially investigate the implications of a simple formulation.
In lieu of additional rigor and complexity, the excess solubility, when inserting into Equation (4–2)
becomes
lnxi,m −
M∑
j =i
x′j lnxi,j =
1
2
x2x3f
+
23 − x2f
+
12 − x3f
+
13
1 + x2x3f
+
23
−
1
2
[
x2f
0
12 + x3f
0
13
]
, (4–26)
which, together with Equation (4–23) for the solvent-binary, may be rearranged to yield
lnxi,m −
M∑
j =i
x′j lnxi,j = −
x3
2
(
∂ ln γ3
∂x3
)+
T,P,n2
−
x2
2
[
f+12
1 + x2x3f
+
23
− f012
]
−
x3
2
[
f+13
1 + x2x3f
+
23
− f013
]
.
(4–27)
The derivative term in this equation is independent of solute, and represents a property of the solvent
mixture alone. The emphasis towards component 3 is intended, but this does not imply that the equation
is biased towards the selection of solvent indices. The Gibbs-Duhem equation at constant T and P can
be written
x1
(
∂ ln γ1
∂n2
)
T,P,n1,n3
+ x2
(
∂ ln γ2
∂n2
)
T,P,n1,n3
+ x3
(
∂ ln γ3
∂n2
)
T,P,n1,n3
= 0. (4–28)
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Taking the limit of inﬁnite dilution of 1, and transforming into a derive taken with respect to mole
fraction, the result is
x2(1− x2)
(
∂ ln γ2
∂x2
)+
T,P,n3
+ x3(1− x2)
(
∂ ln γ3
∂x2
)+
T,P,n3
= 0. (4–29)
Since dx2 = −dx3 in a binary, the equation becomes
x2
(
∂ ln γ2
∂x2
)+
T,P,n3
= x3
(
∂ ln γ3
∂x3
)+
T,P,n2
, (4–30)
revealing that the product of mole fraction and derivative is completely symmetric with respect to solvent
indices. Equation (4–27) expresses the excess solubility with three terms:
i. A term for the solvent-solvent nonideality (2-3):
x3
2
(
∂ ln γ3
∂x3
)+
T,P,n2
ii. A term for the solute-solvent nonideality (1-2):
x2
2
[
f+12
1 + x2x3f
+
23
− f012
]
iii. A term for the solute-solvent nonideality (1-3):
x3
2
[
f+13
1 + x2x3f
+
23
− f013
]
The ﬁrst term on the right-hand side of Equation (4–27) is correct to all orders of the expansion in
Equation (4–10), indicating that its contribution is more than just empirical. This implies, that even if
the solute forms ideal solutions with both solvent species (f12 = f13 = 0) the solvent-solvent term
alone can induce a contribution to the excess solubility. Curiously, if the solvent mixture excess free
energy can be described with the Porter equation
gE(solvents) = Ax2x3 ⇒ ln γ+3 =
A
RT
x22, (4–31)
then the derivative above can be written as
−
x3
2
(
∂ ln γ3
∂x3
)+
T,P,n2
= −
x3
2
(
−2
A
RT
x2
)
=
A
RT
x2x3 =
gE
RT
(solvents) (4–32)
This result is identical to that derived in Equation (3–34), when assuming the term Δ∞ is zero. As
pointed out when deriving Equation (3–34), the contribution from the excess free energy of the solvent
mixture is usually too small in magnitude (or of opposite sign) compared to observed excess solubilities.
Therefore, the form of Equation (4–27) seems qualitatively correct, since additional terms to the excess
solubility, which also contains information about solute-solvent interactions, can contribute.
While Equation (4–27) offers an expression for the excess solubility, it is not very practical. The
f+1j, (j = 2, 3) change with solvent composition, and are therefore dependent on the nature of the other
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solvent. This is not the case with f01j . Its value is constant for each (1, j) pair at constant temperature.
The total correlation function between i and j, and thus its integral, is a measure of their total correla-
tions, including indirect effects. However, the fact that the elements in f are differences, suggests that it
might be reasonable to assume that the mixture terms are equal to the pure solvent terms, i.e.,
f+1j  f
0
1j , ∀j = 1. (4–33)
Molecular correlation functions are strong functions of density,7,8 so this approximation should be rea-
sonable, except when solution density varies strongly with solvent composition. This is rarely the case
with organic solvent mixtures, though the density variation of aqueous mixtures with organics might be
large. The result of Equation (4–33) in Equation (4–27) is that the expression for the excess solubility
simpliﬁes to
lnxi,m −
M∑
j =i
x′j lnxi,j = −
x3
2
(
∂ ln γ3
∂x3
)+
T,P,n2
[
1 + x2f
0
12 + x3f
0
13
]
. (4–34)
Equation (6–6) offers a direct, and practical way, of assessing the excess solubility in a binary sol-
vent mixture. The solvent-solvent term can be obtained independently of the solute, usually from low-
pressure binary vapor-liquid equilibrium data forming the basis of a gE-model (this is discussed later).
The solute-solvent parameters are independent of the nature of the other solvent, and suggests that these
may be obtained independently. Details regarding estimation of both solvent-solvent derivative and
solute-solvent parameters are discussed later in this chapter. First, we apply the same procedure for
mixtures comprised of three solvents.
4.3.2. System with three solvents
From Appendix 4.A the derivative of species 1 in a quaternary mixture can be approximated by
(
∂ ln γ1
∂x1
)
T,P,n2,n3,n4
=
x2x3
1− x1
f23 +
x2x4
1− x1
f24 +
x3x4
1− x1
f34 − x2f12 − x3f13 − x4f14
1 +
∑
i>j
xixjfij +
∑
i>j>k
xixjxkWijk + x1x2x3x4Z1234
−
x2x3W123 + x2x4W124 + x3x4W134 + x2x3x4Z1234
1 +
∑
i>j
xixjfij +
∑
i>j>k
xixjxkWijk + x1x2x3x4Z1234
(4–35)
Note that this expression is an approximation, since the full, rigorous expression is expected to be com-
plicated beyond practical applications. Similar to W123 above, Wijk contains multiple products of pair
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TCFIs, as do Z1234. In the case of two (x4 = 0) or one solvent (x4 = x3 = 0) this equation reduces to
the previous expressions. At inﬁnite dilution, we obtain
(
∂ ln γ1
∂x1
)+
T,P,n2,n3
=
F+123
1 + F+234
−
x2f
+
12 + x3f
+
13 + x4f
+
13 + x2x3W
+
123 + x2x4W
+
124 + x3x4W
+
134 + x2x3x4Z1234
1 + F+234
,
with F+234 = 1 + x2x3f
+
23 + x2x4f
+
24 + x3x4f
+
34.
(4–36)
In the continuing derivation, the presence of the W terms and Z will be ignored. The reason is similar
to than when disregarding the W123 term in the binary solvent case above. The values of the W terms
and Z can only come from multicomponent data. Thus, when forming ln γ∗1 and subtracting the mole
fraction-averaged pure solvent terms, we get for the excess solubility in a ternary solvent mixture
lnxi,m −
M∑
j =i
x′j lnxi,j =
F+234
1 + F+234
−
x2
2
[
f+12
1 + F+234
− f012
]
−
x3
2
[
f+13
1 + F+234
− f013
]
−
x4
2
[
f+14
1 + F+234
− f014
] (4–37)
Utilizing the approximation in Equation (4–33), the expression simpliﬁes to
lnxi,m −
M∑
j =i
x′j lnxi,j =
x2x3f
+
23 + x2x4f
+
24 + x3x4f
+
34
1 + x2x3f
+
23 + x2x4f
+
24 + x3x4f
+
34
[
1 + x2f
0
12 + x3f
0
13 + x4f
0
14
]
(4–38)
Equations (6–6) and (4–38) describe excess solubilities by separating contributions from solvent-solvent
nonideality and those from solute-solvent pairs. In the case of a binary solvent mixture, the resulting
equation contains only pair-interaction terms and no triplet-interactions. When extending to three sol-
vents, the solvent-solvent terms, i.e., f+ij ), are functions of composition in the three-component solvent
mixture. This means that the relation in Equation (4–23) is not directly applicable. In the following
section we will explore different ways of estimating the various terms in the expressions for the excess
solubilities in two- and three-solvent mixtures.
4.4. Estimation of terms in excess solubility expressions
There are two types of terms in the ﬁnal expressions for the excess solubility:
1. Solvent-solvent interactions, and
2. solute-solvent interactions.
Here, we will explore ways of estimating their values from different sources.
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4.4.1. Solvent-solvent terms
The solvent-solvent terms in the models, i.e., the derivative term on the right-hand side of Equation
(6–6) and the f+ij in (4–38) can be obtained independently of the solute, since they appear at inﬁnite
dilution of 1. The ﬁrst item, (∂ ln γ3/∂x3)+, is found directly from an excess free energy model (suitably
differentiated), which describes the binary solvent mixture
(
∂ ln γ3
∂x3
)+
T,P,n2
= f(T, P, x′3). (4–39)
There are several options, depending on the availability of data. If vapor-liquid equilibrium data is
available, the parameters for an excess Gibbs energy model can be regressed. If no data is available,
the predictive methods, such as UNIFAC or COSMO, may be utilized. The details of this treatment are
given in Chapter 5. We continue with the three-solvent model.
In that model expression, the fraction
x2x3f
+
23 + x2x4f
+
24 + x3x4f
+
34
1 + x2x3f
+
23 + x2x4f
+
24 + x3x4f
+
34
. (4–40)
appears. The f+ij contain correlation function integral pairs in the ternary mixture of 2,3, and 4. Thus,
the pair values are affected by the presence of the third solvent species, but not the solute (since this is
inﬁnitely diluted). Unfortunately, calculation of f+ij is not straightforward, since the relation in Equation
(4–23) used for binary mixtures does not hold for ternary mixtures. One way to circumvent this is to
write the derivative in Equation (4–19) for the three different solvent species and then use the Gibbs-
Duhem equation at constant T and P to solve for the elements in f at a speciﬁed composition. This
means setting up the relations,
(
∂ ln γ2
∂x2
)+
T,P,n3,n4
= f1(T, P, x
+,H+). (4–41a)
(
∂ ln γ3
∂x3
)+
T,P,n2,n4
= f2(T, P, x
+,H+). (4–41b)
(
∂ ln γ4
∂x4
)+
T,P,n2,n3
= f3(T, P, x
+,H+). (4–41c)
The 4 × 4 matrix H+ contains 10 unique values (since Hij = Hji), which all go into the f+ij and the
W term. This means, that it is not possible to estimate the values in H+. It is unlikely, that a method
be devised, which allows calculating f+ij rigorously. Therefore, we adopt another path. That is to treat
the values of f+ij as if they were independent of species other than i and j, i.e., as binary functions. The
argument for doing this is as follows: Since all terms in the numerator and denominator of the fraction
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in Equation (4–40) consists of products of pairs of two mole fractions, it seems reasonably to assume
that the contribution from the (i, j) pair dominates the value of f+ij . We can calculate the values of f
+
ij
from rearranging Equation (4–23)
f+ij ≈ −
1
x′i
(
∂ ln γj
∂xj
)+
T,P,nk =j
1 + x′j
(
∂ ln γj
∂xj
)+
T,P,nk =j
, x′i =
xi
xi + xj
= 1− x′j , {i, j} ∈ [2, 3, 4]. (4–42)
Its value is calculated on a “binary” basis, indicated by primes on the mole fractions. This is to ensure
thermodynamic consistency in the expression, i.e., that the limiting value of the fraction is given by the
derivative in the numerator when x′j → 0. In the following, three ways of estimating the solute-solvent
terms will be discussed.
4.4.2. Solute-solvent parameters from mixed solvent data – regression
Having addressed the solvent-solvent terms in the excess solubility expressions, we now turn to the
solute-solvent terms, f01j . These are regarded as parameters of the model, and here we explain how to
estimate their values from data. This is done by minimizing a sum of squares. The least-squares estimate
of the excess solubility parameters is
F = min
z
m∑
k=1
(δsE1 )
2
k = min
z
m∑
k=1
(sˆE1 − s
E
1)
2
k. (4–43)
where z contains values of f01j relevant to the problem considered, and sE1 denotes an experimental
value, whereas sˆE1 is the excess solubility calculated from the model. Appendix A details the procedure
of minimizing F to obtain the least-squares estimate of z. Variances of parameter estimates are found
from the underlying variance-covariance matrix, obtained as a byproduct of the optimization. These can
then, in turn, be used in an propagation-of-errors expression to estimate the standard deviation of the
model estimate induced by the uncertainty in the parameters9 (see also Appendix A). Graphically, this
can be displayed as error bars on a model estimate, as will be shown in Chapter 6.
4.4.3. Solute-solvent parameters from pure solvent data – prediction
While the regression above may provide accurate values of f0, it is more advantageous to obtain
them directly from binary data when possible, in order to avoid relying fundamentally on mixture data.
Consider Equation (4–23) for the case of 1 in 2
f012 = − lim
xi→0
(
∂ ln γ1
∂x1
)
T,P,n2
. (4–44)
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Thus, obtaining values of the solute-solvent parameters requires derivatives of activity coefﬁcients in
pure solvents. A single solubility point allows for a single parameter of a gE-model to be determined.
The simplest model of this form is the Porter equation. We write this for a (1, 2)-binary as
ln γ1 = B12(1− x1)
2 ⇒ − lim
xi→0
(
∂ ln γ1
∂x1
)
T,P,n2
= 2B12 = f
0
12. (4–45)
A value for B12 can be obtained from the solubility of 1 in 2, x1,2, and a form of Equation (3–13), giving
lnx1,2 +B12(1− x1,2)
2 = lnxid1 ⇒ f
0
12 = 2
lnxid1 (T )− lnx1,2(T )
(1− x1,2(T ))2
. (4–46)
Similarly for all other solute-solvent pairs. This connects the mixed solvent solubility models from
Equations (6–6) and (4–38) to f0. Values of these parameters can be regressed from either ternary
data with Equation (4–43) or estimated from binary data with Equation (4–46). Note that determining
the Porter coefﬁcient requires the thermophysical characteristics for Equation (3–13) in addition to the
experimental solubility. Obviously, a more accurate gE-model for Equation (4–44) would be expected
to provide better results, especially if the symmetric composition dependence required of the Porter is
incorrect. However, such models require more than a single parameter, adding to the requirements of
model input.
4.4.4. Solute-solvent parameters from UNIFAC
Obtaining f0 from binary data, as described above, can be a good alternative to ﬁtting values to
mixture data. However, this requires the thermophysical properties characterizing the melting process
for the solute, values which frequently are not available. Group contribution methods may be used to
estimate Tm,i and Δhm,i in such cases,10,11 but the uncertainty associated with their estimates may be
substantial. Thus, it would be advantageous if f0 could be found independently of these parameters.
Furthermore, the approach in Equation (4–45) has the limitation that the derivative is formed based on
data that really have no composition dependence included. This is not the case if for example a method
such as UNIFAC is employed. If the molecular structure of the solute and solvent(s) can be constructed
from UNIFAC groups, then UNIFAC can in principle be used to calculate the derivative required. The
mole number derivative of the species activity coefﬁcient, according to UNIFAC, is (see Chapter 5.A for
details of this treatment)
n
(
∂ ln γi
∂nj
)
T,P
=− (1− Ji)(1 − Jj)− 5(Ji − Li)(Jj − Lj)q¯
+ LiLj q¯ +
NSG∑
k
[
ϑk
skiskj
η2k
−
Gkjski +Gkiskj
ηk
]
,
(4–47)
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and so
f012 = (1− J
0
1 )
2 − 5(J01 − L
0
1)
2q¯ + (L0i )
2q¯ +
NSG∑
k
[
ϑk
sk1
ηk
− 2Gk1
]
sk1
ηk
. (4–48)
Provided the composition derivatives of activity coefﬁcients from UNIFAC are reliable, this is a conve-
nient way to determine parameters.
4.5. Summary
Two models expressing the excess solubility in terms of molecular correlation function integrals were
developed from the principles of fluctuation solution theory. The models separated the excess solubility
into contributions from nonideality in the solvent mixture, as well as terms coming from solute-solvent
interactions. Several methods for obtaining the solute-solvent parameters were discussed, including
estimation from data, as well as UNIFAC. The solvent-solvent contributions require a model expressing
the excess Gibbs energy of the solvent mixture. This is the subject in the following chapter, so the route
into solubility estimates is departed for a while.
4.A. Activity coefﬁcients from total correlation function integrals
This appendix give relations between derivatives of species activity coefﬁcients and integrals of mole-
cular pair correlation functions. The theoretical background is presented in Chapter 2, where the required
properties, i.e., partial derivatives of chemical potentials with respect to number of moles, are given in
compact matrix notation. Here, the equations are written out explicitly for systems of two, three, and
four components.
We seek the derivative of the species activity coefﬁcient with respect to mole fraction at constant
temperature and pressure and mole number of other species
(
∂ ln γi
∂xj
)
T,P,nk =j
, (4–49)
which is related to the chemical potential derivative through
(
∂ ln γi
∂xj
)
T,P,nk =j
=
n
1− xj
(
∂βμi
∂nj
)
T,P,nk =j
−
1
xi
δij − xi
1− xj
. (4–50)
Particularly, we seek the derivative of species 1 in a mixture taken with respect to itself, meaning the
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(1, 1)-term from this equation. This simpliﬁes the relation
(
∂ ln γ1
∂x1
)
T,P,nk =1
=
n
1− x1
(
∂βμ1
∂n1
)
T,P,nk =1
−
1
x1
. (4–51)
Using the notation of Chapter 2, the derivative is given by
XD =
[
I−
X
(
B−1
)T
iiT
iTB−1Xi
]
B−1, (4–52)
where the elements of the matrix product of the left-hand side is
[XD]ij = ni
(
∂βμi
∂nj
)
T,P,nk =j
. (4–53)
X is a diagonal matrix with elements Xii = xi, the mole fraction of component i in the mixture. I is the
unit matrix, and i is the unit vector. B is a matrix with elements
Bij = δij + xiHij, (4–54)
with δij being the (i, j) element of I. Hij is the integral of the total correlation function, deﬁned in
Chapter 2.
4.A.1. Binary mixture
For a binary mixture, we ﬁrst note that the inverse of B is given by
B−1 =
1
detB
⎡
⎣ B22 −B12
−B21 B11
⎤
⎦ = 1
detB
⎡
⎣1 + x2H22 −x1H12
−x2H21 1 + x1H11
⎤
⎦ , (4–55)
where the determinant is
detB = 1 + x1H11 + x2H22 + x1x2(H11H22 −H12H21). (4–56)
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The matrix equation above then becomes
⎡
⎢⎢⎣
n1
(
∂βμ1
∂n1
)
T,P,n2
n1
(
∂βμ1
∂n2
)
T,P,n1
n2
(
∂βμ2
∂n1
)
T,P,n2
n2
(
∂βμ2
∂n2
)
T,P,n1
⎤
⎥⎥⎦ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎣1 0
0 1
⎤
⎦−
⎡
⎣x1 0
0 x2
⎤
⎦
⎡
⎣ B22 −B21
−B12 B11
⎤
⎦
⎡
⎣1
1
⎤
⎦[1 1]
[
1 1
] ⎡⎣ B22 −B12
−B21 B11
⎤
⎦
⎡
⎣x1 0
0 x2
⎤
⎦
⎡
⎣1
1
⎤
⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
1
detB
⎡
⎣ B22 −B12
−B21 B11
⎤
⎦ .
(4–57)
The denominator term in the parenthesis becomes
[
1 1
]⎡⎣ B22 −B12
−B21 B11
⎤
⎦
⎡
⎣x1 0
0 x2
⎤
⎦
⎡
⎣1
1
⎤
⎦ =∑
i,j
[Adj (B)X]ij
= x1B22 + x2B11 − x1B21 − x2B12 = x1 + x2 + x1x2(H11 +H22 −H12 −H21)
= 1 + x1x2f12.
(4–58)
Here, we have deﬁned fij ≡ Hii +Hjj − 2Hij , and used that H is symmetric (though B is not). The
resulting matrix in Equation (4–57) is somewhat complicated, but we focus on the (1, 1)-term and ﬁnd
n1
(
∂βμ1
∂n1
)
T,P,n2
=
1
detB
(
B22 −
x1(B22 −B21)
2
1 + x1x2f12
)
=
1
detB
(
1 + x2H22 − x1
1 + x22(H22 −H21) + 2x2(H22 −H21)
1 + x1x2f12
)
=
(1 + x2H22)(1 + x1x2f12)− x11 + x
2
2(H22 −H21) + 2x2(H22 −H21)
detB(1 + x1x2f12)
.
(4–59)
If we now expand all parentheses and remember the deﬁnition of f12, we see that by collecting within
orders of mole fraction
n1
(
∂βμ1
∂n1
)
T,P,n2
=
x2(1 +H22) + x1x2
⎛
⎝H11 +H22 − 2H12
−2H22 + 2H12
⎞
⎠+ x1x22
⎛
⎝H22(H11 +H22 − 2H12)−
H222 −H
2
12 + 2H21H22
⎞
⎠
detB(1 + x1x2f12)
(4–60)
Putting x2 outside the fraction and removing the parenthesis yields after some rearranging
n1
(
∂βμ1
∂n1
)
T,P,n2
= x2
1 + x1H11 + (1− x1)H22 + x1x2(H11H22 −H12H21)
detB(1 + x1x2f12)
, (4–61)
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where we immediately recognize the entire numerator as the determinant in Equation (4–56), which
cancels with that in the denominator. Thus leaving
n1
(
∂βμ1
∂n1
)
T,P,n2
=
x2
1 + x1x2f12
. (4–62)
Now, the derivative in Equation (4–51) becomes
(
∂ ln γ1
∂x1
)
T,P,n2
=
n
1− x1
(
∂βμ1
∂n1
)
T,P,n2
−
1
x1
=
1
x1
(
n1
1− x1
(
∂βμ1
∂n1
)
T,P,n2
− 1
)
=
1
x1
(
x2
1− x1
1
1 + x1x2f12
− 1
)
=
1
x1
(
−x1x2f12
1 + x1x2f12
)
= −
x2f12
1 + x1x2f12
(4–63)
This is the expression given by Kirkwood and Buff 12 and O’Connell 5 for a binary mixture. Similar
results are found for the remaining terms in Equation (4–57)
(
∂ ln γ1
∂x2
)
T,P,n1
=
x2f12
1 + x1x2f12
, (4–64a)
(
∂ ln γ2
∂x1
)
T,P,n1
=
x1f12
1 + x1x2f12
, (4–64b)
(
∂ ln γ2
∂x2
)
T,P,n1
=
x1f12
1 + x1x2f12
, (4–64c)
which all satisfy the Gibbs-Duhem equation. Next, we consider a ternary mixture.
4.A.2. Ternary mixture
The inverse of B in a ternary mixture is
B−1 =
1
detB
⎡
⎢⎢⎢⎣
B22B33 −B32B23 −B12B33 +B13B32 B21B32 −B13B22
−B21B33 +B31B23 B11B33 +B13B31 −B23B11 +B21B13
B21B23 −B31B22 −B32B11 +B31B12 B22B11 −B21B12
⎤
⎥⎥⎥⎦ , (4–65)
where the determinant becomes
detB = x1x2x3
(
1 + x1H11 + x2H22 + x3H33 + x1x2f12 + x1x3f13 + x2x3f23
+ x1x2x3(H11H22H33 + 2H12H13H23 −H11H
2
23 −H
2
13H22 −H
2
12H33)
) (4–66)
The matrix equation is now
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⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣n 1
( ∂β
μ
1
∂
n
1
) T,P
,n
2
,n
3
n
1
( ∂β
μ
1
∂
n
2
) T,P
,n
1
,n
3
n
1
( ∂β
μ
1
∂
n
3
) T,P
,n
1
,n
2
n
2
( ∂β
μ
2
∂
n
1
) T,P
,n
2
,n
3
n
2
( ∂β
μ
2
∂
n
2
) T,P
,n
1
,n
3
n
2
( ∂β
μ
2
∂
n
3
) T,P
,n
1
,n
2
n
3
( ∂β
μ
3
∂
n
1
) T,P
,n
2
,n
3
n
3
( ∂β
μ
3
∂
n
2
) T,P
,n
1
,n
3
n
3
( ∂β
μ
3
∂
n
3
) T,P
,n
1
,n
2
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦=
1
d
et
B
⎡ ⎢ ⎢ ⎢ ⎣B
2
2
B
3
3
−
B
3
2
B
2
3
−
B
1
2
B
3
3
+
B
1
3
B
3
2
B
2
1
B
3
2
−
B
1
3
B
2
2
−
B
2
1
B
3
3
+
B
3
1
B
2
3
B
1
1
B
3
3
+
B
1
3
B
3
1
−
B
2
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As before, we ﬁrst calculate the denominator term and ﬁnd
∑
i,j
[Adj (B)X]ij = x1
(
B22B33 −B32B23 −B12B33 +B13B32+
B21B32 −B13B22
)
+ x2 (−B21B33 +B31B23 +B11B33 +B13B31 −B23B11 +B21B13)
+ x3 (B21B23 −B31B22 −B32B11 +B31B12 +B22B11 −B21B12) .
(4–68)
Inserting the expression for Bij gives the ﬁnal result after rearranging and listing within orders of mole
fractions, we get an expression that resembles that from before
∑
i,j
[Adj (B)X]ij = x2x3
{
1 + x1x2f12 + x1x3f13 + x2x3f23
+ x1x2x3
(
H11H22 +H11H33 +H22H33 − 2H12H33 − 2H13H22 − 2H11H23
+ 2H12H23 + 2H13H23 + 2H12H13 −H
2
12 −H
2
13 −H
2
23
)}
.
(4–69)
Again, remembering the quantity of interest, we focus on the (1, 1)-term, which gives
n1
(
∂βμ1
∂n1
)
T,P,n2,n3
=
1
detB
{
B22B33 −B32B23
− x1
(B22B33 −B23B32 −B21B33 +B23B31 +B21B32 −B22B31)
2
x2x3(1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123)
} (4–70)
Here,W123 is the sum of products of pairs
W123 =H11H22 +H11H33 +H22H33 − 2H12H33 − 2H13H22 − 2H11H23
+ 2H12H23 + 2H13H23 + 2H12H13 −H
2
12 −H
2
13 −H
2
23.
(4–71)
Putting terms on a common denominator, factorizing the Bijs and substituting with theHijs gives
n1
(
∂βμ1
∂n1
)
T,P,n2,n3
=
1
detBx2x3(1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123)
{
(1 + x2H22 + x3H33 + x2x3(H22H33 −H
2
23))x2x3(1 + x1x2f12 + x1x3f13
+ x2x3f23 + x1x2x3W123)− x1 (x3(H33 −H31) + x2x3(H22 −H21)(H33 −H32))
2
}
,
(4–72)
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which can be reduced to the following
n1
(
∂βμ1
∂n1
)
T,P,n2,n3
=
1
detBx2x3(1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123)
{
(x2x3(x2 + x3) + x
2
2x
2
3f23)
(
1 + x1H11 + x2H22 + x3H33 + x1x2f12 + x1x3f13
+ x2x3f23 + x1x2x3(H11H22H33 + 2H12H13H23 −H11H
2
23 −H
2
13H22 −H
2
12H33)
)}
.
(4–73)
We immediately recognize the second parenthesized term of this equation as the determinant of Equation
(4–66), which means that the equation reduces to
n1
(
∂βμ1
∂n1
)
T,P,n2,n3
=
x2 + x3 + x2x3f23
1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123
. (4–74)
Thus, when forming the derivative in Equation (4–51) we get
(
∂ ln γ1
∂x1
)
T,P,n2,n3
=
=
1
x1
x2 + x3
1− x1
+
x2x3
1− x1
f23 − 1− x1(x2f12 + x3f13)− x2x3f23 − x1x2x3W123
1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123
(4–75)
By remembering that x2 + x3 = 1− x1 we get
(
∂ ln γ1
∂x1
)
T,P,n2,n3
=
1
x1
(
x2x3
x2 + x3
− x2x3
)
f23 − x1(x2f12 + x3f13)− x1x2x3W123
1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123
=
1
x1
x1x2x3
x2 + x3
f23 − x1(x2f12 + x3f13)− x1x2x3W123
1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123
=
x2x3
x2 + x3
f23 − x2f12 − x3f13 − x2x3W123
1 + x1x2f12 + x1x3f13 + x2x3f23 + x1x2x3W123
.
(4–76)
As with the binary case, the originally complicated expressions from the matrix inversion reduces sig-
niﬁcantly due to a large degree of cancelation. Furthermore, setting x3 = 0 recovers the expression
for a binary in Equation (4–63). However, unlike Equation (4–63) this expression contains more than
just differences in correlation function integrals: The term W123 contains products of Hijs and cannot
be factorized into fijs. It is important to note that the f12 from Equation (4–63) is different from that
in Equation (4–76). The reason for this is that the f12 from the ternary mixture contains a contribution
from species 3 from indirect correlation, as discussed in the context of the direct correlation function in
Chapter 2.
83
4. Fluctuation solution theory method for solid solubility in mixed solvents
4.A.3. Quaternary mixture
The complexity increases signiﬁcantly when extending to mixtures of four components. The adjoint
matrix of B becomes the 4× 4 matrix, the columns of which are:
Adj (B):,1
⎡
⎢⎢⎢⎢⎢⎢⎣
B22B33B44 −B22B34B43 −B32B23B44 +B32B24B43 +B42B23B34 −B42B24B33
−B21B33B44 +B21B34B43 +B31B23B44 −B31B24B43 −B41B23B34 +B41B24B33
B21B32B44 −B21B34B42 −B31B22B44 +B31B24B42 +B41B22B34 −B41B24B32
−B21B32B43 +B21B33B42 +B31B22B43 −B31B23B42 −B41B22B33 +B41B23B32.
⎤
⎥⎥⎥⎥⎥⎥⎦ (4–77)
Adj (B):,2
⎡
⎢⎢⎢⎢⎢⎢⎣
−B12B33B44 +B12B34B43 +B32B13B44 −B32B14B43 −B42B13B34 +B42B14B33
B11B33B44 −B11B34B43 −B31B13B44 +B31B14B43 +B41B13B34 −B41B14B33
−B11B32B44 +B11B34B42 +B31B12B44 −B31B14B42 −B41B12B34 +B41B14B32
B11B32B43 −B11B33B42 −B31B12B43 +B31B13B42 +B41B12B33 −B41B13B32.
⎤
⎥⎥⎥⎥⎥⎥⎦ (4–78)
Adj (B):,3
⎡
⎢⎢⎢⎢⎢⎢⎣
B12B23B44 −B12B24B43 −B22B13B44 +B22B14B43 +B42B13B24 −B42B14B23
−B11B23B44 +B11B24B43 +B21B13B44 −B21B14B43 −B41B13B24 +B41B14B23
B11B22B44 −B11B24B42 −B21B12B44 +B21B14B42 +B41B12B24 −B41B14B22
−B11B22B43 +B11B23B42 +B21B12B43 −B21B13B42 −B41B12B23 +B41B13B22.
⎤
⎥⎥⎥⎥⎥⎥⎦ (4–79)
Adj (B):,4
⎡
⎢⎢⎢⎢⎢⎢⎣
−B12B23B34 +B12B24B33 +B22B13B34 −B22B14B33 −B32B13B24 +B32B14B23
B11B23B34 −B11B24B33 −B21B13B34 +B21B14B33 +B31B13B24 −B31B14B23
−B11B22B34 +B11B24B32 +B21B12B34 −B21B14B32 −B31B12B24 +B31B14B22
B11B22B33 −B11B23B32 −B21B12B33 +B21B13B32 +B31B12B23 −B31B13B22.
⎤
⎥⎥⎥⎥⎥⎥⎦ (4–80)
Therefore, results obtained from procedures like before are expected to be of a complexity much larger
than that encountered in the ternary case. Due to this, and the fact that any results obtained have to be
useful in terms of modeling, this path does not appear feasible. Instead, a simpler, but more empirical,
expression may be obtained by recognizing that:
1. The denominator is composed entirely of pairs of TCFI-collections (fij) plus additional terms
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which take into account multicomponent interactions. These cover all levels of interactions, i.e.,
from binary to quaternary.
2. The numerator is composed of pairs of TCFI-collections with the single f1j subtracted, in addition
to the multicomponent terms.
This means that an expression of the form
(
∂ ln γ1
∂x1
)
T,P,n2,n3,n4
=
x2x3
1− x1
f23 +
x2x4
1− x1
f24 +
x3x4
1− x1
f34 − x2f12 − x3f13 − x4f14
1 +
∑
i>j
xixjfij +
∑
i>j>k
xixjxkWijk + x1x2x3x4Z1234
−
x2x3W123 + x2x4W124 + x3x4W134 + x2x3x4Z1234
1 +
∑
i>j
xixjfij +
∑
i>j>k
xixjxkWijk + x1x2x3x4Z1234
(4–81)
should approximate the rigorous solution that would be obtained from Equation (4–52). The denomi-
nator term, when written out, becomes
∑
i>j xixjfij +
∑
i>j>k xixjxkWijk = x1x2f12 + x1x3f13 +
x1x4f14+x2x3f23+x2x4f24+x3x4f34+x1(x2x3W123+x2x4W124+x3x4W134). TheW terms repre-
sent ternary interactions, while Z in Equation (4–81) represents four component interactions. Equation
(4–81) reduces to the ternary based expression when setting x4 = 0 and, of course, the binary when
x3 = x2 = 0.
Equation (4–81) is a simple approximation to the solution, which can be obtained. However, from a
practical point of view, and in light of the context in which the derivative terms are used, the approxima-
tion seems reasonable.
4.A.4. Higher order mixtures
The approach taken in order to arrive at Equation (4–81) can straightforwardly be extended to higher
order mixtures.
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5. Vapor-liquid equilibria in solvent mixtures
This chapter is concerned with the representation of the solute-free (i.e., solvent) mixtures in which
solids are dissolved. First the conditions necessary for equilibrium are stated, so that estimates of Equa-
tion (5–1) may be obtained. This is followed by a brief explanation of the procedure used to obtain the
characteristics for the models. Much of this is standard procedure, but some fundamental concepts are
repeated here for the sake of completeness, and will be referred to later in the thesis.
5.1. Introduction
Chapter 4 derived expressions for the excess solubility of a solid solute in a mixture of two and three
solvents. Those models require the derivative
(
∂ ln γi
∂xj
)
T,P,nk =j
=
n
1− xj
(
∂ ln γi
∂nj
)
T,P,nk =j
, (5–1)
for the solvent species in a binary mixture. For this purpose, we require a model which describes the
excess free energy of the solvent mixture. Three models are considered for this:
1. The Wilson 1 equation.
2. Modiﬁed Margules equation of Abbott and Van Ness.2
3. The UNIFAC model.3,4
The equation details of the models are given in the appendix at the end of this chapter. The relative
merits of all threes models are discussed extensively in standard textbook literature,5,6 and since it is not
the principal subject of this investigation, the discussion of the models given here is not in depth. The
two former models express the nonideality in terms of interactions between unlike molecular species,
which in turn are characterized by parameters. These are system speciﬁc, and their values come only
from regression of data. In systems where there are no data, either of these two models can be used.
Instead, group contribution methods, such as UNIFAC3,4 can be used to estimate the nonideality of a
mixture. UNIFAC also expresses the nonideality in terms of molecular interactions, not between the
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molecules of the system, but rather between fragments (or groups) on each molecule. UNIFAC divides
molecules into smaller groups and use these to express the excess free energy by assigning thermody-
namic properties to the molecular fragments. This is known as the “solution-of-groups” concept, and
was formerly introduced by Wilson and Deal.7 UNIFAC has, since its birth in 1975,3 evolved in many
different directions in terms of group deﬁnitions and model expressions. Most importantly is the evolu-
tion in terms of the group-group interaction parameters, the parameters of the model, which come from
regression of substantial amounts of data. There are several versions of UNIFAC, which are standard
today. The version implemented here is that of Hansen et al. 4 from 1991.
5.2. Vapor-liquid equilibrium (VLE)
The fundamental relation for equilibrium between a liquid mixture and its vapor phase is the equality
of fugacities of every species in each phase. For a liquid phase with composition x in equilibrium with
its vapor phase, composition y, the isofugacity criterion is5
∀i fVi (T, P, y) = f
L
i (T, P, x). (5–2)
This leads to
yiϕi(T, P, y)P = xiγi(T, P, x)f
0,L
i (T, P ). (5–3)
ϕi is the fugacity coefﬁcient of i, and γi is the Lewis-Randall normalized activity coefﬁcient. At condi-
tions far below the critical point, typically at low to moderate pressures and temperatures, the fugacity
coefﬁcient is approximately unity (corresponding to an ideal gas), and the pressure dependence of the
liquid-phase activity coefﬁcient is negligible. The reference fugacity, f0,Li , is the fugacity of i as a
pure liquid at the reference pressure. This is frequently approximated by the saturation pressure for
substances that are liquids at T . These approximations yield the modified Raoult’s law
yiP = xiγi(T, x)P
sat
i (T ), (5–4)
where P sati (T ) is the saturated vapor pressure of i at T . Summing over allM components gives the total
pressure above a liquid mixture,
P =
M∑
i=1
xiγi(T, x)P
sat
i (T ). (5–5)
Total pressure data as function of T and liquid-phase composition, x, enables estimation of parameters
for an expression of the excess free energy of the mixture. This is usually referred to as Barker’s
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method8∗. The pure component vapor pressures were taken from the original data sources, and not
from correlations or tabulations, to ensure a consistent reference fugacity. If a measured value was not
provided by the authors, its value was obtained from ﬁtting to the experimental data along with the
model parameters, as recommended by Abbott and Van Ness.9 The uncertainty in vapor pressures are
critical for the correlation of VLE data, and it is best if their values come from regression of isothermal
experimental data†. Estimation of parameters for any thermodynamic model is based on solving
min s =
data
points∑
k
(δP )2k, (5–6)
where δP is the difference in calculated and observed pressure. This is standard procedure for reducing
VLE data.6 Note here that the estimation is nonlinear (as a result of the expression for ln γi). The details
of nonlinear estimation are given in Appendix A at the end of the thesis.
5.3. Binary mixtures
A large data base of binary vapor-liquid equilibria data have been processed. These span a wide
range of conditions, ranging from nearly ideal to systems with two liquid phases. Both Wilson and
modiﬁed Margules models are capable of correlating strongly nonideal systems (e.g. alkane-alcohol)
and relatively ideal (e.g. alkane-alkane) systems as well. In the event of no experimental data for
correlation, UNIFAC estimates liquid-phase activity coefﬁcients using transferrable parameter values,
which come from regression of mixture data, and does therefore not require input data other than group
stoichiometries. Although UNIFAC can describe mixtures of organic solvents, UNIFAC is not well
suited for mixtures which have very high limiting activity coefﬁcients, γ∞i . If γ∞i is too high, then the
slope with changing composition is too steep, and may result in false miscibility gaps. The stability
criterion (for a binary mixture) is (
∂ ln γ1
∂x1
)
T,P
<
1
x1
. (5–7)
If this relation is satisﬁed then the mixture enters the metastable region of the phase diagram, i.e., the
region beyond the spinodal. Further increase in nonideality can result in a two-phase region, wherefore
UNIFAC will predict liquid-liquid miscibility. Thus, care must be taken when applying UNIFAC for
strongly nonideal mixtures, if those are known to be miscible.
∗ Barker used the three-sufﬁx Margules equation for γi, but the terminology in this thesis is used regardless of model for γi.
† The correlation of vapor pressures using an Antoine-like expression can cause signiﬁcant error.
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Table 5–1. Binary systems at temperature T , no. data points, and errors of correlation with Wilson
and modiﬁed Margules equations.
AAD (%)
# Component 1 Component 2 T (◦C) n Wilson Margules Reference
1 2-Propanol Water 80 21 1.19 2.42 10
2 Water 1,2-Propanediol 98 9 0.97 1.37 11∗,†
3 Ethanol Water 25 14 0.76 0.27 12∗
4 1-Propanol Octane 85 25 0.53 1.63 13∗
5 Cyclohexane Acetone 50 27 0.10 0.48 14∗
6 Acetone Toluene 45 20 0.87 0.86 15
7 Cyclohexane Methyl-ethyl-ketone 50 32 0.08 0.26 14∗
8 Methyl-ethyl-ketone Toluene 57 15 0.07 0.09 16∗
9 1-Butanol Heptane 50 14 0.55 1.49 17
10 1-Propanol Heptane 30 21 0.83 3.05 18∗
11 Methylcyclohexane 1-Butanol 90 21 0.58 0.80 19
12 1-Butanol Octane 100 14 0.29 0.14 20
13 Acetone Hexane 45 16 0.60 0.42 21∗
14 Heptane Dibutyl ether 90 9 0.98 0.98 22∗,†
15 Hexane Dibutyl ether 35 14 0.03 0.03 23†
16 Methyl-ethyl-ketone Hexane 65 9 0.43 0.44 24∗
17 1-Butanol Hexane 25 17 2.53 5.49 25∗,†
18 1-Propanol Hexane 30 15 0.42 4.15 26∗
19 2-Butanol Hexane 25 15 1.28 2.27 25∗
20 2-Methyl-1-propanol Hexane 59 23 0.49 1.63 27∗
21 Water 1-Propanol 40 25 0.67 1.39 28†
22 Heptane Hexane 30 10 0.33 0.29 29
23 Heptane Butyl acetate 75 18 0.94 0.89 30∗
24 Cyclohexane 1-Butanol 80 9 31.86 11.60 31∗,†
25 Cyclohexane 2-Butanol 50 18 1.53 1.18 32∗
26 Heptane 2-Methyl-1-propanol 40 20 0.15 0.47 33∗,†
27 Heptane 3-Methyl-1-butanol 75 25 0.55 1.77 34∗
28 1-Propanol 2-Pentanol 40 24 0.17 0.17 35
29 2-Propanol 2-Pentanol 40 24 0.39 0.41 35
Continues on next page
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30 Benzene Hexane 40 17 0.05 0.10 36∗
31 Benzene Toluene 52 6 2.62 2.29 37
32 Benzene Hexadecane 35 21 0.16 1.82 38†
33 Carbon tetrachloride Hexane 25 12 0.05 0.05 39∗
34 Carbon tetrachloride Heptane 25 14 0.09 0.09 39∗
35 Carbon tetrachloride Benzene 40 8 0.01 0.61 40∗,†
36 Carbon tetrachloride Isooctane 35 7 0.03 2.92 41∗,†
37 Methyl-ethyl-ketone Water 50 18 15.04 2.69 42∗
38 Acetonitrile Water 50 10 16.49 4.36 43∗,†
39 Water Ethylene glycol 98 12 3.20 1.00 11∗,†
40 Water 1-Butanol 50 45 1.82 4.92 44
41 1,4-dioxane Water 25 11 0.28 0.49 45
42 2-Methyl-2-butanol 1-Pentanol 100 20 0.67 0.39 46∗
43 1-Propanol Isooctane 72 20 0.29 0.37 47∗,†
44 1-Propanol Cyclohexane 25 29 0.82 2.97 48
45 Ethanol Hexane 45 40 0.38 3.81 49∗
46 Benzene Cyclohexane 40 22 0.02 0.02 50∗
47 Heptane Cyclohexane 25 21 0.07 0.07 50∗
48 Methyl-t-butyl ether Cyclohexane 40 23 0.02 0.02 50∗
49 Cyclooctane Cyclohexane 25 13 0.05 9.34 51†
50 Cyclohexane Hexane 40 11 0.02 0.02 52
51 Cyclohexane Isooctane 35 6 0.01 1.20 53∗,†
52 Ethyl acetate Cyclohexane 40 17 0.43 0.54 54∗
53 2-Methyl-1-butanol 1-Pentanol 0 18 0.08 0.09 46∗
54 2-Methyl-2-butanol 1-Pentanol 100 20 0.67 0.39 46∗
55 3-Methyl-2-butanol 1-Pentanol 100 19 0.46 0.46 46∗
56 Acetone Water 50 17 0.30 1.91 55
57 Ethylbenzene Benzene 20 5 1.73 1.70 56
58 Carbon tetrachloride Octane 40 16 0.06 0.12 57
59 Carbon tetrachloride Nonane 40 16 0.12 0.22 57
60 Carbon tetrachloride Decane 40 16 0.11 0.20 57
61 Carbon tetrachloride Toluene 40 16 0.02 0.02 57
Continues on next page
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62 Carbon tetrachloride o-Xylene 40 16 0.19 0.15 57
63 Carbon tetrachloride p-Xylene 40 15 0.23 0.25 57
64 Dimethylsulfoxide Water 25 47 10.57 1.49 58
65 Methyl-t-butyl ether Hexane 40 23 0.02 0.02 50∗
66 Cyclohexane Octane 25 28 0.10 0.14 59∗
67 Methanol Ethyl acetate 55 11 0.09 0.83 60∗,†
68 Ethanol Ethyl acetate 55 11 0.20 0.43 60∗,†
69 Methyl acetate 1-Propanol 318 10 0.31 0.29 61∗,†
70 Methyl acetate 2-Propanol 318 11 0.33 0.32 61∗,†
71 Heptane 2-Butanol 30 24 0.51 1.71 62
72 Carbon tetrachloride Cyclohexane 40 9 0.01 0.53 63∗,†
73 3-Methyl-1-butanol Hexane 25 11 0.54 2.97 64∗
74 3-Pentanone Water 70 19 3.64 2.80 65∗
75 N,N-Dimethylformamide Water 40 20 0.66 14.88 28∗,†
76 Benzene 1,4-Dioxane 25 19 0.81 0.85 66
77 Chloroform Benzene 50 19 0.28 3.73 67∗,†
78 Chloroform 1,4-Dioxane 50 22 0.50 0.13 68
79 Ethanol 1,2-Propanediol 25 12 1.80 2.12 69
∗: Vapor phase composition included in data set.
†: Vapor pressures of pure components not included in data set.
The entire data base of solubility data comprises a large number of solvent mixtures. We have ex-
tracted 79 isothermal data sets from the scientiﬁc literature. Table 5–1 lists these, along with the number
of data points and the temperature at which they were measured. Also indicated in Table 5–1 is whether
or not the vapor phase composition is included in the experimental observations. Although this quantity
is not necessary for regression,70 its value may be used to express the level of thermodynamic consis-
tency of the data-model agreement, following Van Ness.8 Consistency checks of the experimental data
has not been made, this is a possible improvement for future directions. Table 5–1 also gives the average
absolute relative error in the regression for both models. This statistic is deﬁned as
AAD =
100%
n
n∑
k
∣∣∣∣δPP
∣∣∣∣
k
. (5–8)
The resulting parameter values are given in the appendix towards the end of this chapter. In addition to
theWilson andMargules values, the coefﬁcient for the Porter equation is also provided for a few systems.
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TheWilson equation generally correlates the data better than the modiﬁed Margules equation apart from
a few exceptions, which will be addressed below. Most notably entries # 24, 37, and 38. In the system
cyclohexane–1-butanol the authors of the data31 did not provide vapor pressures. Here, regression with
Figure 5–1. Reduction of 2-propanol–water VLE with the Wilson equation. The binary forms a
highly nonideal solution, which is correlated well with this model.
the modiﬁed Margules equation gives a negative vapor pressure of 1-butanol of −3.55 kPa, whereas
regressing with the Wilson equation gives 20.09 kPa. For cyclohexane the regressed values are 21.78
and 13.19, respectively. Thus, a signiﬁcant difference is found in the two methods for this particular
system. There are also other sets where the two methods are not fully consistent with each other, e.g. #
49 and 51. In these two, the vapor pressures of cyclooctane and cyclohexane using the Wilson equation
give 13.01 and 20.22 kPa, respectively, while the modiﬁed Margules with two adjustable parameters (in
addition to the values of P sati ) give −0.63 and −0.15 kPa. Negative vapor pressures are of course not
realistic, but the values minimize the function in Equation (5–6).
Though, from a ﬁrst glance in Table 5–1 the two models might seem very similar, this is not always
the case. Since the method outlined for the excess solubility of a solid solute in a mixed solvents require
derivatives of activity coefﬁcients, it is necessary to examine these in more detail. Figure 5–1 shows the
results of reducing the set of 2-propanol and water, reported by Wu et al.,10 using the Wilson equation.
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The system is quite nonideal, as indicated by the large values of γ∞1 on the upper left diagram. The
Figure 5–2. Reduction of 2-propanol–water VLE with the modiﬁed Margules equation. The data is
correlated slightly worse than with the Wilson equation. This is partly indicated by the discontinuities
in the plot of f+23 versus solvent composition.
upper right shows the phase diagram, and reveals that the components form an azeotrope. The lower
left diagram shows the derivative given in Equation (5–1), and the lower left shows the quantity f12, as
deﬁned in Chapter 4. If we rearrange Equation (4–23) in order to get f12:
f12 = −
1
x2
(
∂ ln γ1
∂x1
)
T,P,n2
1 + x1
(
∂ ln γ1
∂x1
)
T,P,n2
. (5–9)
This behavior of f12 is characteristic of all systems of water with polar species. A signiﬁcant peak is
found towards the aqueous side. Similarly, Figure 5–2 shows the results using the modiﬁed Margules
equation with two adjustable parameters. The Margules equation gives slightly lower values of the
activity coefﬁcients at inﬁnite dilution, but is unable to correlate the data. The behavior of f12 is very
different. At x1 ≈ 0.25, a discontinuity is encountered and the sign is reversed, with a peculiar new
variation. At x1 ≈ 0.35, the opposite occurs. The reason for this is found in the expression for f12. We
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notice that the denominator is identical to Equation (5–7), which means that at the spinodal point, where
the mixture enters a meta stable region, the denominator changes sign, which causes f12 to approach
±∞, pending in what direction composition is changed. This type of behavior is a frequent observation
with the Margules equation, especially in mixtures with strong nonideality, such as in alkane–alcohol
systems. The Wilson equation generally produces smoother curves. The implications of these features
are not obvious yet, but must be judged on the basis of their performance with the excess solubility
models.
5.3.1. Liquid-liquid equilibria
Throughout this thesis, we consider only single-phase solubilities, i.e., solutes which are dissolved in
one liquid phase. There are also solvent mixtures which separates in two phases. Among the examples
are MEK–water, water–1-butanol and 3-pentanone–water (# 37, 40, and 74 in Table 5–1). The VLE data
of water–1-butanol of Fischer and Gmehling 44 was correlated with a two-parameter Margules equation,
using the method described in Appendix 5.C for estimating the phase boundaries, giving Figure 5–3. The
calculated phase boundaries are xα1 = 0.64 and x
β
1 = 0.89, which is consistent with the observations
of Fischer and Gmehling. This is indicated by the absence of measurements in this range. Immiscible
Figure 5–3. Excess free energy and activity coefﬁcients of 1-butanol and water. This mixture has a
miscibility gap calculated with the Margules equation.
solvent systems are not uncommon, since extraction, which relies on differences in solubilities in two
liquid phases, is a standard unit operation. However, we will limit this thesis to solubilities in a single
phase. Dickhut et al. 71 measured solubilities of naphthalene in this solvent mixture (water–1-butanol),
but measurements are limited to the water-rich end, outside the binodal. Solvent systems with miscibility
gaps do not pose substantial difﬁculties generally. The Wilson equation is actually particularly useful in
these situations, since it does not provide false phase splits. Sometimes simple models are preferable.
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5.4. Ternary mixtures
Equation (4–38) expresses the excess solubilities in ternary solvent mixtures. Above binary systems,
Margules-type equations are generally not available. Although investigators, such as Chien and Null,72
have pursued the idea of multicomponent versions, we will not consider them at this point. VLE data
of ternary liquid mixtures are scarce in the open literature, and speciﬁc mixtures are generally not easy
to ﬁnd data for. Fortunately, the parameters of the Wilson equation are often transferrable from binary
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Figure 5–4. Mole fraction compositions in the ternary mixture, at which solubility is measured, and
nonideality in the binaries with the Wilson and UNIFAC equations. In the regions where the solubility
of toluene is measured the UNIFAC model gives an excess Gibbs energy which is very comparable to
that computed by the Wilson equation.
to multicomponent systems when the components are liquids.5 So if VLE data for all three pairs of
solvents are known, then they can be used to estimate nonideality in the multicomponent system. Here,
we will examine a ternary solvent mixture, for which solid solubility data exists, and will be the subject
of investigations in Chapter 6. The example is water–acetone–toluene, in which solubilities of paraceta-
mol was measured by Granberg and Rasmuson.73 Water and toluene form two immiscible liquid phases
across most of the concentration range, sof solubility measurements are done in almost pure acetone, as
shown on left plot in Figure 5–4, in which water and toluene both are completely miscible. However,
being that the water–toluene system cannot be correlated, since no data exist, we cannot use the Wilson
equation for this system. Instead, we may rely on UNIFAC. If UNIFAC is capable of describing the
individual binaries, then the ternary mixtures is likely to be well described also. The mixture is com-
posed of nearly pure acetone, so the simultaneous presence of water and toluene is small. Therefore, a
signiﬁcant contribution from this pair is not expected. The right plot of Figure 5–4 shows the excess free
energy for the binaries acetone–water and acetone–toluene estimated using the Wilson equation with
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parameters regressed from data, and estimates from UNIFAC. Although the Wilson equation does not
seem to be in full agreement with UNIFAC, the agreement within the concentration range in which sol-
ubilities are measured (> 80% acetone) is good. This means, that UNIFAC is a suitable model for this
particular ternary system. Similar arguments apply to the ternary of benzene–1,4-dioxane–chloroform,
where UNIFAC is a viable model for the nonideality of this ternary solution. The remaining solvent
mixtures studied in Chapter 6 are composed on mainly hydrocarbons (alkanes), alkanols, ethers, and
esters. These are mixtures, which UNIFAC is fully able to address.
5.5. Summary
This chapter has examined the regression of binary vapor-liquid equilibrium data for estimation of
parameters for excess Gibbs energy models. These are used to express the solvent-solvent contributions
to the excess solubility models developed in the previous chapter. Binaries formed the basis of the ma-
jority of the chapter, but ternary mixtures were also discussed. Generally, if VLE data can be found for
a particular solvent mixture, it is regressed to obtain parameters for the Wilson and modiﬁed Margules
equations. If no data is found, the contributions are estimated with UNIFAC.
The next chapter details the mixed solvent solubility results, by applying the excess solubility models.
5.A. Activity coefﬁcients and derivatives from excess Gibbs energy models
The derivative required is that
(
∂ ln γi
∂xj
)
T,P,nk =j
=
n
1− xj
(
∂ ln γi
∂nj
)
T,P,nk =j
, (5–10)
with all expressions being symmetric with respect to i and j.
For the two-parameter Wilson equation the activity coefﬁcient is
ln γi = 1− ln ηi −
∑
k
xkki, ki =
Λik
ηi
, ηk =
∑
j
xjΛkj. (5–11)
The derivative taken with respect to mole number is
n
(
∂ ln γi
∂nj
)
T,P,nk =j
= 1− (ij + ji) +
∑
k
xkkikj. (5–12)
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with
Λkj =
vj
vk
exp
[
−
λkj − λkk
RT
]
=
vj
vk
exp
[
−
akj
T
]
. (5–13)
Here, the off-diagonal elements of a are the model parameters which characterizes the interaction be-
tween unlike molecular species. Note that ajk = ajk, and have units of kelvin. In addition to the
interactions, the Wilson equation also require the pure component molar volumes. Naturally these de-
pend on temperature, but assuming that they are constant over a limited temperature range is usually a
valid approximation. Their values are not crucial for the performance of the Wilson equation, and are
taken from the DIPPR compilations.74
The ﬁve-parameter modiﬁed Margules equation is (for a binary only)
ln γi = Gi(1− xi)
2, xi + xj = 1, i = j ∈ {1, 2}, (5–14)
where
Gi = Aij + 2(Aji −Aij)xi − 2F
(1)xixj + F
(2)(αij + ηx
2
j )x
2
i ,
and we have deﬁned
F (k) ≡
αijαjixixj
(αijxi + αjixj + ηxixj)k
. (5–15)
The parameters of the model is the set {Aij , Aji, αij , αji, η}. Frequently, only the ﬁst two are required.
The remaining are only included if the solvent mixture if highly nonideal, and η only if the mixture is
close to the miscibility limit. The compositional derivatives are
(
∂ ln γi
∂xi
)
T,P
= x2j
∂Gi
∂xi
− 2xjGi, (5–16)
where dxi = −dxj . The derivative of Gi is
∂Gi
∂xi
=2(Aji −Aij) + F
(1)(xj − xi) + F
(2) [αijx1(1 + xj)− αjixixj + 2η(xj − xi)xixi]
− F (3)(αij + ηx
2
j )x
2
i .
(5–17)
For the UNIFAC method, the activity coefﬁcient is given by a combinatorial term, accounting for differ-
ences in size and shape, and a energetic term (or residual) which describes the interactions
ln γi = ln γ
C
i + ln γ
R
i . (5–18)
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The combinatorial part is given by
ln γCi = 1− Ji + ln Ji −
z
2
qi
(
1−
Ji
Li
+ ln
Ji
Li
)
. (5–19)
Here, the coordination number z is usually set to 10∗ The residual part is given by
ln γRi = qi(1− lnLi)−
NSG∑
k
[
ϑk
ski
ηk
+Gki ln
ski
ηk
]
(5–20)
Index k sums the contribution from all subgroups in the mixture (denoted by NSG). We have used the
following deﬁnitions for the average surface area and volume
Ji =
ri∑
j xjrj
=
ri
r¯
, Li =
qi∑
j xjqj
=
qi
q¯
(5–21)
These are related to the van der Waals surface areas and volumes of the subgroups, which make up the
mixture
ri =
∑
k
ν
(i)
k Rk, qi =
∑
k
ν
(i)
k Qk, (5–22)
where ν(i)k is the stoichiometry of group k on molecule i. Other variables are given by
Gki = ν
(i)
i Qk, ski =
NSG∑
m
Gmi exp
[
−
amk
T
]
, ϑk =
∑
j
xjGjk, ηk =
∑
j
xjskj. (5–23)
The input parameters to the model are the group stoichiometries (ν(i)k ), pure group areas (Rk) and
volumes (Qk), and the group-group interaction parameters (amk = akm). Equation (5–1) becomes
n
(
∂ ln γi
∂nj
)
T,P,nk =j
=− (1− Ji)(1− Jj)− 5(Ji − Li)(Jj − Lj)q¯
+ LiLj q¯ +
NSG∑
k
[
ϑk
skiskj
η2k
−
Gkjski +Gkiskj
ηk
]
.
(5–24)
5.B. Parameter table for solvent mixtures
∗ This is the average number of molecules surrounding i in the mixture. Most methods based on the local composition concept
assume that this is 10.
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Table 5–2. Binary systems and parameters for Wilson, modiﬁed Margules, and Porter equations. The
number in the left-most column is the number of the system in Table 5–1.
Wilson Modiﬁed Margules Porter
# a12(K) a21(K) A12 A21 α12 α21 η B12
1 400.9 626.8 2.6264 1.1664 3.1604 1.0227
2 377.2 -294.2 0.0028 -0.2400 -0.1721
3 57.3 431.8 1.4795 0.9157
4 820.8 193.1 2.3000 2.1353 1.6200 1.1100
5 214.3 467.8 1.5605 1.6134
6 254.3 -17.2 0.6925 0.6565
7 286.4 221.6 1.3727 1.1076
8 198.9 -87.6 0.3218 0.2534
9 920.4 71.4 2.8408 1.5518 4.8900 1.0100
10 1048.1 120.8 3.6833 1.9913 15.3700 1.7600
11 67.3 743.3 1.2173 1.8336
12 690.3 108.0 1.7001 1.4683
13 485.3 202.1 1.5309 1.6878
14 -194.7 386.6 -0.1054 0.1442
15 80.8 -63.5 0.0547 0.0561
16 140.3 99.0 1.0202 1.1463
17 937.7 54.9 3.1814 1.6722 6.2912 1.8884
18 965.1 -19.7 3.3905 1.4137 14.7780 1.6065
19 747.4 69.4 2.8328 1.5468 6.0454 1.2875
20 757.2 97.3 2.7313 1.5151 6.3944 1.1088
21 630.7 352.8 1.3556 3.1724 1.0484 5.5998
22 -130.6 130.6 -0.0351 -0.0730
23 52.3 216.5 0.6457 0.7365
24 456.1 255.4 1.6687 4.3116
25 18.9 964.4 0.8754 2.0557
26 376.1 423.6 1.7110 1.4926
27 76.8 719.1 1.2218 1.8376
28 80.8 -87.7 -0.0265 -0.0284
29 -15.9 62.5 0.0148 0.0545
Continues on next page
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Wilson Modiﬁed Margules Porter
# a12(K) a21(K) A12 A21 α12 α21 η B12
30 106.4 111.8 0.4624 0.6640
31 136.4 -136.4 -0.1813 0.0773
32 123.1 171.6 -0.1514 0.2217
33 14.0 86.4 0.1834 0.2846
34 44.3 42.4 0.1470 0.2427
35 -34.3 75.8 0.1200 0.1317
36 56.6 70.9 0.1303 0.3009
37 15539.3 705.7 3.5857 2.1363 4.8184 1.3925 1.9801
38 273.0 1054.9 2.2947 1.4522 -0.0272 0.4850
39 89.1 -89.1 0.0123 -0.4665 -0.2714
40 774.3 891.8 1.3707 2.6935
41 919.4 -154.6 1.6595 1.9122
42 112.4 -112.4 -0.1286 0.0020
43 613.9 121.7 2.4780 1.7287 2.9162 0.8922
44 873.6 192.7 3.9613 1.9115 21.4454 2.0599
45 1145.9 175.7 3.5427 2.2308 9.1214 1.6408
46 105.2 51.8 0.4403 0.4884
47 -187.0 235.3 0.0572 0.0999
48 -11.2 84.3 0.2181 0.2317
49 -57.2 64.9 3.5140 4.4674
50 28.1 7.0 0.0904 0.1057
51 382.4 -277.6 3.1287 2.5698
52 301.3 128.6 1.5778 1.1580
53 98.8 -98.8 -0.0210 0.0017
54 112.4 -112.4 -0.1286 0.0020
55 138.0 -122.7 0.0189 0.0125
56 91.7 758.7 2.0612 1.5032
57 -32.7 50.4 0.0518 0.0337
58 31.4 50.2 0.0596 0.1457
59 12.9 89.6 -0.0062 0.1039
Continues on next page
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Wilson Modiﬁed Margules Porter
# a12(K) a21(K) A12 A21 α12 α21 η B12
60 14.6 91.9 -0.0594 0.0392
61 63.6 -22.9 0.1296 0.1243
62 -1.5 1.5 -0.0161 -0.0296
63 142.2 -142.2 -0.0391 -0.0153
64 -574.9 39.8 -2.8141 -1.3100
65 48.6 24.6 0.2181 0.2317
66 -29.5 94.9 -0.0019 0.0560
67 357.3 799.8 1.0275 2.5614
68 319.3 118.0 0.8602 2.0320
69 521.9 249.8 1.0770 0.8432
70 245.1 334.8 0.8315 0.8650
71 100.7 767.2 1.5294 2.0834
72 31.4 2.1 0.0756 2.5781
73 859.6 89.8 2.1556 1.1940
74 20806.3 913.1 4.9968 1.6715
75 104.2 82.9 4.3238 3.1120
76 263.5 -147.0 0.1654 0.0846
77 -47.1 -24.8 -0.2294 3.8047
78 -253.6 -32.1 -0.7704 -1.3203
79 -288.7 574.1 0.0441 0.5587
5.C. Algorithm for liquid-liquid equilibria computation
The rigorous approach to liquid-liquid equilibria (LLE) is done by equating the fugacities of all
species in the two phases (α, β) and solving
∀i (xiγi)
α = (xiγi)
β. (5–25)
However, the solution is not straightforward and requires tedious attention to the solving procedure. A
simpler way of dealing with binary LLE at constant pressure and temperature is through the K-factor
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Figure 5–5. Algorithm for computing binary liquid-liquid equilibria using the K-factor method.
approximation. We deﬁne a ratio between the compositions of each species in the two phases
Ki ≡
xβi
xαi
=
γαi
γβi
. (5–26)
The algorithm for computing the compositions in each phase is given in Figure 5–5.
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6. Solubilities of solids in solvent mixtures
This chapter will
∗ highlight some fundamental concepts associated with excess solubilities in solvent mixtures,
∗ explain the (important) role of the nonideality of the solvent mixture to excess solubilities,
∗ show results for correlating and predicting excess solubilities in binary solvent mixtures,
∗ show provisional results for correlating and predicting excess solubilities in ternary solvent mix-
tures, and
∗ discuss an approach of predicting solute-solvent parameters from reference solvents.
At the end of the chapter, the major results are summarized.
6.1. Solubilities in binary solvent mixtures
A data base of solubilities of solids in solvent mixtures has been compiled from the open literature,
covering wide ranges of solutes and solvent mixtures. These range from being nearly ideal to strongly
nonideal. The types of solvent systems include:
∗ Nonpolar species with nonpolar species (e.g. hydrocarbons),
∗ polar species with polar species (e.g. alkanols, ethers, and esters),
∗ polar species with nonpolar species,
∗ aqueous systems, and
∗ associating systems.
The solutes range from traditional petrochemically based (fused aromatics) to polyfunctional pharma-
ceuticals. Table 6–1 lists the solutes studied, with their corresponding thermophysical properties, which
are required to calculate the solid-state activity in Equation (3–13). The discussion in Chapter 3 revealed,
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that the expression used to calculate the ideal solubility depends on the availability of thermophysical
property data, as well as the chemical nature of the solid. However, what form of Equation (3–13) to
use is not always obvious, and is explained later, when the results pertaining to each solute are presented
and discussed.
Table 6–1. Thermophysical properties of solutes. Values listed with more than a single reference
represents an unweighted average.
Solute, i
Tm,i
Ref.
Δhm,i
Ref.
ΔcP,m,i
Ref.
(K) (kJ/mol) (kJ/mol/K)
4-Hexylresorcinol 341 1 19.047 1
4-Hydroxybenzoic acid 486 2–4 31.420 3,4
Anthracene 490 5 28.601 5
Beta carotene 455 6 48.498 6
Cholesterol 421 7–10 26.634 7,10 8.8 11
Desmosterol 388 10 15.901 10
Mefenamic acid 504 12 38.240 12
Naphthalene 353 13–15 18.239 14
Paracetamol 443 16–18 27.850 16–18 99.8 19
Phenacetin 407 20 28.750 21
Pyrene 424 22 17.359 22
Sulfamethazine 471 23–25 31.140 23,25
Sulfamethoxypyridazine 454 26–28 30.070 26–28
Sulfanilamide 437 25 23.650 25
Testosterone 427 29,30 26.179 29
Theophylline 547 13,29,31,32 29.650 31,32
6.2. Data of different units
The method presented assumes mole fractions as composition variables. Not all data in the literature
are given in mole fractions, so it is necessary to convert these. Units such as molarity and mass fractions
are frequently reported for solubilities, while fractions of volume or mass are often used for solvent
composition. Here, the conversions into mole fractions are given.
For the solvent composition in a binary (2,3), conversion from mass fractions into molar fractions is
done by
x′3 =
w′3M2
M3 + w
′
3(M2 −M3)
, (6–1)
108
6.3. Validation of method
whereMj is the molar mass of j. For units of volume fractions a similar transformation is applied
x′3 =
φ′3v¯2
v¯3 + φ′3(v¯2 − v¯3)
. (6–2)
Here, v¯j is the partial molal volume of j. Partial molal volumes are rarely available for all solvent
mixtures. With negligible difference the molar volume is a suitable replacement, since excess molar
volumes are usually (relatively) small. Relating the solubility of the solute(1) in mole fraction into mass
fraction is obtained by
x1 =
w1/M1
1− w1
∑
j =1
xjMj , (6–3)
If the composition is given in molarity-based units, the transformation is
x1 = c1
∑
j =1
x′j v¯j ≈ c1
∑
j =1
x′jvj . (6–4)
Here, c1 is the concentration of 1 in units of moles per volume. As before, molar volumes are suitable
approximations to the partial molar quantities. Note that if the solubility is given on a solute-free basis,
i.e., (amount of solute) per (amount of solvent) the resulting mole fraction unit will also be on a solute-
free basis. In that case, the actual mole fraction is calculated from
x1 =
x′1
1 + x′1
, (6–5)
where x′1 indicates solute-free basis.
6.3. Validation of method
A preliminary application of the model is presented in order to provide the reader with some basic
concepts which will be used later on. Recall, that the model for excess solubilities in binary solvent
mixtures is
sE1 = −
x3
2
(
∂ ln γ3
∂x3
)+
T,P,n2
[
1 + x2f
0
12 + x3f
0
13
]
. (6–6)
There is a number of comparable results, which are relevant. One can for a given set compare the
performance of different approaches to excess solubilities, such as
0. Ideal mixture,
1. FST model with f0 from ﬁt to ternary data,
2. FST model with f0 from Porter parameter ﬁt to binary data,
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3. FST model with f0 from UNIFAC,
4. UNIFAC regular computation of excess solubility.
The differences in these approaches are explained in more detail below. The ﬁrst approach assumes
the excess solubility is zero, i.e. the solubility is obtained by interpolation of the two pure-solvent
solubilities. Figure 6–1(a) illustrates this for cholesterol(1) dissolved in mixtures of dioxane(2) and
hexane(3). The lower part of the ﬁgure represents the actual solubility as function of solute-free solvent
composition. The upper part is the excess solubility, obtained by subtracting the ideal mixture solubility
(dashes).
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The squares represent experimental values of Weicherz and Marschik,33 and shows that the effect of
mixing solvents increases the solubility substantially. A measure of error is deﬁned to compare the
different approaches. This is the average absolute deviation
AAD =
1
n
n∑
k
∣∣∣∣δx1x1
∣∣∣∣
k
. (6–7)
Here, δx1 is the difference in solubility from model to experiment. In this case, its value is 0.54,
indicating that this system does not conform to the ideal mixture approach. The next illustration is
application of the excess solubility model parameterized with three different methods (items 1−3 above).
Figure 6–1(b) shows the results for the cholesterol case. When ﬁtting f0 to the experimental excess
solubilities, the AAD drops to 0.10 with f012 = 2.86 and f013 = 2.46. The model gives a quantitative
correlation of the data in the dioxane-rich end, but underestimates the data slightly as the composition of
hexane is increased. This is contrary to using parameters obtained from applying the Porter equation for
the solubilities in single solvents, Equation (4–46), which underestimates the data closer to pure dioxane
slightly, but gives a quantitative estimation as hexane is added to the solution. This approach does not
require ternary mixture data, but relies solely on the experimental solubilities in the pure solvents and
the melting characteristics, required for calculating the ideal solubility. This is done by using the full
Equation (3–13), since ΔcP,m,i = 8.8 J/mol/K for cholesterol, reported by Labowitz.11 f012 = 0.93
and f013 = 4.46 is found using this method. These are different than those obtained from regression, but
the results are quite similar to ﬁtting the data, and gives an AAD = 0.11. Since f012 is smaller than the
ternary-based ﬁt, the model underestimates the data slightly. In contrast, the f013 is larger, giving a better
estimation near pure hexane. Using UNIFAC to obtain the solute-solvent parameters in Equation (4–48)
give poorer estimates of the excess solubility. UNIFAC gives f012 = 35.42 and f013 = 16.42, which
disagrees signiﬁcantly with those from ternary and binary data. UNIFAC frequently gives high values
of limiting activity coefﬁcients, γ∞i , in nonideal mixtures. This means, that the slope of γi must be high
to compensate, which causes UNIFAC to overestimate the derivative in the dilute region. The ﬁnal item
listed above involves solving the isofugacity relation, Equation (3–13), for the solubilities and activity
coefﬁcients. The only input required for UNIFAC to generate activity coefﬁcients are stoichiometries of
groups in each molecule. These are given in Table 6–2 for the solute species.
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Figure 6–1. Solubility and excess solubility proﬁles of cholesterol(1) in a mixture of dioxane(2) and
hexane(3) at 293K. (a): Assuming ideal mixture. (b): Using the model outlined in this work with three
different methods for solute-solvent parameters. (c): Using UNIFAC to solve Equation (3–13) for the
solubility. Data of Weicherz and Marschik.33
Figure 6–1(c) shows the result for the cholesterol-dioxane-hexane case. Most notably is that UNIFAC
is unable to accurately estimate either of the two single-solvent solubilities. UNIFAC estimates the
solubility of cholesterol(1) in dioxane(2) to be x1,2 = 0.001, and in pure hexane(3) the estimate is
x1,3 = 0.042. The experimental values are 0.025 and 0.0043, respectively, giving an AAD of 1.93.
Remarkably, the excess solubility is much better described with UNIFAC. The error, when forming
AAD =
1
n
n∑
k
∣∣∣∣δx1x1
∣∣∣∣
k
=
1
n
n∑
k
∣∣∣∣ x¯1xˆE1 − x¯1xE1x¯1xE1
∣∣∣∣
k
=
1
n
n∑
k
∣∣∣∣δxE1xE1
∣∣∣∣
k
. (6–8)
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is 0.17 and similar to applying the FST model, parameterized using either binary or ternary solubility
data. In this equation, x¯1 is the ideal mixing term (summation over single-solvent solubilities) in the
deﬁnition of the excess solubilities, while circumﬂex denotes a model-calculated value. This is an
interesting feature of UNIFAC, and illustrates one of the main advantages when formulating solubilities
in terms of mixing properties.
6.3.1. Transferability of parameters
The cholesterol case above reveals that the method is able to correlate f0 from a data set successfully.
While this analysis can reveal much information about the data and the method, it limits the applicability
unless the solute-solvent characteristics can assume universal values, i.e., that they are transferable for
a solute in combinations of solvents. In order for the method presented here to apply generally, it is
necessary that experimental excess solubilities follow certain trends. The structure of the model facil-
itates large excess solubilities in solvent mixtures which are more nonideal, due to the solvent-solvent
term, which is large in nonideal mixture, and zero in ideal mixtures. The left plot of Figure 6–2 shows
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Figure 6–2. Excess solubility proﬁles of anthracene in mixture of acetonitrile and varying alkanol34
(left) and naphthalene in aqueous alkanol mixtures35 (right). Data for both solutes appear to be smooth,
and suggests that the data is of good quality.
the excess solubility proﬁles of anthracene in mixtures of acetonitrile and alkanols of increasing chain
lengths. The data points form smooth proﬁles, suggesting that the data is of high quality. It is difﬁcult to
make suggestions of thermodynamic consistency of solid-liquid equilibrium data,36 but the proﬁles of
the excess solubilities may help in identify potentially unreliably data. If the excess solubilities appear as
erratic points, then it is likely to be ﬂawed somehow. As the chain length of the alkanol solvent species
increases, the solvent mixture becomes increasingly nonideal, which is in qualitative agreement with the
data showing larger excess solubilities. The full-drawn curves in Figure 6–2 are model estimates us-
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ing the same anthracene-acetonitrile parameter in all three mixtures. These, and the anthracene-alkanol
parameters, are found by minimizing Equation (4–43). The right part of Figure 6–2 shows a similar
plot, but for naphthalene in mixture of water and varying alkanols. As before, the data points form neat
proﬁles with only minor scatter. The effects of solvent mixing is much more severe in these systems,
indicated by the maximum excess solubility, which increases from 1 (methanol) to above 4 (2-propanol).
This corresponds to a factor of more than 50 when converting to xE1 . Using the same naphthalene-water
parameter in all three systems, and regressing the remaining alkanol values along with the naphthalene–
water value, the model is able to correlate much of the data. The excess solubility is very steep in
the water rich end of the plot (left side), requiring a large value of f01j between solute and water.
Table 6–3. Parameters for anthracene with
solvent species in Figure 6–3.
Solvent, j f0,a1j f
0,b
1j f
0,c
1j
Diethyl adipate 3.29 2.33 3.25
Ethyl acetate 0.28 -0.21 0.28
Butyl acetate 0.89 0.25 0.09
3-m-1-butanol -0.66 -0.66∗ n/a
Hexane 0.09 1.30 -0.10
Heptane -0.20 0.57 -0.22
Octane -0.41 0.17 -0.21
1-propanol n/a n/a -0.58
1-butanol n/a n/a -0.89
2-m-1-propanol n/a n/a -0.42
∗ Not regressed.
The model actually overestimates the data near pure
water. However, in order for the model not to over-
estimate the data in the organic-rich side, the value is
damped. This causes the model to underestimate the
maxima in water–2-propanol and water–ethanol mix-
tures. These examples of systems with moderate and
high excess solubilities demonstrate that the model is
capable of correlating the data, within a margin of er-
ror, using transferable parameter values. The corre-
lations of nonaqueous anthracene data sets were done
quantitatively, while the errors in the aqueous systems
were larger. The reasons for this are not clear at this
point, but may involve the representation of the sol-
vent mixture contribution to the excess solubility, i.e.,
∂ ln γ3/∂x3. In the following, the role of the solvent
mixture will be investigated. Figure 6–3 shows excess
solubility proﬁles of anthracene in solvent mixtures of hexane, heptane, and octane with varying third
component, measured by Acree Jr. and coworkers.37–39 The ﬁrst three plots (a-c) show systems, which
similar to above, have clear trends in the variation of the excess solubility data. As the carbon chain
length of the hydrocarbon solvent increases, the excess solubilities decrease, consistent with the solvent
mixture being less nonideal. In the fourth system (d), the trend is not obviously consistent with the
carbon number of the solvent. The order of increasing excess solubility appears to be octane > hexane
> heptane. This is in contrast to the remaining three systems. The solid lines represent modes estimates
using transferable solute-solvent parameters∗ . That means, that the same anthracene–hexane parameter
∗ The full drawn lines are in fact interpolations of the model estimates at the experimental measurements.
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is used in all four systems, and similar for heptane and octane. The remaining solute-solvent parameters
(diethyl adipate, ethyl acetate, and butyl acetate) are limited to just one data set. The resulting parame-
ters are given in Table 6–3 (second column, marked f0,a1j ), and reveal that there is a trend in the alkane
parameters, as they appear to decrease with increasing carbon number. Applying a model for a selected
set of data, which show these kinds of trends, is expected to produce parameters that show a similar
pattern. The model is not quite able to match the experimental data points. The reason for this lies with
the inconsistent patterns in the 3-methyl-1-butanol sets. If these are removed from the regression, i.e.,
only data sets from Figure 6–3(a–c), the results differ remarkably compared to before. The third col-
umn shows the resulting parameters, f0,b1j . The values still decrease with increasing chain length for the
alkane parameters, but are shifted upwards. The heptane and octane parameters are now positive, and the
ethyl acetate value is now negative. Thus, a signiﬁcant change occurs when excluding the data set with
unsystematic trends. Figure 6–4 shows the resulting model-data agreement for all four systems, using
the anthracene–3-methyl-1-butanol parameter regressed previously. The experimental data is correlated
much better, when excluding the data containing 3-methyl-1-butanol as the one solvent component. Per-
haps most notably is the excess solubilities in hexane–butyl acetate and hexane with ethyl acetate. The
new parameter set also performs much better in the diethyl adipate sets, where the unsymmetric varia-
tion is now captured much better. While the remaining systems are correlated much better, the result is
worsened signiﬁcantly in the system, which was excluded from the optimization. This suggests that the
excess solubility proﬁles of the excluded data is inconsistent with the remaining. As noted above, this
does not imply that the data is thermodynamically inconsistent, but this unsystematic behavior does not
facilitate application of a model based on a thermodynamic framework, since parameters of a model,
which can be interpreted from a physical or thermodynamic point of view, must follow a systematic
trend. If there is no systematic variation, it is unrealistic that any model can describe those data con-
sistently. Even if the magnitude of the excess solubilities are small, the effects of discrepancies can be
severe. The cases treated above are examples of anomalous behavior. From a modeling perspective, this
means it is important to make systematic evaluations of the data from which model parameters are esti-
mated. The excess solubility approach is a good way of detecting potentially inconsistent or unreliable
data.
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(d)
Figure 6–3. Excess solubility proﬁles and model estimates of anthracene in various solvent mixtures,
with model parameters regressed from all data sets. Hexane: −, heptane: , octane: −−. The model,
with parameters regressed from all data sets, fails to give a consistent qualitative excess solubility esti-
mate in all systems, since the data in subplot (d) does not vary consistently with increasing chain length
of the solvent species.
If the analysis of systems is expanded to cover other types of solvent mixtures, the results may very
accordingly. Figure 6–5 shows the effects of including 1-propanol, 1-butanol, and 2-methyl-1-propanol
with the three alkane species, using the data of Zvaigzne et al. 40,41 and regressing all solute-solvent
parameters globally. Their values are given in Table 6–3, column four. Unlike the previous estimates,
the current parameters do not vary vary consistently with carbon chain length. Although the excess
solubilities in these additional systems vary in a systematically, with octane having the larger value,
117
6. Solubilities of solids in solvent mixtures
and hexane the smaller, the model is unable to capture the variation of the excess solubility. Most
remarkably is the completely different variation in the model performance in the 1-propanol and 1-
butanol systems. The estimates of anthracene excess solubilities in octane–1-propanol and octane–1-
butanol differ signiﬁcantly from those in the hexane and heptane systems, which are quite similar. The
reason for this does not lie with the magnitude of the solute-solvent parameters, but is reﬂected by the
variation of the solvent-solvent activity coefﬁcient derivative, which goes into the model. Figure 6–6
shows the variation of the f+23 for the solvent binaries. This is given by rearranging Equation (4–23),
f+23 = −
1
x2
(
∂ ln γ3
∂x3
)+
T,P,n2
1 + x3
(
∂ ln γ3
∂x3
)+
T,P,n2
. (6–9)
This is calculated using the Wilson equation with parameters regressed from experimental VLE data, as
detailed in Chapter 5. The f+23 is indicative of the weight of the nonideality contribution from the solvent
mixtures at speciﬁc solvent compositions. Thus, if this property is large, then the excess solubility
estimate from the model is highly contributed from this. On the other hand, if the value is small, the
solvent mixture does not contribute signiﬁcantly. Figure 6–6 shows that the variation of f+23 in hexane–
propanol and heptane–propanol is quite similar, with a strong peak in the region near pure alkane. The
behavior of the octane–propanol binary is remarkably different, and is almost symmetric w.r.t. solvent
composition. The behavior of 1-butanol with the three alkane solvents is similar. With 2-methyl-1-
propanol the variation of f+23 with hexane and octane is different than that with heptane. The result of this
solute-free behavior, is that the model is unable to use the same set of parameters for describing excess
solubilities in all these systems, when the solvent-solvent term is obtained from sources independent
of the solid. The anthracene–hexane parameter appears to be to small in mixtures with diethyl adipate,
ethyl acetate, and butyl acetate, while too large in mixtures with 1-propanol, 1-butanol, and 2-methyl-1-
propanol. Similarly for heptane and octane. Apparently there is an inconsistency between the solute-free
nonideality behavior (f+23, or more generally: gE(2, 3)) and the excess solubility. The plots in Figure
6–6 reveal that the anomaly does not necessarily result from an inadequate excess solubility model, but
rather that the behaviors of the solvent mixtures are incompatible with the solubility data.
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Figure 6–5. Excess solubility proﬁles and model estimates of anthracene in various solvent mixtures,
with model parameters regressed only from data with consistent trends.
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(a) Hexane(2)–propanol(3). 42 (b) Heptane(2)–propanol(3). 43 (c) Octane(2)–propanol(3). 44
Figure 6–6. Variation of f+23 for solvent mixtures calculated from the Wilson equation. The shape of
this property is skewed towards the alkane-rich side for propanol with hexane and heptane, but almost
symmetric for propanol with octane. This feature effects the excess solubility estimate in these solvent
mixtures.
Figure 6–7. Scattering of excess
solubilities of anthracene(1) in oc-
tanol(2) and 2-ethyl-1-hexanol(3) at
298K,45 suggesting data which is not
suitable for parameter regression.
The systematic variation of the solubility should be fol-
lowed by a systematic variation in the solvent mixture, since
the FST model is highly dependent on this quantity. The re-
sults suggest that the model chosen for the solvent mixture
may not be optimal. Although the parameters are regressed
from experimental VLE data, the Wilson equation does not
give a gE(2, 3) which is compatible with the solubility data.
A method based on molecular structures, e.g. group contri-
bution methods such as ASOG46 or UNIFAC,47 will always
give a systematic variation of the gE, and is likely to be a more
suitable choice than the Wilson equation. However, with the
perspective of estimating excess solubilities in potentially un-
measured systems, it is not possible to make comparisons of
the solvent gE and the excess solubilities. Furthermore, as dis-
cussed brieﬂy in Chapter 5, UNIFAC is capable of predicting liquid-liquid equilibria in strongly nonideal
mixtures, even in mixtures which are known not to have liquid-liquid phase separations. Basing the rep-
resentation of the solvent nonideality on the Wilson ensures that no miscibility issues are encountered.
This is another reason for using the Wilson equation.
While the illustrations above might suggest that the method lacks merit, this is not the general case.
As will be shown in the examples to come, the model is fully capable of describing a wide variety of
behavior. The magnitudes of the excess solubilities in the plots of Figure 6–5 do not indicate that the
effects of mixing is severe. An excess solubility of 0.3 corresponds to a correction of ∼ 1.3 on mole
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fraction basis, thus a 30% error compared to ideal mixing. The effects, which are correlated, appear to
only minor, and may from a process design view point be negligible. As will be shown below, better
results are obtained when correlating excess solubilities of a much larger magnitude. This suggests an
advantage – when regressing parameters – of excluding data, when their excess solubilities are below
a certain threshold. The solubilities in a substantial set of published mixed solvent systems conform to
ideal mixing, and the excess solubilities are therefore negligible. In fact, much data – when represented
as excess solubilities – appear as scatter about zero. An example is depicted in Figure 6–7, which
shows the excess solubility of anthracene in octanol–2-ethyl-1-hexanol mixtures with data reported by
Powell et al. 45 There are many sets similar to that in Figure 6–7, with small positive and negative effects.
Adjusting values of f0 to describe effects that are almost not present is not likely to produce values with
any physical signiﬁcance, but merely satisﬁes the mathematical constraint of minimizing an objective
function.
In the following section, results are presented pertaining to a variety of solutes. The solute-solvent
parameters are temperature dependent by virtue of their deﬁnition in terms of correlation functions. The
binary- and UNIFAC-based values of f0 has an explicit temperature dependence, but this is not the case
when regressing the solute-solvent characteristics from ternary data. Figure 6–8 shows the temperature
range of all systems studied, and the distribution is quite narrow. Almost 60% of all compiled data is at
25 ◦C, and 90% is between 20 − 30 ◦C. Therefore, the solute-solvent parameters, when regressed from
data, are assumed temperature independent.



$

&

?
	
@

 & $ $&  & & &&
 *~+
Figure 6–8. Temperatures of all solid-liquid data sets in data base, showing a narrow distribution
around 25 ◦C.
This does not imply that the model estimate of the excess solubility (with parameters regressed from
ternary data) is independent of temperature. The solvent-solvent f+ij and activity coefﬁcient derivatives
have explicit temperature dependencies qua their relations to gE-models, and will therefore vary with
temperature.
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Figure 6–4. Excess solubility proﬁles and model estimates of anthracene in various solvent mix-
tures, with model parameters regressed only from data with consistent trends. Excluding the (appar-
ently) inconsistent data from Figure 6–3 causes the model to give an overall improved description of the
remaining data.
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6. Solubilities of solids in solvent mixtures
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6.3. Validation of method
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6.4. Excess solubilities in binary solvent mixtures
Anthracene
The ﬁrst solute which will be highlighted is a continuation of the discussion above. Anthracene be-
longs to the family of polycyclic aromatic hydrocarbons (PAHs), which consists of fused aromatic rings,
causing a rigid molecular structures. For this reason ΔcP,m,i = 0 is a reasonable choice. Anthracene
is perhaps the most abundantly studied solute in mixed solvents, primarily due to Acree Jr. and various
coworkers from the 1980s and on. More than 200 data sets have been compiled, with solvent mixtures
typically composed of hydrocarbons, alkanols, ethers, or ketones. Based on reﬂections on the discussion
above, it was decided to establish a lower limit of the AAD-0 for inclusion in the analysis. If the average
deviation from ideal mixing was less than 0.3 (AAD-0), the data set was not included in the analysis.
Thus, systems with AAD-0 less than 0.3 were systematically eliminated. Remaining of the original 226
data sets are the 17 systems shown in Table 6–4. Common to all is, that one solvent species is either
a linear or branched alkanol. The other solvent species in the pairs are either alkane, ether, or nitrile-
based. This procedure ensures that data contributing less to estimating parameters are not included in the
optimization, and therefore the parameter values which are produced should reﬂect actual solute-solvent
behavior. The effect of excluding data with small excess solubilities is that the remaining sets seems
Figure 6–9. Excess solubilities of anthracene(1) in hexane(2) and diethyl adipate(3) and f+23 of the
solvent binary at 25 ◦C. The proﬁle of the experimental excess solubility is asymmetric, which is sup-
ported by the asymmetric proﬁle of the f+23 of the solvent mixture.
to show a good degree of compatibility between the nonideality in the solvent mixture (characterized
by f+23) and the excess solubilities of the solids. This means, that mixtures where the excess solubility
proﬁle is asymmetric also have asymmetric variations of f+23. Figure 6–9 illustrates this. Solubilities and
127
6. Solubilities of solids in solvent mixtures
excess solubilities are displayed on the vertical axis. The symbols denote experimental measurements.
The solid curve gives the results with the regressed parameters f0 obtained regression of ternary mixture
data. The dashes give the ideal mixture solubility from equating to zero the excess solubility. The dotted
lines give the results with f0 obtained from applying the Porter equation to single solvent solubilities.
Dash-dot lines shows the results when UNIFAC is used to solve the isofugacity criterion in Equation
(3–13). Thus, it is not results of using UNIFAC for f0. Regressing f0 from data gives an AAD-I of
0.03. Generally, the errors from regressing solute-solvent parameters are less than 0.05, indicating that
the model-data agreement is excellent. The solute-solvent parameters obtained from binary data and
UNIFAC are consistent with each other, but the anthracene–hexane parameter is larger than the ﬁtted
value, whereas the anthracene–diethyl adipate is much smaller, indicated by Table 6–4. Consequently,
the model does not give as good estimates of the data. Figure 6–9 shows, that the experimental measure-
ments are overestimated near pure hexane, but underestimated near pure ethyl adipate, when applying
the binary-based parameter set. These results are general of all the anthracene sets in Table 6–4.
The regressed solute-solvent parameters are also listed in Table 6–4. The systems remaining after
exclusion do not facilitate a signiﬁcant analysis of the parameter values w.r.t. carbon chain length, as
was done above. However, a few homologous series are present and are shown in Table 6–5. The ﬁrst
Table 6–5. Values of f012 for anthracene(1) with varying solvents. The solute-solvent parameters often
increase or decrease with increasing chain length/carbon number, but this is not always the case, which
is also seen in this table.
Solvent(2) f012 Solvent(2) f012 Solvent(2) f012
1-propanol 2.38 2-propanol 3.15 2-methyl-1-propanol 3.54
1-butanol 2.86 2-butanol 2.82 2-methyl-1-butanol 2.49
1-pentanol 2.87 2-pentanol 3.64 2-methyl-1-pentanol 3.29
two columns reveal, that there is a tendency for the f012 to increase with carbon number. However, this
trend is not repeated for the branched alkanols in columns 3-4 or 5-6.
Applying UNIFAC for computing x1 as function of solvent composition often gives results which
are in disagreement with the experimental solubilities. UNIFAC often overestimates solubilities in hy-
drocarbon solvents, while underestimating in diglyme (an ether). As a consequence, the mixed solvent
solubilities are estimated wrongfully as well. UNIFAC gives good estimates in alkanols and just a slight
overestimation in acetonitrile. However, the excess solubilities are consequently too small in magnitude
for all anthracene mixtures in Table 6–4.
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Pyrene
Pyrene is available for investigation in 15 mixtures of 11 different solvent species. The majority of
systems are comprised of mixtures of alkanols, in addition to a few systems with alkanols and ace-
tonitrile. Pyrene dissolves almost equally in all of these solvents around 0.01 in mole fraction, thus
Figure 6–10. Solubility of pyrene(1) in 2-methyl-1-propanol(2)–acetonitrile(3) and excess free en-
ergy of the solvent mixture. Most pyrene systems are almost ideal, with negligible excess solubilities,
but this is an example of a system with signiﬁcant departure from ideal mixing.
verging on the limit of inﬁnite dilution. This limit is typically set at 0.01 in mole fractions,67 but may
vary, depending on the system. The excess solubilities are vanishingly small in the alkanol mixtures,
since these form almost completely ideal solutions, and the error of assuming ideal mixture gives AADs
of these systems less than 0.02. Therefore, these systems do not pose any signiﬁcant departures from
ideal behavior. Regressing f0 from mixture data gives similar results for the alkanol mixtures, as do the
cases where f0 is obtained from single solvent data or UNIFAC. If UNIFAC is used to solve Equation
(3–13) for the solubilities, results are worsened, since UNIFAC usually underestimates the solubilities
in alkanols. Therefore, the mixed solvent solubility estimates are also off.
The seven mixtures with acetonitrile in Table 6–4 behave differently, since the excess solubilities
in these mixtures are much more signiﬁcant. Figure 6–10 illustrates this with 2-methyl-1-propanol
with acetonitrile. The left plot shows solubility and excess solubility proﬁles of the solute as function
of solvent composition. The notation lnxE1 is here used to denote excess solubility. The right plot
shows the activity coefﬁcients and excess free energy of the solvent binary. The excess solubility has a
maximum of around 1.0, which corresponds to a correction factor from ideal mixing of nearly 3. Using
f0 regressed from ternary mixture data gives an almost perfect ﬁt, yielding an AAD of 0.01. Using
solubilities in individual solvents, Equation (4–46), results in overestimation of the mixing behavior.
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The solute-solvent parameters are nearly double those found from regressions. UNIFAC is unable to
give accurate estimates of either solubility nor excess solubility, since the excess solubility estimates
from UNIFAC are too small in comparison with experiment.
Naphthalene
Figure 6–11. Solubility of naphthalene(1) in water(2)–acetone(3) and excess free energy of the sol-
vent mixture. Both plots show considerable nonideal behavior, but the model is unable to give a good
estimate of the experimental excess solubility data.
Naphthalene also belongs to the PAH family of hydrocarbons. This means that ΔcP,m,i = 0 is a
reasonable approximation. Heric and Posey 54 reported solubilities of naphthalene in mixtures of ben-
zene with varying hydrocarbons. The solubility is around 0.1 in mole fraction, varying slightly between
solvent species. The solvent mixtures are nearly ideal (in the Lewis-Randall sense). Because of this,
estimation using solute-solvent parameters from regression and single solvent solubility performs ade-
quate. The solubility of naphthalene in pure water is around 10−6, and addition of organic cosolvents
increases this value signiﬁcantly. Dickhut et al. 53 measured the solubilities of naphthalene in water and
small alkanols, but measurements were limited to almost pure water, making the effect of mixing sol-
vents difﬁcult to observe. Later, Lepree et al. 35 measured similar systems, including propylene glycol
and acetone as cosolvents across the entire range of compositions. The nonideality in the solvent systems
is usually large (except for water–methanol, which is nearly ideal), increasing the contribution from the
solvent derivative term in the model signiﬁcantly. This means, that even small values of f01j are likely
to result in large excess solubility estimates. The solvent mixture water–acetone forms an interesting
example of the method. Figure 6–11 shows the agreement with data. The excess solubility is positive,
with maximum value of around 2. The model has severe difﬁculties describing the behavior of this sys-
tem, even when regressing parameters to mixed solvent data. The naphthalene–water parameter is too
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small in magnitude to capture the variation, and to compensate, the value of the naphthalene–acetone is
too large, resulting in overshoot in the acetone-rich side of the plot, while underestimating in the water-
rich end. The reason for this is found in another system, where the naphthalene–water pair is present.
Consider Figure 6–12, which shows the system naphthalene–water–dimethylsulfoxide (DMSO). The
Figure 6–12. Solubility of naphthalene(1) in water(2)–DMSO(3) and excess free energy of the sol-
vent mixture. Both plots reveal, that also both of these systems are considerably nonideal. However,
the sign of the excess solubility data is now opposite to the excess Gibbs energy of the solvent mixture,
which causes severe problems when applying the model for regression and prediction.
experimental excess solubility data is, as previously, distinctly positive, and similarly to the previous
system, the model is unable to capture the variation of the solubility data. The naphthalene–water pa-
rameter appears to be of opposite sign to what would be expected from the data. The model gives a
negative excess solubility near pure water, while overshooting the data towards the DMSO-end of the
plot. The excess free energy of the solvent mixture determines this behavior, and unlike previously, the
system water–DMSO forms a solution with strong negative deviations from Raoult’s law. The water–
acetone systems has positive deviations, as seen on the right plot of Figure 6–11. This implies that the
derivative of the activity coefﬁcient has opposite sign in the water–DMSO mixture compared to water–
acetone, and this makes the model unable to describe the data. Water and ethylene glycol (Figure 6–13)
also forms a solution with negative deviations from Raoult’s law. The excess solubility in this solvent
binary is clearly positive, and of opposite sign to the solvent gE. This means that a positive value of
the naphthalene–water parameter is inconsistent with solubility data for this particular system, giving a
small region of negative excess solubility, as can be seen on Figure 6–13. It is not possible to match this
behavior with any parameter set. The problem of incompatible signs of gE(2, 3) and excess solubilities
is not a common phenomenon, but does pose a general problem. It reﬂects the problem discussed above,
where the solvent mixture was incompatible with the experimental excess solubilities. There is no im-
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Figure 6–13. Solubility of naphthalene(1) in water(2)–ethylene glycol(3) and excess free energy of
the solvent mixture. An example of another system, where the solvents form a mixture with negative
deviations from Raoult’s law, which is conﬂicting with the excess solubility data of naphthalene in the
solvent mixture.
mediate remedy for this problem, since this is not just a matter of ﬁnding a more compatible VLE set to
regress parameters for a gE-model from. The water–DMSO binary have clear negative deviations from
Raoult’s law, which is incompatible with the solubility data. Using the Margules or UNIFAC models
for the solvent binaries produces similar results. This example illustrates a shortcoming of the method,
and one for which there is not obvious solution. However, one way might be to include the term, which
was discarded from Equation (4–19). This term might contribute such, that the model estimate of the
excess solubility remains positive. This path has not been explored further at this point, since it involves
additional regression of mixed solvent solubility data.
Beta carotene
Treszczanowicz et al. 55–58 measured the solubilities of beta carotene in mixture of polar compounds
(ketones, ethers) and nonpolar hydrocarbons. The availability of thermophysical property data is lim-
ited, and the ideal solubility can be computed with Equation (3–13) using ΔcP,m,i = 0, since its value
is unknown. The ideal solubility is low, around 10−5, but slightly higher than the solubility in the polar
solvents and lower than the solubility in the nonpolar solvents. Regressing f0 from data gives good
agreement with experimental data. The binary-based values of f0, from Equation (4–46), are generally
in good agreement for beta carotene with the nonpolar hydrocarbons, but the polar solvent species do
not conform well with Equation (4–46), and generally overpredict the values. Comparisons with data
show that although the quantitative description is worsened, the overall estimation is still reasonably
good. A few exceptions being hexane with acetone, 1,2-dimethoxyethane, and diglyme repespectively,
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and 1-hexene with acetone and diglyme, respectively. Figure 6–14 shows an example with MEK and
cyclohexane. Beta carotene (C40H56) is larger than molecules normally treated with UNIFAC, and the
Figure 6–14. Beta carotene(1) with methyl ethyl ketone(2) and cyclohexane(3) at 20 ◦C.58 UNIFAC
applied for solubility estimates in the solvent mixture is generally unsuccessful, since the solubility in
pure MEK is overpredicted. However, UNIFAC gives a reasonable estimate of the excess solubility,
suggesting that UNIFAC may useful for estimating mixing effects in solvent mixtures.
f0 obtained from UNIFAC for each solvent in a mixture are of opposite sign to each other, and too large
in magnitude. However, UNIFAC for beta carotene is an extrapolation to molecular structures beyond
the proven range of the model. Solving the isofugacity criterion shows that UNIFAC often overpredicts
the pure solvent solubilities by several orders of magnitude. The exceptions are 1,2-dimethoxyethane
(where the solubility estimate is within an order of magnitude) and diglyme, which is underestimated by
several orders of magnitude. The errors arising from using UNIFAC for calculating the excess solubil-
ity are often comparable with the FST model with regressed solute-solvent parameters, suggesting that
UNIFAC could be a viable method for determining the effects of mixing solvents.
The systems above are characterized by solutes having well established thermophysical character-
istics, e.g., there are no solid-state transitions. The following sections will be concerned with solutes
which, from a thermophysical point of view, are less well deﬁned. They belong to a class of solids
typically found in pharmaceutical products. This means that the systems contain water, and therefore
often show signiﬁcant excess solubilities. Furthermore, the selection of an appropriate expression for the
ideal solubility, i.e., choice ofΔcP,m,i, is not always obvious. For each solute below, a form of Equation
(3–13) is selected partly based on availability of thermophysical property information and partly based
on past experience with the respective solutes as described in the literature. The absence of heat capacity
data means choosing either Equation (3–15) (ΔcP,m,i = 0) or (3–16) (ΔcP,m,i = Δsm,i). Consistency
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among values of f0 estimated by minimizing the objective function, Equation (4–43), and values ob-
tained from Equation (4–46) (single-solvent data), for parameter transferability, is sought. Comparisons
are made between results obtained using different choices for ΔcP,m,i, even though such an analysis
will not be feasible in the general case.
4-Hydroxybenzoic acid
Wu and Martin 3 measured solubilities of 4-hydroxybenzoic acid in water and dioxane. ΔcP,m,i =
Δsm,i to calculate the ideal solubility is used, since the f0 calculated from this gives the lowest AAD.
The excess solubilities are large, reaching almost 4, which corresponds to a factor of more than 50
on mole fraction basis. Regressing two parameters to the 11 (excluding the single-solvent solubilities)
measurements gives an AAD of 0.18, which increases to 0.68 when using the binary-based values.
Figure 6–15 shows the agreement with data. The f0 produced by UNIFAC are inconsistent with those
Figure 6–15. 4-hydroxybenzoic acid(1) in water(2)–dioxane(3) mixtures at 25 ◦C.3 This is an ex-
ample of a highly nonideal system, where the model with regressed parameters performs quantitatively,
whereas the predicted excess solubilities are underestimated.
obtained from data. The solute-water parameter value is more than 20, whereas the binary-based value
is 7.24, indicating that UNIFAC clearly underestimates the solubility in pure water. The UNIFAC-based
values of f0 gives an AAD of 3.41, whereas solving Equation (3–13) gives an AAD of 1.84 on the actual
solubilities, and 0.66 in the excess solubility factors.
Testosterone
As with the previous solute, Equation (3–16) is also here used to calculate the ideal solubility. There
is just a single data set with testosterone as solute. This is in the nearly ideal mixture of cyclohexane
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and chloroform. Regressing f0 from ternary data gives f0 = {26.71, 5.90} and an average error of just
0.07, while the binary-based values, f0 = {11.27,−4.07}, gives 0.49. Figure 6–16 shows the model-
data agreement. The values obtained from UNIFAC {41.61, 0.87} are more consistent with those ﬁtted
to the data, and therefore also has a slightly lower AAD, 0.40. The large testosterone–cyclohexane
parameter from UNIFAC indicates that the pure-solvent solubility is mismatched. The excess solubility
estimates from UNIFAC is similar to using the model with binary-based parameters. UNIFAC estimates
the solubility in pure chloroform quite well, but overestimates the solubility in pure cyclohexane.
Figure 6–16. Solubilities of testosterone(1) in cyclohexane(2) and chloroform(3) and 25 ◦C.59
Aminopyrine and antipyrine
The agreement of the model with data is nearly quantitative when the f0 is regressed from Equation
(4–43) using all of the available ternary solubility data for a particular solute. An illustration is the solute
aminopyrine in the binary mixtures of water–ethanol and water–dioxane as shown in Figure 6–17. The
asymmetry of the solubility is fully captured by the model using the same f0 parameter for aminopyrine
with water. Similar results are found for antipyrine in the same solvent mixtures.
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Figure 6–17. Solubilities of aminopyrine(1) in water(2)–ethanol(3) (left) and in dioxane(2)–water(3)
(right), both at 25 ◦C. The heats of fusion and melting points are unknown for both these solutes where-
fore only regressions are possible.
Sulfamethazine, sulfamethoxypyridazine, and sulfanilamide
Figure 6–18. Solubility and excess solubility of
sulfamethazine(1) in water(2)–dioxane(3) at 25 ◦C.
Excellent agreement is found when applying the
FST model with parameters regressed from data and
predicted from solubilities in single solvents.
For sulfamethazine, comparison of f0 val-
ues obtained with Equations (3–15) and (3–16)
suggests that superior results are obtained
from Equation (3–15), which also was used
in previous works.27,68 For sulfamethoxypyri-
dazine, there is signiﬁcant uncertainty in the
heat of melting data. Escalera et al. 27 report
33948 J/mol, while Bustamente and Escalera 28
report 22300 J/mol. Previous treatments of
sulfamethoxypyridazine26–28,68 and sulfanilamide63,68
consistently employed Equation (3–15). This
yields f0 values from binary data to be some-
what more consistent with the ternary ﬁtting when
Equation (3–16) is employed, but the difference
is not substantial. In the end, therefore, Equation
(3–15) was employed. All of these substances have been reported to have polymorphs,69 but insufﬁcient
information about their properties (Tt,i,Δht,i) is available to deal with this situation.
Figure 6–18 shows excess solubility estimates for sulfamethazine in water with dioxane. As Table 6–4
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shows, the value of f012 for sulfamethazine(1) and water(2) predicted from binary solubility information
is quite close to the value obtained from ternary data. Also, f012 for water is much greater than for the
other solvents: Ethanol, ethyl acetate, and dioxane. The form of Equation (6–6) suggests that the larger
parameter inﬂuences the results the most. Thus, if an estimate of the dominant parameter agrees with
the value from ﬁtting ternary data, the predictions are usually good. Here, the sulfamethazine–water
parameter dominates the excess solubility calculation so the predictions are accurate. The case of the
ethyl acetate–ethanol binary is different. The ethanol–sulfamethazine parameter is essentially the same
as the ﬁtted value, but it is not much larger than the estimated ethyl acetate–sulfamethazine parameter,
which is more than twice the ternary-based parameter. The result is a slightly greater discrepancy of pre-
diction and data for the ethyl acetate–ethanol system than on the water–ethanol system. This is shown
Figure 6–19. Sulfamethazine(1) solubilities in water(2)–ethanol(3) (left) and ethanol(2)–ethyl ac-
etate(3)(right), both at 25 ◦C. The asymmetric proﬁles of both systems are generally captured well with
the model, although there is a small overestimation in the ethanol–ethyl acetate system using the model
in prediction mode.
in Figure 6–19. Figure 6–20 shows sulfamethoxypyridazine solubility in mixtures of water-dioxane and
water-ethanol. The sulfamethoxypyridazine–water parameter predicted from Equation (4–46) is in good
agreement with that ﬁtted to ternary data. On the other hand, neither the ethanol nor the dioxane param-
eters are as well predicted from binary data, since the estimated line deviates from the data and the ﬁtted
lines at organic-rich compositions. The dioxane parameter is greater and the dioxane disagreement is
greater giving greater discrepancy here than for the aqueous ethanol system.
The system sulfamethoxypyridazine(1)–ethyl acetate(2)–hexane(3) is ﬁtted well but predicted poorly,
as indicated in Table 6–4. The binary-based value of f013 is 21.28, whereas ﬁtting of ternary data gives
−3.52. There can be several reasons for this discrepancy. The ﬁt is from only two data points, which
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Figure 6–20. Sulfamethoxypyridazine(1) solubilities in water(2)–dioxane(3) at 25 ◦C (left) and
ethanol(2)–water(3) at 20 ◦C (right). Both solvent mixtures form strongly nonideal solutions, and the
excess solubilities in them are signiﬁcant. The latter system is predicted well, while the model is unable
to accurately capture the magnitude of the experimental excess solubility data when using.
is normally insufﬁcient, though they are near equimolar in the solvents. The excess free energy of the
sulfamethoxypyridazine–hexane binary might not be symmetric as the Porter equation requires. Finally,
the cause may be from the solubility of sulfamethoxypyridazine in hexane being extremely small and
the results of Equation (4–46) being very sensitive to measurement error in such cases.
There are three sulfanilamide cases, two aqueous and one nonaqueous. Descriptions of the aque-
ous systems are good because the water–sulfanilamide parameter dominates, and its values from ﬁtting
ternary data and estimation from binary data agree quite well. The excess solubilities for the ethyl
acetate–ethanol case are symmetric while the ﬁtted and predicted results show asymmetry. However,
the magnitudes are close to experiment at midrange solvent compositions, giving acceptable prediction
over the whole range.
Paracetamol
The literature is rich in studies of paracetamol solubility, including ideal solubilities calculated from
both Equations (3–15) and (3–16), as well as from (3–14) with measured ΔcP,m,i values. Equation
(3–16) produces results in closer agreement with data than (3–15), whereas (3–15) does not produce as
good agreement. With ΔcP,m,i equal to 99.8 J/mol/K at the melting point,70 Equation (3–14) is also
accurate. Using f0 values estimated from binary data gives close agreement in solubilities with those
from ternary regressions for both Equations (3–16) and (3–14). In the pharmaceutical literature, solid
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Figure 6–21. Paracetamol(1) in water(2)–acetone(3) at 20 ◦C (left) and water(2)–ethanol(3) at 25 ◦C
(right). The model is able to describe all aqueous paracetamol systems well with parameters from
regression and values predicted from single solvent solubilities. Two representative systems are shown
here.
paracetamol is usually found in one of two forms: Form I (commercially available monoclinic), and
Form II (orthorhombic), although results have also appeared for alternative forms.71 Since transition
enthalpies have not been reported, such effects have not been taken into account here.
Figure 6–22. Paracetamol(1) in ethanol(2)–methanol(3) (left) and ethyl acetate(2)–ethanol(3) (right),
both at 25 ◦C. The solvent mixture in the former systems forms an almost ideal solution, consistent with
almost no excess solubility. The latter is much more nonideal, and generally captured well with the
model.
Solubilities have been found for 17 paracetamol systems, nine of which are aqueous. The water cases
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demonstrate again the importance of good agreement between the prediction and regression results for
the dominant solvent component. The paracetamol–water parameter ﬁtted to all systems is 7.19± 0.22,
whereas the values estimated from binary data range from 7.01 − 7.63. The water–methanol mixture
is an exception where the value is 8.64, but the description of the water-rich solubility data is not very
good in that case. This difference could suggest experimental error. Yet, all nine aqueous systems (two
are shown in Figure 6–21) are relatively well represented by the model, irrespective of whether the f0
parameters are obtained from ternary or binary data. Figure 6–22 shows the solubilities of paracetamol
in two nonaqueous binary systems: Methanol–ethanol and ethyl acetate–ethanol. In the ﬁrst, where
there is only a single data point, the excess solubility is very small, consistent with the solvent solution
being nearly ideal. Thus, the results are relatively independent of the f01j values. The other system
shows greater nonideality. Interestingly, both binary parameter values are less than those ternary values
from regression of the entire set of solubilities. However, since in the midrange the ternary parameters
overestimate the solubility, the binary-based predictions give better overall agreement with the measured
data. Among the systems investigated, the solubility of paracetamol in toluene with acetone is somewhat
better predicted than expected because the acetone–paracetamol parameter from binary data is less than
that from ternary data, partly compensating for the erroneous toluene parameter.
Phenacetin
Figure 6–23. Phenacetin(1) in water(2)–dioxane(3). Left and right sets both at 25 ◦C, but from dif-
ferent sources. The data is not consistent, wherefore the model overestimates one system and underesti-
mates the other. This is not uncommon when comparing data from different investigators.
Phase transitions for phenacetin below the melting point are unknown. This is consistent with the
investigations of Pena et al..21 Though Yalkowsky et al. 72 used Equation (3–15), Equation (3–16) seems
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to be better. Application of the model to phenacetin solubilities in aqueous mixtures is successful though
there are some discrepancies with data from Pena et al. Figure 6–23 shows two different measurements
for the water–dioxane system. Both binary- and ternary-based parameter values slightly underestimate
the data of Reillo et al. 63 (left plot), while overestimating that of Pena et al. (right plot). This is not
unusual when examining data from independent investigators. Figure 6–24 shows results for ethanol
with ethyl acetate, where parameter estimates from binary data are both greater than those from ternary
data, leading to errors in the predictions.
Figure 6–24. Phenacetin(1) in ethyl acetate(2)–ethanol(3) at 25 ◦C. The model is able to correlate
the data, but prediction is unsuccessful in this nonideal solvent mixture.
Theophylline
The behavior of theophylline in the solid phase is complex. Below 340K, monohydrous theophylline
is stable while above 340K, crystalline theophylline is stable, as determined by Fokkens et al. 73 us-
ing DSC and vapor pressure studies. This hydration behavior of theophylline is complicated by the
fact that the state of the hydrate depends on the water activity of the crystallization medium.74 In con-
tact with methanol–water or 2-propanol–water mixtures at water activities less than 0.25, the anhydrate
is the only solid phase observed, no matter which solid form was initially added. At water activities
greater than 0.25 in either solvent mixture, the monohydrate is obtained as the most stable form. Finally,
the monohydrous form can be observed metastably at lower temperatures, leading to the wrong solid
for solubility. Most available thermophysical data on theophylline are for the anhydrous form, but the
proper thermophysical data for calculating theophylline solubilities in water and in organics would not
be the same if the solids differ. Most of the solubility studies of anhydrous theophylline in the litera-
ture29,31,32,75 have used Equation (3–16), which is used here, though a few72,73 have adopted Equation
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Figure 6–25. Theophylline(1) in water(2)–methanol(3) (left) and water(2)–acetonitrile(3) (right),
both at 25 ◦C.13 The aqueous theophylline solubility data is generally well described, except for the
system containing acetonitrile. In here, the model is unable to accurately predict the excess solubilities,
though the regressed values match the experimental data well.
(3–15). Theophylline data, in the three aqueous mixtures, are well represented by both approaches, ex-
cept for acetonitrile, where the solubility is very small as seen in Figure 6–25 and the predictions give
solubilities somewhat higher than experiment.
Desmosterol and cholesterol
Data on desmosterol solubility in mixed solvents exist for the case of hexane with ethanol from 293
to 323K from Chen et al..10 They used Equation (3–15), but there is little difference when Equation
(3–16) is used. Since the ternary regressions are only for these solvents, the ﬁts are quantitative. How-
ever, since the parameters from pure solvent solubilities generally exceed the ternary-based ﬁts, the
desmosterol solubilities in mixtures are overpredicted. It might be that the desmosterol binaries with
hexane–ethanol are not symmetric enough for the Porter model of Equation (4–45) to apply, due to the
great difference in size and shape of the solute desmosterol from the two solvents. The ideal solubility
is rather large, xid1 ≈ 0.2 at 293K. The solubility in pure hexane is 0.006 and 0.004 in pure ethanol, im-
plying that the activity coefﬁcients of desmosterol are high. As a result, estimation of f0 from UNIFAC
overestimates signiﬁcantly compared to those obtained from binary and ternary solubility data. Solv-
ing the isofugacity criterion using UNIFAC reveals that the pure solvent solubilities are overestimated
dramatically, whereby the mixed solvent solubilities cannot be estimated accurately at all. Moreover,
UNIFAC underpredicts the excess solubility, except for a small region close to pure ethanol. The excess
solubility estimate is best at low temperatures, and progressively worsens as the temperature increases.
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Figure 6–26. Cholesterol(1) in ethanol(2)–benzene (upper left), dioxane(2)–ethanol(3) (upper right),
and hexane(2)–ethanol (bottom plots), all at 20 ◦C. Examples of different cholesterol systems. The two
bottom plots show solubilities and excess solubilities in hexane–ethanol mixtures from two different
data sources. The data is inconsistent with each other, and the model is therefore unable to accurately
describe both, landing in between the two. The situation is similar to that described in connection with
phenacetin in Figure 6–23.
Several treatments of cholesterol are reported in the literature. The heat capacity change on melting
and temperatures of phase transitions below the melting point have been established by Doman´ska et al.,9
potentially allowing use of Equation (3–14). Chen et al. 10 also reduced data on cholesterol solutions by
treatingΔcP,m,i as an adjustable parameter to be estimated from ﬁtting solubility data. Most cholesterol
systems are represented successfully. Figure 6–26 illustrates the results for mixtures of benzene with
ethanol and dioxane with ethanol. The solubilities of cholesterol in hexane-ethanol binaries are reported
by Chen et al. 10 and byWeicherz and Marschik.33 The data do not agree as can be seen from the bottom
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plots of Figure 6–26. Regressions underestimate the results of Weicherz and Marschik while matching
the data of Chen et al.. On the other hand, binary predictions using Equation (4–46) overestimate the
data of Chen et al. and produce a nearly quantitative agreement with the data of Weicherz and Marschik.
Such discrepancies complicate conclusions about experimental accuracy. UNIFAC generally overesti-
mates f0, as in the example above. The cholesterol–hexane parameter varies from 16.41 at 293K to
10.32 at 323K, disagreeing strongly with those found from solubility data, which range from 2.46 to
4.63. Similarly for cholesterol with ethanol. The binary- and ternary-based parameter lie between 4.20
and 5.05, but UNIFAC estimates values around 27. With dioxane the parameter is 35.42, whereas those
from binary and ternary data give 0.93 and 2.88, respectively. Unlike those from data, the cholesterol–
benzene parameter from UNIFAC is slightly negative. Consequently, the error when applying the model
with UNIFAC-based f0-parameters is large, except for the case of cholesterol with benzene and hexane.
Using the set of f0 from UNIFAC gives a lower AAD than ﬁtting ternary mixture data in this set.
Mefenamic acid
Mefenamic acid undergoes a phase transition from a form identiﬁed as I to a form II at 140− 150 ◦C.
Form II melts at 230 ◦C76 while form I is observed in solubility measurements12 at temperatures less
than 140 ◦C. Unfortunately, the heat of transition is unknown, preventing the inclusion of its effect into
predictions of the ideal solubility. The ideal solubility of mefenamic acid is very small with values from
Equations (3–15) and (3–16) differing by a factor of more than four. While the solubility in water is
small, solubilities in ethanol and ethyl acetate are in the same range as the ideal values. Further, there
is a large difference in the binary- and ternary-based parameter values for water–mefenamic acid. The
discrepancy could be due to the binary system being asymmetric or to error in the extremely low aque-
ous solubility, which strongly affects the solute-water parameter value. Regardless, the result is that
both regression and prediction of mixed aqueous solvent solubility are problematic. The f0 values from
binary data are in quantitatively better agreement with those from ternary ﬁtting when Equation (3–15)
is employed, but Equation (3–16) is in better agreement with the excess solubility variation with mixed
solvent composition, so Equation (3–16) is employed. The nonaqueous system of ethyl acetate–ethanol
shows quite good agreement between binary- and ternary-based estimates, suggesting that the Porter
equation is valid for the solute-solvent binaries.
Thus far, the results have concerned excess solubilities of solids in binary solvent mixtures. The sol-
ubility behavior of many (but not all) solutes where generally described well using parameter estimates
from both ternary data (regression) and binary data (prediction), as well as UNIFAC (prediction).
In the following section, a provisional investigation of the excess solubilities in mixtures with three
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solvent species will be given. Many of the same principles that applies to binary solvent mixtures (i.e.
nonideality of the solvent mixture, and its inﬂuence on the excess solubilities) also apply to solubilities
in ternary solvent mixtures. Results using solute-solvent parameters ﬁtted to quaternary mixture data are
compared with those obtained from single solvent data.
6.5. Excess solubilities in ternary solvent mixtures
While solubilities of solids in binary solvents mixtures are less abundant than in pure solvents, there is
still a signiﬁcant amount of measured data in the open literature. Much less abundant are measurements
in four component systems, i.e., solutes with three solvents. Even more, most of the data available are
with solutes such as anthracene and pyrene, which show little or no excess solubilities in both binary and
ternary solvent mixtures. Thus, the data available for testing is quite fragmented. Table 6–7 shows the
sets of data gathered for testing the model. The entries in Table 6–7 have been organized such that they
appear according to the nature of the solvent mixture. Many of the solvent systems are very nonideal,
which means that the model is likely to estimate a signiﬁcant excess solubility. The model for excess
solubilities in ternary solvent mixtures is given in Chapter 4, Equation (4–38), and here
sE1 =
x2x3f
+
23 + x2x4f
+
24 + x3x4f
+
34
1 + x2x3f
+
23 + x2x4f
+
24 + x3x4f
+
34
[
1 + x2f
0
12 + x3f
0
13 + x4f
0
14
]
. (6–10)
UNIFAC has been used to estimate the necessary derivatives of solvent activity coefﬁcients for the f+ij in
the model in most of the systems. Only for the ternary of water–ethanol–propylene glycol (used below)
were VLE data available for all three binaries, so parameters for the Wilson equation could be estimated.
Below, results are reported. Investigations will aid in determining if the solute-solvent parameters, f01j ,
are transferable between estimates from regression of mixture data and those found from use of Equation
(4–46) using single solvent solubilities.
6.5.1. Mixtures of an ether with and alkanol and an alkane
The ﬁrst examples are anthracene in MTBE with isooctane and varying alkanols. The values of
f01j regressed from the mixed solvent solubility data (columns 8 − 10 in Table 6–7) do not agree with
those found from single solvent solubilities, using the Porter equation (columns 11 − 13). The values
from mixed solvent data are generally smaller than those found from binary data, and for anthracene–
isooctane the value is negative when regressed to data, while (relatively) large and positive, 4.66, when
predicted from binary data. Columns 14 − 16 show the average absolute deviation in mole fraction,
deﬁned identically to that previously. As before, AAD-0 denotes that the excess solubility is assumed
zero (ideal mixture), AAD-1 denotes model estimate with parameters ﬁtted to mixed solvent data, while
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AAD-2 indicates model estimate with parameters from solubilities in pure solvents. The discrepancies
in the values of f0 is also reﬂected in the AADs. Assuming ideal mixture (sE1 = 0) gives values around
0.2 − 0.3. When ﬁtting the model to mixture data lowers that to 0.03 − 0.04, while using the binary-
based values of f01j produce values around 2. This is similar to the solubility results of anthracene
in nonideal binary solvent mixtures. The values of f01j found from binary data are usually large in
comparison with those from regression, because the solubility in these systems is relatively low (x1 ∼
10−3) compared to the ideal solubility of anthracene, which is 0.011. Plots with four variables (though
only three independent) are difﬁcult to present in a convenient fashion, and a surface plot (such as Figure
6–27) appears to be the best way for a systematic depiction. Figure 6–27 shows the excess solubility
of anthracene in the solvent mixture as function of solute-free composition. In each of the endpoint
of the surface triangle, the excess solubility is zero, conforming to the estimation in a pure solvent.
In between, the surface rises, suggesting nonnegative excess solubility. The magnitude of the model
estimate, with binary-based parameters, is indicated by the left-hand side colorbar. The model estimate,
with solute-solvent parameters from binary data, is the surface plot, while experimental measurements
are marked with points. The pair of 1-propanol–isooctane has the greatest contribution to the mixture
excess solubility, and is also the solvent pair with greatest degree of nonideality associated.. The peak
in that binary is nearly 3.0, unlike the other two binary sides, which are less nonideal. The experimental
points ﬂuctuate around 0.25. The surface shows that the addition of MTBE lowers the excess solubility,
since MTBE form solutions with both the alkanol as well as alkane, which are more nonideal. The effect
of interchanging the alkanol species (i.e., the remaining systems) is negligible. This is indicated by the
remaining entries in Table 6–7.
6.5.2. Mixtures of dioxane, alkanol, and an alkane
Addition of dioxane to mixtures of alkanols and alkanes decreases the excess solubility of anthracene
in these systems, since dioxane forms less nonideal mixtures with both solvent species. The discrepancy
between the different estimation methods for the anthracene–dioxane parameter is small, compared
to the differences found in previous systems. Here, they differ by a factor of nearly two. Interest-
ingly, the ﬁtted value is larger than the predicted. The remaining values are in disagreement with each
other. The ﬁtted values of f0 for anthracene with cyclohexane, isooctane, and heptane are negative,
while those from binary data are positive∗. Regressed from data, the anthracene–dioxane parameter is
1.25, the anthracene–butanol parameter is 0.19, and ﬁnally the anthracene–cyclohexane parameter is
negative, −0.46. This set yields an average error of 0.12. The values from binary solubility data are
{0.57, 5.25, 3.93}, respectively, and gives an error of 0.99. The AADs of assuming ideal mixture lie
∗ The solute-solvent parameters for anthracene with cyclohexane is identical to that with heptane. This is because the solubil-
ities in these solvents are the same. 77,78
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Figure 6–27. Surface plot showing excess solubility of anthracene(1) in mixtures of MTBE(2), 1-
propanol(3), and isooctane(4). The shaded surface represents model estimates using binary-based pa-
rameters, and experimental observations are marked with •. The magnitude of the model estimate is
indicated with the color bar to the left.
around 0.45, while the model with parameters from binary data give around 1.20. The errors when ﬁt-
ting to mixture data are signiﬁcantly larger than usual; 0.10 − 0.15 (values less than 0.05 is expected,
since this is the error in many similar systems in Table 6–7). For the majority of the other three-solvent
systems the errors drop to around 0.05 with ﬁtting. Figure 6–28 illustrates the behavior for anthracene
in dioxane–2-butanol(3)–cyclohexane(4). The model assigns signiﬁcant excess solubility to all combi-
nations of solvent pairs, which is not supported by experiment.
6.5.3. Mixtures of alkanes and alkanols
The solvent systems covered in this subsection are characterized by having two strongly nonideal
pairs and one almost ideal pair of solvents. Anthracene is again the primary solute, but there are also
measurements of pyrene. The f01j between solute and alkane is constantly negative, which is also the
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Figure 6–28. Surface plot showing excess solubility of anthracene(1) in mixtures of dioxane(2),
2-butanol(3), and cyclohexane(4). The model, with solute-solvent parameters predicted from single
solvent solubilities, overestimates the experimental data signiﬁcantly.
case for anthracene with alkanes in binary solvent mixtures. When regressed from two-solvent mixtures
the f012 between anthracene(1) and heptane(2) is −0.83, while the value from three-solvent systems is
−0.16. The solute-solvent parameters available for comparison are tabulated in Table 6–6. Although a
few discrepancies remain, the overall suggestion is that the parameters regressed from binary and ternary
solvent mixture are consistent. In addition, they both differ signiﬁcantly from those found from pure sol-
vent combined with the Porter equation. Figure 6–29 shows an illustrative example of anthracene with
cyclohexane–2-propanol–1-pentanol. The ﬁgure shows that the alkanol–alkanol side of the phase dia-
gram is almost completely ideal, while the two alkane–alkanol sides show distinct departure from ideal
mixture. As previously, the measurements are located well below the estimated surface with parameters
from binary data.
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Figure 6–29. Surface plot showing excess solubility of anthracene(1) in mixtures of cyclohexane(2),
2-propanol(3), and 1-pentanol(4). The model-calculated excess solubilities near pure cyclohexane are
orders of magnitude above the experimental values. This causes the model to overestimate across nearly
the entire composition range, except in the alkanol-alkanol binary (along the x3-x4 axis).
Table 6–6. Comparison of f012 between anthracene and solvents found from pure solvent (b) and
regression of mixtures of two (t) and three (q) solvents, and their corresponding standard deviations.
Solvent f o,b12 f
o,t
12 S.D. f
o,q
12 S.D.
1,4-Dioxane 0.57 1.33 0.03 1.25 0.07
MTBE 2.58 0.08 0.12 0.30 0.17
Ethyl acetate 1.66 0.81 0.02 0.75 0.72
Heptane 3.91 -0.83 0.01 -0.16 0.14
Cyclohexane 3.93 -0.31 0.01 -0.46 0.07
Isooctane 4.68 -1.05 0.01 -1.09 0.08
Methanol 7.63 -0.55 0.16 3.03 0.20
Ethanol 6.35 0.82 0.23 1.44 0.28
1-Propanol 5.85 0.28 0.01 0.59 0.09
1-Butanol 5.25 0.06 0.01 0.19 0.10
1-Pentanol 4.62 2.32 0.12 -0.41 0.15
2-Propanol 6.58 1.25 0.01 1.23 0.09
2-Butanol 5.87 0.86 0.01 0.78 0.10
2-Methyl-1-propanol 6.31 0.63 0.01 0.94 0.14
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6.5.4. Mixtures with halogenated alkanes
For benzoic acid in carbon tetrachloride with hydrocarbons, as measured by Acree Jr. and Bertrand,79
the f0 obtained from binary data (again) do not agree well with those regressed to mixture data. How-
ever, this does not impact the excess solubility estimate since the solvent mixtures are nearly ideal.
Thus, the average error drops signiﬁcantly compared to the above studies: 0.18 and 0.20, respectively.
The solubilities of naphthalene in mixture of benzene, dioxane, and chloroform, measured by Negadi,80
largely follow ideal mixing. The dioxane–chloroform pair forms a solution with large negative devi-
ations from Raoult’s law. The benzene–chloroform pair is slightly less negative, while the benzene–
dioxane is slightly positive. However, due to the high solubilities of naphthalene in these systems (x1
varies from 0.3 to 0.6 in the composition range studied), the f0 from binary data are small. The reason
is that the ideal solubility varies from 0.32 to 0.62 in the temperature range Negadi studied. Hence, the
model describes the excess solubility behavior quite well, but the effects are very small. Assuming ideal
mixture gives errors around 0.03 − 0.06, just slightly above the results of ﬁtting the f0 to mixture data.
6.5.5. Aqueous systems
The mixtures with water are traditionally those exhibiting great excess solubilities due to the strong
interactions between water and organic components (solvents and solutes). Moreover, the aqueous
solubilities are usually very small, so the effects of mixing can be severe. The aqueous systems compiled
in this work consists of eight paracetamol-water–acetone–toluene mixtures at different temperatures, one
mixture of paracetamol with water, ethanol, and propylene glycol, and ﬁnally phenobarbital in that same
mixture. The solubilities of paracetamol in water–acetone–toluene mixtures by Granberg and Rasmuson 18
are measured near pure acetone, which form completely miscible solutions with both water and toluene,
although water and toluene form immiscible solutions over most of the phase diagram.18 Generally, the
model is able to qualitatively describe the mixing effects in this system. This is indicated partly by
comparing the values of f0 as regressed from data and estimated from pure solvent solubilities. The
paracetamol–acetone parameter is almost identical using either method. Similarly for the paracetamol–
toluene parameter. The f01j with water is less well described, but remains qualitatively correct. Another
reason why the model is fairly successful is reﬂected by the AADs, which for the values of f0 from
binary data are around 0.31. This drops to 0.24 when ﬁtting the parameters to mixture data, while ideal
mixture renders about 0.60 error. The error in the solubility results when ﬁtting the f01j is not impressive.
The reason for this is likely to lie with the solvent-solvent effects. UNIFAC is used to generate activity
coefﬁcient derivatives for the solvent-solvent f+ij that goes into the model. Since water forms strongly
nonideal solutions with acetone and toluene, the variation of the f+ij with solvent composition can be
strong, thereby causing difﬁculties for the solute-solvent parameters to compensate. In fact, even when
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Figure 6–30. Surface plot showing excess solubility of paracetamol(1) in mixtures of water(2),
ethanol(3), and propylene glycol(4). The model estimate is based on solute-solvent parameters, and
describes the data qualitatively. The excess Gibbs energy of this solvent mixture is characterized with
the Wilson equation, using parameters regressed from the individual solvent binaries, unlike the previous
mixtures, which were described with the UNIFAC equation.
ﬁtting just the data at 25 ◦C the error remains at 0.24.
Paracetamol with water, ethanol, and propylene glycol forms an interesting example. The data of
Jouyban et al. 81 indicate large positive deviations from ideal mixing. Using the binary-based parameter
set, and the Wilson equation for the solvent mixture, the model is able to qualitatively describe the data.
The overall error with this is 0.33. Figure 6–30 shows the model-data agreement. The variation of the
experimental data is captured reasonably well, especially in the water-rich end of the phase diagram.
The paracetamol–water parameter regressed from data agrees reasonably well with that found from
binary data, whereas the remaining two differ signiﬁcantly. As the water concentration decreases, the
model increasingly underestimate the data because the pair of ethanol–propylene glycol has a large
region of negative excess solubility. Along the pure ethanol–propylene glycol edge of the plot there is
a small region of positive excess solubility (x′4 < 0.1), whereafter the model estimate slightly negative
deviations from ideal mixing. Using the regressed parameters, this negative region is further decreased.
The ﬁtted paracetamol–glycol parameter is 13.00, while the binary-based value is 1.05. Figure 6–31
shows the result when applying the ﬁtted values of f0. The effect of the now increased value of f014
is dramatic, and means that the surface now is much more concave than before, and describes the data
sufﬁciently.
Peterson and Hopponen 82 reported phenobarbital solubilities in water–ethanol–propylene glycol mix-
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Figure 6–31. Surface plot showing excess solubility of paracetamol(1) in mixtures of water(2),
ethanol(3), and propylene glycol(4) with solute–solvent parameters ﬁtted to mixture data. This gives
a quantitative agreement with the experimental excess solubility data.
tures, which stand out from the paracetamol sets. First of all, the values of f0 found are mainly negative.
For the solute–propylene glycol and solute–ethanol parameters there is agreement between the f0 from
mixture data and those from binary data, but the water parameter disagrees strongly. Its value from
binary data is 5.66, which is in agreement with many previously found solute–water values, but the f01j
regressed is−10.4. Figure 6–32 shows the model estimate versus the experimental data. The experimen-
tal points form a plane which intersects the (x′2, x′3, x′4)-plane, and the positive solute-water parameter
from binary data is inconsistent with this. The (large) negative value ﬁtted to the data is able to describe
the data quite well, giving an average error of 0.12.
When estimating the parameters from single solvent solubilities, i.e., using the Porter for each pair,
the results are worsened in many cases. Generally, the solubility data seems to be dividable in two
overall classes: i) nonaqueous solvent mixtures and ii) aqueous mixtures. For the nonaqueous the ex-
cess solubilities are generally small. Assuming ideal mixture (sE1 = 0) yields an average error in the
range 0.2 − 0.4. Using the binary-based parameters usually results in AADs around 1 − 3. The high
degree of nonideality in the solvent mixture facilitates a large degree of nonideality in the solute–solvent
interactions, i.e., excess solubilities, but unlike the organic systems, previously addressed, the excess
solubilities are signiﬁcant (> 1). Therefore, the model is able to estimate the excess solubility without
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Figure 6–32. Surface plot showing excess solubility of phenobarbital(1) in mixtures of propylene
glycol(2), ethanol(3), and water(4). The model estimate changes sign, showing both negative and posi-
tive deviations from ideal mixing. The experimental data conﬁrms this behavior partly, especially toward
the region of pure ethanol.
mixture data much better than the nonaqueous mixtures. The agreement with data is comparable to ﬁt-
ting the f0 to mixture data in the aqueous systems.
It is not clear that the FST model is capable of describing the excess solubility behavior in mixtures
with three solvent species using the parameters obtained from combining the Porter equation with solu-
bilities in single solvents. There is a clear tendency to overestimate the experimental data. There seems
to be two items which relate to this:
∗ The mixing effects in multisolvent systems are different than in binary solvent systems. This
implies that the assumption of equating f01j with f
+
1j is a better approximation in binary solvent
systems compared to ternary solvent systems.
∗ The solvent-solvent term in the model is incorrect. This is related to the assumptions make during
the extension of the model from two to three solvents.
It is difﬁcult to conclude what if either (or both) of these statements are correct. The former argument
implies that the variation of f+1j with solvent composition is different than in binary solvent systems.
This statement is not without reasoning. In a binary mixture (of two solvents, since the solute is diluted)
there is only one pair interaction between solvents, while in a ternary solvent mixture, there are three
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pairs and one triplet. The effects of this on the pair correlation functions (which f+ij are composed of) are
difﬁcult to explain. Gray and Gubbins 83 discuss the decomposition of three-body interactions in terms
of multipoles, induction, overlap and how these can be decomposed into binaries. However, it is not
clear how the effects of these propagate into the molecular correlation functions. Regarding the second
item listed above, the model was derived on the basis of the binary solvent model, and was done so with
some signiﬁcant assumptions. These are:
1. The model was not derived rigorously from ﬂuctuation solution theory, but was based on a com-
promise between rigor and simplicity. The latter was emphasized, and the result was a simple
model, which can be reduced to the binary solvent model in the limiting case of two solvents.
2. The solvent-solvent f+ij behave as if in a mixture comprised solely of i and j, i.e., disregarding the
presence of the third solvent component.
Deriving a model for excess solubilities in ternary solvent mixtures from ﬂuctuation solution theory,
using the principles outlined in Chapter 4, requires taking the inverse of a 4 × 4 matrix, which results
in complicated expressions. These will inevitably involve products of correlation function integrals,
which cannot be estimated without extensive regression from experimental data. The perspectives in
the method applied in these investigations are the utilization of simple models for delimited problems.
Furthermore, the model parameters should have a clear physical interpretation and be obtainable from
sources other than regression of mixture data. The consequences of the assumption of the termsW and
Z inﬂuencing the results can be investigated to some extent. They contain Hij for all solute-solvent
combinations, and does therefore contribute (positive or negative) to the model estimate. An attempt to
include them in the model estimate, as purely empirical coefﬁcients, by ﬁtting them to the mixture data
for a few data sets suggests a model of the form
sE1 =
x2x3f
+
23 + x2x4f
+
24 + x3x4f
+
34 + x3x4f
+
34 + x2x3W123 + x2x4W124 + x3x4W133
1 + x2x3f
+
23 + x2x4f
+
24
×
[
1 + x2f
0
12 + x3f
0
13 + x4f
0
14
]
.
Consider the example anthracene with cyclohexane, 2-propanol, and 1-pentanol. Using the binary-based
parameters the AAD is 2.70, and ﬁtting values of W for all three triplets gives {−2.02,−2.07, 1.07},
respectively. This lowers the AAD to 0.35. Using the regressed values of f0 and reﬁtting W , Q, and
Z lowers this statistic to 0.01. Secondly, the anthracene–dioxane–butanol–cyclohexane system gives
and AAD of 0.99 using the binary-based parameter set. Fitting the W -terms for this system lowers it
to 0.07, i.e., and average error of 0.07. For paracetamol with water, ethanol, and propylene glycol, the
AAD using f0 from binary data is 0.33, which drops to 0.15 when ﬁtting the extra three parameters.
For phenobarbital, in the same solvent mixture, the numbers are 0.63 and 0.56, respectively. The errors
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in the anthracene sets were lowered signiﬁcantly when including the extra parameters, but this is not
the case in the aqueous systems. Here, addition of adjustable parameters did not improve the results
signiﬁcantly, since results are already good.
Following this is an analysis of a way of estimating the solute-solvent characteristics from reference
solvents. The reference solvent approach has been investigated before,84–86 but in the context of using
UNIFAC for inﬁnite dilution activity coefﬁcients. Here, an attempt based on transferability of molecular
correlation functions is attempted.
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6. Solubilities of solids in solvent mixtures
6.6. Predicting solute-solvent parameters from reference solvents
Presently, the solute-solvent parameters are estimated from either regressing experimental solubility
data, Porter equation with single solvent solubilities, or perhaps UNIFAC. The estimates are in a fair
amount of cases consistent with values found from regression of ternary mixture data, but there are also
many cases where the agreement is less good. Estimation from binary data is limited by the melting
temperatures and heats of melting (and perhaps change in heat capacity) frequently being unavailable
for a large number of solutes, or is ﬂawed by uncertainty in measurements. Models, which are based
on molecular structure, e.g. group contribution methods, can predict these values, but the uncertainty in
the estimates is usually high, especially for polyfunctional molecules. Furthermore, the availability of
group parameters is often sparse in these cases, further limiting the application range.
In this section, the use of a scheme for estimating solute-solvent parameters f01j from a known value
in another solvent – a reference solvent – is investigated. Thus, if relations connecting f012 for a solute
(1) in a solvent (2) to that of 1 in another solvent can be established, it opens for a powerful and very
general way of estimating solid-liquid equilibria. Thus, parameters can be predicted without knowledge
of the thermophysical properties characterizing the fusion process. First step is to recognize that the
parameters are the coefﬁcients that appears in the Taylor expansion of the chemical potential, Equation
(4–10),
f012 = − lim
x2→1
∂
∂x1
(
μ1
RT
+ 1−
1
x1
)
T,P,n2
= − lim
x2→1
(
∂ ln γ1
∂x1
)
T,P,n2
. (6–11)
The method used here is based on relating these derivatives in binary and ternary mixtures to total
correlation function integrals. However, they can also be expressed in terms of direct correlation function
integrals. For a binary, O’Connell 97 showed that
− lim
x2→1
(
∂ ln γ1
∂x1
)
=
(1− C011)(1 −C
0
22)− (1− C
0
12)
2
1− C022
. (6–12)
where Cij is the direct correlation function integral, deﬁned in Equation (2–32), superscript 0 denotes
inﬁnite dilution of solute, 1. This expression can be simpliﬁed by writing Equation (2–41) for a binary
at inﬁnite dilution of 1
lim
x1→0
ρv¯1 = lim
x1→0
1−
2∑
j=1
xjC1j
1−
2∑
i=1
2∑
j=1
xixjCij
=
1− C012
1− C022
. (6–13)
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The reduced liquid bulk modulus is deﬁned as Bij ≡ 1− Cij . This means, that
f012 = B
0
11 − (ρ2v¯
0
1)
2B22. (6–14)
Below are listed two assumptions in order to apply Equation (6–14):
1. Dense substances, such as solids, usually have small excess molar volumes, indicating that the
partial molal volumes are well approximated by the molal volumes.
2. If the solute forms a pure solid phase, the solute-solute direct correlation function integral in a
single solvent might be unaffected by the nature of the medium in which the solid is dissolved,
i.e., that C011 is solvent-independent.
The former is reasonable in many systems of organics. Though the excess volumes of aqueous mixtures
are usually larger than purely organic systems, the relative values are still quite small. The latter item is
related to the strong density dependence of the correlation functions. If the solid phase is pure, i.e., the
interaction with the solvent is smaller than the solute-solute interaction. Then C011 is likely to depend
only on the nature of the solute, and the right-hand side of Equation (6–14) is independent of solute-
solvent interactions, and depends only on properties of pure solute and solvent. This hypothesis can be
examined from previously determined values of f012. For a solid in pure solvents 2 and R this means
C011(2) = C
0
11(R) ⇒ f
0
12 = f
0
1R + (ρ2v1)
2B22 − (ρRv1)
2BRR. (6–15)
Table 6–8 shows values of f012 for a number of solute-solvent pairs, where the values found from re-
gression matched those from single solvent data, and the solubility data was described quantitatively.
The direct correlation function integrals of the pure solvents were obtained from the equation of state
of Huang and O’Connell.103 The seventh column of Table 6–8 shows that C011 is not constant. The Cij
is a product of solution density and the integral of direct correlation function, and it might be that the
integral itself is independent of the solvent, i.e.,
∫
c011(2)dr =
∫
c011(R)dr
⇒
C011(2)
ρ2
=
C011(R)
ρR
.
(6–16)
or, in dimensionless units,
C011(2)
v2
v1
= C011(R)
vR
v1
. (6–17)
These recurrence relations predict solute-solvent parameters for a solute in all solvents, given a known
value of f012 in a reference solvent. The requirements for input are
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Table 6–8. Pure species molar volumesa and solute-solute direct correlation function integrals from
solute-solvent characteristics. The table shows that the recurrence relations sought in the section are gen-
erally unsuccessful, since neither quantities in the two right-most columns are constant for a particular
solute in a single (pure) solvent.
Solute (1) Solvent (2) f012
v1 v2 B022 C
0
11 C
0
11v2/v1( cm3/mol) ( cm3/mol)
Sulfamethazine Water 16.38 197.0 18.1 14 -1633 -150
Sulfamethazine Ethanol 5.32 197.0 58.6 21 -246 -73
Sulfamethazine Dioxane 1.7 197.0 85.7 20 -105 -46
Paracetamol Water 7.19 115.7 18.1 14 -564 -88
Paracetamol Acetone 3.18 115.7 73.8 30 -75 -48
Paracetamol Ethanol 2.54 115.7 58.6 21 -85 -43
Phenacetin Water 13.86 154.6 18.1 14 -1009 -118
Phenacetin Dioxane 2.06 154.6 85.7 20 -66 -36
Cholesterol Hexane 2.47 338.3 131.4 44 -292 -114
Cholesterol Ethanol 4.22 338.3 58.6 21 -715 -124
Cholesterol Benzene 2.11 338.3 89.5 43 -615 -163
Pyrene Acetonitrile 0.93 172.0 52.9 16 -164 -50
Pyrene 2-m-2-butanol -2.77 172.0 109.6 52 -123 -79
Naphthalene Water 2.37 125.0 18.1 14 -653 -94
Naphthalene Ethanol 17.45 125.0 58.6 21 -114 -53
Naphthalene Benzene -0.33 125.0 89.5 43 -82 -59
a References for v01: Sulfamethazine,98 paracetamol,65,99 phenacetin,98 cholesterol,100 pyrene,101
and naphthalene.101 Solvent molar volumes taken from the DIPPR compilation.102
1. Knowledge of f01R.
2. Pure solvent direct correlation function integrals for computing B022 and B0RR. These can be
obtained from existing models in the literature,103,104 or from compressed liquid density data.
3. Molar volumes of pure solvents at system temperature.
4. Molar volumes of the solute (or partial molal volumes of the solute, if available).
The right-most column of Table 6–8 show the results of applying Equation (6–17). From Table 6–8 it is
clear, that the value of C011(2)v2/v1 is not transferable from solvent to solvent. The variation from one
solvent to another is large. However, there appears to be a systematic trend in the variation of C011v2/v1.
The solute-water property is usually twice that of solute with ethanol, and threefold that of solute with
dioxane.
This information can be useful. Water, ethanol, and dioxane are the most abundant solvents for
pharmaceutical solutes. However, extension to additional solvents require more data. For practical
usage, a problem occurs in the formulation of Equations (6–15) and (6–17): They contain squares of
molar volume ratios. Since the molar volume of a solid is usually very large, compared to traditional
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solvents, these ratios can be signiﬁcant (they may vary as much as an order of magnitude), making
the squared values even larger, and therefore extremely sensitive towards even small errors in molar
volumes. This can be seen by writing Equation (6–15) as
f012 − f
0
1R = (v1/v2)
2B22 − (v1/vR)
2BRR. (6–18)
The f01j typically range in ±20, whereas the molar volume ratios can be very large. This means, that
the result is a small difference of large numbers. This is not desirable, since this makes the predicted
parameters, f01R, too sensitive to the input data.
6.7. Summary
This chapter has seen the application of the FST method, outlined in Chapter 4, applied to excess
solubilities in solvent mixtures. A thorough examination showed the importance of characterizing the
solvent mixture appropriately, since incompatibilities between solvent-solvent nonideality and excess
solubilities, can lead to wrongful estimation of parameters. This was also illustrated with a few examples
of naphthalene in water–DMSO and water–ethylene glycol. An extensive list of pharmaceutical solutes
were addressed, and the results showed that results are generally successful when estimating the solute-
solvent parameters from single solvent solubilities. Estimation of parameters using UNIFAC often leads
to overestimation. Using UNIFAC to generate activity coefﬁcient for solving the equilibrium relations,
showed that UNIFAC often is unable to give accurate estimates of solubilities in single solvents, whereby
the mixed solvent solubility behavior is also inaccurately described. Curiously, UNIFAC gives much
better results when forming excess solubilities.
The model developed for excess solubilities in ternary solvent mixtures was also applied. The results
were less good compared to the binary solvent cases. However, results for the aqueous mixtures revealed,
that the method performs better in aqueous mixtures. This is encouraging, since excess solubilities are
often large in these systems.
Finally, a relation which links the solute-solvent parameter to that in another solvent was tested. It was
found that the resulting expression was too sensitive towards molar volumes, so that a small difference
in large numbers governed the estimate of the solute-solvent parameters.
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7. Summary and discussion for Part I
The present method for predicting solubilities of solid solutes in mixed solvents should be attractive
to engineers and thermodynamicists, since the method may be used in a variety of forms, depending
upon the available input data. A key point is that solubilities in mixed solvents can often be predicted
from solubilities in pure solvents alone, though the quality of the estimates without multisolvent data
depends upon the following factors:
1. A gE-model must be known for the binary solvent mixtures (also when regressing parameters).
2. Estimates must be made of the f01j parameters for both solute-solvent pairs.
3. Thermophysical properties of the pure solid solute must be obtainable.
While having activity coefﬁcient derivatives of the mixed solvent is necessary, the particular gE-model
selected does not strongly affect the results. However, there must be systematic variation in the gE of the
solvent mixtures with molecular structure. When sufﬁcient data have been available, solubility estimates
using both the Wilson and modiﬁed Margules equations have been done. Normally the results are very
similar. The model is limited in that the sign of the excess solubility must be consistent with sign of ex-
cess free energy for the solvent pair. This means that if the solvent-solvent gE changes sign, the excess
solubility in that mixture must do so also in order to qualitatively describe the data. This behavior is
not always observed in the pharmaceutical cases reported here, but some examples were observed with
aqueous naphthalene mixtures. For reliability, the most important aspect seems to be accurate determi-
nation of the solute-solvent parameters, f01j , especially parameters of larger value in magnitude. If this
quantity is accurate, predictions will commonly be reliable. The bigger parameter is often associated
with the more nonideal solute-solvent pair or the solvent with the lowest solute solubility. Often this
is water. Thus, having accurate measurements of low solubilities, especially in water, can determine
accuracy in predicting mixed solvent solubilities.
Estimating the solute-solvent parameter from single solvent solubilities with the Porter equation de-
livers useful results, although the accuracy is sometimes less than then case when regressing them from
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mixed solvent solubility data. This suggests that the assumed symmetric composition dependence of the
Porter equation is incorrect. Perhaps using additional temperature dependent solubility data to assess
and mitigate measurement errors. The temperature range of the data studied is rather narrow, and focus
is on systems at or near room temperature. Alternatives to the Porter equation include models such as
UNIFAC, though it is frequently not directly applicable to e.g. pharmaceutical systems, though other
methods to circumvent this difﬁculty exist.1–3 Explorations4 of the properties of UNIFAC derivatives
at inﬁnite dilution suggest that this could have several attractive features, but the methods are more
complicated than the present approach. Extensions of UNIFAC parameter tables continue to appear,5,6
but several pharmaceuticals, and substances with similar polyfunctionality, will remain untractable for
quite some time. Recently, a modiﬁcation to UNIFAC (“Pharma” UNIFAC7) was proposed, which in-
corporates functional groups not previously covered by UNIFAC. UNIFAC estimates relies on a good
combinatorial part, Equation (5–19). This has mostly been tested for chain-like species, such as homol-
ogous series of organic compounds, and not pharmaceuticals. Moreover, regression of UNIFAC group
parameters require large data compilations, so this method is not attractive for molecular structures with
new stoichiometries.
Having values of the pure solute properties to estimate ideal solubility is required. First, at least Tm,i
and Δhm,i must be known. It is found that results are better when ΔcP,m,i is also known, especially
if its value is large or if Tm,i − T is signiﬁcant. Phase transitions below the melting point are relevant,
but they seem not to make much difference according to the cases reported here, as seen in the systems
containing sulfamethazine, sulfamethoxypyridazine, sulfanilamide, paracetamol, cholesterol, and mefe-
namic acid. All of these solutes have been claimed to undergo a solid phase transition below the melting
point. The apparent insensitivity is probably due to the effects being taken into account in obtaining the
parameter values. Also the magnitude of the transition enthalpies are usually much less than the enthalpy
of fusion. For cholesterol, Garti et al. 8 reports a value of the transition enthalpy of 2.845 kJ/mol while
the fusion enthalpy is 28.034 kJ/mol. However, that does not mean the effects should be ignored, par-
ticularly when there are polymorphs9 and hydrates. For example, the aqueous solubility of theophylline
anhydrate is nearly double that of the hydrated solid.9
The ability of the model to quantitatively describe the mixed solvent solubility data has been assessed
by the average absolute relative deviation, AAD, which is deﬁned in Equation (6–7). Figure 7–1 shows
the distribution of AADs using the values arising from regressing the solute-solvent parameters globally
to the mixed solvent solubility data. The majority of the errors resulting from regressions (AAD-I) are
below 0.2. Those from using single solvent solubilities (AAD-II) are more spread out. About half of
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Figure 7–1. Distribution of AADs from FST model. Values with AAD > 1 are summed into one
column
the errors are located below 0.4, while about 10% have AADs larger than 1.0. These large errors result
from those solutes (primarily anthracene and pyrene), where the solvent mixtures form strongly nonideal
solutions, but the excess solubilities are small, thus causing an overestimation.
Application of UNIFAC has been studied in three cases:
1. For estimation of f012 = −(∂ ln γ1/∂x1)T,P,n2,x2=1.
2. Solving Equation (3–13) for x1.
3. Solving Equation (3–13) for sE1
Results have shown that UNIFAC often overestimates limiting values of activity coefﬁcient derivatives,
making it less suitable for inclusion within the FST model framework. UNIFAC does seem to estimate
f0 better for solutes with small excess solubilities. Although the mixture solubilities are often not de-
scribed well, due to wrongful estimates of solubilities in pure solvents, the mixing effects are many times
described reasonably well. Figure 7–2 shows the distribution of AADs from using UNIFAC for excess
solubilities (AAD-IV) and actual solubilities (AAD-V). As the ﬁgure shows, most of the errors from
case three are located below 0.3, while those from the second case are less likely to give good estimates
of mixture solubilities.
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Figure 7–2. Distribution of AADs from UNIFAC. Values with AAD > 1 are summed into one
column
The model assumes the connection between the “excess” solubility and the “excess” Henry’s law
constant; Equation (3–33) is for inﬁnitely dilute solutes (x1 ≤ 0.01) in pure solvents and mixtures.
Frequently this is not the case. In fact, many of the pharmaceutical solute-solvent mixtures have ex-
perimental solubility points at higher concentrations. This is especially the case in mixtures of organic
solvents, while aqueous systems typically have very dilute solubilities in the water-rich end and higher
concentrations towards the organic end of the solvent composition range. Yet, the method does well for
several of such cases too.
Several reﬂections can be made regarding the parameter estimation procedure. The preliminary anal-
ysis done for anthracene in mixtures of alkanes and various polar components revealed that reducing
(i.e., correlating) excess solubilities of small magnitude must be done using carefully selected input
data. Consistency (or compatibility) between the experimental solubility data and the gE of the solvent
mixture must be sought. The analysis of the excess solubilities of the pharmaceutical solutes (typically
aqueous systems) showed that solute-solvent systems with large deviations from ideality are often easier
to describe quantitatively. This suggests that parameter estimation is best done when the solvent mixture
forms a strongly nonideal solution, as is often the case with aqueous systems.
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Excluding data sets with excess solubilities below a certain threshold reﬂects an important aspect of
parameter estimation. Including as much data as possible, regardless of its magnitude, can have a severe
effect on the ﬁnal parameters.
Altering the formulation of the optimization, i.e., minimizing Equation (4–43), can also have an effect
on the result. The current objective function focuses on minimizing the residuals of excess solubili-
ties with large magnitude. Other objective functions have also been explored, where the residuals are
weighted with the experimental value, i.e.,
F ′ = min
z
m∑
k=1
(
δsE1
sE1
)2
k
. (7–1)
This means, that all data points are weighted equally in the optimization, regardless of their absolute
values. This has an interesting impact on the case with naphthalene–water–DMSO. Regressing the wa-
ter parameter using Equation (4–43) gives 2.46, which is inconsistent with the water–DMSO case, but
consistent with the remaining aqueous systems. If Equation (7–1) was minimized instead the parameter
becomes −0.79, which is more consistent with the aqueous DMSO and ethylene glycol systems, but
less inconsistent with the remaining aqueous systems. This tradeoff is unfortunate. In addition, excess
solubilities in systems which are nearly ideal, often appear as scatter, as depicted in Figure 6–7. If the
measurements in dilute systems give inconsistent excess solubilities, then regressing parameters from
that set, and weighted equal to sets with larger magnitudes of excess solubilities, the resulting parame-
ters usually range in between the two, unable to accurately describe either. There is no obvious remedy
for this situation. One option may, however, be found in the derivation of the excess solubility model.
When arriving at Equation (4–27), the term W was omitted from the equations. This term contained
multiple Hij , which could not be factored into fij , meaning that its value would appear as an adjustable
parameter pertaining to each triplet of solute and two solvent species. This is not desirable, since the
transferability of this parameter is nil. No attempts were made to include it in the analysis of excess
solubilities in binary solvent mixtures.
A provisional extension of the excess solubility model developed for binary solvent mixtures was
applied for excess solubilities in ternary solvent mixtures. This led to a model, which were able to
qualitatively describe the excess solubility behavior in many aqueous systems, but was less successful
in systems comprised of organic solvents.
Finally, it is possible to conceive of estimating the f0 parameters in Equation (4–20) for liquid mix-
tures by molecular simulation. This possibility has been explored via integration of the molecular radial
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distribution function.10–14 While progress is being made, achieving prediction without data is unlikely.
Computer simulation of dense mixtures takes considerable computational resources, is time-consuming,
and robust techniques for spatial integration are still under development.
A chemical phenomenon not addressed in this thesis is the effect of the solute in nearly highly nonideal
(or near immiscible) solvent mixtures. There may be situations, where adding organic solute to a solution
which is on the verge of partial miscibility may cause the system to separate in two phases. It is not a
phenomenon, which has been observed in the data presented here, but the situation may arise in aqueous
organic mixtures. In these systems, the hydrophobic interactions between water with organic solvent
and water with organic solute may cause the creation of a new phase with the two organics (micellar
formation).15 This is likely to occur in the water-rich end of the solvent composition range, since water
should act as the chemical environment. However, the solubilities in (and near) pure water are usually
very small (sometimes down to 10−6 in mole fraction), and therefore the amount of solute in the aqueous
phase is extremely small, and the effect may be difﬁcult to obtain using these quantities. It is therefore
likely, that the effect is more pronounced with more water soluble solutes, such as amino acids.
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PART II
SOLUBILITIES OF GASES IN IONIC
LIQUIDS

8. Introduction to ionic liquid systems
The focus in Part I of the thesis was on (excess) solubilities of solids in solvent mixtures. While often
successful, the method was empirical in nature, since data was needed to directly quantify the model pa-
rameters, and parameters obtained from different methods could be conﬂicting. In this part of the thesis,
another approach for quantifying ﬂuctuation solution theory is applied. A model for the pair correlation
function integrals is introduced, thereby allowing calculation of a variety of thermodynamic properties
from the ﬂuctuation solution theory framework. Details about the speciﬁc model and application is given
in Chapter 9. Here, the purpose of applying a FST-based framework for gas solubilities in ionic liquid
systems is presented. The chapter begins by introducing the concept of ionic liquids and their properties.
Then, a brief review of some existing methods is given, and the motivations for pursuing another method
is presented.
8.1. Ionic liquids
Ionic liquids are salts composed of weakly coupled ions, i.e., electrolytes. Typically, one ion has a
delocalized charge and one is a an unsymmetric organic. These features prevent the formation of a stable
crystal lattice, so that these solvents remain in their liquid form at room temperatures. They are combi-
nations of nitrogen-containing cations and anions, which vary from small, simple inorganic molecules
(halides) to large organic structures (such as pentadecaﬂuorooctanoate). Figure 8–1 shows chemi-
cal structures of two common ionic liquids: 1-butyl-3-methylimidazolium hexaﬂuorophosphate (or
[bmim][PF6]) and 1-hexyl-3-methylimidazolium bis (triﬂouromethylsulfonyl) imide (or [hmim][Tf2N]).
The structures are usually large, making their IUPAC-derived names very long. For the sake of legibility
it is therefore convenient to address them by the abbreviations of the ions of which the ionic liquids are
composed, e.g. [bmim][PF6]. Although somewhat systematic, this rarely reveals the chemical structure
of the ionic liqid. Many common ionic liquids are based on the imidazolium-cation; a ﬁve-membered
double-bonded ring containing two nitrogen atoms, and the pyridinium-cation; a six-membered double-
membered ring containing one nitrogen atom. Other commonly found cations are based on quaternary
ammonium or phosphonium. Potentially, millions of ionic liquid structures can be constructed. Even
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Figure 8–1. Structures of two common ionic liquids based on the imidazolium cation: [bmim][PF6]
(left) and [hmim][Tf2N] (right). The IUPAC-derived names of most ionic liquids are long, and not
particularly legible. Therefore, it is customary to use standardized abbreviations based on the anion and
cation of the ionic liquid.
with the cations being most common, a myriad of ionic liquid structures have emerged in the open
literature, and continue to appear.
8.1.1. Chemical processing using ionic liquids
Throughout the history of ionic liquids, since their discovery in 1914,1 there has been a signiﬁcant
number of industrial investigations into the use of ionic liquids, as described well in a recent review arti-
cle by Plechkova and Seddon.2 Since World War II there has been a huge number of reports (academic
and industrial) of ionic liquids as electrolytes and reaction enhancing solvents, but successful industrial
processing has been limited to just a few.2 The ﬁrst was operated by the Texas Eastman Division from
1996 to 2004.2 The ionic liquid acted as a weak Lewis base in the isomerization of 3,4-epoxybut-1-
ene to 2,5-dihydrofuran. Perhaps the most successful, though not the ﬁrst commercial process, is the
BASILTM(Biphasic Acid Scavenging utilising Ionic Liquids) process introduced by BASF in 2002.3
This concerns production of phosphin, which is a precursor for production of a generic photoinitiator
for coating surfaces against UV light. Replacing the traditional solvent triethylamine with the ionic liq-
uid 1-methylimidazole resulted in an increase in the space-time yield from 8 kg/m3/h to 690 000 and
almost doubling the yield from 50% to 98%. Other examples have later followed.2 All in all, there is a
real room for production and processing involving ionic liquids as replacements for traditional volatile
organic solvents.
8.1.2. Favorable properties of ionic liquids
Dealing with mixture properties facilitates interest in physical properties of the pure components as
well as mixtures. While PρT relations of conventional hydrocarbon-based organics and water have
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been addressed throughout most of the 20th century, interest in these properties for ionic liquids was
for long not as strong. Lately, a large number of publications and methods concerning volumetric and
thermophysical properties of pure ionic liquids have appeared. With division into cations and anions,
the properties of ionic liquids can be varied by simple changes of structure of the ions. This means that
their properties can (in principle) be adjusted to suit the requirements of a particular process. Properties
such as melting point, viscosity, density, and hydrophobicity are important from a process point-of-view.
Ionic liquids are largely rigid molecules, which has given rise to development of a number of group con-
tribution methods, inspired by the success of standard thermodynamic treatments (such as ASOG4 and
UNIFAC5). Coupled with the high degree of “tunability” of these solvents (e.g. cation-anion pairing)
these methods are highly attractive, since ionic liquid candidates with promising properties can easily
be generated to optimize a speciﬁc process. The term “designer solvents” have often been used in con-
nection with ionic liquids.6
The great interest in ionic liquids as solvents arises from a set of very favorable physical properties
common to most ionic liquids. The two of most importance are:
Extremely low volatility. Most ionic liquids have vapor pressures less than 10−9 bar.7
Thermal stability. Most ionic liquids exists as liquids over large temperature ranges (473 − 673K)
without decomposing.8
These properties make ionic liquids interesting for chemical processing. A thermally stable solvent,
combined with a nonexisting volatility, and hence no volatility, means that they have often been classi-
ﬁed∗ as “green” solvents.6 In addition, ionic liquids can facilitate higher yields and reduce manufactur-
ing costs in catalytic reactions such as hydrogenation, hydroformylation, hydrosilytation, Diels-Alder,
Friedel-Crafts, nucleophilic substitution reactions, and enzymatic (or biocatalytic) reactions.6,9,10 Fur-
thermore, ionic liquids dissolves water, organics, and inorganics alike, and can therefore also be used
as media for incompatible reagents. Perhaps one of the most studied accounts of ionic liquids is the
solubilities of gases in them. The reasons for this seems to be:11
Solvents for reactions involving gases. Ionic liquids are particularly attractive towards homoge-
nously catalyzed reactions involving gases. Ionic liquids can immobilize organometallic com-
pounds, and thereby reduce the loss of precious metals9 from solution. Furthermore, the mass
transfer of reactions involving substrates and gases are often limited by resistance of the gas in the
solvent. If the solubility is large enough, this effect can be reduced signiﬁcantly.
∗ However, issues regarding the actual toxicity of ionic liquids remain, so this classiﬁcation is somewhat ambiguous.
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Storage of gases. Hazards from high-pressure containers, especially when dealing with highly toxic
chemicals, are reduced signiﬁcantly since ionic liquid do not have vapor pressures.
Separation from solutions involving ionic liquids. This may involve separation of gaseous mix-
tures, since the solubility of gases in ionic liquids can vary signiﬁcantly. Since ionic liquids do
not contaminate air streams, even at elevated temperatures, their potential for replacing traditional
industrial solvents is enormous. Another aspect is the separation of solutes (such AIs) from ionic
liquid solutions using supercritical ﬂuids, e.g. carbon dioxide.
For these purposes, it is relevant to address the modeling issues regarding solubilities of gases in ionic
liquids; the main task of this part of the thesis. Because of the potential for designing ionic liquids
as solvents, group contribution methods seem particularly attractive (i.e., predictive methods). This
requires more than good correlations, and places strong demands on the method. This means, that gas
solubility methods (or models) that are based on rigorous thermodynamics are likely to be better suited
than models of an empirical nature.
8.2. Volumetric properties of pure ionic liquids
Before we address solubilities of gases in ionic liquids, some recent developments in modelling pure
ionic liquid systems are described. The properties of fundamental interest for liquids are the relations
between pressure, density (or molar volume), and temperature, based on the isothermal compressibility
of the solution, κ, and isobaric expansivity, β,
dv =
(
∂v
∂T
)
P
dT +
(
∂v
∂P
)
T
dP = v [βdT − κdP ]
β ≡
1
v
(
∂v
∂T
)
P
, κ ≡ −
1
v
(
∂v
∂P
)
T
.
(8–1)
It is not uncommon to assume that both β and κ are constants, leading to variations in volume being
linear with state conditions.
The literature on PρT relations for ionic liquids is dominated by methods of a very empirical nature,
or “short-cut” methods. In the following paragraphs, two existing methods for volumetric properties of
ionic liquids will be introduced. These are based on a large degree of empirism, and appear as the two
best established methods.
Ye and Shreeve 12 developed a method for estimating densities of ionic liquids by means of a group
contribution method. They found a simple relation for the liquid density at room temperature at ambient
conditions. The molar volume of an ionic liquid was successfully represented as the sum of volumes of
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its constituent groups. For the salt CpAq, the density is estimated from an expression on the form
ρ(T 0, P 0) =
1
v(T 0, P 0)
= [pvC + qvA]
−1 . (8–2)
The method worked well for a large selection of ionic liquids. Ye and Shreeve estimated molar volume
contributions for a set of cat- and anions, as well as a few minor groups attached to the larger fragments,
such as nitrile C−−N. Later, Gardas and Coutinho 13 extended the method to also cover ranges in tem-
perature and pressure. They did so by assuming that the volume varied linearly with temperature and
pressure, as above. They regressed data to ﬁnd β = 6.652 · 10−4K−1 and κ = 5.919 · 10−4MPa−1,
and saw that these could describe the behavior of a wide range of ionic liquids. The method requires a
single liquid (measured) reference PρT point.
Jacquemin et al. 14–16 developed a method for estimating volumetric properties at ambient pressures
as function of temperature,
v(T, P 0) = v∗c + v
∗
a =
2∑
i=0
Dc,iδT
i +
2∑
i=0
Da,iδT
i, δT = T − T 0, (8–3)
where (T 0, P 0) = (298K, 1 bar) is a known reference point. The Dc and Da in the above equation are
characteristics of each cat- and anion, the values of which are regressed from data. Using an expression
similar to the Tait equation, they were able to extend the method to higher pressures as well,
v(T, P ) =
v∗c
1−Gc ln
Hc(T ) + P
Hc(T ) + P 0
+
v∗a
1−Ga ln
Ha(T ) + P
Ha(T ) + P 0
. (8–4)
Again,Cc andGa are scalar quantities characterizing single ions. The values ofHc andHa are expressed
as functions of temperature
Hc(T ) =
2∑
i=0
Hc,iδT
i, Ha(T ) =
2∑
i=0
Ha,iδT
i. (8–5)
The agreement with experiment was excellent, even when predicting. Unfortunately, the method requires
a substantial number of parameters for a single ion; as many as seven: Dc,i and Hc,i for i = 0, 1, 2 as
well as Gc – and similar for the anion. In contrast to most equations of state, this method gives the
molar volume (or density) analytically without iteration as function of T and P . However, computation
of pressure, given T and ρ, is iterative. Occasionally, the “reverse” computation of pressure changes
associated with experimentally realistic density changes can yield negative pressures.17
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8.3. Methods for high-pressure gas-liquid equilibrium
8.3.1. φ−φ methods
There are a wide variety of modeling approaches to ionic liquid phase equilibria in the open literature,
covering application of the majority of traditional engineering approaches to vapor-liquid equilibria.
One example is the φ − φ method, where a single equation of state is used to represent nonideality in
both vapor and liquid phases
∀i : yiφ
V
i (T, ρ
V , y) = xiφ
L
i (T, ρ
L, x), (8–6)
where yi and xi are vapor and liquid mole fractions, respectively. The equation of state is then used to
calculate the densities of the vapor and liquid phase, ρV and ρL, respectively, as well as the fugacity
coefﬁcients of both phases. A great convenience of the φ−φ approach is that it does not require explicit
speciﬁcation of a reference fugacity. That means that only a model connecting T and P across the
density range is required. Unfortunately, this is also the major deﬁciency of this approach. The density
of the vapor (or gas) phase is small, whereas the liquid phase – especially with ionic liquids – has a much
larger density. Correlation of properties across such a large density range puts severe demands on the
equation of state. Shariati and Peters 18 used the Peng-Robinson equation of state to represent the phase
behavior of ﬂuoroform and [emim][PF6], but were unable to accurately describe the same ionic liquid
with carbon dioxide. Shiﬂett and Yokozeki 19 employed the Redlich-Kwong equation for carbon dioxide
solubilities in [bmim][BF4] and [bmim][PF6] at pressures below 20 bar. Also the GC-EOS
20 have been
applied for bubble point calculations for carbon dioxide with several ionic liduids.21 The agreement
with experiment was excellent for pressures up to 200 bar, in some cases even 1000 bar. An recurring
inconvenience regarding application of cubic equations of state is that they require vapor-liquid critical
temperatures and pressures, which for almost all ionic liquids are completely hypothetical since these do
not vaporize. When regarding these as mere parameters for a model it can be of less importance whether
they possess actual physical meaning. However, this is not the case with critical parameters (Tc, Pc, ω).
They force an equation of state to exhibit the well-known relation at the critical point
(
∂P
∂ρ
)
T
=
(
∂2P
∂ρ2
)
T
= 0. (8–7)
If the critical point is hypothetical then the equation of state is forced to exhibit a phenomenon which
is not real. Fortunately, there are other equations of state which do not require critical variables. The
statistical-associated ﬂuid theory (SAFT) framework for pure species and mixtures have been applied for
ionic liquid systems on many occasions, and a short review is given by Tan et al..22 Andreu and Vega 23
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used a four-term equation, “Soft-SAFT”. Although based on rigorous theory, a series of problems can
arise when applying SAFT (in any of its many forms) to ionic liquid systems, e.g. establishing ap-
propriate association schemes. Ionic liquids generally do not self-associate, but do form solvates with
other molecules. Aparicio et al. 24 compared the experimental data and molecular dynamics simulation
results, concluding that the model had difﬁculties capturing the complex association phenomena en-
countered in these systems. In addition to the problem of selecting appropriate association sehemces,
the SAFT combining rules can be unsuccessful and highly sensitive toward binary interaction parame-
ters. Karakatsani et al. 25 used the tPC-SAFT, and found that accurate ternary mixture properties require
binary parameters ﬁtted to ternary data. This suggests that the combining rules used within SAFT may
not always be reliable for multicomponent systems. Kim et al. 26 used a group contribution lattice-ﬂuid
equation of state for predicting carbon dioxide solubilities in a variety of ionic liquids at pressures up
to 10 bar, occasionally up to 100 bar. The model-data agreement was generally good, but extension to
higher pressures is not available.
8.3.2. γ−φ methods
Perhaps the most widely used method, and a form which is adopted in this work, is the γ−φ approach.
The independent variables chosen is often the set T , P , and mole fractions (x and y). The fugacities of
species are here given by
yiφ
V
i (T, P, y)P = xiγi(T, P, x)f
0
i (T ). (8–8)
Separate thermodynamic models are used for nonidealities in liquid and vapor phases. That means:
1. An equation-of-state must be chosen for the vapor phase to calculate φVi .
2. A model, experimental measurement, or other method of estimation, must be chosen for the stan-
dard state (reference) fugacity, f0i .
3. A model must be chosen for the liquid-phase activity coefﬁcient, γi.
Vapor phase nonidealities can be signiﬁcant, especially at high pressures, but from a modeling per-
spective it is less problematic than the liquid phase. There are several options for vapor nonideality,
including second virial coefﬁcients, equations of state, and multiparameter expressions. Much work has
been done in advancing correlations for the second virial coefﬁcient. Perhaps most notably are the pio-
neering works of Pitzer and Curl,27 Tsonopoulos,28 and Hayden and O’Connell.29 These methods rely
on the existence of a critical point (Tc, Pc, vc) which is used in correlations based on a corresponding-
states principle. While ionic liquids themselves do not exhibit criticality, this is of little problem with
addressing their vapor phases, since their vapor pressures usually are of the order of a few pascals and
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may therefore well be neglected. Cubic equations of state are often sufﬁcient for dealing with non-
idealities in the vapor phase, especially for phases of pure gas. Furthermore, most of the gases to be
covered are small molecules, which a cubic equation, such as SRK, will have little problems dealing
with. Their application is, however, more tedious than the virial equation, since density appears explic-
itly in the calculation of fugacity coefﬁcients; this is not the case with the virial equation of state. Finally,
multiparameter equations of state have been proposed for highly accurate descriptions of vapor phase
properties. The models are usually simple in application, but their parameterization come from a huge
compilation of a multitude of data and data sources. This means that, their application is not generally
straightforward for gases with few measurements.
The second item listed above, the reference state fugacity, is one which typically refers to either pure
species (Raoult’s law; the Lewis-Randall state) or pure solvent (Henry’s law). The choice of reference
state is usually set by the problem at hand: In low-pressure, subcritical systems, where solubilities are
usually high, Raoult’s law will be adequate, whereas in systems with supercritical solutes, and small
solubilities, Henry’s law will usually be the more suitable selection.
The pressure dependence of properties of condensed matter is often negligible. Ionic liquid systems
may exhibit pressure variations well above 100 bar, and at these conditions the effects of pressure on
liquid-phase nonideality can be signiﬁcant. Since most activity coefﬁcient models do not include pres-
sure explicitly, the pressure dependence is usually accounted for explicitly by a Poynting correction
factor. That means, that the phase equilibrium problem can be formulated as
yiφ
V
i (T, ρ
V , y)P = xiγi(T, P
0, x)f0i (T ) exp
∫ P
P 0
v¯i(T, P, x)
RT
dP. (8–9)
For the gas–ionic liquid binary system, the standard state is frequently chosen as pure solvent, meaning
P 0 = P 02 (T ); lim
x1→0
γ1 = 1; f
0
1 = H1 = lim
x1→0
f1
x1
. (8–10)
In this case, the two species refer to different standard states (unsymmetric convention), and it is cus-
tomary to denote γ1 with γ∗1 . The Henry’s law constant, H1, can be obtained from binary vapor-liquid
equilibrium data in the region x1 ≈ 0 along with assumed expressions for γ1 and v¯1. Thus, in a plot of
ln f1/x1 versus x1 the intercept is lnH1, as depicted in Figure 8–2 for the system carbon monoxide–
[bmim][CH3SO4]. At higher concentrations of 1 ln f1/x1 is the summation of lnH1, ln γ1 (typically
negative), and the Poynting factor, ln POY (typically positive). These are also indicated in Figure 8–2.
This formulation, and variants of it, has been applied for reduction of phase equilibrium data in multi-
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tude. The other plot of Figure 8–2 shows the system carbon dioxide–[hmim][Tf2N]. Here, the behavior
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Figure 8–2. Left plot: Fugacity of carbon monoxide(1) in [bmim][CH3SO4](2) at 293K with data
from Kumełan et al..30 Right plot: Carbon dioxide(1) in [hmim][Tf2N](2) at 373K with data from
Kumełan et al..31 These plots reveal that the nonideality effect arising from mixing solute and solvent
(activity coefﬁcient, γ1) must remain negative, since the Poynting factor overcorrects the ideal solution
fugacity. This can be unfortunate, since the liquid fugacity then contains a ratio of two terms, which
often cancels to a signiﬁcant extent.
is quite different. The vapor phase is signiﬁcantly more nonideal than the carbon monoxide (second
virial coefﬁcient is −71 cm3/mol versus 22 cm3/mol for carbon monoxide at the temperatures indi-
cated), but the liquid-phase nonideality is small. Maurer and coworkers30–34 have used this formulation
for reducing data on a wide variety of gases (eg. hydrogen, oxygen, carbon monoxide, carbon dioxide,
methane, xenon) in ionic liquids. While reduction was often successful, in terms of experimental sol-
ubilities, the partial molal volumes of the gases, estimated as part of data reduction, were occasionally
negative. This phenomenon, which does not make sense in physical terms, can be explained in terms of
the interpretation of the data, which is connected to the limiting behavior of the liquid-phase nonideality,
which we will address later in this section. If we assume that the composition dependence of γ1 can be
described with the Porter equation near x1 ≈ 0 (which is usually a good assumption), the fugacity in the
liquid phase becomes
ln
fL1
x1
=
A
RT
(x22 − 1) + lnH1(T ) +
v¯1(T, x)
RT
(P − P 02 ). (8–11)
This equation is the Krichevskii-Ilinskaya equation,35 and were among the ﬁrst attempts to properly
describe high-pressure gas-liquid equilibria. If 1 is dilute, then the activity coefﬁcient term drops out of
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the equation, and we obtain the Krichevskii-Kasarnovsky36 equation
ln
fL1
x1
≈ lnH1(T ) +
v¯∞1 (T )
RT
(P − P 02 ). (8–12)
A major deﬁciency of using the Krickvskii-Ilinskaya and Krichevskii-Kasarnovsky formulations is the
separation of pressure and composition dependencies in deviations from ideal behavior. As was men-
tioned above, the terms in the formulation of the liquid fugacity are of opposite sign and often cancel
to a great extent. Figure 8–2 illustrates this by the Poynting correction factor overestimating the exper-
imental data. To compensate, the contribution from the activity coefﬁcient must remain negative. This
situation is often seen in ionic liquid gas-solvent systems. The Krichevskii-Kasarnovsky formulation
has also been applied been applied to reduce experimental solubility data37,38 in the dilute region. The
slope of ln f1/x1 versus pressure should then yield the partial molal volume of the gas, when the sys-
tem is close to its reference state. However, as shown by Orentlicher and Prausnitz,39 the situation at
high pressures can be signiﬁcantly different. The starting point is the Krichevskii-Ilinskaya formulation
which results in a relation when x1 ≈ 0 that is different than the Krichevskii-Kasarnovsky equation
lim
x1→0
ln
fL1
x1
= lnH1 +
(
v¯∞1 −
2A
H1/φ01 − P
0
2
)
P − P 02
RT
. (8–13)
The derivation is give in the appendix at the end of this chapter, and shows the results from separating
the contributions from pressure and composition to the liquid-phase fugacity. Orentlicher and Prausnitz
found that for hydrogen in carbon monoxide at 88K
v¯∞1 = 34.4 cm
3/mol and
2A
H1/φ
0
1 − P
0
2
= 35 cm3/mol,
and for hydrogen in propane at 282K
v¯∞1 = 63 cm
3/mol and
2A
H1/φ01 − P
0
2
= 48.5 cm3/mol.
The two terms are similar and therefore cancel to a great extent. Then, from an engineering point of
view, it is clearly advantageous to have a single model which accounts for both effects.
There are also situations where surprisingly simple treatments can prevail. A Henry’s law formulation
of Carvalho and Coutinho,40 expressed in terms of molalities, is surprisingly successful for systems of
carbon dioxide in a range of ionic liquids. Since ionic liquids themselves to not possess vapor pressures,
the vapor is composed entirely of 1. This simpliﬁes the isofugacity criterion slightly, and we may write
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for the pressure
P = ln γ1(T, P
0, x) +
∫ P
P 0
v¯1(T, P, x)
RT
dP − lnφV1 (T, P ) + lnH1(T ) + lnx1. (8–14)
Carvalho and Coutinho lumped together all contributions to nonideality into one “effective” Henry’s
law constant, expressed as a function of temperature. Imposing a simple, Antoine-like, expression for
the temperature dependence of this effective Henry’s contant, they were able to describe the solubility
behavior of carbon dioxide to more than 50 bar and molalities up to 3mol/kg∗. This means, that sol-
ubilities can be predicted using only temperature, since parameters for the functional expression of the
temperature dependence can be found from regression of carbon dioxide with other ionic liquids. Al-
though a potentially powerful method, there are some limitations. The assumptions made for developing
the method are
1. Liquid-phase nonideality is not affected by composition.
2. Pressure effects to the liquid-phase fugacity are neglected.
3. Pressure effects to vapor-phase nonideality are neglected.
These statements are consistent with cancelation of the ﬁrst three terms in Equation (8–14), a phe-
nomenon which is not infrequent. The terms can, one-by-one, be signiﬁcant, and the data analysis of
Kumełan et al. 34 suggests that there truly are nonidealities in both vapor and liquid phases of many gas-
ionic liquid systems, especially those with more soluble gases (e.g. carbon dioxide and xenon). Relying
on cancelation of three factors can lead to unacceptable and unnecessary risk. Furthermore, there are a
number of severe limitations to this approach:
1. The method cannot be extended to mixtures of solvents.
2. There is an upper limit to the concentration for which the method is applicable. For the systems
by Carvalho and Coutinho this limit is about 3mol/kg.
3. There is an upper limit to the pressure which can be applied. For the systems considered the limit
is about 50 bar.
The method is therefore not very general, and much data is required for estimation of parameters for
new gases.
∗ For an ionic liquid with a molecular weight of 200 g/mol this corresponds to a mole fraction of about 0.4With 400 g/mol
the limit is 0.6.
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8.4. Summary
Much activity is seen in this ﬁeld, but despite numerous investigations using advanced and empirical
models, it appears that phase equilibria involving ionic liquids are difﬁcult to describe generally using
conventional equations of state and excess free energy models. Many of the works are not easily general-
ized since they can be inaccurate for multicomponent systems, or rely on vapor-liquid critical constants,
which are hypothetical and therefore not experimentally accessible. More speciﬁcally, there seems to be
a need for:
1. A simple, but reliable, method for solubilities of gases in ionic liquids. The method should require
a minimum of parameters that can be resolved into group contributions in order to decrease the
amount of input data.
2. A method based on a rigorous thermodynamic platform, which allow integration with other prop-
erty calculations, e.g. pressure-density relations of pure liquids.
These items are not currently offered by one single method, for reasons which have been explained in
this chapter. Though traditional equations of state, such as the cubic, offer (relatively) simple relations
between P , ρ, and T for pure species, and can be extended to gas solubilities as well, they rely on hypo-
thetical phenomena and parameters. In addition, the sensitivities towards binary interaction parameters
makes cubic equations of state an unattractive approach. Models, which are more advanced (e.g. SAFT),
have great potential in terms of secondary properties, but share with the cubic equations of state a high
degree of sensitivity towards binary interactions. Furthermore, models which describes hydrogen bond-
ing explicitly are faced with establishing reliable rules for association schemes. These are not always
obvious, and may require tedious comparison with experimental data for selection of a better scheme.
Excess Gibbs energy models deﬁnitely require mixture data for regression of parameters, but their
estimates can often be more reliable, since they are conﬁned to only liquid-phase properties. Unfor-
tunately, these do not contain any dependence on pressure, so Poynting factors are necessary. As was
shown above, the effect of pressure on liquid-phase nonideality can be signiﬁcant at high pressures, and
neglecting this can lead to wrongful estimates of secondary properties, such as partial molar volumes.
A key point of the literature is that the effects of the nonideality contributions should either be eval-
uated independently or combined,39,41,42 since it is not uncommon for the composition nonideality to
signiﬁcantly cancel the pressure nonideality, especially at higher temperatures. Therefore, it is advanta-
geous to have a single model which accounts for both effects simultaneously.
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What is attempted here, is development and use of a method based on ﬂuctuation solution theory, orig-
inally developed by Mathias.43 It combines the effect of pressure and composition in γi, for computing
liquid-phase fugacities. It is completely general, and applicable to all gas-solvent systems, including
nonionics. Furthermore, the method can be reduced to an equation of state, linking PρT properties of
pure liquids. In the following chapters, the method and its thermodynamic relations are outlined, and
applied for properties of pure liquids and solubilities of gases in ionic liquids.
8.A. Pressure-composition effects on liquid-phase fugacity
Consider the Krichevskii-Ilinskaya35 equation for a gas (1) in a solvent (2)
ln
fL1
x1
= ln γ∗1 + ln f
0
1 =
A
RT
(x22 − 1) +
v¯i(P − P
0
2 )
RT
+ lnH1. (8–15)
Here, superscript 0 denotes a property of the pure species. If the solubility of 1 is sufﬁciently low,
deviations from composition nonideality can be ignored, and the limiting value is the Krichevskii-
Kasarnovsky36 formulation for the fugacity at inﬁnite dilution
ln
fL1
x1
=
v¯∞i (P − P
0
2 )
RT
+ lnH1(T ). (8–16)
However, at high pressures, the value of γ1 at ﬁnite small concentrations of x1 is not 1, but is a function
of pressure.39,41 The limiting value of the term x22 − 1 can be found from
x22 − 1 =
x22 − 1
x1
(
P − P 02
x1
)−1
(P − P 02 ). (8–17)
If we now take the limit of the right-hand side, we ﬁnd for the ﬁrst term
lim
x1→0
x22 − 1
x1
= lim
x1→0
x21 − 2x1
x1
= −2. (8–18)
The limit of the second term is
lim
x1→0
P − P 02
x1
= lim
x1→0
P − f02 /φ2
x1
. (8–19)
The value of this is not explicitly clear. The total pressure can be calculated as
P =
f1
φ1
+
f2
φ2
=
x1H1
φ1
+
(1− x1)f
0
2
φ2
=
f02
φ2
+ x1
(
H1
φ1
−
f02
φ2
)
,
(8–20)
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where f02 is the reference fugacity of 2. Plugging this into the above limit, we see
lim
x1→0
P − P 02
x1
= lim
x1→0
(
H1
φ1
−
f02
φ2
)
=
H1
φ01
− P 02 . (8–21)
Thus, combining to ﬁnd the limit of x22 − 1,
lim
x1→0
(x22 − 1) = (−2)
(
H1
φ01
− P 02
)−1
(P − P 02 ). (8–22)
In accordance with the remaining Krischevskii-Ilinskaya equation, we obtain the relation when 1 is
dilute at elevated pressures
lim
x1→0
ln
fL1
x1
= lnH1 +
(
v¯∞1 −
2A
H1/φ01 − P
0
2
)
P − P 02
RT
(8–23)
Thus, the slope of the left-hand side versus pressure does not just give the partial molal volume of 1, but
a combination of the partial molal volume and the solute-solvent nonideality. The two terms are often
of similar magnitude, which may describe why negative partial molal volumes can sometimes be found
from data, when ignoring pressure nonideality.
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9. Fluctuation solution theory method
In this chapter, the thermodynamic framework for gas solubilities is set up. Initially, it is shown
how to derive thermodynamic expressions from a model of the correlation function integrals. This
continues into establishing the equilibrium relations, which are then connected to ﬂuctuation solution
theory properties.
9.1. Properties from correlation function integrals
Given the nature of the correlation functions h(r) and c(r) (or their integrals), modeling efforts favors
the short-ranged direct correlation function, since this function is more well-behaved with less ﬂuctu-
ations at large separations. The feasibility of this was demonstrated in a number of publications,1–3
showing that the integrals of the direct correlation function, in the liquid region, are largely temperature
independent and can therefore be suitably reduced using only a size-dependent parameter. However,
these early investigations considered only pure liquids, and was therefore not applied to mixtures. One of
the most successful efforts to correlate integrals of the direct correlation function was done by Mathias,4
who derived a hard-sphere augmented model from ﬁrst-order perturbation theory.
Molecular correlation functions depend strongly on density and temperature, which are the variables
arising naturally from the canonical ensemble. Calculation of a thermodynamic property from ﬂuctu-
ation solution theory – using these variables – is done by specifying the density in terms of a dummy
variable t ∈ [0; 1] and a reference state density ρ0i
∀i : ρi(t) = ρ
0
i + (ρi − ρ
0
i )t. (9–1)
The reference state can be arbitrarily, but needs to be a the same temperature as the ﬁnal state density,
ρi(t = 1). The change of a thermodynamic quantity, Ψ(T,ρ), arising from an isothermal change in
density (or t) is given by
Ψ−Ψ0 =
∫ 1
0
dΨ
dt
dt, Ψ0 = Ψ(T,ρ0). (9–2)
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Taking the partial derivative of Ψ at constant T leads to
Ψ−Ψ0 =
∫ 1
0
{
M∑
i=1
(
∂Ψ
∂ρi
)
T,ρj =i
∂ρi(t)
∂t
}
dt =
M∑
i=1
(ρi − ρ
0
i )
∫ 1
0
{
M∑
i=1
(
∂Ψ
∂ρi
)
T,ρj =i
}
dt. (9–3)
Inserting the expression for the pressure, given by Equation (2–38), into the above expression, an isother-
mal change in density (from ρ0i → ρi) gives the resulting change in pressure
P − P 0
RT
=
M∑
i=1
(ρi − ρ
0
i )
∫ 1
0
⎧⎨
⎩1−
M∑
j=1
xjCji(t)
⎫⎬
⎭ dt. (9–4)
The corresponding expression for the activity coefﬁcient of species i in solution becomes
ln γi = ln ρi − ln ρ
0
i −
M∑
j=1
(ρj − ρ
0
j)
∫ 1
0
Cji(t)
ρ(t)
dt, (9–5)
where ρ(t) =
∑
i ρi(t). Fluctuation solution theory offers the derivatives of Ψ with respect to density
for use with these equations. In Appendix 9.A these properties are derived from a model for the direct
correlation function integral. That model is obtained from previous investigators,5–7 and expresses the
direct correlation function integral, Cij , between species i and j as
Cij(T,ρ) = C
h.s.
ij (T,ρ)− 2ρ
[
Bji(T )−B
h.s.
ji (T )
]
(9–6)
The notation h.s. denote a hard-sphere property, calculable from any hard-sphere equation of state. The
Bij and Bh.s.ij appearing here resemble second virial coefﬁcients for simple molecules, and are obtained
from functional expressions of a corresponding-states correlation in temperature. The expressions utilize
characteristic temperatures and volumes for each pure species
Bh.s.ii
V ∗i
=
2π
3 σ
3
i
V ∗i
⎧⎪⎨
⎪⎩
a1/T˜
a2
ii T˜ii > 0.73
b1 exp
[
b2T˜ii
]
T˜ii < 0.73
, (9–7a)
Bji
V ∗ji
= c1 +
c2
T˜ji
+
c3
T˜ 2ji
+
c4
T˜ 3ji
+
c5
T˜ 8ji
. (9–7b)
The coefﬁcients and some additional details regarding the model are given in Appendix 9.A. For mix-
tures, the characteristic variables used for the corresponding-states correlations, are obtained from com-
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mon semiempirical combining rules8
T˜ji =
T√
T ∗i T
∗
j (1− kji)
; V ∗ji =
(
[V ∗i ]
1/3 + [V ∗j ]
1/3
2
)3
. (9–8)
If needed, the binary interaction parameter kji between unlike molecular species must be determined
from binary data. However, as has been pointed out on several occasions6,7 results are not very sensitive
to its value (±0.1), and zero is frequently adequate. With this model, integration of Equations (9–4) and
(9–5) in anM -component mixture from a reference state (P 0,ρ0) to ﬁnal state (P,ρ) is straightforward.
The model above separates the effect of temperature and density in the second term on the right-hand
side, which allows for a straightforward integration. At constant T , the pressure is
P − P 0
RT
=
P h.s.(T,ρ)− P h.s.(T,ρ0)
RT
+
M∑
i
M∑
j
[
ρiρj − ρ
0
i ρ
0
j
] [
Bji(T )−B
h.s.
ji (T )
]
. (9–9)
The species activity coefﬁcient becomes
ln γi(T,ρ) =
μh.s.i (T,ρ)− μ
h.s.
i (T,ρ
0)
RT
+ 2
M∑
j
[
ρj − ρ
0
j
] [
Bji(T )−B
h.s.
ji (T )
]
. (9–10)
Relevant hard-sphere expressions for Ch.s.ji , μh.s.i , and P h.s. are given in the appendix at the end of the
chapter. Note, that the activity coefﬁcient now has an explicit density dependence, which combined with
the pressure equation can give an implicit pressure dependence.
9.2. Thermodynamic framework for high-pressure gas-solvent equilibrium
With the formalism for obtaining properties and thermodynamic quantities in place, the task of this
chapter is: To derive the thermodynamic framework for high-pressure gas solubilities. We consider a
supercritical solute (1) dissolved in a liquid solvent (2). The fundamental relation for phase equilibrium
is the equality of liquid- and vapor-phase fugacities
∀i : fVi (T, P, y) = f
L
i (T, P, x). (9–11)
Since ionic liquids generally have negligible vapor pressures, the solvents are considered nonvolatile.
This means only one relation exists in Equation (9–11). Thus, the vapor phase is assumed to be pure 1,
with a fugacity
fV1 (T, P ) = φ
V
1 (T, P )P. (9–12)
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φVi can be calculated from any vapor-phase equation of state. However, for the conditions and compo-
nents considered here, the second virial coefﬁcient should be adequate to account for nonideality in the
vapor phase, whence
lnφVi (T, P, y) =
P
RT
M∑
k
[
2ykBik(T )−
M∑
m
ymBmk(T )
]
. (9–13)
Thus, for a pure gas phase
lnφV1 (T, P ) =
B11(T )P
RT
. (9–14)
It should be emphasized, that the Bij appearing in Equation (9–6) is not identical to that in Equa-
tion (9–14), which is the conventional, and well-known, second virial coefﬁcient. The correlation of
Hayden and O’Connell 9 is used to estimate its value for each solute.
Solubilities of gases in liquids at high pressures are usually small. This means, that Henry’s law is a
suitable standard state for the liquid-phase fugacity of the solute. Deviations from ideal behavior in the
liquid phase are given by the density dependent activity coefﬁcient, so that the mixture fugacity of 1 in
the liquid phase is
fL1 (T, P, x) = f
L
1 (T,ρ) = x1γ1(T,ρ)f
0
1 (T ). (9–15)
where the activity coefﬁcient is given by Equation (9–10). The standard state fugacity is the Henry’s
constant
f01 (T ) = H1(T ) ≡ lim
x1→0
fL1
x1
. (9–16)
The full standard state speciﬁcation includes pressure and (P 0) and solvent density (ρ0) at the system
temperature. Typically, an experimentally measured point at low pressure could be used. Other options
might be to utilize a more predictive approach, since models are appearing for ionic liquid densities (as
discussed in the introduction). The equation of state, connecting P and ρ, is given by Equation (9–9). In
the application given here, the standard state pressure is the saturated vapor pressure of the solvent at the
system temperature, meaning that P 0 = 0. The reference density of the solvent is found by extrapolating
low-pressure data to zero, i.e., ρ0 = ρ(T, P = 0). For practical purposes, density data given at 1 bar
can also be used, with negligible difference.
9.2.1. Phase equilibrium computations
Equilibrium is reached with the state variables satisfy the isofugacity relations, Equations (9–11) and
(9–9). For a binary the total number of state variables are four: T , P , x1 (or x2), and ρ. Since two
independent equations relate these four, we must specify at least two of the independent variables. A
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number of different phase equilibrium computations can be made. Previously, Mathias and O’Connell 6
and Campanella et al. 7 speciﬁed T and P (the isothermal ﬂash), and calculated x1 and y1∗. Here, we
have adopted a slightly different approach; we specify temperature, T , and composition, x1, and solve
the equilibrium relations for pressure, P , and ﬁnal density, ρ. This means setting up the equations
g1 = φ
V
1 (T, P )P − x1γ1(T,ρ)H1(T )
g2 =
P − P 0
RT
−
P h.s.(T,ρ)− P h.s.(T,ρ0)
RT
−
M∑
i
M∑
j
[
ρiρj − ρ
0
i ρ
0
j
] [
Bji(T )−B
h.s.
ji (T )
] (9–17)
and solving g = 0. This requires taking derivatives of g with respect to P and ρ
⎡
⎢⎢⎣
(
∂g1
∂P
)
ρ
(
∂g1
∂ρ
)
P(
∂g2
∂P
)
ρ
(
∂g2
∂ρ
)
P
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
φV1 + P
(
∂φV1
∂P
)
ρ
−x1γ1H1
(
∂ ln γ1
∂ρ
)
P
1
RT
−
1
RT
(
∂P h.s.
∂ρ
)
P
− 2ρ
∑
i,j xixj
[
Bji(T )−B
h.s.
ji (T )
]
⎤
⎥⎥⎦
(9–18)
The variables are then found iteratively from a standard Newton method, where at the kth iteration (see
Appendix A) ⎡
⎣P
ρ
⎤
⎦
(k+1)
=
⎡
⎣P
ρ
⎤
⎦
(k)
−
⎡
⎢⎢⎣
(
∂g1
∂P
)
ρ
(
∂g1
∂ρ
)
P(
∂g2
∂P
)
ρ
(
∂g2
∂ρ
)
P
⎤
⎥⎥⎦
−1
(k)
⎡
⎣g1
g2
⎤
⎦ . (9–19)
This procedure is repeated until convergence is attained. Ultimately, the γ − φ method relies heavily on
the standard state fugacity, H1, which is often a strong function of temperature. There are – without any
prior knowledge – two ways of estimating its value
1. Extrapolation of liquid fugacities in the dilute region.
2. Semiempirical temperature expression.
Both require mixture data. The former is part of the standard Krichevskii-framework; it requires obtain-
ing values of f1/x1 across a limited composition range, similar to Figure 8–2†. We choose the latter
approach, which assumes that the dependence of each solute-solvent Henry’s constant, in any solvent
R, is given by an expression similar to
lnH1,R(T ) = a0,R +
a1,R
T
+ a2,R lnT. (9–20)
∗ In these applications, the solvents were volatile, leaving an additional equilibrium constraint on the state variables (for vapor
composition y1) † This can be done by calculating the vapor phase fugacity from Equation (9–12).
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The exact mathematical form of the expression is not unimportant. A simple linear function might on
occasion be favorable, but does not constrain the enthalpy of dissolution accurately. For gases in liquids,
we have the relation for the molar change in enthalpy of dissolution
Δh1 = −R
(
∂ lnx1
∂1/T
)
P
= −RT 2
(
∂ lnH1
∂T
)
P
. (9–21)
Inserting the expression above yields
Δh1 = −R(−a1,R + a2,RT ), (9–22)
which is consistent with data.8,10 The coefﬁcients for the Henry’s law constant (a) can then be found
from minimizing an objective function, given by relevant state variables, such as
min
a
s =
1
2
∑
j
(δP )2j , (9–23)
where δP is the difference in pressure between that obtained from Equation (9–19) and the experimental
value. Depending on what variables are speciﬁed for solving Equation (9–19), the choice of objective
function can vary. Mathias and O’Connell 6 and Campanella et al. 7 chose to minimize the difference in
liquid mole fraction of 1, x1. Ideally, the overall results should be reasonably insensitive towards what
variables are speciﬁed and the objective function. In practice, however, one may ﬁnd that the objective
function is slightly more sensitive towards some variables compared to others.
A phase equilibrium computation requires the model parameters, T ∗i , V ∗i , and the binary interaction
parameter kji. While the latter can be determined from binary data alone, the two former can be found
from pure component data. Equation (9–9) is the equation of state, connecting P , ρ, and T , and may be
used for reduction of compressed liquid densities. This is explored in the next chapter, before continuing
to the gas-liquid results in Chapter 11.
9.A. The Mathias model for direct correlation function integrals
The basis for a model connecting the direct correlation function integral to relevant state variables is
the compressibility relation for a ﬂuid, which in the matrix notation of Chapter 2, is given by
(
∂P/RT
∂ρ
)
T
= iT(I− XC)Xi, (9–24)
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where X is the diagonal matrix of which the elements are Xii = xi, C is the matrix of DCFIs, and
ρ =
∑
i ρi. If we assume that the variation of pressure with density can be captured by the virial
equation, truncated after the second term,
P
RT
= ρ+ ρ2Bmix(T ) + . . . Bmix = i
TXBXi (9–25)
withBij being the cross-virial coefﬁcient between i and j, then C can be found from differentiation with
respect to density. The ﬁrst derivative is∗
(
∂P/RT
∂ρ
)
T
= iTXi+ 2ρiTXBXi. (9–26)
Comparing the two compressibility relations give
iT(I− XC)Xi = iTXi+ 2ρiTXBXi or equivalently
C = −2ρB.
(9–27)
The virial equation with just two terms is strictly only valid in the low-density region. Unfortunately,
higher-order virial coefﬁcients are not generally known within reasonable accuracy for real ﬂuids,
thereby limiting the practical usage of the virial equation signiﬁcantly. However, if we redo this deriva-
tion for hard sspheres, then after subtracting this from the “true” virial, the result is
C− Ch.s. = −2ρ[B −Bh.s.] ⇒ C = Ch.s. − 2ρ[B − Bh.s.] (9–28)
Since the hard-sphere equation of state contain repulsive forces, truncating the expansion after the second
coefﬁcient, at temperatures below the critical, is in good agreement with observed experimental data.11
Furthermore, reliable expressions exists for the second virial coefﬁcient, and the hard-sphere expressions
can be obtained analytically from a hard-sphere equation of state. Here, the Carnahan-Starling form is
chosen.12,13 The hard-sphere second virial coefﬁcient is given analytically by
Bh.s.ji (T ) =
π
3
(
σ3i (T ) + σ
3
j (T )
)
, (9–29)
where σi is the diameter of the hard-sphere molecule representing i. Mathias 4 found that a simple,
but empirical, expression based on the principle of corresponding states, for the variation of σi with
temperature could represent liquids at conditions below their critical points. This is the expression
given in Equation (9–7a). This double-function was able to accurately describe the ﬂuid behavior at
low and high reduced temperatures. The virial coefﬁcient was given by an expression similar to that
∗ iTXi is another way of writing 1.
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of Tsonopoulos,14 and is shown in Equation (9–7b). Mathias and O’Connell 6 ﬁtted the coefﬁcients
(a,b, c) to observations of liquid argon, krypton, and xenon, and the reported values are
aT = [0.6539, 0.1607] , bT = [0.8277,−0.2211] , cT = [0.3625,−0.7141,−1.7544, 0.4708,−0.0042] .
Figure 9–1 shows the variation of the B and Bh.s. with temperature for a pure component.
Figure 9–1. Plot of B and Bh.s. versus reduced temperature using the correlation of
Mathias and O’Connell.
9.B. Hard-sphere expressions
The multicomponent Carnahan-Starling equation of state, which was given by Mansoori et al. 13 re-
lates pressure, chemical potential, and direct correlation function integral to a set of reduced densities,
{ζm}, deﬁned by
ζm =
π
6
M∑
i
ρiσ
m
i =
π
6
ρ
M∑
i
xiσ
m
i . (9–30)
The pressure is
P h.s.
RT
=
6
π
[
ζ0
1− ζ3
+
3ζ1ζ2
(1− ζ3)2
+
3ζ32
(1− ζ3)3
−
ζ3ζ
3
2
(1− ζ3)3
]
. (9–31)
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Similarly, for the chemical potential of i
μh.s.i
RT
= ln ρi − ln(1− ζ3) +
πσ3i
6
P h.s.
RT
+
3ζ2σi
1− ζ3
+
3ζ1σ
2
i
1− ζ3
+
9ζ22σ
2
i
2(1 − ζ3)2
+ 3
(
ζ2σi
ζ3
)2 [
ln(1− ζ3) +
ζ3
1− ζ3
−
ζ23
2(1− ζ3)2
]
−
(
ζ2σi
ζ3
)3 [
2 ln(1− ζ3) +
ζ3(2− ζ3)
1− ζ3
]
(9–32)
The direct correlation function integral is obtained from differentiation of the pressure with respect to
density. One ﬁnds that for the (i, j) pair
−
Ch.s.ij
ζ0
=
(σi + σj)
3
1− ζ3
+
2σiσjζ2[(σi + σj)
2 + σiσj] + 3ζ1(σiσj)
2(σi + σj)
(1− ζ3)3
+ 9
(σiσjζ2)
3
(1− ζ3)3
+
ζ2(σiσj)
2
(1− ζ3)3
{
9ζ2(σi + σj) + 6ζ1σiσj +
6 + ζ3(−15 + 9ζ3)
ζ3
− ζ2(σi + σj)
6 + ζ3(−15 + 12ζ3)
ζ23
+ ζ22σiσj
6 + ζ3(−21 + ζ3(26 − 14ζ3))
ζ33(1 − ζ3)
}
+ ln(1− ζ3)
6ζ2(σiσj)
2
ζ33
{
ζ3 − (σi + σj)ζ2 +
ζ22σiσj
ζ3
}
.
(9–33)
The symmetry of this expression should be noted. In the limiting case of a pure ﬂuid, the above equation
reduces to
− Ch.s. = 2ζ3
4− ζ3
(1− ζ3)4
. (9–34)
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10. Application to pure liquids
This chapter presents results for data reduction and parameter estimation for pure ionic liquids and
pure gases, which is used in the gas–liquid equilibrium calculations.
10.1. Data reduction method
The equation of state, Equation (9–9), for a pure component, reduces to
P − P 0
RT
=
P h.s.(T, ρ)− P h.s.(T, ρ0)
RT
+
[
ρ2 − (ρ0)2
] [
B(T )−Bh.s.(T )
]
. (10–1)
The pure component characteristics for the model are determined from regression of isothermally com-
pressed liquid density data (PρT ). The reference point (P 0, ρ0) is a low-pressure experimental point,
which is taken as the observation with the lowest pressure within an isotherm of P vs. ρ. Values of T ∗
and V ∗ are obtained by minimizing the function q,
min
T ∗,V ∗
q =
1
2
∑
k
(δP )2k, (10–2)
where δP is the difference in observed pressure and that calculated using Equation (10–1). This pro-
cedure is standard1,2 in the engineering literature, and standard deviations of parameter estimates are
obtained as a convenient byproduct of the optimization.3 The function
q′ =
1
2
∑
k
(δρ)2k (10–3)
could also have been minimized. This requires solving the equation of state for total density, ρ, given
pressure, P . It is slightly more computationally demanding, and requires taking derivatives of an iter-
ation variable. Derivatives of Equation (10–2) do not require iteration, since P is given analytically in
terms of ρ. Below, results for correlation of the ionic liquid density data are given. In addition to the
ionic solvents, results are also given for the gaseous solutes (in their liquid state) which will be required
for further developments in the next chapter.
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10.2. Volumetric properties as function of T and ρ
Table 10–1 shows the data base on ionic liquids that has been compiled. A total of 17 references,
spanning 28 different ionic liquid structures is compiled. Most of the ionic liquid structures are based on
the imidazolium cation (or derivatives thereof), while the remaining cover the phosphonium, pyridinium,
pyrrolidinium, and piperidinium cations. The pressure range typically span from a few bars to several
hundreds (ΔP ), in three cases even more than 2000, as is indicated in column four of Table 10–1.
Columns 5-8 contain the regressed parameter values along with their standard deviations. The standard
deviation of V ∗ is usually smaller than that of T ∗, which is indicative of the objective function being
more sensitive towards V ∗ than T ∗. Generally, the V ∗ found from different sources are similar, whereas
the T ∗ values tend to disagree, which is illustrated by the six entries of [bmim][BF4]. The values of
V ∗ range from 652 − 684 cm3/mol, while T ∗ varies from 442 to 849K; a doubling of the smallest
value. The data set giving T ∗ = 442K is also that with an average absolute percentage error in pressure
(AAPE(P )) much larger than average. The AAPE(P ) deﬁned as
AAPE(P ) =
100%
n
n∑
j
∣∣∣∣δPP
∣∣∣∣
j
, (10–4)
given density. A similar statistic is deﬁned for the error in density,
AAPE(ρ) =
100%
n
n∑
j
∣∣∣∣δρρ
∣∣∣∣
j
. (10–5)
While calculation of pressure from density is explicitly analytical for equations of state, the reverse
calculation is rarely analytical. This often results in a nonlinear problem, where the density is calculated
iteratively using a standard Newton-Raphson method, where at the kth iteration
ρ(k+1) = ρ(k) −
[
P
(
∂P
∂ρ
)−1
T
](k)
. (10–6)
The calculation requires an initial value of ρ, and derivatives of P .
Table 10–1. Data reduction of ionic liquids. Standard deviations are provided for the estimated pa-
rameter values, as well as the error in pressure and density.
Substance (abbr.) Ref. n
ΔP T ∗ S.D. V ∗ S.D. AAPE(P ) AAPE(ρ)
(bar) (K) (K) ( cm3/mol) (%) (%)
[bmim][BF4]
4 45 2–399 652.1 7.6 652.8 0.5 1.56 0.01
[bmim][BF4]
5 77 1–100 761.4 8.0 656.9 0.4 5.25 0.01
Continues on next page
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[bmim][BF4]
6 20 1–200 442.2 2.0 684.8 41 6.43 0.03
[bmim][BF4]
7 67 1–599 761.2 4.3 656.4 0.2 1.84 0.01
[bmim][BF4] 8 189 1–2000 849.2 3.6 660.3 0.2 3.87 0.12
[bmim][BF4]
9 40 1–400 790.3 6.5 665.3 0.4 3.18 0.02
[bmim][PF6]
4 45 7–401 722.5 7.9 725.1 0.3 2.38 0.02
[bmim][PF6] 6 20 1–200 552.4 12 748.2 17 6.45 0.03
[bmim][PF6]
10 54 1–2493 757.9 13 729.9 0.4 4.91 0.08
[bmim][PF6]
11 14 1–2021 720.2 54 734.7 1.2 6.41 0.14
[bmim][PF6] 8 189 1–2000 842.4 3.4 732.6 0.2 3.92 0.11
[bmim][PF6]
9 41 1–400 829.6 9.4 751.3 0.8 9.41 0.03
[hmim][Tf2N] 12 163 1–596 787.9 1.9 1165.2 0.2 1.15 0.01
[hmim][Tf2N] 13 28 1–400 778.5 17 1159.5 1.3 4.10 0.07
[hmim][Tf2N] 14 149 1–650 718.5 3.5 1160.0 0.1 1.54 0.02
[bmim][Tf2N] 9 42 1–400 787.6 6.4 1038.9 0.6 3.36 0.03
[bmim][Tf2N] 12 168 1–591 787.9 2.7 1036.5 0.2 1.68 0.02
[emim][Tf2N] 15 96 1–300 759.2 4.1 906.1 0.3 3.43 0.01
[emim][Tf2N] 9 41 1–400 846.6 6.6 938.6 0.8 5.72 0.03
[emim][BF4]
15 96 1–300 711.7 4.1 526.2 0.1 2.92 0.01
[bmim][C(CN)3]
15 96 1–300 754.5 4.2 770.0 0.2 3.78 0.01
[C7mim][Tf2N] 15 96 1–300 792.7 4.4 1226.2 0.5 4.78 0.02
[omim][Tf2N] 15 96 1–300 776.1 4.8 1292.0 0.4 4.48 0.02
[emim][EtSO4] 16 63 1–350 706.9 3.2 676.6 0.1 0.89 0.004
[emim][EtSO4] 9 42 1–400 568.5 9.5 620.5 0.8 4.15 0.02
[C3mim][Tf2N] 17 165 1–596 775.4 2.5 970.8 0.2 1.85 0.01
[C5mim][Tf2N] 17 165 1–596 782.9 2.0 1097.6 0.2 1.55 0.01
[(C6H13)3P(C14H29)][Cl]
18 134 2–650 827.8 1.8 2174.9 0.2 0.94 0.01
[(C6H13)3P(C14H29)][Ac]
18 144 2–650 836.2 2.1 2284.6 0.2 1.12 0.01
[(C6H13)3P(C14H29)][Tf2N] 18 126 2–650 874.6 3.1 2713.4 0.6 2.19 0.02
[omim][BF4]
5 77 1–100 729.9 6.6 908.7 0.3 2.97 0.00
[bmim][CF3SO3] 5 77 1–100 723.3 7.9 775.7 0.3 3.17 0.01
[bmmim][PF6] 5 63 1–100 766.4 8.3 785.7 0.3 3.26 0.00
[hmim][PF6]
5 77 1–100 713.5 8.3 856.4 0.4 2.98 0.01
Continues on next page
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[omim][PF6]
5 77 1–100 768.9 5.0 980.3 0.3 3.50 0.01
[omim][PF6]
11 14 1–2042 529.9 87 1013.4 19 2.64 0.08
[omim][BF4] 11 15 1–2069 749.4 39 916.2 1.1 6.94 0.15
[NBuPy][BF4]
11 14 1–2042 752.4 31 646.8 0.9 5.59 0.10
[bmim][OcSO4] 8 174 1–2000 919.8 4.3 1177.9 0.4 4.89 0.14
[emim][CF3SO3] 19 91 1–350 764.5 4.3 655.8 0.3 3.98 0.02
[C3mpy][Tf2N] 19 91 1–350 795.8 2.8 1017.1 0.3 2.76 0.01
[C4mpyr][Tf2N] 19 91 1–350 792.6 3.2 1070.8 0.3 2.56 0.01
[C3mpyr][Tf2N] 19 91 1–350 792.2 3.4 1010.9 0.4 2.56 0.01
[C3mpip][Tf2N] 19 91 1–350 793 2.9 1068.0 0.3 2.09 0.01
[C4mpyrro][Tf2N] 20 36 10–400 811.2 7.4 1095.5 0.7 2.84 0.03
[N1114][Tf2N]
20 36 10–400 792.1 7.4 1032.6 0.5 3.49 0.03
Less ﬂuctuation is seen in the [bmim][PF6] sets, where T ∗ varies from 552 to 842K. As before,
the set with the smallest T ∗ also has the largest error in P , and give pressures above 2000 bar. The
majority of entries in Table 10–1 have errors less than ﬁve percent in pressure, averaging 3.51%. A
similar error statistic for the density gives values much less than 1%, with an average value of 0.034%.
Usually the error in density is much lower than that in pressure, since pressure (unlike density) is a much
more ﬂuctuating quantity. Thus, from Table10–1 it seems that overall the model is capable of reducing
the data to within reasonable error. Figure 10–1 (left plot) shows the (P, ρ) relation; the points give
experimental measurements and the full lines indicate model estimates using T ∗ and V ∗ obtained from
minimizing Equation (10–2). The measured values are described quantitatively, which is also indicated
in Table 10–1. The right plot shows the variation of the liquid bulk modulus, which is given by
(
∂P/RT
∂ρ
)
T
=
1
ρκTRT
= 1− C(T, ρ). (10–7)
The points on the graphs are the experimentally determined values, transformed from (P, ρ) data using
forward differences (
∂P/RT
∂ρ
)
T
≈
1
RT
Pk+1 − Pk
ρk+1 − ρk
, k ∈ [1, n − 1]. (10–8)
The uncertainties arising from ﬁnite differences of P vs. ρ data might be above negligible, but the
data should remain continuous and reasonably well-behaved, within a margin of scatter. This means
that data which show considerable scatter seem unreliable. On the other hand, data which conform to
a smooth line does not necessarily guarantee accurate measurements. Nevertheless, this procedure can
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Figure 10–1. Pressure-density isotherms and liquid bulk modulus of [bmim][Tf2N] from the data of
Gomez de Azevedo et al..12 The model gives a quantitative description of the liquid density data, and
the liquid bulk modulus data (transformed from liquid density data) is also matched sufﬁciently.
aid in detecting potentially unreliable data. The isotherms of [bmim][Tf2N] form smooth, continuous
curves. The model does not accurately describe variations with density, but is able to match most of the
data reasonably. An example of a system with discrepancies between the two representations of (P, ρ)
data is that of Machida et al.,8 of which four isotherms are shown in Figure 10–2. The (P, ρ) isotherms
appears to be well behaved, a conclusion which can also be drawn by inspection of Table 10–1, where
the error in pressure is just slightly above the average, 3.87%, and the corresponding error in density is
0.12%. However, inspection of (∂P/∂ρ)T reveals that the derivatives form a noncontinuous sequence of
points. One could suspect, that the published values are not really measured, but instead being smoothed
measurements.
Another case, where the model describes the data quantitatively, is the data for [bmim][PF6] of
Tekin et al..4 The data form smooth curves on both left and right plots. The right plot, generated from
Equation (10–8), shows that all data fall into one curve, which is reasonably described with the model.
Table 10–2 shows the equivalent of Table 10–1 for a handful of gases/solutes (compressed gases).
However, the authors of the data cover a large range of the subcritical region as well, given the large
pressure range covered in the experimental data, as indicated in the fourth column of Table 10–2. Since
the treatments aims at compressed liquids, all data points were systematically excluded if ρ/ρc < 1.5,
meaning that only data far from the critical region was included. This value is similar to previous treat-
ments.1,2 Figure 10–4 shows the agreement with the data of Michels et al. 26 from 1954. The densities
of the systems in Table 10–2 are much larger than those of the ionic liquids, since these substances
need to be compressed much more to remain in a liquid state at the measurement temperatures. The
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Figure 10–2. Pressure-density isotherms and liquid bulk modulus of [bmim][BF4] from the data of
Machida et al..8 The liquid density data (left) is correlated quantitatively, but the liquid bulk modulus,
calculated by taking derivatives of P with respect to ρ appears in a inconsistent way.
Table 10–2. Data reduction of compressed gases. Standard deviations are provided for the estimated
parameter values, as well as the error in pressure and density.
Substance Ref. n ΔP T
∗ S.D. V ∗ S.D. AAPE(P ) AAPE(ρ)
(bar) (K) (K) ( cm3/mol) (%) (%)
Carbon dioxide 21 55 100–300 280.60 4.15 91.06 0.59 1.88 2.50
Methane 22 36 500–1880 193.97 0.34 99.94 0.02 0.07 0.03
Hydrogen sulﬁde 21 55 30–400 350.66 0.55 95.22 0.04 0.96 4.84
Hydrogen 23 22 592–1184 34.95 4.56 52.69 0.13 0.21 0.11
Argon 24 56 18–2900 157.25 0.29 75.05 0.01 0.09 0.03
Krypton 25 48 5–1241 202.74 0.94 91.75 0.01 1.88 0.49
Xenon 26 90 60–2700 286.47 0.36 117.67 0.02 0.90 0.21
isotherms, when pressure is plotted against density, form much more curved lines than the ionic liquid
sets. The model underestimates the bulk modulus of the ﬂuid at higher densities, and all lines cross
each other at around 0.021mol/cm3. This phenomenon, usually referred to as the “cross-over” density
seems common to all liquids, except water. It is a point where the compressibility of the liquid becomes
independent of temperature, as discussed extensively by Huang.27 Nevertheless, the model is able to ac-
curately correlate the data to within 0.90% error in pressure and 0.21% in density. The errors in density
in Table 10–2 are generally larger than those from 10–1. The reason for this is the variation of pressure
at high densities, which is much larger than at low molar densities (where the ionic liquid data is usually
taken).
Table 10–3 shows the results of estimating T ∗ and V ∗ from all data sets pertaining to a single ionic
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Figure 10–3. Pressure-density isotherms and liquid bulk modulus of [bmim][PF6] from the data of
Tekin et al..4 Both plots show that the data is described quantitatively.
Table 10–3. Simultaneous reduction of all data sets for ionic liquid species.
Substance (abbr.) n ΔP T
∗ S.D. V ∗ S.D
(bar) (K) (K) ( cm3/mol)
[C4mpyr][NTf2] 127 1–400 823.6 11.0 1080.3 1.6
[hmim][NTf2] 340 1–650 747.2 4.1 1161.3 0.2
[bmim][NTf2] 210 1–591 792.3 2.5 1037.0 0.2
[emim][Tf2N] 137 1–400 831.4 14.0 920.7 1.9
[omim][PF6] 91 1–2042 534.9 33.0 1012.3 6.9
[omim][BF4] 92 1–2069 747.6 15.0 916.1 0.4
[bmim][PF6] 363 1–2493 813.9 3.5 732.9 0.2
[bmim][BF4] 438 1–2000 838.7 2.7 660.2 0.2
liquid, from those species in Table 10–1 where multiple data sets were found. The second column of
Table 10–3 shows the total number of available data points, whereas the third gives the total pressure
range studied. In most cases, the data sets are compatible, giving parameter values in close agreement
with those found from reduction of the single sets. This is exempliﬁed by [hmim][Tf2N] using the data
sets of Gomez de Azevedo et al.,12 Kandil et al.,13 and Esperança et al..14 The values of V ∗ span the
range 1159.5−1165.2 cm3/mol, while simultaneous reduction gives 1161.3 cm3/mol. The values of T ∗
vary more; within 718.8−787.9K, while the overall value is 747.2K. In both cases, the overall estimate
is outside the standard deviation of the individual sets, but is still capable of giving a satisfactory ﬁt to the
data. Generally, reducing data sets simultaneously give reasonable descriptions of data from different
sources. One exception is the data for [emim][Tf2N] of Gardas et al. 15 and Jacquemin et al..9 Figure
10.5(a) shows the raw experimental data from the two sources. It is clear that the slope of density with
pressure from one set is inconsistent with the other. The data for [emim][EtSO4] of Jacquemin et al. 9
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Figure 10–4. Pressure-density isotherms and liquid bulk modulus of xenon from the data of
Michels et al..26 The variation of density with pressure is much more pronounced in the case of a com-
pressed gas, but the model describes the data excellent.
and Hofman et al. 16 are incompatible with each other, and have therefore been left out of the regression.
Figure 10.5(b) shows the estimation using the data of Hofman et al.. The data ranges from 180 to about
270, whereas the data of Jacquemin et al. lie in between 50 and 125 in the same density range. The
model will therefore be unable to represent simultaneously both data sets.
10.3. Density and temperature dependence
One of the great advantages of the DCFI-model of Mathias is the separation of temperature and
density in the perturbation term. For a pure ﬂuid, the DCFI is expressed by
C(T, ρ) = Ch.s.(T, ρ)− 2ρ
[
B(T )−Bh.s.(T )
]
. (10–9)
This equation can be rearranged into
C(T, ρ)− Ch.s.(T, ρ)
2ρ
= −
[
B(T )−Bh.s.(T )
]
. (10–10)
The right-hand side is completely independent of density at constant temperature. Combining Equations
(10–7) and (10–8) estimates of the DCFI as function of temperature can be obtained. In fact, the liquid
bulk modulus plots shown above reveal the behavior of the integral as function of the state variables.
Figure 10–6 shows the ﬁrst four isotherms for the ionic liquid [bmpy][Tf2N]. The full drawn lines are
the model estimates, whereas the points are transformed values of the (P, ρ) data using Equation (10–8).
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Figure 10–5. Left: Pressure-density data from Gardas et al. 15 () and Jacquemin et al. 9 (◦). The
data from these two sources are not compatible with each other, wherefore a model is unable to give a
good ﬁt to both sets. Right: Liquid bulk modulus data and model estimate from reduction of the data of
Hofman et al., where the model performs excellent.
The isotherms seem to conform very well to the “experimental points”, given the magnitude of the ordi-
nate. The agreement between the model estimate and low- and high-temperature data appears to be good,
indicating that the form of Equation (10–9) is consistent with this data set. Besides the aspect of giving
a correct density dependence, these plots can also be used to check for the temperature dependence.
The horizontal lines, given by the model, is in reasonable agreement with the transformed experimental
points for this particular system. Figure 10–6 shows a similar plot, but for [bmim][Tf2N] with data of
Gomez de Azevedo et al..12 The isotherm at 298K conforms reasonably, but the other isotherms appear
more erratic, though a linear trend seems to govern some of the points. Similar conclusions are drawn for
most of the ionic liquids studied; the transformed data points provide reasonably smooth curves when
the bulk moduli form a smooth and continuous curve. For many systems, the linear trend of Figure 10–6
is also observed, which suggests that the density formulation of (10–9) is not always correct. While the
model is able to describe a correct temperature dependence at the lower isothermals, the description of
the highest temperature (313K) is less good. Figure 10–7 shows a system where the temperature depen-
dence is reasonably good, but the density variation seems nonlinear. Only the isotherm at 373K seems
to show a linear trend, although negative. Also shown in Figure 10–7 is the ionic liquid [hmim][Tf2N].
The temperature range covered is less than the previous, but the conclusions are similar to the systems
treated above, especially [bmim][Tf2N] also from Gomez de Azevedo et al.. The temperature depen-
dence of the low-temperature isotherms is in good agreement with the experimentally derived results,
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Figure 10–6. Left plot: C − Ch.s. as function of density for [bmpy][Tf2N] using all isotherms of
Gardas et al..19 Right plot: [bmim][Tf2N] using four isotherms of Gomez de Azevedo et al. 12 The form
of the DCFI model suggests that the quantity depicted on the ordinate is constant. This is in reasonable
agreement with the experimental observations shown here.
whereas the highest temperature data is described less quantitatively. Thus far the discussion has con-
cerned ionic liquids. For the liquiﬁed gases in Table 10–2, the left and right plots of Figure 10–8 show
that the density dependence in these systems is in good agreement with the model. This is characteristic
of all the systems compiled. Small variations are observed, and with much less ﬂuctuations than the
ionic liquid sets when taking the magnitude of the ordinate into account. For ionic liquids the variation
of (C − Ch.s.)/2ρ is of the order 104 cm3/mol, these sets vary within the order of 102 cm3/mol.
The results above reveal, that it is possible to correlate compressed liquid densities over large range
in pressure and density. The density data for xenon of Michels et al. 26 reach almost 3000 bar, and
the density reaches almost 0.025 cm3/mol. This corresponds to roughly 500 kg/L. Comparison of
parameters obtained from regressions of individual data sets, as well as simultaneous reduction of all
data sets pertaining to an individual ionic liquid, reveal that there is generally a good consistency between
the two estimates for V ∗. Results are less sensitive to T ∗, and it can therefore assume quite different
values, depending on the input data.
10.4. Predictive approach for ionic liquid characteristics
In order for the method to give estimate of P from ρ (or vice versa), one needs to:
1. Regress liquid density data to ﬁnd T ∗ and V ∗,
2. input a low-pressure density at each temperature as reference point.
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Figure 10–7. C − Ch.s. as function of density for [bmim][PF6](left) using data of Tekin et al. 4 and
[hmim][Tf2N] using the data of Gomez de Azevedo et al.. 12 The model is in good agreement with the
data.
These items prevent treatment of ionic liquids, for which no data exist. While obtaining the model
characteristics, T ∗ and V ∗, from regression of PρT data is likely to yield parameters that are more tuned
to a speciﬁc system, we seek a more predictive method. In this section, ways of predicting the model
characteristics for the ionic liquid species are described. We start by exploring group contributions for
the molecular parameters.
10.4.1. Group contributions
Ionic liquids are fairly rigid molecules. It therefore makes sense to assume that the characteristic
volume, V ∗, for an ionic liquid is proportional to the van der Waals volumes of its constituent structural
groups, so that
V ∗ = k
⎡
⎣groups∑
j∈a
ν
(a)
j δVw,j +
groups∑
j∈c
ν
(c)
j δVw,j
⎤
⎦ . (10–11)
Here k is a constant of proportionality, ν(a)j denotes the stoichiometry of group j on the anion of the
ionic liquid, and δVw,j is its corresponding van der Waals volume contribution. Similarly, ν
(c)
j describes
cationic group stoichiometry. The van der Waals volumes are taken from the compilation of Bondi 29
when available, while those remaining plus the proportionality constant k were regressed from values of
V ∗ obtained from reduction of PρT data, by solving
min f =
∑
i
(δV ∗)2i , (10–12)
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Figure 10–8. C − Ch.s. as function of density for argon (left) and methane (right) using the data
of Michels et al. 24 and Cristancho et al..22 The magnitude of the variation in the ordinate quantity is
smaller than for the ionic liquid species, and the model gives a good representation of the experimental
data.
where δV ∗ is the difference in the regressed value of V ∗ of Table 10–3 and that found from the group
contribution approach. This procedure is carried out to determine the missing contributions for ﬁve
cationic groups (pyr, pip-N, im-2, im-3, P) and four anionic groups (BF4, PF6, SO2, SO3), in addition to
k.
We ﬁnd k = 5.496. Tables ?? and ?? show the stoichiometry of the ions and contributions from each
group. The values taken from Bondi are marked by ∗. The average absolute error,
AAPE(V ∗) =
100%
n
n∑
k
∣∣∣∣δV ∗V ∗
∣∣∣∣
k
, (10–13)
is 1.8%. This is similar to uncertainties in experimental results, which are typically around 2%, and in
agreement with the variation found in the values of V ∗ in Table 10–1. Table 10–5 show the regressed
values of V ∗ and those from group contributions (columns ﬁve and six), as well as the average error be-
tween them (column seven). The biggest difference in the estimates is for [emim][EtSO4]. There are two
data sets for this ionic liquid; one from Jacquemin et al. 9 and one from Hofman et al..16 They produce
widely different values of V ∗, and appear to be incompatible with each other. The group contribu-
tion method is in signiﬁcantly better agreement with the data of Hofman et al. 16 than Jacquemin et al..9
Thus, the agreement with group contributions might be another way to provisionally screen for unreli-
able data. Removing the set of Jacquemin et al. reduces the average error in V ∗ to 1.4%.
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It is unlikely that a method for predicting T ∗ from molecular structure can be developed, due to the
relative insensitivity of the results to this parameter, indicated by the scatter in Table 10–1. However,
an average value of T ∗ = 755K works remarkably well. This is illustrated in the eighth column of
Table 10–5, which shows the statistic similar to that deﬁned for V ∗ above, averaging 8.8%. This is in
agreement with the relative standard deviation for most values of T ∗. The right-most column gives the
error in the pressure using the “predicted” values of T ∗ and V ∗. By comparing to the entries in Table
10–1, we see that the model in “prediction-mode” is comparable to ﬁtting parameters to liquid density
data.
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Comparing with the group contribution method of Jacquemin et al.,9,20,30 the number of parameters
in the above described method is signiﬁcantly less. That method treated both ions as single groups, and
may require as much as up to seven parameters for each ion. Much less parameterized is the method
of Gardas and Coutinho,31 which also only required volumes of segments (or an experimental point).
However, the segments were also large, and therefore the total number of parameters ﬁtted to data was
substantial. The method given here breaks down most ions into smaller groups, which are described
with a single volume characteristic. Although some of the group volumes were ﬁtted to data, most were
taken directly as their van der Waals volumes.
Table 10–5. Group contribution predictions. T ∗ = 755K, V ∗est from Equation (10–11) using group
contributions from Tables ?? and ??.
Substance (abbr.) Ref. n
ΔP V ∗ V ∗est δV
∗/V ∗) δT ∗/T ∗ AAPE(P )
(bar) ( cm3/mol) (%) (%) (%)
[bmim][BF4]
9 40 1–400 665.3 663 0.3 8.2 4.9
[emim][CF3SO3] 19 91 1–350 655.8 659.5 0.6 6.1 7.4
[bmim][BF4] 8 189 1–2000 660.3 663 0.4 1.8 6.4
[bmim][Tf2N] 9 42 1–400 1038.9 1041.5 0.3 36.7 3.5
[hmim][Tf2N] 13 28 1–400 1159.5 1154 0.5 0.1 3.2
[hmim][Tf2N] 14 149 1–650 1160 1154 0.5 15.8 3.2
[C5mim][Tf2N] 17 165 1–596 1097.6 1097.7 0.0 5.1 0.6
[(C6H13)3P(C14H29)][Ac] 18 144 2–650 2284.6 2290.8 0.3 4.7 1.9
[hmim][PF6]
5 77 1–100 856.4 856.4 0.0 8.8 1.9
[bmim][CF3SO3] 5 77 1–100 775.7 772 0.5 6.9 2.6
[emm][Tf2N] 9 41 1–400 938.6 929 1.0 0.4 6.2
[bmim][Tf2N] 12 168 1–591 1036.5 1041.5 0.5 13.7 1.7
[C4mpyr][Tf2N] 19 91 1–350 1070.8 1077.8 0.7 3.4 2.6
[omim][PF6] 5 77 1–100 980.3 968.8 1.2 6.8 2.6
[bmim][PF6]
8 189 1–2000 732.7 743.9 1.5 4.8 5.5
[bmim][BF4] 6 20 1–200 684.8 663 3.2 2.9 4.5
[C3mpyr][Tf2N] 19 91 1–350 1010.9 1021.6 1.1 0.7 6.1
[N1114][Tf2N]
20 36 10–400 1032.6 1023.1 0.9 1.2 2.9
[bmim][PF6] 9 41 1–400 751.3 743.9 1.0 10.4 5.4
[bmim][BF4]
5 77 1–100 656.9 663 0.9 4.8 3.0
[C7mim][Tf2N] 15 96 1–300 1226.2 1210.2 1.3 4.2 6.5
Continues on next page
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Continued from last page
Substance (abbr.) Ref. n
ΔP V ∗ V ∗est AAPE(V ∗) AAPE(T ∗) AAPE(P )
(bar) ( cm3/mol) (%) (%) (%)
[hmim][Tf2N] 12 163 1–596 1165.2 1154 1.0 4.1 0.8
[bmim][PF6]
6 20 1–200 748.2 743.9 0.6 11.1 4.0
[(C6H13)3P(C14H29)][Tf2N] 18 126 2–650 2713.4 2686.1 1.0 4.7 2.1
[bmim][BF4]
7 67 1–599 656.4 663 1.0 70.7 1.7
[(C6H13)3P(C14H29)][Cl]
18 134 2–650 2174.9 2196 1.0 5.1 1.7
[C4mpyrro][Tf2N] 20 36 10–400 1095.5 1077.8 1.6 4.4 2.4
[bmim][PF6]
11 14 1–2021 734.7 743.9 1.3 32.8 3.4
[omim][BF4] 5 77 1–100 908.7 888 2.3 3.0 3.1
[C3mim][Tf2N] 17 165 1–596 970.8 985.3 1.5 10.9 1.5
[omim][Tf2N] 15 96 1–300 1292 1266.4 2.0 2.6 5.1
[bmmim][PF6] 5 63 1–100 785.7 800.1 1.8 4.7 2.7
[bmim][BF4]
4 45 2–399 652.8 663 1.6 9.7 2.5
[omim][PF6]
11 14 1–2042 1013.4 968.8 4.4 4.5 2.0
[omim][BF4] 11 15 1–2069 916.2 888 3.1 1.5 4.8
[emim][Tf2N] 15 96 1–300 906.1 929 2.5 4.8 4.7
[bmim][OcSO4] 8 174 1–2000 1177.9 1149.2 2.4 42.5 6.1
[bmim][PF6] 4 45 7–401 725.1 743.9 2.6 0.6 3.4
[bmim][PF6]
10 54 1–2493 729.9 743.9 1.9 0.8 4.5
[bmim][C(CN)3] 15 96 1–300 770 748.2 2.8 4.2 2.7
[C3mpip][Tf2N] 19 91 1–350 1068 1097.8 2.8 0.3 2.3
[emim][EtSO4] 16 63 1–350 676.6 699.4 3.4 3.6 0.8
[NBuPy][BF4] 11 14 1–2042 646.8 669.4 3.5 5.8 2.6
[C3mpy][Tf2N] 19 91 1–350 1017.1 1052.9 3.5 0.8 2.0
[emim][BF4]
15 96 1–300 526.2 550.6 4.6 2.7 4.2
[emim][EtSO4] 9 42 1–400 620.5 699.4 12.7 17.9 2.7
10.4.2. Ambient-pressure density correlation
The ﬂuctuation solution theory method is based on integration of thermodynamic derivatives from a
known reference state, the density of the solvent at speciﬁed temperature and pressure. So far a low-
pressure experimental point at same temperature has been used for the results above. Inspired by existing
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Table 10–6. Density correlation at 1 bar.
Substance, i (abbr.) n ai bi a¯V
∗
i b¯V
∗
i /T
∗
i
( cm3/mol) ( cm3/mol/K) ( cm3/mol) ( cm3/mol/K)
[C2mim][BF4] 8 124.4 0.093 124.12 0.10
[C4mim][C(CN)3] 8 176.3 0.143 168.67 0.14
[C7mim][NTf2] 8 269.2 0.246 272.80 0.23
[C8mim][NTf2] 8 281.7 0.263 285.48 0.24
[C3mim][NTf2] 15 217.8 0.190 222.10 0.19
[C5mim][NTf2] 15 245.4 0.212 247.45 0.21
[bmim][CF3SO3] 11 178.4 0.145 174.02 0.15
[bmmim][PF6] 9 179.5 0.138 180.37 0.15
[hmim][PF6] 11 194.0 0.158 193.04 0.16
[bmim][OcSO4] 9 258.9 0.221 259.06 0.22
[C2mim][CF3SO3] 7 150.7 0.129 148.67 0.13
[C3mpyr][NTf2] 7 224.7 0.202 230.29 0.19
[C4mpyr][NTf2] 7 237.0 0.214 242.96 0.20
[hmim][NTf2] 29 259.0 0.225 260.13 0.22
[bmim][NTf2] 13 231.1 0.203 234.78 0.20
[C1C2Im][Tf2N] 13 203.1 0.183 209.43 0.18
[C8mim][PF6] 11 221.3 0.180 218.39 0.18
[C8mim][BF4] 11 206.3 0.166 200.17 0.17
[C1C4Im][PF6] 23 169.2 0.130 167.69 0.14
[C1C4Im][BF4] 33 151.5 0.121 149.47 0.13
[C3mpy][NTf2]∗ 7 224.2 0.211 237.34 0.20
[C3mpip][NTf2]∗ 7 235.3 0.214 247.46 0.21
[C1C2Im][EtSO4]∗ 7 159.0 0.108 157.66 0.13
∗ Not included in estimation of a and b.
works in the engineering literature, we here establish a method for predicting the density of a pure
ionic liquid at ambient pressure. Equation (8–1) at constant pressure (P 0) is dv = vβdT . Integration
(assuming β is constant) yields
ln
v
v0
= β(T − T 0) + c ⇒ v = v0 exp
[
c+ βT 0 + βT
]
, (10–14)
where c is a constant of integration. If we expand the exponential in a Taylor series and retain the ﬁrst
term, the result is
v(T, P 0) = a+ bT. (10–15)
Here, a = v0(1 + c+ βT 0) and b = v0β. Thus, at low pressures the molar volume varies linearly with
temperature. We assume a corresponding states form applied to all ionic liquids, i.e.,
v˜i(T, P
0) = ai + biT˜i; v˜i =
vi
V ∗i
; T˜i =
T
T ∗i
=
T
755K
. (10–16)
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We use density data at 1 bar in the above expression, with values of V ∗i estimated from simultaneous
reduction of all available data sets for each ionic liquid species. Table 10–6 shows the results obtained.
The average value of ai/V ∗i for the ionic liquids studied is a¯ = 0.225 ± 0.0045 and for biT ∗i /V ∗i the
value is b¯ = 0.140 ± 0.0072. These standard deviations correspond to 2% and 5%, respectively. This
means, that it is possible to arrive at a universal expression for the density at 1 bar for all ionic liquids,
v˜i(T, P
0) = 0.225 + 0.14T˜i, P
0 = 1bar. (10–17)
Speciﬁc data sets have been excluded from this approach. For instance, the data for [N1114][Tf2N]
of Jacquemin et al. 20 and [NBuPy][BF4] of Gu and Brennecke 11 did not have densities at 1 bar. In
addition, the [emim][EtSO4] data, also described above, showed some irregular behavior, and the data
of Gardas et al. 19 for [C3mpy][Tf2N] and [C3mpip][Tf2N] were unable to be reduced within reasonable
accuracy.
10.5. Summary
This chapter has seen the application of the model, previously developed by Mathias,28 to compressed
liquid densities of ionic liquids, and liqueﬁed gases at large ranges of pressure and density. The model
uses two pure component parameters, which are obtained from regression of compressed densities. In
addition, the model requires a density at ambient pressure as a reference point. Reducing data sets in-
dividually and simultaneously (multiple data sets for one compound) show that the model is generally
capable of describing all of these using the same set of parameters. Analysis of the model parameters
revealed, that for a given species, it is possible to estimate its characteristic volume parameter from the
volumes of the constituent molecular groups. Furthermore, it was shown, that it is possible to use a value
of the other parameter, a characteristic temperature, common to all ionic liquids. These parameters were
subsequently applied in a correlation, to estimate the reference density as function of temperature at
ambient pressures, with good results.
Although it is not the primary intention to develop liquid density methods, it seems like the current
method is better than previously studied methods.32
Now that the parameter estimation procedure has been outlined, the thesis addresses the solubilities
of gases in ionic liquids. The thermodynamic relations and model equations were given in Chapter 9,
and are put to practice in the next chapter.
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11. Solubilities of gases in ionic liquids
Correlations of gas–liquid equilibrium data using the method outlined in Chapter 9 is presented. This
is followed by analysis of a powerful constraint that arises from applying Henry’s law from a speciﬁed
reference state.
11.1. Binary gas–liquid equilibria: Results
Table 11–1. Characteristic parameters for gases1 and critical
point.2 The two are often closely similar, since the DCFI model
is closely related to expressions for second virial coefﬁcients based
on critical parameters.
Gas
T ∗ V ∗ Tc vc
(K) ( cm3/mol) (K) ( cm3/mol)
Hydrogen 24.6 52.5 33.1 64.5
Carbon monoxide 128.5 94.1 132.9 92.2
Oxygen 157.4 74.2 154.6 73.4
Methane 195.1 100.1 190.6 98.6
Carbon dioxide 269.5 93.2 304.1 94.1
The method is applied to a se-
ries of gases for which solubil-
ity data in ionic liquids have been
measured. The open literature is
rich in references to experimen-
tal measurements of gas solubil-
ity data in nonionic solvents, but
less plentiful for ionic liquids. Ini-
tially, this limits the variety of sys-
tems available since the pure com-
ponent parameters of the model
must be found from compressed
liquid density data of each pure
species. These were found for the ionic liquid solvents in the preceding chapter. Efforts were also
made to estimate the corresponding values for the gaseous solutes, i.e., Table 10–2. However, as the
density of these “traditional” chemicals varies much stronger than that of ionic liquids, it is better to
base the parameter estimation on a large amount of data. While the data reduction in Chapter 10 were
based on single data sources, it may be more appropriate to use the parameter values originally given
by Mathias and O’Connell.1 These were found using a much larger data base of compressed liquid den-
sities, and summarized in Table 11–1. Also shown are the critical temperatures and volumes of the
gases. Except for carbon dioxide, there is almost negligible difference between the model parameters
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and the corresponding critical parameters. This is expected, since the model is based on expressions
derived from corresponding-states treatments of second virial coefﬁcients (see Chapter 9), traditionally
parameterized with critical parameters. However, as the species becomes more and more subcritical
this difference becomes more and more signiﬁcant. Since ionic liquids generally do not possess critical
points, their parameter values cannot be derived from data directly and must be found from regression.
Table 11–2. Parameters for functional form of Henry’s constant for gases in solvents, as regressed
from gas-liquid data using the model formulation in this work.
Gas(1) Solvent(2) Ref. a0 a1 a2 k12
Hydrogen [bmim][PF6]
3 38.0060 -954.5750 -4.6358 0
Hydrogen [bmpy][Tf2N] 4 14.1257 56.2880 -1.1646 0
Hydrogen [bmim][CH3SO4] 5 11.3522 370.8397 -0.6644 0
Carbon monoxide [bmim][PF6] 6 7.5583 n/a n/a 0
Carbon monoxide [bmim][CH3SO4] 8.1606 n/a n/a 0
Carbon monoxide [bmim][CH3SO4] 7.5802 n/a n/a 0.15∗
Oxygen [bmim][PF6] 7 7.4683 n/a n/a 0
Oxygen [bmim][PF6]
7 7.4853 n/a n/a 0.15∗
Methane [hmim][Tf2N] 8 4.6826 -180.7656 0.3077 0.29
Methane [bmim][CH3SO4] 9 4.5404 61.4718 n/a 0.05
Carbon dioxide [bmim][Tf2N] 10 5.8855 -651.8464 n/a 0.02
Xenon [hmim][Tf2N] 8 5.5697 223.9173 n/a 0.225
∗ Using T ∗2 = 780K and V ∗2 = 732.6 cm3/mol.
In the following sections we will describe how the ﬂuctuation solution theory method is able to de-
scribe experimental data and behavior of the gas-ionic liquid systems. Initially, we report the model-data
agreement with ionic liquid parameter values found from reduction of the individual PρT data sets.
Then, we show how the model performs with parameters predicted using the methods described in the
preceding chapter. However, ﬁrst an outline of the procedure for computing gas solubilities is provided.
11.1.1. Computational procedure
The solution technique involves direct calculation and then iterations. Initially, the steps are to calcu-
late:
1. The reduced temperature and volume matrices (T˜ij and V ∗ij) via the expressions in Equation (9–8),
2. Henry’s law constant, Hi, with Equation (9–20),
3. elements in the matrix B in Equation (9–7b),
4. diagonal and off-diagonal elements of Bh.s. in Equation (9–7a), and hard-sphere diameters, σi.
5. Compute the reference point: Reduced reference densities, ζ0m, using Equation (9–30), and
6. reference state hard-sphere pressure, P h.s.(T,ρ0), and chemical potential, μh.s.1 (T,ρ0), using
Equations (9–31) and (9–32).
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Then one iteratively solves Equation (9–19) to get P and ρ, by steps of calculating:
7. Hard-sphere pressure, P h.s.(T,ρ), and chemical potential, μh.s.1 (T,ρ), using Equations (9–31)
and (9–32), and
8. full activity coefﬁcient, γ1(T,ρ), using Equation (9–10).
9. Check for convergence, and continue to next iteration if necessary.
The calculation procedure is similar to a usual bubble pressure calculation,11 except that there is the
additional iteration to ﬁnd the liquid density ρ. This procedure gives the ﬁnal pressure and density for
a given set of parameters for the Henry’s constant, a. The optimal set of a is found by laying an outer
iteration loop onto the calculations above to solve Equation (9–23).
11.1.2. Hydrogen
The ﬁrst solute for which results are presented is hydrogen. Hydrogen is by far the most supercritical
of the solutes covered here, with Tc = 33.1K. The solubility is usually smaller than less supercrit-
ical gases. Our ﬁrst example is formed by the data of Kumełan et al. 3 in [bmim][PF6]. We use the
solute characteristics as described above, whereas those for the solvent are taken from the entry in Table
10–1 which results in the lowest error; those regressed from the set of Tekin et al..12 The temperature
dependence of the Henry’s law constant was found by minimizing the sum of the squared pressure dif-
ferences according to Equation (9–23) yielding three parameters in Equation (9–20). Their values are
Figure 11–1. Hydrogen(1) in [bmim][PF6](2) with data of Kumełan et al. 3 using k12 = 0. The
model performance is excellent, and the data conforms to straight lines. This behavior is often seen for
highly supercritical gases, such as hydrogen.
summarized in Table 11–2. Figure 11–1 compares the model output with experimental data using a
binary interaction parameter, k12, equal to zero. The right plot shows pressure versus mole fraction
solubility, and the left plot shows the logarithm of the fugacity in the gas phase divided by the solubility
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Figure 11–2. Hydrogen(1) in [bmpy][Tf2N](2) with data of Kumełan et al. 4 using k12 = 0. As
before, the model describes the data quantitatively.
of hydrogen in the liquid phase. The points are not experimental values directly, but are transformed
with an assumed model for the gas-phase nonideality. The full drawn lines are model estimates of ln γ1
added to lnH1 for each isotherm. The lines are almost completely straight, which is commonly seen
in this system.1,13,14 Another example is seen in the system of hydrogen in [bmpy][Tf2N] with data of
Kumełan et al..4 Like before, the agreement is quantitative with k12 = 0 and three parameters for the
Henry’s law expression. Generally, the gas-phase nonidealities of hydrogen are small in these systems,
Figure 11–3. Hydrogen(1) in [bmim][CH3SO4](2) with data of Kumełan et al. 5 using k12 = 0. The
solvent parameters for the model are estimated using the predictive approach described in Chapter 10.
Nevertheless, the agreement with the experimental data is excellent.
so ln f1/x1 usually form straight lines when plotted against x1. Using regressed values of T ∗i and V ∗i for
the solvent species generally gives a good match of the experimental solubility data when the parameters
for Equation (9–20) are ﬁtted to the data. Figure 11–3 shows the solubility calculations for the hydrogen
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in [bmim][CH3SO4]. No PρT data is available for the solvent, and we have therefore estimated V ∗2
from group contributions, while T ∗2 = 755K. As before, the agreement with data is quantitative using
k12 equal to zero.
11.1.3. Carbon monoxide
Carbon monoxide is also highly supercritical and only somewhat more soluble than hydrogen. How-
ever, unlike hydrogen, the Henry’s constant of carbon monoxide is nearly independent of temperature.
Figure 11–4 shows that the agreement with experimental data is quite good using a temperature inde-
pendent Henry’s law constant and k12 = 0. However, the slope of the lines of ln f1/x1 seems incorrect.
Regressing the value of k12 gives a better description, but also renders k12 = 0.65. This is outside the
expected range of ±0.3. Part of this may be caused by the models ability to use different combinations
Figure 11–4. Carbon monoxide(1) in [bmim][PF6](2) with data of Kumełan et al. 6 using k12 = 0,
and a constant Henry’s constant. The gas solubility data (right) is described quantitatively, but the slope
of the lines on the left plot seems incorrect with the data.
of T ∗i and V ∗i to represent the volumetric behavior of pure ionic liquids, as discussed in the preceding
chapter. Unlike pure compressed liquid densities, gas solubility data are very sensitive towards the value
of T ∗i . Therefore, one can explore different combinations of the solvent parameters by simultaneous
comparison of the descriptions of pure data as well as mixture data. We consider the case of Figure 11–4
with solvent parameters regressed from the data of Tekin et al. 12 as the benchmark. When varying T ∗2
using V ∗2 = 732.6 cm3/mol of Machida et al.,15 the objective function in Equation (9–23) decreases up
to T ∗2 ≈ 780K, before increasing again. The result is that different combinations of model parameters
can be used, and it may take a considerable amount of compression data to determine the “best” set of
values. Varying k12 with T ∗2 = 780K and V ∗2 = 732.6 cm3/mol gives an optimum around k12 = 0.15.
The resulting agreement with data is clearly better, as shown in Figure 11–5.
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Figure 11–5. Carbon monoxide(1) in [bmim][PF6](2) with data of Kumełan et al. 6 using k12 = 0.15
and T ∗2 = 780K and V ∗2 = 732.6 cm3/mol. Same system as before, but with other parameters. The
agreement with data is similar to previously, wherefore it is difﬁcult to evaluate the best set of parameters.
11.1.4. Oxygen
Oxygen dissolved in [bmim][PF6] forms the next example. As was the case with carbon monoxide,
the Henry’s law constant is relative insensitive to temperature. The upper plots of Figure 11–6 shows
that the agreement using k12 = 0 is quite good. However, as was also the case with carbon monoxide,
the lines of ln f1/x1 do not quite match the points calculated from the gas phase fugacity. Attempting
to further optimize k12 results in a value outside the range of ±0.3. If we again explore the sensitivity
towards the solvent characteristics T ∗2 and V ∗2 , we again ﬁnd that different combinations of values can
be used. Using T ∗2 = 780K and V ∗2 = 732.6 cm3/mol, as for carbon monoxide, and k12 = 0.15 seems
to be the optimum. The single parameter for the Henry’s constant expression is almost the same using
either approach, as seen in Table 11–2.
11.1.5. Methane
So far the gases treated have been highly supercritical, and largely insoluble in ionic liquids. Methane
in [hmim][Tf2N] is much more soluble than the systems above. We use the data of Kumełan et al. 8 and
the solvent characteristics regressed from the data of Esperança et al..16 Although the regression of the
data from Gomez de Azevedo et al. 17 gives a slightly lower error in the liquid density data, we ﬁnd a
better description of the gas–solvent data using the data of Esperança et al.. Therefore we use the values
of T ∗i and V ∗i for the solvent regressed from that data set. Figure 11–7 show the agreement with data
using the full form of the Henry’s law expression and k12 = 0.29. The overall description of the Px1
data is good, but the slopes of ln f1/x1 are not always in agreement, especially the isotherm at 293K.
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(a) Using k12 = 0 and T ∗2 = 722.5K and V ∗2 = 725.1 cm3/mol.
(b) Using k12 = 0.15 and T ∗2 = 780K and V ∗2 = 732.6 cm3/mol.
Figure 11–6. Oxygen(1) in [bmim][PF6](2) with data of Kumełan et al. 7 using different combina-
tions of parameters, suggesting that selecting the optimal set is not straightforward.
Similar agreement is seen when the solvent is [bmim][CH3SO4]. Using the data of Kumełan et al. 9 with
two coefﬁcients in the Henry’s law expression and k12 = 0.05, Figure 11–8 shows the agreement with
data. Since no compression data could be found for this solvent, its characteristics were found using
the group contribution approach (V ∗2 = 755.6 cm3/mol) and with T ∗2 = 755K. The Px1 data shows
negligible temperature dependence, with all data points clustering into one curve. However, the values
of ln f1/x1 calculated from the gas-phase fugacity shows considerable temperature dependence at the
lower solubilities (and hence lower pressures). The behavior is somewhat similar the oxygen system
described above. The previous systems had almost ideal gas phases and the lines of P versus x1 were
straight. However, methane is much more nonideal in the gas phase than e.g. oxygen (the second virial
coefﬁcient ranges from −32 at 413K to −52 cm3/mol at 333K, and −70 cm3/mol at 293K), which
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Figure 11–7. Methane(1) in [hmim][Tf2N](2) with data of Kumełan et al. 8 using k12 = 0.29. The
gas solubility data (right) is represented well, but the lines on the left plot do not match the low-
temperature isotherms.
explains the curvature which is now observed in the Px1 data.
11.1.6. Carbon dioxide
Carbon dioxide is an example of a gas, which is highly soluble in most ionic liquids. Like methane,
both gas and liquid phases usually form solutions with substantial deviations from ideal behavior. The
data of Lee and Outcalt 10 covers temperatures from 280K to 340K, and herein the virial coefﬁcient
ranges from approximately −100 cm3/mol at 340K to −134 cm3/mol at 280K. Figure 11–9 shows
the phase diagram using k12 = 0.02 and two parameters for the Henry’s law expression. The solvent
characteristics do not vary much in Table 10–1, so we use the values obtained from regression of the data
of Gomez de Azevedo et al.. 17 The description of the Px1 data is generally not quantitatively. While
the low-pressure data is reasonably well ﬁtted, the model generally overestimates the pressure at 320
and 340K and underestimates at 300K. The lines of ln f1/x1 are in excellent agreement with the
points calculated from the gas phase model at 320K, but underestimates the fugacity at the higher
temperature and overestimates at the lower temperature. Figure 11–10 shows the solubility results for
carbon dioxide in [bmpy][Tf2N]. The plots were obtained using k12 = 0.225. The solubility data (right
plot) is described reasonably well, and the agreement between lines of ln f1/x1 and the transformed
experimental points is good at higher temperatures, but less good in the 333K-case
The results shown for gases methane, carbon dioxide, and xenon reveal that the model is generally
better at describing high-temperature data, indicated by the disagreement between the lines of ln f1/x1
and the markings. In fact, data have been left out for these three solutes, since the method was com-
pletely unable to give accurate estimates of the liquid-phase fugacity. Methane has a critical temperature
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Figure 11–8. Methane(1) in [bmim][CH4SO4](2) with data of Kumełan et al. 9 using k12 = 0.05.
Similar situation as the previous example: The low-temperature data is not represented as well as the
high-temperature sets.
of 191K, and the data originally reported by Kumełan et al. 9 at 293K is too close to the critical point
for inclusion in the optimization. Similarly was the case with the 280K-isotherm of Lee and Outcalt for
carbon dioxide with [bmim][Tf2N]. Also the original 293K- and 333K-isotherms of Kumełan et al. 8
for xenon with [hmim][Tf2N] were removed. Using separate models for the gas- and liquid-phase fu-
gacities disables the ability to accurately describe ﬂuid behavior at the critical point. Therefore, removal
of the low-temperature data, as was done above, is necessary with this method.
11.2. Henry’s law constant constraints
Using Henry’s law as the standard state for the liquid-phase fugacity imposes restrictions on the
variation of the Henry’s constant in other solvent species. In fact, the solubility of a gas in one solvent
can be predicted from a known value in another solvent; a reference solvent. This follows from writing
the fugacity of the gas (1) at temperature T and densities ρ as fL1 (T,ρ) = x1γ1(T,ρ;ρr)H1,r. The
notation implies that γ1 is obtained from integrating Equation (9–5) isothermally from reference state
ρr to ﬁnal state ρ. That means, that we can write the fugacity of 1 using two different standard states, r
and p.
fL1 (T,ρ) = x1γ1(T,ρ;ρ
r)H1,r(T ) = x1γ1(T,ρ;ρ
p)H1,p(T ). (11–1)
The states (T,ρ) and (T,ρr) need not contain the same species. In fact, to ﬁnd the properties of 1 at
inﬁnite dilution or at ﬁnite concentrations, 1 is the only species that must be common to the states. Thus,
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Figure 11–9. Carbon dioxide(1) in [bmim][Tf2N](2) with data of Lee and Outcalt 10 using k12 =
0.02. As with methane, the gas solubility data is described sufﬁciently well, but the left plot show an
incorrect variation of ln f1/x1 at low temperature.
taking logarithms on both sides we obtain
lnH1,r(T )− lnH1,p(T ) = ln γ1(T,ρ
f ;ρr)− ln γ1(T,ρ
f ;ρp) = ln γ1(T,ρ
r;ρp). (11–2)
This equation connects the properties H1,r,H1,p, ρr, and ρp with the parameters k1r to k1p. The result is
that using solubility data in two solvents, automatically ﬁxes the Henry’s constant in one of the solvents,
provided that the binary interaction parameters are independent of solvent, as we have seen for a number
of cases above. Alternatively, k1p can be estimated using known values of the other properties. The
formulation allows for any one of the properties to be estimated, though it is likely that the Henry’s
constant or binary interaction parameter will be properties of greater interest to ﬁnd.
Consider hydrogen(1) with [hmim][Tf2N](p) and [bmim][PF6](r). Then, since k1r = 0, the value of
k1p should satisfy
lnH1,p(T ) = lnH1,r(T ) + ln γ1(T,ρ
p;ρr). (11–3)
Using the ﬁtted results for hydrogen–[bmim][PF6] system, we ﬁnd
lnH1,p(T ) = 38.0060 −
954.5750
T
− 4.6358 ln T + ln γ1(T,ρ
p;ρr). (11–4)
The value of k1p varies slightly with temperature from this equation, but an average value of 0.3 is
sufﬁcient. The resulting solubilities are shown in Figure 11–11. The gas solubilities are described well,
and the lines of ln f1/x1 are in good agreement with the values from the gas phase. When regressing
parameters for the Henry’s constant expression for each individual hydrogen system the results are
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Figure 11–10. Carbon dioxide(1) in [bmpy][Tf2N](2) with data of Kumełan et al. 4 using k12 =
0.225. The low-temperature data on the left plot is described less accurate than the high-temperature
data, even though the gas solubility data is good agreement with the model estimates.
quantitative with a binary interaction parameter of zero. Therefore, the fact that k12 = 0.3 for the
system above suggests that this approach might not be generally applicable for gas-ionic liquid systems.
This is likely due to the Henry’s law constant being ﬁtted to the data, by minimization of Equation
(9–23). That means that the optimization will prioritize high-pressure data over lower pressures, since
the differences in pressure are squared. Fitting the Henry’s constant to essentially high-pressure data can
give serious errors in the extension to lower pressures. We recall, that the Henry’s constant for 1 in 2 is
deﬁned as
H1,2(T ) =
f1
x1
(T, P 0, x2 = 1), P
0 = P sat2 (T ). (11–5)
Since the vapor pressures of the solvent in this case is negligible, the Henry’s constant should ideally be
obtained from low-pressure data. Low-pressure data of hydrogen systems, around the saturation pressure
of ionic liquids, is not likely to be measurable, since the quantities of hydrogen must be extremely small.
However, data at slightly higher pressures might sufﬁce.
11.3. Summary
The preceding results show that the method is most successful in describing systems with sparingly
soluble gases, such as hydrogen, carbon monoxide, and oxygen in ionic solvents. In these systems,
quantitative agreement with experimental data was obtained using a binary interaction – k12 – near zero.
Results were less quantitative, though still quite good, for the more soluble gases methane, carbon diox-
ide, and xenon. In these systems it is difﬁcult to ﬁnd optimal values of the Henry’s constant that describe
the gas solubility behavior, especially at temperatures closer to the critical point. This is an inherent lim-
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Figure 11–11. Reference solvent approach: Phase equilibria for hydrogen(1) in [hmim][Tf2N] com-
puted from the Henry’s constant of hydrogen in [bmim][PF6]. This method enables the prediction if
phase equilibria from knowledge of solubility of the gas in another solvent.
itation in the γ−φ approach, when applying different thermodynamic models for gas and liquid phases.
The model parameters are regressed to compressed liquid density data, and then used for gas-solvent
equilibria. When no compression data for the solvent was available, group contributions for V ∗2 and a
constant T ∗2 was able to yield satisfactory results.
The problem of selecting appropriate values of T ∗i and V ∗i is illustrated by the preceding examples.
The uncertainty in T ∗i (but to a lesser extent V ∗i ) when obtained only from regression compression data,
suggests that the level of variance in especially T ∗i is substantial. This parameter is determined by the
reduced temperature correlations in Equations (9–7a) and (9–7b), the coefﬁcients of which were ﬁtted
to densities of pure compressed liquids.1,18 Phase equilibrium data is generally more sensitive towards
temperature than compressed liquid density data. Therefore, it is likely to be worthwhile to examine
other ways of estimating the reduced temperature correlations. We address a possible way of treating
this in the following chapter.
Finally, one may conceive of using the Henry’s law constraint for representation of multiple data sets,
as a means of provisional validation of gas solubility data, at least for systems the model is capable of
representing one-by-one.
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12. Optimization of model from data
In this chapter, we re-examine the temperature dependence of the model, since a limiting feature of
the previous formulation was unable to accurately address low- and high-temperature data. The chapter
starts by examining the temperature dependence on the compressed densities of pure ﬂuids, and then
moves on to addressing phase equilibria of gas-ionic liquid mixtures.
12.1. Pure liquids
It is standard procedure to parameterize equations of state, and similar methods, by ﬁtting functional
expressions to compressed liquid densities to minimize a function such as
min s =
1
2
∑
k
(δP )2k . (12–1)
We have reapplied the model for a selected set of substances, shown in Table 12–1, in order to examine
the temperature dependence of liquid properties of these substances. In the optimization, data was
included if ρ/ρc > 1.5 to ensure that only the liquid state is examined. For the ionic liquids, all data
were included. The entries are similar to those from Tables 10–1 and 10–2. Characteristic of the ionic
liquid species’ high values of T ∗, the reduced temperature range is small, spanning from about 0.4 to
0.5. For the nonionic species the range is signiﬁcantly higher, spanning from about 0.5 to above 9.0.
The values of T ∗i and V ∗i are slightly different from those originally given by Mathias and O’Connell,1
since the data sources are not the same. The equation of state, based on the DCFI-model, assumes a
hard-sphere reference ﬂuid with deviations being linear in density,
P (T, ρ) = P 0 + P h.s.(T, ρ)− P h.s.(T, ρ0) + RT (ρ2 − (ρ0)2)ΔB,
ΔB = B(T )−Bh.s. = B(T )−
2π
3
σ3(T ).
(12–2)
The expressions for B(T ) and σ are suggested by empirical observations and their parameters ﬁtted to
compression data for argon, krypton, and xenon. In order to assess the reduced-temperature correlations,
the values of B and Bh.s. are compared with the values obtained from optimal set of parameters for the
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Table 12–1. Reduction of liquid densities with correlations of Mathias and O’Connell.1
Substance Ref. ΔT ΔP T
∗ S.D. V ∗ S.D.
ΔT˜
AAPE(P ) AAPE(ρ)
(K) (bar) (K) (K) ( cm3/mol) (%) (%)
[bmim][PF6]
2 298–398 7–401 722.50 7.90 725.10 0.30 0.41–0.55 2.380 0.020
[bmim][NTf2]
3 298–328 1–591 787.90 2.70 1036.50 0.17 0.38–0.42 1.680 0.020
[hmim][NTf2]
3 298–333 1–596 787.91 1.90 1165.23 0.20 0.38–0.42 1.150 0.010
[emim][EtSO4]
4 283–333 1–350 706.90 3.20 676.60 0.10 0.40–0.47 0.890 0.004
Hydrogen sulﬁde 5 273–413 30–400 350.66 0.55 95.22 0.04 0.78–1.18 0.962 0.085
Carbon dioxide 5 283–358 100–300 280.60 4.22 91.06 0.60 1.01–1.28 1.954 0.478
Methane 6 298–450 500–1880 193.97 0.34 99.94 0.02 1.54–2.32 0.073 0.025
Xenon 7 303–398 60–2700 283.84 0.44 117.60 0.03 1.07–1.40 1.572 0.482
Hydrogen 8 198–323 592–1184 34.95 4.56 52.69 0.13 5.67–9.24 0.213 0.115
Argon 9 273–423 606–2900 157.25 0.29 75.05 0.01 1.74–2.69 0.092 0.032
Krypton 10 120–150 5–1241 202.74 0.94 91.75 0.01 0.59–0.74 1.880 0.029
Mathias 11 correlation, for the substances in Table 12–1. The procedure is to specify the pressure at
constant temperature,
P (ρ, σ) = P 0 + P h.s.(ρ, σ)− P h.s.(ρ0, σ) + RT (ρ− ρ0)ΔB(σ), (12–3)
and minimize Equation (12–1) by adjusting σ and ΔB. Thus, for each isotherm in a series of data sets,
the values of σ and ΔB are obtained by solving
min
σ,ΔB
s =
1
2
∑
k
(δP )2k . (12–4)
Figure 12–1 shows contours of the logarithm of the objective function of Equation (12–1) for single
isotherms of the pure ﬂuid [bmim][Tf2N] at four temperatures. The independent variables in these plots
are σ and the term ΔB. The temperature dependence in these plots enters via Equation (9–7b), i.e., one
pair of σ and ΔB per isotherm. The trends in these plots are characteristic of all ﬂuids. They show that
the two quantities are highly correlated over a signiﬁcant range of conditions, as given by the series of
local minima along an almost straight line. The distance between two local minima is determined by the
“roughness” of the mesh, i.e., the intervals chosen for the σ and ΔB. As the interval approaches zero,
the local minima approaches a continuous curve with one global extremum. The global minimum of the
contours is indicated with a circle, while the point given by the original correlations is marked with a
square. The latter is calculated using the optimal values of V ∗ and T ∗ obtained from regression of PρT
data, by minimizing Equation (12–1), i.e., the procedure in Chapter 10. Though some discrepancies
among values of σ are observed, the differences appear to be only minor. Larger discrepancies are seen
in the values for the ΔB-term. At 298K the value obtained from the correlations is in good agreement
with the optimal model estimate. As the temperature increases, the difference inΔB appear to increase
as well. At the two high temperatures the sign of the term is inconsistent with the original correlation.
Figure 12–2 shows a similar plot for xenon. Here, the correlations are in good agreement with data over
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all temperatures. However, unlike the ionic liquid, the global minimum of the contours does not change
signiﬁcantly. The values given by the correlations are given as
B = V ∗f(T/T ∗) and Bh.s. = V ∗g(T/T ∗). (12–5)
If T ∗ is large, then the variation ofB with temperature is largely determined by V ∗. Therefore, since V ∗
is much smaller for xenon than the ionic liquid (117.6 cm3/mol versus 1036.6 cm3/mol), the variation
of B with temperature is much larger for the ionic liquid than for xenon.
(a) 298K (b) 303K
(c) 308K (d) 313K
Figure 12–1. Contours of optimal parameter values of Equation (12–1) for [bmim][Tf2N] using data
of Gomez de Azevedo et al. 3 at four temperatures. ◦ indicates the optimal combination and  indicates
the combination given by the original correlations.1 As temperature increases, the discrepancy between
the set regressed from PρT data and the optimal set increases.
Identical arguments are made for hydrogen, which is given in Figure 12–4. Generally, so long as the
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points are located along the series of local minima the description of the ﬂuid behavior is quantitative.
Thus, it appears that although the ΔB-term is not optimal, the variations do not signiﬁcantly affect the
results as long as the correlation for σ is satisfactory. This is consistent with liquid compression data
being reducible using only a size-dependent parameter, as concluded by Brelvi and O’Connell.12–14
(a) 298K (b) 313K
(c) 398K (d) 423K
Figure 12–2. Contours of optimal parameter values of Equation (12–1) for xenon using data of
Michels et al. 7 at six temperatures. ◦ indicates the optimal combination and  indicates the combina-
tion given by the original correlations.1 Unlike the ionic liquid exempliﬁed previously, the discrepancy
between optimal set of parameters and that regressed from PρT data does not vary with temperature,
although the actual parameters do vary.
Figure 12–3 plots the contours in a surface plot for xenon at 298K. The shape of the objective
function is more clearly viewed in this way. The series of local minima that deﬁnes the “valley” has a
global minimum at about (1.5, 175).
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Figure 12–3. Surface-contour plot of the logarithmic objective function of Equation (12–1) for xenon
using data of Michels et al. 7 at 298K.
239
12. Optimization of model from data
(a) 198K (b) 223K
(c) 298K (d) 323K
Figure 12–4. Contours of optimal parameter values of Equation (12–1) for hydrogen using data
of Deming and Shupe 8 at six temperatures. ◦ indicates the optimal combination and  indicates the
combination given by the original correlations.1
Figure 12–5 plots the values of σ against temperature. For the ionic liquids [hmim][Tf2N] and
[bmim][Tf2N] the variation with temperature is signiﬁcant, but for the remaining substances, including
nonionic species, the variation is not large. Interestingly, the value of σ for [emim][EtSO4] increases
slightly with increasing temperature. This is inconsistent with the theory of Barker and Henderson,15
which claims that σ will decrease with increasing temperature. [bmim][PF6] has a small maximum in
the value of σ, but the overall variation is small. Above all, this ﬁgure illustrates that the temperature
dependence generally is weak, suggesting that liquid compression data alone does not provide for a
temperature correlation of σ. The reason for the model’s inadequacy in representing the phase behavior
of more soluble gases in ionic liquids may be linked to an inadequacy of the correlations in Equations
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Figure 12–5. Plot of optimal hard-sphere volume, V h.s. = 2π3 σ
3, versus temperature for the sub-
stances in Table 12–1. Little variation with temperature is observed for most substances. This suggests,
that a correlation for σ as function of (reduced) temperature based on compressed liquid densities is not
optimal.
(9–7a) and (9–7b). Originally the adjustable parameters – a, b, and c – were ﬁtted to data of liquid
argon, krypton, and zenon1,11 over a reduced temperature range of 0.6 − 2.8. Since compressed liq-
uid densities of noble gases might not be sufﬁcient basis for temperature correlations involving other
gases and ionic liquids, redoing the correlations for these parameters in Equations (9–7a) and (9–7b)
may improve results for the systems treated above, where the agreement with experimental data was less
quantitatively.
12.2. Optimization of temperature correlations to gas-liquid equilibrium data
The function in Equation (9–7a) is continuous, but its derivatives with respect to temperature are not.
However, the double-function in Equation (9–7a) sufﬁciently describes a large variety of systems,1,16
so any new correlation would need to be similar. We chose a form derived from the Barker-Henderson
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theory
Bh.s.ii
V ∗i
=
2π
3 σ
3
i
V ∗i
= z0
[
1− z1 exp
(
−z2/T˜ii
)]
. (12–6)
This expression is similar to that of the PC-SAFT equation of state,17 and its derivatives are continuous
over the entire reduced temperature region. The form of Bh.s.ii in Equation (12–6) captures the strong
decrease with temperature that is usually observed at low reduced temperatures. The temperature depen-
dence of the second virial coefﬁcient follows well established trends, and is not redone here. However,
the coefﬁcients for Bij in Equation (9–7b) are also included in the reestimation, since they initially were
also found from density data. Thus, the parameters c, z, and the coefﬁcients for the Henry’s law constant
Table 12–2. Regressed coefﬁcients for Bh.s.ij in Equation (12–6) found from a combination of com-
pressed liquid densities and gas solubility data.
Gas Solvent z0 z1 z2
T ∗1 V
∗
1 T
∗
2 V
∗
2
(K) ( cm3/mol) (K) ( cm3/mol)
Hydrogen [hmim][Tf2N] 0.779 0.423 0.915 34.7 51.5 733.7 1159.1
d.o. [bmim][PF6] 0.778 0.427 0.916 33.9 48.3 749.5 722.1
Methane [hmim][Tf2N]∗ 0.781 0.387 0.961 51.7 101.7 709.6 1157.8
Ethane [bmim][PF6]∗ 0.781 0.392 0.958 262.0 142.5 699.5 724.8
∗ Using k12 = 0.2.
Table 12–3. Coefﬁcients for Henry’s law expression in Equation (9–20), when using the modiﬁed
expressions for Bij and Bh.s.ij .
Gas (1) Solvent (2) a0 a1 a2
Hydrogen [hmim][Tf2N] 11.4706 197.5243 -0.8089
d.o. [bmim][PF6] 18.513 6.3022 -1.7778
d.o. [bmpy][Tf2N] 14.0915 58.0785 -1.1604
d.o. [bmim][CH3SO4] 9.3576 300.7241 -0.2536
Methane [hmim][Tf2N] 6.4432 -286.3700 0.1146
d.o. [hmim][Tf2N]∗ 6.1145 -285.036 0.1147
Carbon monoxide [bmim][CH3SO4] 7.9368 124.7527 n/a
∗ Using k12 = 0.2.
for a gas-solvent system should be estimated so that the highly temperature dependent gas solubilities
are described quantitatively, while the pure component densities should be correlated. In addition to
the problem of selecting an appropriate temperature dependence on the model quantities, the Henry’s
law constant was previously estimated primarily from high-pressure data, since the objective function
minimized contained the squared differences of absolute pressures. Therefore, it might be reasonable to
minimize the relative differences in pressure, so that high and low pressure are weighted equally in the
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objective function. Regression of parameters is therefore based on solving
min s′ =
1
2
3∑
i
wi
ni
ni∑
j∈i
(
δP
P
)2
j
(12–7)
Here i = 1 corresponds to PρT data of pure 1, i = 2 corresponds to PρT data of pure 2, and i = 3
corresponds to gas + liquid equilibrium data of 1 in 2 with computation of pressure as described above.
The weights wi can be adjusted to ensure that both pure compressed liquid density and gas solubility
data are well represented. Included in the optimization are also values of T ∗i , V ∗i , and kij for the gas and
solvent, giving a total of up to 16 adjustable parameters to be determined from a combination of data on
the compressed liquid densities of the pure species and their binary phase equilibrium.
12.2.1. Hydrogen
The solubility of hydrogen in the ionic liquid [hmim][Tf2N] from Kumełan et al. 18 provides our ﬁrst
example. Using the original correlations for Bh.s.ij and Bij the model was able to describe the solubility
behavior using k12 equal to zero. Thus, this particular system can be treated as a benchmark case for
considering new correlations. Figure 12–6 shows the result from optimizing the correlations for Bh.s.ij ,
Bij , and H1(T ) as well as the pure component characteristics T ∗i and V ∗i for both solute and solvent.
The weights for the objective function were set so that w1 = w2 = 0.01w3, though the results are not
highly sensitive to their values. Table 12–2 gives the coefﬁcients for the correlation of Bh.s.ij . The upper
plots of Figure 12–6 show the agreement for liquid density data for each pure component, while the
lower plots show the gas solubility correlation. The Henry’s law constant for hydrogen usually has a
strong temperature dependence, so all three parameters in Equation (9–20) are employed. The resulting
coefﬁcients, found by minimizing the sum of squared pressure differences, are given in Table 12–3. The
slope and intercept with the ordinate axis are in good agreement with a linear approximation, allowing
the Henry’s law constant to be estimated by extrapolation of ln f1/x1 to inﬁnite dilution rather than by
the correlation in Equation (9–20). The lower right plot shows the pressure as function of mole fraction
solubility, showing quantitative agreement of the model with data.
Figure 12–7 shows a similar plot, but with the ionic liquid [bmim][PF6]. The agreement is quanti-
tative when k12 = 0, but the temperature dependence of the Henry’s law constant is not quantitatively
matched. For the three lowest isotherms, the ﬁtted Henry’s constants agree well with those found by
extrapolating fugacities divided by solubilities to inﬁnite dilution. However, the isotherm at 373K has
a slightly different slope and intercept relative to the others. This causes a slight overestimation of the
fugacity at high pressures, and subsequently propagates into the overall solubility estimates. The low-
temperature isotherms of pure liquid hydrogen are not represented quantitatively, but this discrepancy is
243
12. Optimization of model from data
from “trading off” to more closely approach the gas solubilities.
Figure 12–6. Solubility of hydrogen in [hmim][Tf2N] and their individual pure compressed liquid
densities3,8 from optimization to pure liquids and gas-solvent data.18 Only six of 15 isotherms for
[hmim][Tf2N] are displayed for legibility (upper right plot). The result is good, showing that the mod-
iﬁed model is able to quantitatively describe the gas solubility data, as well as the liquid compression
data.
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Figure 12–7. Solubility of hydrogen in [bmim][PF6] and their individual pure compressed liquid
densities2,8 from optimization to pure liquids and gas-solvent data.19 An excellent agreement is found
between the model and the experimental data for each of the pure species liquid densities and their
mutual phase equilibria.
12.2.2. Methane
The solubility of methane in [hmim][Tf2N] was also addressed previously, but unlike the hydrogen
systems, a good ﬁt to the solubility data was only accomplished when using a binary interaction param-
eter of k12 = 0.29. When optimizing the parameters to match pure component PρT data and gas-liquid
data, the result is not dramatically improved, although k12 = 0.20 is sufﬁcient for the new correlation.
Fig. 12–8 plots the agreement with experiment. The isotherms of the pure ﬂuids are generally described
quantitatively, except for the highest pressures in the lowest isotherm for methane, where the model
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slightly overestimates the density. The lower right plot of total pressure versus liquid mole fraction also
shows good agreement between experiment and calculations. However, the lines of ln f1/x1 (lower left
plot) give model estimates that do not quantitatively match the experimental results combined with the
second virial fugacity coefﬁcient. The vapor phase of methane is much more nonideal than that of hy-
drogen, indicated by the relatively large and negative virial coefﬁcients (B11 ∼ −50 cm3/mol). This
Figure 12–8. Solubility of methane in [hmim][Tf2N] using k12 = 0.2 and their individual pure
compressed liquid densities3,6 from optimization to pure liquids and gas-solvent data.20 Only six of 15
isotherms for [hmim][Tf2N] are displayed for legibility (upper right plot).
means that the solubility is more dependent on the fugacity of the vapor phase, and hence the value
chosen for the second virial coefﬁcient. The value of T ∗1 regressed is 51.7K, which is signiﬁcantly dif-
ferent than that found from liquid compression data (194K). Curiously, increasing the value of B11 by
10% decreases T ∗1 to 44.4K, whereas an decrease in B11 by 10% increases T ∗1 to 57.4K. The objective
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function remains (almost) unchanged, as do the other coefﬁcients regressed. Thus, the gas-phase fugac-
ity greatly inﬂuences T ∗1 , and as expected the PρT relation of pure methane is virtually unaffected by
either value. Of course, the virial coefﬁcient cannot be chosen arbitrarily, but this analysis shows how
the parameters depend on the gas-phase fugacity.
The coefﬁcients regressed for Bh.s.ij , given in Table 12–2, show that the values in z are quite similar to
those obtained from the two hydrogen systems. Furthermore, all of these parameters give variations of
Bh.s.ij that closely resemble those from the original correlations of Mathias and O’Connell, conﬁrming
that Equation (12–6) is a viable replacement for Equation (9–7a).
12.2.3. Ethane
A system not treated previously is ethane with [bmim][PF6] by Anthony et al..
21 It is hardly a high-
pressure system (P < 20 bar), but the solubilities are quite low, much lower than the other near-critical
gases, methane, xenon and carbon dioxide. The vapors of ethane are substantially nonideal, with second
virial coefﬁcients ranging from −200 cm3/mol to −276 cm3/mol at the conditions speciﬁed. Figure
12–9 shows the results using three coefﬁcients in the expression for H1(T ). The pure component den-
sities are described reasonably, but the description of gas-liquid data is not good. The lower left plot
reveals that the lines of ln f1/x1 are linear at higher concentrations of ethane, but varies strongly as the
solubility decreases. In addition, the slopes of the isotherms at 298 and 323K are distinctly negative,
whereas it is positive at 283K. The model is unable to capture either phenomena, and lands in be-
tween, yielding almost constant values. The solubility data are ambiguous, showing hysteresis effects.
This means, that solubilities at constant temperatures were measured ﬁrst with increasing pressure, and
then decreasing. Since the two methods do not provide the same solubilities, for whatever reason, this
means that two pressures can be obtained at one speciﬁed composition. This phenomenon cannot be
explained in terms of thermodynamics, and is most likely due to unequilibrated solutions. The degree
of hysteresis between two values at same x1 indicates the reliability/accuracy of the reported values.
This phenomenon is particularly visible in the 283K-isotherm, and to a lesser extent the other two. The
model gives (at 283K) a result in between the two branches of the loop, while overestimating at both
298K and 323K. Figure 12–10 shows the variation of ln f1/x1 with pressure. The ambiguous data
reveal that it is impossible to obtain a fugacity (Henry’s constant), which satisﬁes the reference state
at inﬁnite dilution, since the data at same temperature show two limiting values of ln f1/x1. The data
cannot form the basis of serious decisions when comparing models. The above example is meant as an
illustration of data being less suitable for data reduction. There are many data sets with similar disprov-
ing features as the ethane set here. In fact, much data published prior to 2005 have severe ﬂaws due
to previously undetected impurities in the ionic liquids when taking measurements.22 Therefore, ionic
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Figure 12–9. Solubility of ethane in [bmim][PF6] using k12 = 0.2and their individual pure com-
pressed liquid densities2,8 from optimization to pure liquids and gas-solvent data.21
liquid data, especially those published before 2005, should be used with caution when applying models.
12.3. Summary
This chapter has illustrated the limitations of using compressed liquid densities for regression of
coefﬁcients for temperature correlations. This is due to the fact, that compression data usually shows
little dependence towards temperature. This is, among other, illustrated by the often straight curves of the
hard-sphere diameter versus temperature in Figure 12–5. A much more pronounced sensitivity is found
in gas solubility data, and it was therefore convenient to attempt to optimize the original correlations,
given by Mathias and O’Connell,1 to phase equilibrium data. In order to ensure, that the model was
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Figure 12–10. Values of ln f1/x1 vs. P for ethane in [bmim][PF6].21 The points are not actual
experimental values, but are transformations from experimental data using the virial equation of state
for vapor phase nonideality. The behavior of the points makes it extremely difﬁcult for a model based
on a γ − φ method to give accurate results, due to the diverging limiting values. This phenomenon may
be caused from the vapor phase model being insufﬁcient.
still able to give accurate estimates of liquid densities, the objective function in Equation (12–7) was
found suitable. In addition, it was also speculated if the Henry’s law constants, when obtained using
Equation (12–7) would be more consistent with low-pressure data. It is not clear that the efforts are
fruitful. Although a slightly less value of the binary interaction parameter was often required (compared
to using the original reduced-temperature correlations), results were not improved substantially.
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13. Summary and discussion for Part II
There are two outcomes of the investigations from this thesis part:
1. A method for describing volumetric behavior of ionic liquids.
2. A method for high-pressure gas solubilities in ionic liquids.
The two are closely related, sharing a common background in ﬂuctuation solution theory. In fact, the
former application area is developed as a byproduct of exploring the gas-ionic liquid phase equilibrium
problem.
If we initially focus on the behavior of pure ionic liquids, the results shown in this part reveal that
the method, using simple formulations for B and Bh.s. successfully describe volumetric properties of a
wide range of ionic liquids. Due to a general insensitivity of ionic liquid characteristics toward temper-
ature, it is possible to characterize the different PρT relations using only a single characteristic-volume
parameter. Ionic liquids are largely rigid molecular structures, which is supported by the success of a
group contribution method such as that of Ye and Shreeve.1 This means, that the characteristic volume
parameter can be conceived from group contributions, using van der Waals volumes of the constituent
molecular groups. This also explains why a model formulation of the DCFI of the generalized van
der Waals form is successful. The resulting equation of state for pure ionic liquids is completely pre-
dictive, requiring only the molecular structure for estimation of V ∗ from group contributions. Unlike
similar models (i.e. traditional cubic equations of state), which are of similar complexity, this model
formulation does not require (hypothetical) critical parameters, although T ∗ and V ∗ can be thought of
in terms of scaled critical parameters2,3 (on which the model was in fact originally formulated4). This
is most obvious when comparing the parameters to the corresponding critical values, which is done in
Table 11–1 for a set of gaseous solutes. In this light, the discussion of hypothetical parameters might
appear superﬁcial and without major implications, such as the application of hypothetical liquid refer-
ence fugacities. However, this is not the case. Critical parameters force the equation of state to exhibit
critical points, i.e., forcing (∂P/∂ρ)T to zero and creating an inﬂection point, (∂2P/∂ρ2)T = 0. This
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behavior is unreal for ionic liquids and advocates for application of a method with similar complexity
as the cubic equations of state, but at the same time preserving actual physical behavior. There are also
advanced equations of state not based on the existence of criticality, such as those based on the statistical
associated-ﬂuid theory (SAFT). Much attention has been directed toward these methods, as discussed in
Chapter 8. While accounting for hydrogen bonding explicitly, the role of association/solvation in ionic
liquid systems has not yet been fully uncovered. Therefore, a large number of SAFT-based models for
ionic liquid systems have emerged in recent years (see e.g. a recent review by Vega et al. 5). However,
application of these models is not straightforward and may require large amounts of data for parameter
estimation. The separation of density and temperature dependent terms in the DCFI-model applied here
facilitates analysis of model structure and may help reveal inadequate correlations or aid in the detection
of erroneous data, as was done in Chapter 10.
The phase equilibria of gaseous solutes with ionic liquids is the driving force for the investigations
done in the treatment of pure ionic liquid systems. Results show that solubilities of the highly supercrit-
ical solutes hydrogen, carbon monoxide, and oxygen, can be described well using hardly any adjustable
parameters. The methods of estimating V ∗i of the ionic liquid from group contributions and ﬁxing T ∗i ,
in connection with the estimation of the ionic liquid reference state, allows prediction of the solvent
properties using a binary interaction parameter of zero. A complete predictive capability would allow
estimation of the characteristics of the gases in addition to the binary interaction coefﬁcients, when
applicable. For the larger gases, methane, carbon dioxide, and xenon, results were not quite as good.
Although gases methane and carbon dioxide could be described well, relatively large binary interaction
coefﬁcients were required.
Analysis of the results suggested that superior results for gas solubilities could be obtained if the
reduced-temperature correlations – built into the model, and originally estimated from liquid density data
– were optimized to gas solubility data, which are considerably more sensitive towards temperature. This
was achieved by modifying the reduced temperature correlation for the hard-sphere diameter in Equation
(9–7a) to Equation. (12–6) and simultaneous adjustment of the coefﬁcients to PρT data of pure species
and their gas-liquid phase equilibrium. However, results were only slightly improved. This was done
only for a few gas-solvent systems. Attempts to include multiple systems in the regression of universal
parameters for Equation (12–6) were not done, since signiﬁcant improvements were not observed for the
single gas-ionic liquid systems. The reason for the less quantitative description is likely to come from
the nonideality in the gas phase (the lighter gases form nearly ideal gas phases). Figure 13–1 shows
the PρT -relations for hydrogen at 293K and 393K and carbon dioxide at 313K and 393K using
the multiparameter equations of state proposed by Span and Wagner 6 and Leachman et al.,7 and the
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virial equation with second virial coefﬁcients from Hayden and O’Connell.8 For hydrogen there is little
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Figure 13–1. Pressure-density for hydrogen (left) and carbon dioxide (right) using multiparameter
equations of state (lines) and virial equation ().
difference between either method over most of the conditions. The virial equation slightly overpredicts,
and the difference at 90 bar is around 40%. For carbon dioxide the high-temperature values are in good
agreement with each other over most of the pressure range, whereas the low-temperature data disagrees
strongly, since carbon dioxide does not become supercritical before 75 bar. This indicates that the choice
of model for the gas-phase nonideality is nontrivial, especially when dealing with gases such as carbon
dioxide. For more reliable results it might be worthwhile to examine implementation of equations of
state of the multiparameter type. This might be particularly important when conditions of the available
data are closer to the critical point. This means, that a formulation of the γ−φ type, regardless of model
chosen for liquid-phase nonideality, can be unsuccessful. Generally, there are two major limitations of
formulating a phase equilibrium problem in this way
1. Conditions must be relatively far from the critical point.
2. Accurate estimation of the reference fugacity (Henry’s law constant) is of utmost importance.
Possibly a φ−φmethod, i.e., using an equation of state for both liquid and vapor phases, will be success-
ful. However, this puts severe demands on the density relations within the equation of state, since the
range of densities covered is large. Also the vapor nonideality must be well accounted for. It is doubtful
that the current method can be extended to cover both liquid and gaseous phases, and is likely to result in
an advanced, and therefore usually complex, model, which for reasons discussed above and in Chapter 1
is not desirable. A limiting factor of applying this method is the strong dependency toward the reference
fugacity of the gas, i.e., the Henry’s constant. Its value comes alone from mixture data; either regression
of parameters for an expression such as Equation (9–20) or extrapolation of low-pressure data to inﬁnite
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dilution. Models for estimating Henry’s constants have been developed for traditional chemicals9 over
many years, but those in ionic liquids are beginning to appear in the open literature.10,11 However, it is
unlikely that their current accuracy will be sufﬁcient for the framework in the γ − φ formulation due to
the strong dependence at high pressures.
Clearly extra work is required for a treatment that separates the vapor and liquid nonidealities, so
it is appropriate to inquire about the added value of such extra efforts, even beyond their rigor. The
data analysis of this work, as well as Kumełan et al.,12 suggest that there truly are nonidealities in both
the vapors and liquids of many gas–ionic liquid systems, especially those with more soluble gases (e.g.
carbon dioxide and xenon). Equating fugacities of a pure gas and a liquid mixture, with a Poynting
correction factor for pressure nonideality of the liquid-phase fugacity, yields
lnP = ln γ1
(
T, P 0, x
)
+
∫ P
P 0
v¯1 (T, P, x)
RT
dP − lnφV1 (T, P ) + lnH1 (T ) + lnx1. (13–1)
If the ﬁrst three terms on the right-hand side cancel, Henry’s law is obtained. This is frequently the
case for carbon dioxide in ionic liquids [bmim][CH3SO4] and [hmim][Tf2N].13,14 Figure 13–2 shows
the fugacity coefﬁcient subtracted from the summation of activity coefﬁcient and Poynting factor versus
solubility using the data provided by Kumełan et al..13 Even at very high solubilities the departure from
ideal behavior remains less than 10%. While this plot is by no means general of all gas-ionic liquid
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Figure 13–2. Pressure effects of nonideality versus molality of carbon dioxide in
[bmim][CH3SO4].13
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systems it does prove an important point; it is not always obvious when nonideality contributions cancel,
making the points raised in Chapter 8 and the discussion above relevant. Relying on cancelation of three
factors can lead to unacceptable and unnecessary risk. Furthermore, extension to mixtures should be
more reliable when using a soundly based model, although this is not pursued here.
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14. Conclusions and signiﬁcance
The Kirkwood-Buff theory of solutions (or ﬂuctuation solution theory; FST) connects derivative ther-
modynamic properties to spatial integrals of pair correlation functions. The theory is completely general
and makes no assumptions concerning interactions between molecules. This thesis has reported ap-
plication of this rigorous, yet surprisingly simple, framework for thermodynamic properties and phase
equilibria of pure pure components and mixtures. This was done by invoking the FST relations in two
different ways:
1. Application to solid solubilities in mixed solvent systems. This results in model expressions,
where correlation function integrals enter as parameters, which were estimated from data.
2. Application to gas solubilities in ionic liquids. The correlation function integrals were approxi-
mated with a simple model, allowing for a general approach to gas-ionic liquid phase equilibria,
as well as volumetric properties of the pure species.
The models require a minimum of parameters, and the models are not particular sensitive towards their
values. It is hoped that these relatively simple methods can support the existing methods. These are
often complicated models, which can be difﬁcult to apply when experimental data, for regression of
parameters is limited.
Below are drawn the main conclusions from this thesis. A summary of contributions to the engineering
and scientiﬁc literature is also emphasized, and a few directions for further studies are brieﬂy outlined.
14.1. Overall conclusions
The thermodynamic relations governing solid-liquid phase equilibria (of pure solids) have been pre-
sented and discussed. Expressing component activity coefﬁcients using ﬂuctuation solution theory lead
to simple expressions for a model for excess solubilities of solid solutes in mixed solvents. Analysis of
excess solubilities and their relations to excess Gibbs energies (and derivatives thereof) of the solvent
mixtures, revealed the importance of the two excess quantities being consistent with each other.
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Regressions of model parameters – integrals of molecular pair correlation functions – from solid sol-
ubilities in binary solvent mixtures showed that the method is capable of describing a wide variety of
observed phenomena, including nearly ideal solute-solvent systems and systems which deviate signiﬁ-
cantly from this. The anchoring in FST allows for the solute-solvent parameters from other sources as
well. A method was deduced which allows for obtaining these parameters from solubilities in single sol-
vents. Estimates of these are best done, when the solute is deviate strongly from the ideal solubility, i.e.,
the solute-solvent pair is highly nonideal. This if often the case with aqueous-organic systems. Applica-
tion of UNIFAC for estimating limiting activity coefﬁcient derivatives showed that UNIFAC is unable to
give accurate estimates in many cases, most likely due to some inherent limiting features. Comparisons
have shown that UNIFAC generally gives good estimates of the excess solubilities in solvent mixtures,
while not necessarily yielding good estimates of solubilities in single (or for that matter mixed) solvents.
A provisional extension of the method for excess solubilities in ternary solvent mixtures showed that
the resulting model is capable of correlating ternary solvent excess solubilities. However, parameters
from single solvent solubilities were generally not capable of representing the mixture excess solubili-
ties.
The main advantage is that the model resolves effects into solute-solvent and solvent-solvent effects.
Solute-solvent factor is simple and linear. The solvent-solvent term is less simple, but is usually better
accounted for, since binary low-pressure vapor-liquid equilibrium data (which forms the basis for the
solvent-solvent effects) is straightforward in terms of data reduction, and can be done independently of
the solid solute. Only a single solute-solvent parameters is required, and is in principle obtainable from
solubilities in pure solvents.
Ionic liquids are a class of solvents, which have gained tremendous attention in recent years due to
a unique set of favorable thermophysical properties. Application of an existing, simple two-parameter,
corresponding-states based model for correlation function integrals revealed that volumetric properties
could be described accurately for a variety of different ionic liquids. The method requires two pure
component parameters, describing characteristic temperatures and volumes, in addition to a speciﬁed
density at ambient pressure. The characteristic temperature could be approximated by a common value
for all ionic liquids, while the characteristic volume could be sufﬁciently estimated by a simple group
contribution method, utilizing the van der Waals volumes of the constituent groups. A simple relation
was found connecting the density at ambient pressures to the above mentioned parameters. This gives a
completely predictive method for estimating volumetric properties of pure ionic liquids, provided they
can be described with the group parameter table in this work.
Using the model in a γ − φ approach for solubilities of gases in ionic liquids gave best results when
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using an additional binary interaction parameter and the Henry’s law constant for reference fugacities.
Estimating values of both quantities requires mixture data. Using a binary interaction parameter of
zero was often successful for highly supercritical gases (such as hydrogen and carbon monoxide), while
less supercritical, and more soluble, gases (such as methane and carbon dioxide) required larger values.
Almost all systems are highly sensitive towards the Henry’s constant.
One key advantage of this framework is that nonideality effects due to composition as well as pressure
are combined into a single model. This is contrary to traditional excess Gibbs energy models, which re-
quire Poynting factors to account for liquid-phase nonideality due to pressure effects. Analysis revealed,
that the reduced-temperature correlations in the model might not be optimal. Attempts were made to
optimize these correlations to gas solubility data, which is very sensitive to temperature, but results were
not strongly improved.
14.2. Contributions to literature
The major contributions of this thesis to the scientiﬁc literature are summarized below.
∗ A simple model for solubilities in binary solvent mixtures is developed, requiring only solubilities
in pure solvents and an excess Gibbs energy model for the solvent binary.
∗ Analysis of the connection between excess solubility and nonideality of the solvent mixture, and
understanding the importance that must be given the solvent mixture nonideality.
∗ A completely predictive method for describing volumetric properties of ionic liquids over large
ranges in pressure and density.
∗ Methodology for provisional screening of unreliable ionic liquid data on compressed liquid den-
sities.
∗ A method for estimating gas solubilities with a minimum of parameters. Although the method
requires iterative calculations, it remains quite simple. In addition, it is highly accurate for very
supercritical gases, such as hydrogen and carbon monoxide.
∗ An analysis of the temperature insensitivity of liquid compression data, which shows that estima-
tion of parameters for temperature-dependent properties is not advisable.
14.3. Suggestions for future work
Despite the efforts presented in this thesis, a few challenges remain. These are described brieﬂy below.
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Data compatibility: The anthracene-alkane-alkanol systems clearly show, how the octane–propanol
and octane–butanol binaries were incompatible with the excess solubilities of anthracene in them.
The systems of naphthalene in water–DMSO and water–ethylene glycol showed other types of in-
compatibility issues between the solute-free mixture and the experimental solubility data. Further
research should be directed towards seeking compatible behavior of the solvent mixture nonide-
ality and the solubility data. This could be done by making consistency checks of the solvent
mixtures.
Multisolvent solubilities: Though regression of experimental multisolvent solubility data yielded
acceptable results, predictions using single solvent solubilities were not able to generally describe
the excess solubility behavior in ternary solvent mixtures. The provisional extension of the binary-
solvent model did not yield a method capable of describing the variation of the excess solubility
using parameters from single solvent solubilities, as was done in the binary solvent case. Future
work in this direction should focus on re-deriving the expression rigorously, and systematically
attempting to evaluate the terms arising in order to simplify the method as much as possible.
Henry’s constants: The main limitation of the method for gas solubilities in single ionic liquids is the
estimation of the liquid-phase reference fugacity; the Henry’s constant. Presently, its value come
only from regression of mixture data. This means that a predictive method cannot be established,
unless the Henry’s constant for a gas with an ionic liquid can be estimated reliably. Further
attempts should be made for estimating this from more fundamental concepts. This might allow
for estimation from limited experimental data, or perhaps even predictions from theory.
Gas-phase nonideality: Another limiting feature of the method, though not one as crucial as the
Henry’s constant, is the description of gas-phase nonideality. The virial equation is applicable
mostly for highly supercritical gases at high pressures, but may not work as well for gases such
as carbon dioxide. Continued usage should focus on replacing the virial term by a more suitable
model, e.g. a cubic or – if applicable – a multiparameter equation of state.
Data reliability: A methodology for provisional identiﬁcation of unreliable gas solubility data can
perhaps be developed by relating Henry’s law constants of a gas in different solvents. This requires
that the model is inherently capable of representing individual gas solubility sets. If improvements
of gas phase nonideality is possible, such a method could be within reach., and should be highly
welcomed by the community.
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APPENDICES

Appendix A. Least squares estimation
The general optimization problem of a estimating the optimal solution by minimizing them elements
of a residual vector r can be constructed as
min
x
q =
1
2
rTr, ri = yi − f(ti, x). (A–1)
The elements of ri consists of a predeﬁned value (yi, which can be an experimental value) and a model
output, f , which depends on independent variables, t, and dependent variables (or parameters) x. We
seek the minimum of q. If q is upper-unbounded, the minimum is found when the gradient is zero
g = 0,
∂q
∂x1
= . . . =
∂q
∂xn
= 0. (A–2)
The gradient is expanded about the minimum in a ﬁrst-order (linear) Taylor series by perturbing the state
vector by a small increment h
g(x+ h) ≈ g(x) + (x+ h)TH(x+ h) = 0, (A–3)
here g is the gradient, and formally deﬁned by
g = Ar, Aji =
∂ri
∂xj
, (A–4)
where A is the Jacobian matrix, the columns of which are the ﬁrst derivative vectors of r. H is the
Hessian matrix, of matrix of second order derivatives, and is given by
H = AAT + r∇2r ≈ AAT (A–5)
∇ is the gradient operator. The approximation above is usually valid if the elements of r are small,
corresponding to a linear approximation1 of the residuals. Solving the above equations for h yields
h = −H−1g, x
(k+1)
i − x
(k)
i =
[
H−1g
](k)
i
(A–6)
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If f is nonlinear in x, the procedure is iterative, and the next state is found by incrementing x and k until
convergence. The case of a linear model is described below. In that event, estimation is not iterative and
requires only a single matrix inversion.
Variances of output parameters are obtained from the variance-covariance matrix
V = E
{
(x− μ)T(x− μ)
}
=
q
m− n
H−1. (A–7)
μ is the mean value of x, and E is the expectation operator. The propagation of errors into the estimate,
f(x), is obtained by the elements of V and A
V (f(x)) = AVA, V (f(xk)) =
∑
j,i
AkjVjiAik. (A–8)
The standard deviation of the output variables are
σk =
√
V (f(xk)). (A–9)
Linear estimation
If the model f is linear in x, the computations simplify signiﬁcantly. The standard model is
f = ATx+ e, e ∼ N(σ2; 0), (A–10)
where e is the errors from the model. It is customary to assume that they are normally distributed with
constant variance σ2 and zero mean, so that the least-squares estimate in the above framework can be
formulated as.2
x = (AAT)−1Af. (A–11)
References for Appendix A
1. R. Fletcher. Practical methods of optimization. Wi-
ley, 1987.
2. D. W. Marquardt. Technomet., 12:591–613, 1970.
264
Appendix B. Publications
A number of publications have resulted from the efforts of this project. They are listed below in
chronological order.
Peer reviewed
M. D. Ellegaard, J. Abildskov, J. P. O’Connell. Method for predicting solubilities of solids in
mixed solvents. AIChE Journal. 2009, 55(5), 1256-1264.
J. Abildskov, M. D. Ellegaard, J. P. O’Connell. Correlation of phase equilibria and liquid densities
for gases with ionic liquids. Fluid Phase Equilibria. 2009, 286(1), 95-106.
J. Abildskov, M. D. Ellegaard, J. P. O’Connell. Densities and isothermal compressibilities of ionic
liquids – Modelling and application. Fluid Phase Equilibria. 2010, 295(2), 215-229.
M. D. Ellegaard, J. Abildskov, J. P. O’Connell. Molecular thermodynamic modeling of mixed
solvent solubility. Industrial & Engineering Chemistry Research. 2010, 49(22), 11620-11632.
J. Abildskov, M. D. Ellegaard, J. P. O’Connell. Phase behavior of ionic liquids and organic sol-
vents. Journal of Supercritical Fluids. 2010, 55(2), 833-845.
M. D. Ellegaard, J. Abildskov, J. P. O’Connell. Solubilities of gases in ionic liquids using a
corresponding-states approach to Kirkwood-Buff solution theory. Fluid Phase Equilibria. 2011,
302(1-2), 93-102.
M. D. Ellegaard, J. Abildskov, J. P. O’Connell. Solid solubility in mixed solvents combining
ﬂuctuation solution theory and UNIFAC. Fluid Phase Equilibria. 2011, in preparation.
Unreviewed conference proceedings
M. E. Christensen, J. P. O’Connell, J. Abildskov. New method for correlating and predicting
solubilities in mixed solvents. Presented at the 23rd European Symposium on Applied Thermo-
dynamics, Cannes, France. May 29-June 1, 2008.
265
Appendix B. Publications
M. E. Christensen, J. Abildskov, J. P. O’Connell. Recent progress in mixed solvent solubility.
Presented at the American Institute of Chemical Engineers Annual Meeting, Philadelphia, PA,
USA. November 16-21, 2008.
M. D. Ellegaard, J. Abildskov, J. P. O’Connell. Solubility of solids in mixed solvents – Modeling
and data reduction. Presented at the 17th Symposium on Thermophysical Properties, Boulder,
CO, USA. June 21-26, 2009.
J. Abildskov, M. D. Ellegaard, J. P. O’Connell. Solubilities, Henry’s law constants and direct
correlation function integrals of gases in ionic liquids. Presented at the 17th Symposium on Ther-
mophysical Properties, Boulder, CO, USA. June 21-26, 2009.
J. Abildskov, M. D. Ellegaard, J. P. O’Connell. Densities and isothermal compressibilities of
ionic liquids – Data retrieval, modelling, and application. Presented at the 17th Symposium on
Thermophysical Properties, Boulder, CO, USA. June 21-26, 2009.
J. Abildskov, M. D. Ellegaard, J. P. O’Connell. Corresponding states correlation for liquid densi-
ties and gas solubilities in ionic liquids. Presented at the 24th European Symposium on Applied
Thermodynamics, Compostela, Spain. June 27-July 1, 2009.
R. Ceriani, E. Conte, M. D. Ellegaard, C. A. Díaz Tovar, C. B. Gonçalves, A. J. A. Meirelles,
R. Gani. GC, GC+ and atom connectivity index-based models for physical properties of lipid
systems. Presented at the 24th European Symposium on Applied Thermodynamics, Compostela,
Spain. June 27-July 1, 2009.
M. D. Ellegaard, J. Abildskov, J. P. O’Connell. Thermodynamic properties and gas solubilities
in ionic liquids from a group contribution approach to ﬂuctuation solution theory. Presented at
Thermodynamics 2009, London, UK. September 23-25, 2009.
M. D. Ellegaard, J. Abildskov, J. P. O’Connell. Application of ﬂuctuation solution theory to
properties of ionic liquid systems. Presented at Properties and Phase Equilibria for Product and
Process Design (PPEPPD), Suzhou, Jiangsu, China. May 16-21, 2010.
M. D. Ellegaard, J. Abildskov. Modellering af opløseligheder i blandede solventsystemer. Pre-
sented at Dansk Kemiingeniørkonference–DK2 , Kgs. Lyngby, Denmark. June 16-17, 2010.
266

Computer Aided Process Engineering Center
Department of Chemical and Biochemical Engineering
Technical University of Denmark
Søltofts Plads, Building 229
DK-2800 Kgs. Lyngby
Denmark
Phone: +45 4525 2800
Fax: +45 4525 4588
Web:  www.capec.kt.dtu.dk
ISBN : 978-87-92481-47-4
This PhD-project was carried out at CAPEC, the Computer Aided Product-Process Engineering Center.
CAPEC is committed to research, to work in close collaboration with industry and to participate in educational 
activities. The research objectives of CAPEC are to develop computer-aided systems for product/process simu-
lation, design, analysis and control/operation for chemical, petrochemical, pharmaceutical and biochemical in-
dustries. The dissemination of the research results of CAPEC is carried out in terms of computational tools, 
technology and application. Under computational tools, CAPEC is involved with mathematical models, numerical 
solvers, process/operation mathematical models, numerical solvers, process simulators, process/product syn-
thesis/design toolbox,   control toolbox, databases and many more. Under technology, CAPEC is involved with 
development of methodologies for synthesis/design of processes and products, analysis, control and operation 
of processes, strategies for modelling and simulation, solvent and chemical selection and design, pollution pre-
vention and many more. Under application, CAPEC is actively involved with developing industrial case studies, 
tutorial case studies for education and training, technology transfer studies together with industrial companies, 
consulting and many more.
Further information about CAPEC can be found at www.capec.kt.dtu.dk. 
