Knowledge of the strength and elastic modulus of a reservoir rock is important for the optimisation of a particular geothermal resource. The reservoir rock for many geothermal projects in the Upper Rhine Graben, such as those at Soultz-sous-Forêts and Rittershoffen (both France), is porphyritic granite. High fracture densities (up to ~ 30 fractures/m) in this reservoir rock require that we consider the strength and elastic modulus of the rock mass, rather than the intact rock. Here we use uniaxial and triaxial deformation experiments performed on intact rock coupled with Geological Strength Index assessments-using the wealth of information from core and borehole analyses-to provide rock mass strength and elastic modulus estimates for the granite reservoir at Soultz-sous-Forêts (from a depth of 1400 to 2200 m) using the generalised Hoek-Brown failure criterion. The average uniaxial compressive strength and elastic modulus of the intact granite are 140 MPa (this study) and 40 GPa (data from this study and the literature), respectively. The modelled strength of the intact granite is 360 MPa at a depth of 1400 m and increases to 455 MPa at 2200 m (using our estimate for the empirical m i term of 30, determined using triaxial and tensile strength measurements on the intact granite). Strength of the rock mass varies in accordance with the fracture density and the extent and nature of the fracture infill, reaching lows of ~ 40-50 MPa (in, for example, the densely fractured zones in EPS-1 at depths of ~ 1650 and ~ 2160 m, respectively) and highs of above 400 MPa (in, for example, the largely unfractured zone at a depth of ~ 1940-2040 m). Variations in rock mass elastic modulus are qualitatively similar (values vary from 1 to 2 GPa up to the elastic modulus of the intact rock, 40 GPa). Our study highlights that macrofractures and joints reduce rock mass strength and should be considered when assessing the rock mass for well stability and rock mass deformation due to stress redistribution in the reservoir. We present a case study to demonstrate how a simple and cost-effective engineering method can be used to provide an indication of the in situ strength and elastic modulus of reservoir rock masses, important for a wide range of modelling and stimulation strategies. We recommend that the effect of macrofractures on rock mass strength and stiffness be validated for incorporation into geomechanical characterisation for geothermal reservoirs worldwide.
Background
Geothermal projects in the Upper Rhine Graben (URG)-a Cenozoic rift valley that runs along the border between France and Germany-aim to harness thermal gradient anomalies (100 °C/km) attributed to hydrothermal circulation within the fractured Palaeozoic granitic basement and the overlying Permian and Triassic sediments (Pribnow and Schellschmidt 2000; Guillou-Frottier et al. 2013; Magnenet et al. 2014) .
The granite reservoir rock (from the sites at Soultz-sous-Forêts and Rittershoffen, both France; Fig. 1 ) has been the subject of numerous studies since the inception of the Soultz-sous-Forêts enhanced geothermal system (EGS) project about 30 years ago (Kappelmeyer et al. 1991; Baria et al. 1999; Gérard et al. 2006) . It has been characterised, for example, in terms of its fracture density, structure, alteration, thermal conductivity, and permeability (e.g. Rummel 1992 ; Ledésert et al. 1993 Ledésert et al. , 1999 Ledésert et al. , 2010 Genter and Traineau 1996; Dezayes et al. 2000 Dezayes et al. , 2010 Surma and Géraud 2003; Sausse et al. 2006 Sausse et al. , 2010 Bartier et al. 2008; Géraud et al. 2010; Vidal et al. 2017; Meller and Ledésert 2017) . However, there are few published data on the mechanical behaviour, strength and stiffness (elastic modulus) of the URG reservoir granite rock mass.
There is a rich literature on the mechanical behaviour of intact, typically fresh, granite. Uniaxial and triaxial experiments have explored dilatancy and brittle behaviour (e.g. Brace et al. 1966; Byerlee 1967; Tapponnier and Brace 1976; Wong 1982a; Lockner 1998; Eberhardt et al. 1999; Oda et al. 2002) , and high-temperature uniaxial and triaxial experiments have studied the influence of temperature on brittle failure (e.g. Wong 1982b; Xu et al. 2008; Shao et al. 2015; Kumari et al. 2017 ) and "transitional" and ductile behaviour (e.g. Tullis and Yund 1977; Violay et al. 2017) . The elastic properties of granite have been similarly well studied (e.g. Sano et al. 1992; Heap and Faulkner 2008; Blake et al. 2013; Blake and Faulkner 2016) .
However, the results of the aforementioned studies cannot be directly applied to the URG granites, for two principal reasons. First, the granites of the URG contain very large K-feldspar crystals (long axes up to several tens of mm in length; Fig. 2 ). Second, the URG granites can be intensely hydrothermally altered (Ledésert et al. 1999; Bartier et al. 2008; Ledésert et al. 2010) . Research in volcanic and geothermal systems has shown that alteration can have a large impact on intact rock strength (e.g. Pola et al. 2012 Pola et al. , 2014 Frolova et al. 2014; Heap et al. 2015; Siratovich et al. 2016; Wyering et al. 2014 Wyering et al. , 2015 . Granites typically used in rock deformation experiments are selected for their small and homogenous crystal sizes (< 1 mm) and their pristine (fresh, unaltered) nature.
Further, and pertinent to this study and many geothermal reservoirs, the high fracture densities within the URG granites-reaching up to ~ 30 fractures/m (Genter and Traineau 1996) -question the direct applicability of deformation experiments performed in nominally intact rock (as discussed in Richards and Read 2007) . In these intensely fractured zones, the contribution of the fractures to the rock mass strength and stiffness must be considered in geotechnical practices.
We provide here estimates of the in situ rock mass strength (using the generalised Hoek-Brown criterion commonly used in engineering; Hoek et al. 2002) and rock mass elastic modulus (using the Hoek-Diederichs equation; Hoek and Diederichs 2006) for the granite reservoir at Soultz-sous-Forêts. These values are crucial input parameters for reservoir-scale modelling (e.g. Bérard and Cornet 2003; Yoon et al. 2014; McClure and Horne 2013 and references therein) and guiding stimulation design (e.g., Cipolla et al. 2008; Meller and Ledésert 2017) . We selected the widely used generalised Hoek-Brown failure criterion (Hoek et al. 2002) to estimate the strength of the rock mass as a function of depth. The generalised Hoek-Brown failure criterion is the suggested method of the international society of rock mechanics (ISRM) to characterise rock mass strength (Eberhardt 2012) . This failure criterion combines intact rock strength and rock mass characterisation values to provide strength values for an equivalent isotropic fractured rock mass. For over 30 years it has been the geotechnical industry state of practice for deriving rock mass strength parameters for slope stability analysis (e.g. Brideau et al. 2011; Shen et al. 2012; Schaefer et al. 2013; Dotta et al. 2017) , tunnel design (e.g. Martin et al. 1999; Cai et al. 2004; Genis et al. 2007; Zhang et al. 2011) , mining geotechnics (e.g. Alber et al. 2009 ) and more recently in reservoir geomechanics (e.g. Diesman et al. 2013) .
We selected the Hoek-Diederichs (2006) equation to derive rock mass elastic stiffness parameters because it uses a parallel methodology for combining intact and rock mass characteristics to estimate stiffness for an equivalent isotropic rock mass. Both methods follow a similar approach: (1) obtain intact rock strength and stiffness properties, using laboratory values or field estimates; (2) obtain rock mass characterisation using field mapping or borehole studies; and (3) combine the two datasets using the Hoek-Brown (strength) or Hoek-Diederichs (stiffness) equations. This paper will follow this procedure for the URG granite, starting with intact rock strength and stiffness measurements from this study, combined with values of strength and stiffness from published and unpublished reports. This is followed by a rock mass characterisation using published borehole studies. Finally, the intact rock and rock mass characteristics are combined to derive rock mass strength and stiffness estimates at the wellbore scale (from a borehole depth of ~ 1400 to ~ 2200 m in EPS-1) using these commonly obtained site investigation data. The objective is to highlight the effect of macrofractures on rock mass strength and stiffness, even at the wellbore scale, and to demonstrate that modelling the rock mass using only intact rock strength and stiffness parameters can overestimate these values.
Methods

Upper Rhine Graben granites
The granitic basement in the URG, the principal heat-exchanger for projects such as those at Soultz-sous-Forêts and Rittershoffen, chiefly comprises a porphyritic granite containing quartz, plagioclase, K-feldspar megacrysts, biotite, hornblende, accessory apatite, titanite and magnetite (Traineau et al. 1991; Genter and Traineau 1992; Hooijkaas et al. 2006) .
In detail, the Palaeozoic granitic basement of the URG comprises four facies (Traineau et al. 1991; Hooijkaas et al. 2006) . (1) Standard porphyritic granite (a monzogranite) (measured depth ~ 1400 to ~ 2800 m at Soultz-sous-Forêts). The top ~ 150 m of this facies is coloured red as a result of palaeo-weathering: the primary iron-bearing minerals (biotite, magnetite and amphibole) are partly altered into iron-hydroxide or hematite ( Fig. 2 shows photographs of samples taken from the EPS-1 core within this top porphyritic facies). (2) Standard porphyritic granite with intense vein alteration (depth ~ 2800 to ~ 3500 m). (3) Biotite-and amphibole-rich granite that gradually evolves into the standard porphyritic granite with depth (depth ~ 3500 to ~ 4800 m). (4) "Two-mica" granite (~ 4800 to ~ 5100 m). The reservoir granite is overlain by a ~ 1400 m-thick (at Soultz-sous-Forêts) Mesozoic to Cenozoic sedimentary succession (although there is a thin (~ 9 m) layer of Permian sandstone at the granite-sediment interface) (Vidal et al. 2015; Aichholzer et al. 2016; Griffiths et al. 2016; Heap et al. 2017; Kushnir et al. 2018) .
The compressive strength of granite (depth = 1377-2002 m) taken from GPK-1 (see Fig. 1 for location) was found to range between 120 and 485 MPa at a confining pressure of 40 MPa (Rummel 1992) , and uniaxial compressive strength (UCS) values between 100 and 130 MPa are reported for unaltered granite from Soultz-sous-Forêts in an unpublished report (Valley and Evans 2006) . Average values of dynamic (estimated from Pand S-wave velocities and measurements of bulk density) and static (from three-point bending tests) elastic modulus for granite sourced from GPK-1 were found to be 69 and 38 GPa, respectively (Rummel 1992) . Unpublished data on granite taken from EPS-1 and GPK-1 show that static elastic modulus can range from ~ 50 to ~ 75 GPa (Rummel et al. 1989; Schäfer 1990; Valley and Evans 2006) and that the dynamic elastic modulus can range from ~ 60 to ~ 70 GPa on nominally dry samples (Schäfer 1990; Rummel and König 1991; Rummel et al. 1992; Rummel and Schreiber 1993) and up to ~ 90 GPa for saturated cores (Schäfer 1990 ).
Case study: granite from Soultz-sous-Forêts (EPS-1)
The materials used for this study were taken from exploration borehole EPS-1 from the Soultz-sous-Forêts geothermal site (Fig. 1) . Granite cores were sampled from three depths within the standard porphyritic granite (monzogranite) facies: 1420, 1558 and 1915 m. The sample collected from 1420 m depth is very close to the contact between the granite and sedimentary cover (at a depth of ~ 1400 m) and is therefore within the palaeo-weathered zone. The studied granites have essentially identical crystal sizes and distributions ( Fig. 2) and almost identical mineral compositions. The primary iron-bearing minerals (biotite, magnetite and amphibole) are partly altered into iron-hydroxide or hematite in the palaeo-weathered horizon (Fig. 2a) , but are fresh in the deeper zones (Fig. 2b ). Sampling these two visibly different horizons was important to understand whether we should treat the granite from ~ 1400 to ~ 2200 m (the depth range for the structural data for the borehole) as one or two mechanically distinct layers.
Seventeen cylindrical samples (40 mm in diameter) were prepared from the cores collected (two from the 1420 m sample, 12 from the 1558 m sample, and three from the 1915 m sample) and precision-ground to a nominal length of 80-85 mm. These samples were cored so that their axes were parallel to the plunge of the EPS-1 borehole. Photographs of representative examples (from the weathered and non-weathered horizons) of the cylindrical samples are provided in Fig. 2 . The 12 samples from a depth of 1558 m were split into two categories: six that contained large phenocrysts and six that did not.
Intact rock failure criterion
The Hoek-Brown failure criterion for intact rock provides a non-linear fit to triaxial data according to:
where σ 1 ′ and σ 3 ′ are the effective maximum and minimum principal stresses, respectively, in MPa; C o is the uniaxial compressive strength, in MPa, and m i is a unitless empirical fitting parameter related to the lithology (Eberhardt 2012) . The two unknowns in Eq. 1 are C o and m i . C o was determined using laboratory experiments. All of the 40 mm-diameter cylindrical samples were first dried (in an oven at 60 °C for at least 48 h). Samples from each depth (two samples from a depth of 1420 m, two samples containing large phenocrysts from 1558 m, two samples without large phenocrysts from 1558 m, and three samples from 1915 m) were deformed in a uniaxial press at a constant strain rate of 10 −5 s −1 until macroscopic failure. The peak stress recorded at macroscopic failure is the uniaxial compressive strength, C o . Prior to destructive testing the connected porosity of each 40 mmdiameter sample was determined using the saturation-buoyancy technique (Ulusay and Hudson 2007) . In geotechnical engineering, there are two accepted methods for obtaining m i : (1) through triaxial testing and curve fitting of the test data (as in Hoek and Brown 1980) or (2) using the m i estimates table found in the database in the commercially available software RocData (Rocscience 2017). The m i value for granite in the RocData table is 32 ± 3 (Rocscience 2017). Although this value is based on test data on granite, we wanted to explore the impact of different m i values on granite as a function of weathering or hydrothermal alteration (since we know that the URG granites can be intensely hydrothermally altered; Ledésert et al. 1999 Ledésert et al. , 2010 Bartier et al. 2008) . We conducted eight triaxial deformation experiments using a "Hoek Cell" hydrostatic pressure vessel. These
experiments were only performed on samples from a depth of 1558 m. Four experiments were performed at confining pressures of 5, 10, 20 and 30 MPa on samples that contained large phenocrysts, and four experiments were performed (at the same confining pressures) on samples without large phenocrysts. These experiments were all performed at a constant strain rate of 10 −5 s −1 until macroscopic failure. The results of these uniaxial and triaxial tests were then used to derive a representative range of m i values by curve fitting using the laboratory data fitting function in RocData (Rocscience 2017). We used the modified cuckoo fit algorithm, basic error summation and absolute error type. The Hoek-Brown failure criterion solved using the algorithm in RocData will tend to over-or underestimate the tensile strength (Sari 2012) . To provide a tensile strength cutoff we conducted eight indirect tensile strength tests on 40 mm wide, 20-24 mm thick discs from the sample at 1558 m depth in accordance with the ISRM standard (Ulusay and Hudson 2007; Li and Wong 2013) . Again, we noted whether the samples had visibly large phenocrysts. We loaded the samples diametrically in compression at a stress rate of 0.06 MPa/s until tensile rupture, indicated by the development of a throughgoing fracture. The indirect tensile strength, σ t , was determined as follows:
where P is the applied load at tensile rupture, R is the sample radius and t is the thickness of the disc.
Intact rock elastic modulus
The elastic modulus describes the linear elastic deformation response of rock under deformation. The static elastic modulus of an intact rock, E i , is typically calculated as the slope of the stress-strain curve of a rock deforming under uniaxial compression (Ulusay and Hudson 2007) . We calculated the static elastic modulus for our samples from the UCS and the triaxial tests. Static elastic modulus was only determined for the samples from a depth of 1558 m; the modulus could not be determined for the other five UCS tests (on samples from depths of 1420 and 1915 m) due to technical problems. In addition, values for static elastic modulus have been found to range from ~ 50 to 75 GPa for granites from the URG (Rummel et al. 1989; Schäfer 1990; Rummel and König 1991; Rummel et al. 1992; Rummel 1992; Rummel and Schreiber 1993; Valley and Evans 2006) . These data, largely from unpublished reports, are summarised in Table 1 .
Rock mass failure criterion
With our values for C o and m i , we used the generalised form of the Hoek-Brown failure criterion for fractured rock masses (as in Hoek et al. 2002) , using published data about the structure and nature of the fractures in the rock mass. The generalised Hoek-Brown failure criterion is similar to Eq. 1, but with additional empirical fitting parameters to account for the lower strength of fractured rock masses (Hoek et al. 2002): where m b , s and a are unitless fitting parameters, calculated as follows (Hoek et al. 2002): (2)
where D is a unitless disturbance factor related to blasting damage in large excavations (Hoek et al. 2002) . Well drilling does not use explosives that would induce damage and open the fractures, thus D = 0 (we provide the full equation here for completeness). In addition, D = 0 for an undisturbed rock mass at high confining pressure, such as the rock mass of a geothermal reservoir. GSI is the geological strength index (Marinos et al. 2005 ), a unitless value obtained using an observational method to assess rock mass characteristics with a chart (Fig. 3) . Simply put, the GSI combines the rock mass structure (for example fracture density) and fracture quality (for example, weathering or infilling) to derive a value that can be used in Eqs. 4-6, along with D, to create a rock mass failure criterion using Eq. 3. Rock mass structure is typically assessed by comparing the schematics along the vertical axis of Fig. 3 to visual observations of the rock mass, such that the characterisation of the rock mass blockiness is based on the scale of the problem. Blockiness requires intersecting joint sets that define interlocked blocks, rather than a single joint set that defines a structural anisotropy. The key characteristics to assess surface quality are roughness, weathering and infill related to mechanical and chemical deterioration of the fracture surfaces. These can be easily observed from core, but in the absence of core, wireline data (such as resistivity, Muramoto and Elders 1984) , could be used to link alteration to fracture Rummel and Schreiber (1993) surface quality. The intersection of these two categories results in the GSI estimate, typically presented as a five to ten point range.
For core studies it is not possible to use the chart directly. Hoek et al. (2013) proposed a method for quantifying GSI using rock quality designation (RQD; as defined by Deere 1963) for the structure axis, and the Joint Condition rating JCond 89 (incorporating persistence, aperture, roughness, infilling and weathering, as defined by Bieniawski 1989) for the surface condition axis. This provides a clear methodology for deriving GSI using a formula, which removes some subjectivity and observer error or variability, although RQD and JCond 89 are still based on observation rather than measurement. More recent discussions of subjectiveness of rock mass descriptions (e.g. Bertuzzi et al. 2016; Pells et al. 2017) EPS-1 core was not assessed for RQD and due to the limitations of RQD noted in the literature, we have used a geometric, scale-dependent assessment of rock mass structure based on fracture frequency. Similarly, due to lack of information about waviness, roughness and persistence of the fractures, we cannot use JCond 89 or J C directly. However, Cai et al. (2004) state that joint alteration has the most impact on the joint condition factor and can reduce it by more than one order of magnitude. This, coupled with the statement from Genter and Traineau (1996) that 95.5% of joints are naturally sealed, suggests that the infilling will dominate the joint condition rather than the joint roughness or waviness and thus we have used the infilling to determine joint condition. Clearly, the degree of interlocking of the blocks cannot be directly assessed from drill core, unless joint orientations are recorded and used to define joint sets, which are then used to determine blockiness (for example using the method presented in Cai et al. 2004) . Since this is not always possible for historic data and, for many current borehole logs or core, the GSI derived for analysis must be used in consideration of the inherent uncertainty regarding the degree of interlocking arising from the borehole or drill core study. In field studies, Bertuzzi et al. (2016) found that the quantification method proposed by Hoek et al. (2013) provides similar results to using the look-up chart method despite RQD not providing any explicit information about interlocking.
This leads us to a discussion of scaling considerations. As the scale relationship, or ratio, between the problem being analysed (i.e. wellbore, cavern, slope, reservoir) and the scale of the blocks making up the rock mass increases, the rock mass failure mechanism changes from the failure of intact rock, to the failure along discreet fracture planes to, finally, failure of the rock mass. Hoek and Brown (1980) state that the Hoek-Brown failure criterion is for intact rocks and rock masses that behave as an equivalent isotropic medium. This occurs under two scale relationship conditions (Fig. 4 ):
1. The problem being analysed is surrounded by intact rock (use Eq. 1). 2. The problem being analysed is surrounded by many joint sets (up to an equivalent isotropic medium with intensely fractured rock mass) (use Eq. 3).
Under the conditions where the problem being analysed is intersected by only one or two joint sets, the rock mass is not an equivalent isotropic medium and its strength and behaviour will be dominated by displacements on individual joints. Neither Eqs. 1 nor 3 are valid under these conditions and discontinuum solutions should be used. Therefore, it is important to first define the equivalent isotropic medium. Schultz (1996) suggested that for an equivalent isotropic medium in a fractured rock mass, the ratio between the scale of the problem and the scale of the rock blocks should be between 5 and 10. Cundall et al. (2008) found, using the quantified method by Cai et al. (2004) , that a ratio of up to 20-30 is suitable for this threshold. Priest (1993) stated that the scale of the problem must greatly exceed the block size or fracture spacing. Since neither Priest (1993) nor Hoek and Brown (1980) quantify the ratio, we propose that the ratio of 5-10 suggested by Schultz (1996) is sufficiently large to meet the qualitative description of an equivalent continuous medium as long as the joint set orientations also define roughly isotropic blocks.
Thus, we suggest that for a ~ 30 cm diameter wellbore, as is the case for GPK-3 and GPK-4 (see Fig. 1 for location) between 1500 and 4500 m depth (Valley and Evans 2010) , the rock mass can be considered intact at the wellbore scale if the fracture density is < 5 fractures/m (spacing of 20 cm) and as having many joint sets (thus being isotropic) when the fracture density is greater than 10 fractures/m (spacing of minimum 10 cm). This is represented schematically in Fig. 5 using randomly oriented and located fractures to help visualise how different ranges of fracture frequency would relate to the rock structure descriptions in Fig. 3 . A blocky to very blocky rock mass corresponds roughly to Schultz's (1996) suggested ratio of 5-10. For reservoir-scale problems, Fig. 4 should be used to assess which failure criterion should be used to represent the rock mass.
To obtain GSI we used the borehole log data from Genter et al. (1997) and core log data from Genter and Traineau (1996) for EPS-1. We used the fracture count data for 1 m-intervals from Genter et al. (1997) to compute fracture densities. We then used the graphic logs of altered fractured intervals and fracture density from Genter and Traineau (1996) (shown in Fig. 6 ), in combination with the fracture densities from Genter et al. (1997) , to assess the rock structure (using Fig. 3 ; Marinos et al. 2005) . Genter et al. (1997) conducted an assessment of joint set orientation and found two dominant joint sets with dip and dip direction 80/310 and 70/080, while Genter and Traineau (1996) found that the two dominant sets have dip and dip direction of 70/275 and 70/080. Genter et al. (1997) found a minor set with dip and dip direction of 80/270 with two or three random sets, while Genter and Traineau (1996) show stereonets with "a clearly random component of orientation" including approximately 15% of joints with dip of 40° or less, forming a blocky rock mass with intersecting sets. Finally, we used the graphic logs of cumulative filling width/m and filling types (quartz, hematite, calcite and/or illite) from Genter and Traineau (1996) (Fig. 6 ) to assess surface condition of the fractures (using Fig. 3 ; Marinos et al. 2005) . Hematite and illite, and the thickness of the infilling, were used to differentiate between good/fair conditions and poor/very poor conditions in Fig. 3 ; the hematite representing "iron stained surfaces" in the second-to-left category of surface conditions (Fig. 3) , and the illite representing "clay coatings or infillings" in the right-most category of the surface conditions (Fig. 3) . The thicker the infilling, the farther to the right (decreasing surface quality) the assessment for surface condition was made. We could not assess joint roughness because this was not specified in the logs, however Genter and Traineau (1996) state that "almost all" the fractures are filled with no residual aperture. This suggests that infilling, rather than roughness, will control structure condition, as also found by Cai et al. (2004) . Of particular note is that the joints with the widest aperture, and thickest infilling, were associated with intensely fractured zones. For this reason GSI will tend to be particularly low in these areas because of the combination of poor rock mass and joint conditions.
To illustrate our methodology we show, in Fig. 6 , three 25 m long intervals with different rock mass characteristics. Interval A has an average fracture density of 15 fractures/m, with predominantly thin quartz and hematite filling, and some minor calcite and illite (Fig. 6) . The fracture density leads to the assessment of a very blocky structure with some disturbed or blocky intervals. The filling leads to an assessment of a fair to good surface condition (using the GSI chart presented as Fig. 3 ). The combination of these two assessments results in a range of GSI of 45-55. Intervals B and C are also shown to provide examples of an excellent and a poor quality rock mass, respectively (Figs. 3 and 6) .
We must emphasise that both structure and condition of the rock mass must be assessed for the generalised Hoek-Brown failure criterion. Only characterising the structure does not provide a full representation of the rock mass strength. For example, rocks with similar fracture density (i.e. intervals A and C with average fracture density of 13-15 fractures/m; Fig. 6 ) will not have the same GSI if the fracture conditions are different: thin, hematite (iron) staining in interval A (assessed as good to fair surface condition) compared to thick illite filling in interval C (assessed as very poor to poor surface condition); (Fig. 6) . The resulting GSI values are 45-55 and 25-35, respectively (Fig. 3) .
With values for m b , s and a, from Eqs. 4-6 now determined, the final variable required to solve the failure criterion for EPS-1 is the minimum principal stress. We used the minimum horizontal stress (S hmin ) calculated for the granite at Soultz-sous-Forêts by Evans (2005) as the minimum principal stress, σ 3 ′, using:
where z is depth in m.
(7) s hmin = 0.0130z 
Rock mass elastic modulus
With estimates for intact elastic modulus (see above), we calculated rock mass elastic moduli, E rm , using the Hoek-Diederichs equation (Hoek and Diederichs 2006): Similarly to the rock mass strength, the E rm is computed along the depth of the borehole using the GSI and the damage factor D. We use D = 0 in this study because the rock mass is undamaged and the fractures remain closed; we provide the full Hoek-Diederichs equation for completeness. The Hoek-Diederichs equation follows the same scaling conditions as the Hoek-Brown failure criterion, where E i (intact elastic modulus) is used for the first scaling condition presented above (intact rock), and E rm from Eq. 8 is used for the second scaling condition (fractured rock mass). A problem falling between these two scaling conditions requires analysis of displacements on discrete structures, as described above.
Results
The connected porosity of the samples ranges between ~ 0.0012 and ~ 0.003 (Table 2) . Values of uniaxial compressive strength, C o , vary from ~ 124 to ~ 153 MPa (Table 2) . There is no systematic difference in porosity or strength between the standard porphyritic granite and the palaeo-weathered porphyritic granite ( Table 2) . As a result, we do not consider these horizons as mechanically distinct. The average C o of the tested (8)
1 + e ((60+15D−GSI)/11) samples, assumed here to be representative of the standard porphyritic granite from ~ 1400 to ~ 2200 m, is ~ 140 MPa. We also measured no systematic difference between the UCS of the samples from a depth of 1558 m with or without large phenocrysts (Table 2) . Our triaxial experiments show that compressive strength increases as confining pressure is increased ( Fig. 7 ; Table 2 ). For example, for the samples that contain large phenocrysts, strength is increased from ~ 145 to ~ 380 MPa as confining pressure is increased from 0 to 30 MPa ( Fig. 7; Table 2 ). We also measured no systematic difference between the compressive strength of the samples from a depth of 1558 m with or without large phenocrysts over the entire pressure range (Table 2) .
Due to the range in measured values for the static modulus in Table 1 (the average of which is ~ 55 GPa) and our data (in Table 2 , the average of which is ~ 40 GPa), we use a range of elastic modulus values from 30 to 50 GPa to reflect the measured variability while narrowing the range to encompass data obtained through compressive (uniaxial and triaxial) testing. Our data show that, for the samples measured herein, the elastic modulus does not depend on the confining pressure (for the range of confining pressures tested here; Table 2 ).
The indirect tensile strength results are given in Table 3 . The average indirect tensile strengths are 4.0, 4.6 and 4.3 MPa for samples without phenocrysts, with phenocrysts and for all samples, respectively (Table 3) .
The Hoek-Brown failure criterion (Eq. 1) model fits for our UCS, triaxial and indirect tensile strength data and their derived m i values are shown in Fig. 7 . The m i values derived from these granites range from 24 to 31, which is lower than the estimates for granites found in the m i database in RocData (Rocscience 2017).
The average C o from our experimental data (140 MPa) is combined with the GSI data estimated from the borehole logs to determine three rock mass failure criteria (Additional file 1), using three values for m i (25, 30 and 35) chosen to best represent Fig. 7 and the suggested value for granite from the m i database. Figure 8a shows how, for m i = 30, the intact (solid black line) and rock mass strength at the wellbore scale (solid blue line) vary along the length of the borehole, which considers the changing rock mass quality and lithostatic minor principal stress, S hmin , with depth. To determine the stability of the wellbore, using a continuum numerical model for example, the induced minor principal stress, σ 3 , would be used explicitly by the modelling software to assess the rock mass strength at any point around the excavation boundary.
For the average C o , the rock mass strength is lower than the intact rock strength over all intervals with fracture frequency > 10 fractures/m. GSI is 100 for all intervals (Additional file 1) with fracture frequency < 10 fractures/m and therefore Figure 8b shows three rock mass failure criteria (for m i = 25, 30 and 35) along with the fracture density (taken from Genter et al. 1997) , as a function of depth. The strength is negatively correlated with fracture density (structure), but because GSI is a characterisation of both the structure and the surface conditions, the rock mass strength may be lower than predicted based on fracture density alone, depending on the surface conditions. The joints with the widest aperture and thickest infilling are restricted to the most densely fractured zones, resulting in particularly low GSI in these areas [e.g. at zones A (1450 m) and c (2175 m) in Figs. 4 and 8] . Figure 8b shows that the choice of m i has less impact on rock mass strength when Eq. 3 is used, where the difference in strength between the highest and lowest m i can be as little as 8 MPa (e.g. 2160 m), than for rock masses where Eq. 1 is used, where the difference can be as much as 50 MPa (e.g. 1937 m) .
Similarly, E i is combined with GSI to determine rock mass elastic modulus, E rm . Figure 9a shows the intact (solid black line) and rock mass (solid blue line) elastic modulus at the wellbore scale for an E i of 40 GPa. However, unlike rock mass strength (Fig. 8) , values of E rm do not take the influence of minor principal stress into account explicitly, but rather through the use of the damage parameter, D (Hoek and Diederichs 2006) . The selection of D provides the ability to represent rock masses ranging from damaged with open fractures, as observed in disturbed ground at low minor principle stress (D = 1) to undamaged, closed, fully interlocked fractures, as observed Elastic modulus for EPS-1 over the depth interval 1400-2200 m; a comparison of intact elastic modulus (E i = 40 GPa) and rock mass elastic modulus (using Eq. 8) for E i = 40 GPa; b comparison of fracture density and resulting rock mass elastic modulus for three different E i values (30, 40 and 40 GPa) in undisturbed ground at high minor principle stress (D = 0). Figure 9a shows that E rm fluctuates considerably with GSI, from 65% of E i for a GSI of 75-3% of E i for a GSI of 20. Figure 9b shows fracture density with depth, plotted alongside three rock mass elastic moduli, determined using three different E i values (E i = 30, 40 and 50). Similarly to strength (Fig. 8b) , E rm is computed using GSI, and is a function of both the structure and the surface conditions. E rm is also less sensitive to the selection of E i than it is to changes in GSI (Fig. 9b) . These low rock mass elastic modulus values are within a similar range as the wireline elastic modulus values for the fractured rock mass shown in Meller and Ledésert (2017) .
Discussion
Rock strength and elastic modulus characterisation
Our values of uniaxial compressive strength (Table 2) are consistent with those from the report of Valley and Evans (2006) , who found values between 100 and 130 MPa. One of the challenges in determining the strength of this material is that it commonly contains K-feldspar crystals that are very large (long axes up to several tens of mm in length; Fig. 2) , however, the rock is dominated by quartz and mica crystals with a long axis of 2-5 mm (Fig. 2) . Our sample size-40 mm-diameter cylinders-could be considered too small for laboratory strength testing (the diameter of a sample should be longer than at least ten grains/crystals; Ulusay and Hudson 2007) . The twelve experiments of Valley and Evans (2006) , which provided similar values to those reported here, were performed on the maximum possible diameter-the diameter of the core (78 mm; samples were 190 mm in length). The average UCS values from this study and from Valley and Evans (2006) were corrected to equivalent 50 mm-diameter strength using the empirical relationship from Hoek and Brown (1980) : where σ cd is the strength measured on a sample with diameter, d, and σ 50 is the equivalent strength of a sample with 50 mm-diameter. The equivalent 50 mm-diameter average C o values are 137 MPa and 128 MPa for the data from this study and those from Valley and Evans (2006) , respectively. Therefore, although the crystal size remains an issue for standard laboratory testing, the values reported in our study are likely representative of, or at least very close to, the uniaxial compressive strength of this material. It is worth noting that we conducted tests on samples with and without visible large phenocrysts, which, when separated, demonstrate that samples without phenocrysts have essentially the same C o (149 MPa versus 147 MPa), slightly higher m i (31 versus 24), and slightly lower indirect tensile strength (4.0 MPa versus 4.6 MPa) than samples with phenocrysts. The presence of large phenocrysts in these 40 mm-diameter samples has only a minor effect and average values from all samples can be used for constructing the Hoek-Brown failure criterion.
The average uniaxial compressive strength used in the failure criterion development of this study was determined using experiments performed at room temperature. Although our estimates of rock mass strength consider the influence of lithostatic (confining) pressure on rock strength (Eq. 3), based on our choice of C o (i.e. the average of experiments performed at room temperature), we do not consider changes to strength as a result of temperature. The temperature of the granite reservoir was measured to be ~ 140 °C at the top (~ 1500 m) and to be ~ 150 °C at a depth of ~ 3500 m (Vidal et al. 2015) . It is known from experiments and modelling that high temperature (from 100 up to 1000 °C) can influence the short-and long-term strength of granite in the brittle regime (e.g. Wong 1982b; Xu et al. 2008 Xu et al. , 2017 Shao et al. 2015; Kumari et al. 2017; Chen et al. 2017; Violay et al. 2017 ). However, a recent experimental study has shown that the strength of a low-porosity fresh granite is largely unaffected at temperatures of 140-150 °C (Kumari et al. 2017) . These new data are in agreement with previously published data that show that temperatures of a couple of hundred degrees Celsius do not appear to greatly influence the short-term strength of granite (Xu et al. 2008; Shao et al. 2015) . We further note that our estimates of rock mass elastic modulus do not consider the influence of pressure or temperature. Published data show that static elastic modulus of the same lowporosity, fresh granite increases slightly with increasing pressure and temperature (from ~ 22 GPa at room temperature up to ~ 26 GPa at 200 °C; Kumari et al. 2017) . Despite these data, it is unclear whether, or to what extent, such temperatures will influence granites from the URG, which are more hydrothermally altered than the granites studied in the aforementioned studies. Future experimental efforts should focus on the influence of temperature on the parameters (strength and elastic modulus) used in the modelling presented herein.
We highlight that the estimates of intact and rock mass strength provided in this study should be considered analogous to the short-term strength of the reservoir rock. Both C o and m i are determined from short-term laboratory tests, typically performed at a laboratory strain rate of 10
. It is well-known that the long-term strength of rock is much lower than its short-term strength, due to the increased influence of time-dependent deformation mechanisms such as stress corrosion cracking (Brantut et al. 2013) . Further, in contrast to the short-term strength of granite (Xu et al. 2008; Shao et al. 2015; Kumari et al. 2017) , the long-term strength and time-to-failure in granite are considerably reduced by temperatures of a couple of hundred degrees Celsius (Kranz et al. 1982; Xu et al. 2017; Chen et al. 2017) . We highlight the long-term strength of granite from the URG (at room temperature and at elevated in situ temperatures) as an interesting avenue for future study.
Failure criterion input parameter considerations
We have shown how the intact and rock mass strength can be computed for any depth using conventional laboratory (C o and m i ) and borehole characterisation data (to derive GSI) using the Hoek-Brown failure criterion. Triaxial test data are preferred for determining m i , in particular for intact rock where the m i can have a large impact on strength at depth. For fractured rock masses, where the generalised Hoek-Brown failure criterion is used, the rock mass strength is much less sensitive to m i (Fig. 8b) and an estimate from published data (i.e. RocData (Rocscience 2017)) can be sufficient.
We have used the Hoek-Diederichs equation to compute rock mass elastic modulus using conventional laboratory (E i ) and borehole characterisation data. It is preferable to use E i values from laboratory testing of the particular intact rock of interest, but for intensely fractured rock masses this value can be estimated because the fractures will tend to dominantly control E rm (Fig. 9b) . Published data on the rock of interest could be used or published data on a similar, analogous rock type. Alternatively, E i can be estimated using (Hoek and Diederichs 2006): where MR is a lithology specific factor, which for granite is 300-550 (Hoek and Diederichs 2006) . For our average C o (140 MPa) this would give a range of E i = 42-77 GPa (i.e. similar to the measured values reported in Tables 1 and 2 ). This simple analysis shows that the elastic modulus of granite from the URG could be estimated using values of uniaxial compressive strength, or vice versa.
Based on the borehole logging data that are available (Genter et al. 1997; Genter and Traineau 1996) we discretised the fracture density into 1 m long intervals. This provides a good representation of the rock mass at the wellbore scale. This interval size effectively differentiates intensely fractured from intact zones. In our analysis, there are three broad zones that contain fracture densities that satisfy scale criterion 2 for rock masses (Fig. 8) . Similarly, there are two broad zones that satisfy scale criterion 1 for intact rock. The selection of interval length will depend on the reason for computing the failure criterion and the available data. At wellbore scale, a finer discretisation would be appropriate for obtaining strength and stiffness values for hydraulic stimulation planning, for example. At reservoir scale, a coarser discretisation, perhaps using 10-25 m-intervals, would be more appropriate for modelling variations in stiffness of different units or subunits, for example.
At the wellbore scale (for the GPK wells this is ~ 30 cm at our depth interval of interest) intact rock strengths and elastic moduli should only be used for intervals with fewer than 5 fractures/m, and rock mass strengths and elastic modulus should be used for intervals with greater than 10 fractures/m. These fracture density thresholds will vary depending on the diameter of the well. Rock masses with fracture densities that fall between these should be analysed using discrete methods, such as fracture/fault slip models (e.g. Evans 2005) or using discontinuum numerical modelling methods commonly used at the tunnel scale (e.g. Vardakos et al. 2007; Fekete and Diederichs 2013) . Similarly, a fracture density consisting of only parallel joints, rather than intersecting joint sets, should be analysed using discrete methods because of the anisotropic nature of the rock mass.
The intact rock and rock mass characterisation data we used were obtained from drill core, with the ability to test the strength in the laboratory (our data and the data from Valley and Evans (2006) ) and high resolution, good quality quantification of structure and surface condition (Dezayes et al. 1995; Genter and Traineau 1996; Genter et al. 1997) . However, drill core from geothermal wells will not always be available. In this case, estimations of intact rock strength will rely on surface analogues, cross-well interpolation and verification with drill chips. Wyering et al. (2015) provide a method to estimate rock strength from thin sections or drill chips for hydrothermally altered rocks in geothermal settings. As we have shown, the rock (10)
mass strength is more reliant on GSI than on C o and m i ; however selecting a reasonable estimate for these values is important. Genter et al. (1997) showed, for URG granite, that the number of fractures recorded from borehole televiewer (BHTV) logging data was 17% of the number of fractures observed in the core. They found BHTV fracture densities of 0.64 fractures/m, whereas 25 m-interval average fracture densities from the core mapping range from 0.7 fractures/m in massive granite to 9 fractures/m in intensely fractured zones. Evans (2005) similarly show lower fracture densities from BHTV logs than those observed in core in GPK-1. This is partly due to the fact that the televiewer resolution (1-2 mm) is sometimes below the fracture aperture. Fracture statistics from BHTV logging is also dependent on borehole circularity and the quality of the borehole walls, which can depend on rock type, rock mass strength, and alteration amongst others (McNamara et al. 2015) . More massive rocks (i.e. those with fewer fractures) tend to have more regular walls and circular diameters, resulting in better quality images (McNamara et al. 2015) . We highlight that potential discrepancies between fracture densities derived from BHTV logging data and those measured directly from core must be considered when deriving GSI. While BHTV cannot differentiate small aperture fractures, Genter et al. (1997) show agreement between BHTV and core for locating intensely fractured zones. For the granites from Soultzsous-Forêts they suggest that fracture densities should be multiplied by two for massive granite and by 13 for intensely fractured zones.
Using rock mass strength and elastic modulus
The ability to quantify the effect of macrofracturing on strength and elastic modulus provides an additional resource for interpreting and predicting well stability and reservoir behaviour. For example, Bérard and Cornet (2003) investigated compressive failure around wells GPK-1 and -2 at Soultz-sous-Forêts using estimates for intact rock strength at a confining pressure of 40 MPa (Rummel and Schreiber 1993) . They proposed that time-dependent failure at stresses below the peak strength (i.e. C o ) was responsible for the greater number of compressive failures observed in GPK-1 than in GPK-2, which are both assumed to be in similar lithologies and at similar stress states. Bérard and Cornet (2003) assumed a C o of 200 MPa, loaded at an effective σ 1 of 144-156 MPa and an effective σ 3 of 0 MPa. Our experiments suggest that the C o for Soultz-sous-Forêts granite is closer to 140 MPa (see also data from the unpublished report of Valley and Evans (2006) ), which would fail immediately if loaded to the effective σ 1 proposed by Bérard and Cornet (2003) . In the case of fractured intervals, the equivalent unconfined compressive strength for the rock mass would be even lower, and the rock mass would certainly deform under these conditions. The analysis of Bérard and Cornet (2003) is just one example of the potential use of our values of intact and rock mass strength, which may provide, in this instance, new insight into the discrepancy between the number of compressive failures observed in GPK-1 and GPK-2. In general, assessing the rock mass strength and stiffness of fractured intervals could help with mud weight selection to prevent excessive borehole breakout, washout or wellbore collapse (as defined in Zoback 2010 p. 303-305) . They can also enhance the borehole breakout method detailed in Zoback (2010; p. 231) for determining S Hmax where breakouts have occurred in fractured intervals.
The failure criterion and elastic modulus can be used to inform the locations for hydraulically stimulating a geothermal system. Cipolla et al. (2008) show that pre-existing fractures have a significant impact on the success of hydraulic fracture creation, and that complex fracture networks can be exploited for stimulation. They state that unpropped fracture conductivity is dependent on elastic modulus and closure stress and that fracture complexity cannot be exploited in rocks with elastic modulus less than ~ 13 GPa because of deformation of asperities and proppant embedment. In petroleum systems the elastic modulus that Cipolla et al. (2008) refer to is for intact rock because of the generally soft nature of sedimentary units. In the case of the URG granites the intact rock has high elastic modulus, and rock mass elastic modulus may be more appropriate for stimulation design.
Failure criteria are arguably most important for the numerical modelling of fracturing, permeability and induced seismicity scenarios in reservoirs. For modelling the rock mass as a continuum (as for the matrix in modelling of Deisman et al. 2013; Yoon et al. 2014; Siratovich et al. 2016; Insana et al. 2016) the scale of the model should be considered according to the two scale criteria we employed in this research. The numerical modelling in Siratovich et al. (2016) was conducted at well scale using an intact rock failure criterion, and would only be applicable for rock masses meeting the first scale criterion. The numerical modelling by Yoon et al. (2014) was conducted at reservoir scale using a discontinuum method that incorporates both fracture-specific and rock continuum (in their case intact rock) failure criteria. The discontinuum method is appropriate for discrete faults or fractures, but for distributed intensely fractured zones, such as those observed in the URG, an equivalent continuum for the rock mass may be more appropriate.
Thus far the generalised Hoek-Brown failure criterion has not been empirically established at the reservoir or at the wellbore scales. What we present here should be used as an estimate of lower-bound rock mass strength and stiffness, and to illustrate the impact of fractures on rock mass strength and stiffness. Most importantly we want to emphasise that using intact rock strength without consideration of the weakening and softening effect of fractures can be imprudently under-conservative. We argue that, at the reservoir scale, the effect of using only intact rock failure criteria versus using rock mass failure criteria in fractured zones to model the behaviour of the reservoir must be explored further. This is also true at the small wellbore scale. In addition, the use of the damage parameter, D, to represent damage and interlocking for rock mass stiffness has been empirically developed at excavation boundaries where the minimum principal stress is low. The correct use of this parameter for fully confined reservoir conditions should also be investigated.
Concluding remarks
We present herein a method to estimate the intact and rock mass strength and the rock mass elastic modulus of reservoir rock using easy-to-determine rock properties (uniaxial compressive strength and elastic modulus) and simple-to-use observational methods and formulae (the Hoek-Brown failure criterion and the Hoek-Diederichs equation) (Fig. 10) .
We use this method to characterise the URG granite encountered in EPS-1 at Soultzsous-Forêts and show that there are many intervals where using intact rock strength and stiffness parameters is appropriate given the low fracture density (for example, for a typical wellbore, < 5 fractures/m). In these intervals our laboratory strengths can be used along with previous strength and stiffness data for reservoir and wellbore stability analysis. Numerical models of geothermal reservoirs or wellbores that use strength and stiffness should consider the lower values for these parameters in intensely fractured zones. A better understanding of the impact of fractures on rock mass strength and stiffness will lead to better defined model results for assessing reservoir deformation during exploitation and stimulation, and for determining appropriate drilling programmes for reservoir development, for example mud weight selection during drilling.
We also show that there are many densely fractured intervals where, in our scenario, fracture density exceeds 10 fractures/m and rock mass strength and stiffness parameters should be used. Finally we also show that infilling type is a key aspect of rock mass characterisation, for which hematite and clay infilling information from core or wireline data is crucial. These areas are especially important to characterise because their GSI values Flow chart for determining in situ strength (intact and rock mass strength) and rock mass elastic modulus depending on available data. Blue boxes show the recommended route will be particularly low. More focus on identifying fractures and infilling using wireline techniques would allow better rock mass characterisation in the absence of core. In the URG granite there are intervals dominated either by hematite or illite, which modify the rock mass strength differently. Roughness is lacking from these logs, and while we have focussed on infilling, roughness would provide more confidence in the joint condition assessment for joints that lack infilling.
Although triaxial experiments help refine m i for rock mass strength predictions, we note that using published data from experiments performed on similar rock can be used effectively to provide an estimate. We further note that, in the absence of available core for uniaxial and triaxial compressive strength testing (to find values for strength, elastic modulus and the empirical term m i ), a lithological description of rock chips and a thorough search for published laboratory data will likely provide decent first-order estimates. Especially in intensely fractured intervals, the rock mass strength will be dominated by the rock mass characteristics, such that a first-order estimate of intact strength and stiffness will be sufficient as a starting point. Therefore, armed with a detailed description of the borehole or well wall from wireline log data (fracture density, in particular), one can assess rock mass strength and elastic modulus, important for a wide range of modelling scenarios (e.g. McClure and Horne 2013 and references therein) and stimulation strategies (Cipolla et al. 2008) . We recommend that this simple, yet well-established, engineering method be used to characterise geothermal reservoirs worldwide to empirically establish its validity under reservoir and small diameter wellbore conditions. A possible technique would be to measure reservoir deformation during stimulation using distributed deformation measurements in wellbores using fibre optic technology as has been used for rock slope deformation monitoring (e.g. Moore et al. 2010) . We also recommend that core and wellbore characterisation be undertaken such that fracture frequency, orientation, infilling and roughness for natural fractures are collected at a resolution that allows computation of the rock mass strength and stiffness criteria. Finally we recommend that wireline techniques, such as gamma ray (Bigelow 1992) , be used to explore the possibility of identifying clay infilling signatures for joint condition assessment (as in Meller and Ledésert 2017) .
