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RELATIVE C*-SIMPLICITY AND CHARACTERIZATIONS FOR
NORMAL SUBGROUPS
DAN URSU
Abstract. The notion of a plump subgroup was recently introduced by Amru-
tam. This is a relativized version of Powers’ averaging property, and it is known
that Powers’ averaging property is equivalent to C*-simplicity. With this in mind,
we introduce a relativized notion of C*-simplicity, and show that for normal sub-
groups it is equivalent to plumpness, along with several other characterizations.
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1. Introduction and statement of main results
Throughout this paper, unless specified otherwise, G denotes a discrete group, H
a subgroup of G, N a normal subgroup of G, and A a C*-algebra equipped with an
action of G by *-automorphisms. The reduced group C*-algebra of G is denoted
by C∗λ(G), the canonical trace on C
∗
λ(G) by τλ, and the reduced crossed product of
A and G by A ⋊λ G. All topological G-spaces will be assumed to be compact and
Hausdorff.
2010 Mathematics Subject Classification. Primary 46L35; Secondary 37B05.
Key words and phrases. group action, Furstenberg boundary, reduced C*-algebra, crossed prod-
uct, simplicity.
Author supported by NSERC Grant Number 411300719.
1
2 DAN URSU
A recent result of Amrutam [Amr18, Theorem 1.1] gives a sufficient condition for
all intermediate C*-subalgebras B satisfying C∗λ(G) ⊆ B ⊆ A⋊λG to be of the form
A1 ⋊λ G for some G-C*-subalgebra A1 ⊆ A. Namely, he introduces the notion of a
plump subgroup, and proves that the above intermediate subalgebra property holds
if G has the approximation property (AP), and the kernel of the action G y A
contains a plump subgroup of G. For convenience, we recall the definition here:
Definition 1.1. A subgroup H ≤ G is plump if for any ε > 0 and any finite
F ⊆ G \ {e}, there are s1, . . . , sm ∈ H such that∥∥∥∥∥∥
1
m
m∑
j=1
λsjλtλ
∗
sj
∥∥∥∥∥∥ < ε ∀t ∈ F.
However, the following remark shows that, for [Amr18, Theorem 1.1], it suffices
to consider only normal subgroups:
Remark 1.2. Assume H ≤ K ≤ G, and H is plump in G. Then it is clear that K
is also plump in G. In particular, the kernel of the action Gy A contains a plump
subgroup of G if and only if the kernel itself is plump.
Sufficient characterizations of plumpness are given in [Amr18, Section 3]. Recall
that, if N is a normal subgroup of G, then the action of N on its Furstenberg bound-
ary ∂FN extends uniquely to an action of G - see the review given in Section 2.1. It
is shown that if N is C*-simple and has trivial centralizer in G, then G acts freely
on ∂FN , which in turn implies N is plump in G [Amr18, Corollary 3.2]. One of the
results we will show is that the converses to these statements also hold:
Theorem 1.3. Assume N ⊳ G is normal. The following are equivalent:
(1) N is plump in G.
(2) The action Gy ∂FN is free.
(3) There exists some G-minimal, N -strongly proximal, G-topologically free space.
(4) N is C*-simple and CG(N) = {e}.
(5) G is C*-simple and CG(N) = {e}.
Setting N = G in the above theorem gives back various equivalences between
C*-simplicity and other characterizations. For a review of these characterizations,
together with necessary definitions, see the review in Section 2.2.
Remark 1.4. Plumpness is a relativized version of Powers’ averaging property, and
so setting N = G in Theorem 1.3, we get back that G is C*-simple if and only if
it satisfies Powers’ averaging property. In fact, if G contains any (not necessarily
normal) plump subgroup H, then we see that both H and G satisfy Powers’ aver-
aging property, and so both are C*-simple. Similarly, one also obtains the various
dynamical characterizations of C*-simplicity by setting N = G.
From here, it is natural to ask if plumpness is equivalent to some generalized
notion of C*-simplicity. To answer this question, we introduce the notion of relative
simplicity of C*-algebras, and using this, relative C*-simplicity for groups.
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Definition 1.5. Assume A is a unital C*-algebra, and B ⊆ A is a unital sub-C*-
algebra. We say that B is relatively simple in A if any unital completely positive
map φ : A → B(H) which is a *-homomorphism on B is faithful on A. Given
H ≤ G, we say that H is relatively C*-simple in G if C∗λ(H) is relatively simple in
C∗λ(G).
Theorem 1.6. Assume N ⊳ G is normal. The following are equivalent:
(1) N is plump in G.
(2) N is relatively C*-simple in G.
(3) C∗λ(N) is relatively simple in C(∂FN)⋊λ G.
(4) C(∂FN)⋊λ N is relatively simple in C(∂FN)⋊λ G.
Remark 1.7. For consistency, we will use the term relatively C*-simple in place of
plump throughout the rest of this paper when it comes to normal subgroups.
We may also ask what other characterizations of C*-simplicity generalize to an
equivalent characterization of relative C*-simplicity. Kennedy’s intrinsic character-
ization is one such result. For a review of this, along with a review of the Chabauty
topology on the space of subgroups Sub(G), again see the review in Section 2.2.
Definition 1.8. AssumeH ≤ G. AnH-uniformly recurrent subgroup of G is a (non-
empty) closedH-minimal subset of Sub(G). It is called amenable if one (equivalently
all) of its elements are amenable. It is called nontrivial if it is not {{e}}. A subgroup
K ≤ G is called H-residually normal if the closed H-orbit of K in Sub(G) does not
contain the trivial subgroup {e}. Algebraically, K ≤ G is H-residually normal if
and only if there exists a finite F ⊆ G\{e} such that F ∩ sKs−1 6= ∅ for any s ∈ H.
Theorem 1.9. Assume N ⊳ G is normal. The following are equivalent:
(1) N is relatively C*-simple in G.
(2) There is no amenable N -residually normal subgroup of G.
(3) There is no nontrivial amenable N -uniformly recurrent subgroup of G.
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2. Preliminaries
2.1. Boundary theory. Boundary theory was originally developed by Furstenberg
in [Fur73], and played an important role in [KK17] and [BKKO17], which study C*-
simplicity of discrete groups. For convenience, we recall all of the basic facts that
we will use here. To establish notation, G will always denote a discrete group.
Definition 2.1. Let X be a compact Hausdorff space, and assume that G acts
by homeomorphisms on X. The action is minimal if X has no nontrivial closed G-
invariant subsets. The action is strongly proximal if for any Borel Radon probability
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measure µ ∈ P (X), the weak*-closed G-orbit of µ contains a Dirac mass δx. A
boundary is a minimal and strongly proximal compact Hausdorff space.
The appropriate notion of morphism between boundaries is a G-equivariant, con-
tinuous map.
Proposition 2.2. Morphisms between boundaries are unique, assuming they exist.
Proof. This follows almost immediately from [Fur73, Proposition 4.2]. 
Proposition 2.3. There is a universal boundary ∂FG, in the sense that every other
boundary is the image of ∂FG under some morphism. This universal boundary is
also unique up to isomorphism.
The universal boundary ∂FG given above is nowadays called the Furstenberg
boundary, and a proof of its existence can be found in [Fur73, Proposition 4.6].
Recall that an extremally disconnected space is one where the closure of any open
set is open. The following is a well-known theorem of Frolík, and can be found in
[Fro71, Theorem 3.1].
Theorem 2.4. The fixed point set of any homeomorphism of an extremally discon-
nected space is clopen.
Corollary 2.5. The fixed point set of any homeomorphism of ∂FG is clopen.
Proof. It is known that the Furstenberg boundary of a discrete group is always
extremally disconnected - see [KK17, Remark 3.16] or [BKKO17, Proposition 2.4].

Awell-known relativization fact that will come in extremely useful is the following:
Proposition 2.6. Assume N ⊳ G is normal. The action of N on ∂FN extends
uniquely to an action of G.
A proof of this fact can be found in [Oza14, Lemma 20]. Note that, by uniqueness,
there is no ambiguity when referring to the action of G on ∂FN .
2.2. C*-simplicity. Again, G will always denote a discrete group. The group G is
called C*-simple if its reduced group C*-algebra C∗λ(G) is simple. Here, we collect
the various characterizations of C*-simplicity that we will make use of throughout
this paper.
The Furstenberg boundary ∂FG (see the review in Section 2.1) played a central
role in the original characterizations of C*-simplicity. Recall that an action Gy X
is said to be free if the fixed point sets Fix(t) are empty for t 6= e. If X is a
topological space, a weaker notion is topologically free, where the fixed point sets
Fix(t) have empty interior for t 6= e. The following theorem is collectively proven
in [Ken15, Theorem 6.2] ((1) ⇐⇒ (3) ⇐⇒ (4)) and [BKKO17, Theorem 3.1]
((1) ⇐⇒ (2), along with other equivalences).
Theorem 2.7. The following are equivalent:
(1) G is C*-simple.
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(2) C(∂FG)⋊λ G is simple.
(3) The action of G on ∂FG is free.
(4) The action of G on some boundary is topologically free.
It is now known that C*-simplicity is equivalent to an averaging property orig-
inally considered by Powers. The definition we present here is easily seen to be
equivalent to the definition presented in [Ken15, Definition 6.2].
Definition 2.8. A discrete group G is said to satisfy Powers’ averaging property if
for any ε > 0 and any finite F ⊆ G \ {e}, there are s1, . . . , sm ∈ H such that∥∥∥∥∥∥
1
m
m∑
j=1
λsjλtλ
∗
sj
∥∥∥∥∥∥ < ε ∀t ∈ F.
The equivalence between C*-simplicity and Powers’ averaging property was inde-
pendently proven in [Ken15, Theorem 6.3] and [Haa16, Theorem 4.5].
Theorem 2.9. The following are equivalent:
(1) G is C*-simple.
(2) G has Powers’ averaging property.
Finally, there is an intrinsic characterization of C*-simplicity by Kennedy. Recall
that we may view the space of subgroups of G, i.e. Sub(G), as a closed (hence
compact) subset of 2G. The corresponding topology on Sub(G) is known as the
Chabauty topology, and the space of amenable subgroups Suba(G) is again a closed
(hence compact) subset of this space. More information can be found in [Ken15,
Section 4]. The following definitions can be found at the start of [Ken15, Section 4]
and in [Ken15, Definition 5.1].
Definition 2.10. A uniformly recurrent subgroup ofG is a nonempty closed minimal
subset of Sub(G). It is called amenable if one (equivalently all) of its elements are
amenable, and nontrivial if it is not {{e}}. A subgroup K ≤ G is called residually
normal if the closed orbit in Sub(G) does not contain the trivial subgroup {e}.
Algebraically, K ≤ G is residually normal if and only if there exists a finite F ⊆
G \ {e} such that F ∩ sKs−1 6= ∅ for any s ∈ G.
The following equivalence is proven in [Ken15, Theorem 4.1] and [Ken15, Theo-
rem 5.3]:
Theorem 2.11. The following are equivalent:
(1) G is C*-simple.
(2) G has no nontrivial amenable uniformly recurrent subgroup.
(3) G has no amenable residually normal subgroup.
Remark 2.12. It is worth noting that countability of G is not a requirement for
any of the characterizations of C*-simplicity listed here. We will use some of these
equivalences to prove our results, which in turn will be used for some examples,
some of which involve uncountable groups.
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3. Proof of main results
We first prove Theorem 1.3, most of which is already proven in [Amr18]. First,
we dualize the definition of plumpness to pass from the C*-algebra C∗λ(G) to its
state space:
Lemma 3.1. Assume H ≤ G. Then H is plump in G if and only if for any
φ ∈ S(C∗λ(G)), the closed convex hull convHφ contains the canonical trace τλ.
Proof. The proof is analogous to the proof given in [Haa16, Theorem 4.5]. 
Lemma 3.2. Assume N ⊳G is normal. Then any G-minimal, N -strongly proximal
space X is also N -minimal.
Proof. Given that N -minimal components are always disjoint, it follows from strong
proximality that there can only be exactly one N -minimal component in X - call
it M . Further, we note that any translate tM (where t ∈ G) is still N -invariant.
Indeed, NtM = tNM = tM , and so M ⊆ tM by uniqueness. Using this, we also
obtain tM ⊆ t(t−1M) = M , and so M is G-invariant. But X is assumed to be
G-minimal, and so M = X, i.e. X is N -minimal. 
Lemma 3.3. Assume that N and X are as in Lemma 3.2, and φ : ∂FN → X is a
G-equivariant continuous map. If, in addition, X is G-topologically free, then the
action of G on ∂FN is free.
Proof. Assume otherwise, so that there is some t ∈ G with U := Fix∂FN (t) nonempty.
It is known that U is necessarily clopen (see Corollary 2.5). We know that ∂FN =
s1U ∪ · · · ∪ snU for some si ∈ N , by minimality and compactness. Thus, X =
s1φ(U) ∪ · · · ∪ snφ(U), and so φ(U) being closed implies it has interior. But
φ(U) ⊆ FixX(t), contradicting topological freeness. This shows that the action
of G on ∂FN is free. 
Remark 3.4. This argument is analogous to the proof of [BKKO17, Lemma 3.2],
which claims that maps π : Y → X between minimal G-spaces map closed sets
of nonempty interior to closed sets of nonempty interior. However, without the
additional assumption that U is clopen (hence φ(U) is closed), one cannot conclude
that φ(U) has interior just from having X = s1φ(U) ∪ · · · ∪ snφ(U). Consider, for
example, [0, 1] = ([0, 1]∩Q)∪ ([0, 1]∩Q∁). Hence, the above lemma also serves as a
slight correction to the proof of [BKKO17, Theorem 3.1, (2) ⇐⇒ (3)], which uses
[BKKO17, Lemma 3.2] as a prerequisite.
Remark 3.5. Before beginning the proof of Theorem 1.3, the author would like to
thank Sven Raum for giving a much cleaner proof of (3) =⇒ (2), which is the
argument presented here. The original proof can be found in Section 4.
Proof of Theorem 1.3. The implications (4) =⇒ (2) =⇒ (1) are given in [Amr18,
Theorem 3.1, Corollary 3.2]. Further, (4) ⇐⇒ (5) follows easily from [BKKO17,
Theorem 1.4]. It is clear that (2) =⇒ (3) holds, as ∂FN is such a space.
To show that (3) =⇒ (2) holds, assume X is such a space. By Lemma 3.2, we
have that X is in fact N -minimal, and therefore an N -boundary. Hence, we obtain
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an N -equivariant continuous map φ : ∂FN → X. We claim it is G-equivariant.
Letting s ∈ N and t ∈ G, and slightly abusing notation by directly viewing these as
automorphisms on ∂FN and X, we have that
(t ◦ φ ◦ t−1)(sy) = (t ◦ φ)(t−1stt−1y) = tt−1st(φ(t−1y)) = s((t ◦ φ ◦ t−1)(y)).
As morphisms between boundaries (in this case, N -equivariant continuous maps) are
necessarily unique, we have that t◦φ◦t−1 = φ, or in other words, φ is G-equivariant.
By Lemma 3.3, we have that the action of G on ∂FN is free.
It remains to show (1) =⇒ (4). To this end, we note that N is C*-simple by
Remark 1.4. Assume it is not the case that CG(N) = {e}, and choose a nontrivial
amenable subgroupK ≤ CG(N). We know that the canonical character 1K : K → C
extends to a *-homomorphism 1K : C
∗
λ(K)→ C, and that there is also a canonical
conditional expectation EK : C
∗
λ(G) → C
∗
λ(K) mapping λt to itself if t ∈ K, and
zero otherwise. It is easy to check that the composition 1K ◦EK : C
∗
λ(G)→ C is an
N -fixed state, which contradicts Lemma 3.1. 
We now aim to prove Theorem 1.6. Some easy observations about relative sim-
plicity as defined in Definition 1.5 are in place.
Proposition 3.6. Let A, B, and C denote unital C*-algebras.
(1) A is relatively simple in itself if and only if it is simple.
(2) If A ⊆ B ⊆ C with A relatively simple in C, then B is simple.
(3) If A ⊆ B ⊆ C with A relatively simple in C, then A is relatively simple in
B and B is relatively simple in C.
Proof. First, to prove (3), let φ : B → B(H) be a unital completely positive map
which is a *-homomorphism on A. This extends to a unital completely positive
map φ˜ : C → B(H), which is faithful by assumption, and so φ is faithful, showing
A is relatively simple in B. It is clear that B is relatively simple in C almost by
definition. Claim (1) follows from the fact that for *-homomorphisms, faithfulness
and injectivity are equivalent. Finally, (2) follows by applying (3) to get that A is
relatively simple in B, then applying (3) again to the containment A ⊆ B ⊆ B to
conclude that B is relatively simple in itself, and finally applying (1). 
We also make use of the following lemma:
Lemma 3.7. Assume H ≤ G. Then H is plump in G if and only if the only H-
equivariant unital completely positive map φ : C∗λ(G) → C(∂FH) is the canonical
trace τλ.
Proof. Observe that Lemma 3.1 tells us that, because τλ is H-invariant, H is plump
if and only if there are no nontrivialH-irreducible closed convex subsets of S(C∗λ(G)).
As the closure of the extreme points of any such subset is an H-boundary [Gla76,
Theorem III.2.3], this is equivalent to there being no nontrivial H-boundaries in
S(C∗λ(G)). From here, the proof is analogous to that of [Ken15, Proposition 3.1]. 
Proof of Theorem 1.6. (1) =⇒ (3) This argument is adapted from part of the proof
of (2) =⇒ (1) in [BKKO17, Theorem 3.1]. Assume φ : C(∂FN) ⋊λ G → B(H)
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is unital and completely positive, and also a *-homomorphism on C∗λ(N). We may
equipB(H) with anN -action given by s·T = φ(λs)Tφ(λs)
∗ for s ∈ N and T ∈ B(H).
Further, φ is N -equivariant with respect to this action on B(H), as C∗λ(N) lies
in the multiplicative domain of φ. We also have that, by injectivity, there is an
N -equivariant unital completely positive map ψ : B(H) → C(∂FN). We note
that ψ ◦ φ : C(∂FN) ⋊λ G → C(∂FN) restricts to the canonical trace on C
∗
λ(G)
by Lemma 3.7. Furthermore, ψ ◦ φ is the identity on C(∂FN) by rigidity, and
so C(∂FN) lies in the multiplicative domain of this map. Combining these two
observations yields that ψ ◦ φ is the canonical expectation, which is faithful, and so
φ is faithful.
(3) =⇒ (2) This follows from Proposition 3.6.
(2) =⇒ (1) Assume (1) does not hold. We know that N must be C*-simple
by Proposition 3.6, and so looking back at Theorem 1.3, it must be the case that
CG(N) 6= {e}. Choose any nontrivial amenable subgroup K of CG(N), and note
that N ∩K = {e}, as N has trivial center (C*-simplicity implies trivial amenable
radical). Thus, NK ∼= N × K, and so C∗λ(NK)
∼= C∗λ(N) ⊗ C
∗
λ(K). Letting
λN : C
∗
λ(N) → B(ℓ
2(N)) denote the extension of the left-regular representation
of N to C∗λ(N), and 1K : C
∗
λ(K)→ C the extension of the trivial character, we have
that λN ⊗ 1K : C
∗
λ(N) ⊗ C
∗
λ(K) → B(ℓ
2(N)) is a non-faithful *-homomorphism.
Thus, any unital completely positive extension φ : C∗λ(G)→ B(ℓ
2(N)) will be non-
faithful, yet be a *-homomorphism on C∗λ(N).
(3) =⇒ (4) This follows from Proposition 3.6.
(4) =⇒ (1) This implication will be quite similar to (2) =⇒ (1). Assume that
(1) doesn’t hold, and observe that by Proposition 3.6, C(∂FN)⋊λN is simple, which
is known to imply that N is C*-simple (see Theorem 2.7). Again, CG(N) 6= {e}, and
choosing any nontrivial amenable subgroup K ≤ CG(N), we have NK ∼= N × K.
Further, K acts trivially on ∂FN by [BKKO17, Lemma 5.3], and so C(∂FN) ⋊λ
(NK) ∼= (C(∂FN) ⋊λ N) ⊗ C
∗
λ(K). Letting π : C(∂FN) ⋊λ N → B(H) be any
(necessarily faithful) representation, and 1K : C
∗
λ(K) → C be the extension of the
trivial character, we have that π ⊗ 1K : (C(∂FN) ⋊λ N) ⊗ C
∗
λ(K) → B(H) is a
non-faithful *-homomorphism. Any unital completely positive extension to C∗λ(G)
will contradict the assumption of (4). 
Proof of Theorem 1.9. (2) =⇒ (1) Assume (1) does not hold. Applying Theorem 1.3,
we either have that N is not C*-simple, or CG(N) 6= {e}. If N is not C*-simple,
then by Kennedy’s intrinsic characterization of C*-simplicity (see Theorem 2.11),
N has a nontrivial amenable N -residually normal subgroup. If, on the other hand,
CG(N) 6= {e}, then any nontrivial amenable subgroup of CG(N) is N -residually
normal.
(1) =⇒ (2) This is analogous to [Ken15, Remark 4.2]. For convenience, we
give the modified argument here. Assume (2) doesn’t hold, and K is a nontrivial
amenable N -residually normal subgroup of G. Amenability tells us that there is
some K-invariant measure µ ∈ P (∂FN). Strong proximality tells us that there is
a net (sλ) ⊆ N with sλµ → δx for some x ∈ ∂FN . Dropping to a subnet, we may
assume that (sλKs
−1
λ ) is also convergent to some L, and L 6= {e} by assumption.
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Chopping off the start of our net, we may in addition assume that there is some
l ∈ L \ {e} with l ∈ sλKs
−1
λ for all λ, i.e. l = sλkλs
−1
λ for some kλ ∈ K. From here,
we note that
lsλµ→ lδx = δlx,
while we also have
lsλµ = sλkλµ = sλµ→ δx.
This shows lx = x, and so G cannot act freely on ∂FN .
(2) ⇐⇒ (3) If K is any nontrivial amenable N -residually normal subgroup
of G, then any N -minimal subset of the closed N -orbit of K is an N -uniformly
recurrent subgroup. Conversely, any element of an N -uniformly recurrent subgroup
is N -residually normal by definition. 
We conclude this section with some remarks.
Remark 3.8. Countability of N or G is not a requirement for any of the above
proofs, nor is it required for any of the C*-simplicity analogues of the above char-
acterizations obtained by setting N = G (see Remark 2.12), some of which were
applied here.
Remark 3.9. Some of the characterizations we have given are closed under taking
supergroups. Namely, if H ≤ G is any (not necessarily normal) subgroup that
satisfies any of Theorem 1.3 (3) or (5), Theorem 1.6 (2), or Theorem 1.9 (2) or (3),
then so does any subgroup of G containing H. In particular, any normal subgroup
of G containing H is relatively C*-simple.
4. The universal G-minimal, H-strongly proximal space
This section was originally dedicated to proving (3) =⇒ (2) in Theorem 1.3,
until a much cleaner proof was suggested by Sven Raum - see Remark 3.5. The
existence of a type of relative Furstenberg boundary with respect to arbitrary (not
necessarily normal) subgroups might still be interesting, and for this reason this
section is still kept.
Proposition 4.1. Assume H is a (not necessarily normal) subgroup of G. There
is a universal G-minimal, H-strongly proximal G-space B(G,H), in the sense that
any other such space X is a G-equivariant continuous image of B(G,H). Further,
this space is unique up to G-equivariant homeomorphism.
Proof. The proof is quite similar to the topological proof of the existence of the
Furstenberg boundary, a very brief sketch of which is given in [Fur73, Proposi-
tion 4.6]. We fill in the details and modify the argument appropriately here.
Let {Xα}α∈A denote the set of all up-to-isomorphism G-minimal, H-strongly
proximal spaces, where isomorphism refers to G-equivariant homeomorphism. Note
that these can indeed be put into a set, as all of these spaces are necessarily the
continuous image of βG by minimality, so there is a limit on the cardinality of these
spaces.
We claim that the space X :=
∏
αXα is still H-strongly proximal. To see this,
given any measure µ ∈ P (X), we note that for any α ∈ A, there is a net (hλ) ⊆ H
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with (hλµ) converging to a Dirac mass when restricted to C(Xα). From here, it is
easy to see that this can be done on finitely many α1, . . . , αn ∈ A. Now for each
finite F ⊆ A, letting µF ∈ Hµ be a Dirac mass when restricted to each C(Xα) for
α ∈ F , we note that any cluster point of the net (µF ) (indexed over finite subsets
of A, ordered under inclusion) is necessarily a Dirac mass on the entire space X.
Let B(G,H) be a G-minimal subset of X. It is clear that this space is still H-
strongly proximal. We will also show that it is universal. Given any Xα, consider the
coordinate projection map πα : X → Xα. We see that πα|B(G,H) : B(G,H) → Xα
is still surjective, as the image of this map is closed and G-invariant, and Xα is
G-minimal.
Finally, this space is unique up to isomorphism. Indeed, if B′ is another universal
space, then there are G-equivariant continuous maps φ1 : B(G,H) → B
′ and φ2 :
B′ → B(G,H). But their compositions φ2 ◦ φ1 : B(G,H)→ B(G,H) and φ1 ◦ φ2 :
B′ → B′ are necessarily the respective identity maps between these spaces, as these
spaces are both G-boundaries, and, assuming they exist, morphisms between G-
boundaries are unique. 
Remark 4.2. A different notion of relative Furstenberg boundary is presented in
[Mon19], and so we avoid using the term Furstenberg boundary and notation ∂(G,H)
to describe the universal object from Proposition 4.1. Our notation B(G,H) is
derived from Furstenberg’s notation B(G) for the Furstenberg boundary of G, given
in [Fur73, Proposition 4.6].
Corollary 4.3. If N ⊳ G is normal, the universal G-minimal, N -strongly proximal
space is ∂FN .
Proof. Letting B(G,N) denote the universal such space, there is a G-equivariant
continuous surjection φ1 : B(G,N) → ∂FN . However, Lemma 3.2 tells us that
B(G,N) is in fact an N -boundary, and so there is an N -equivariant continuous
surjection φ2 : ∂FN → B(G,N). The composition φ1 ◦ φ2 : ∂FN → ∂FN is N -
equivariant, and thus necessarily the identity map. This shows φ2 is injective, hence
bijective. Thus, φ1 is also bijective, and therefore the isomorphism we are looking
for. 
It is worth emphasizing a subtle point - Lemma 3.2 tells us that any G-minimal,
N -strongly proximal space is theN -equivariant image of ∂FN . However, Corollary 4.3
gives us a G-equivariant map.
Proof of Theorem 1.3, (3) =⇒ (2). Assume X is G-minimal, N -strongly proximal,
and G-topologically free. By Corollary 4.3, there is a G-equivariant continuous map
φ : ∂FN → X. By Lemma 3.3, the action of G on ∂FN is free. 
5. Examples
It is worth noting that the characterization of being C*-simple and having trivial
centralizer, originally given as a sufficient condition in [Amr18, Corollary 3.2], is
perhaps the “nicest” characterization of relative C*-simplicity. As such, some of the
examples below will still be proven with this result, as opposed to our new results.
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5.1. Free products. Given that the canonical example of a C*-simple group is F2,
the free group on two generators, it is worthwhile to use this as an easy example.
We will re-prove the following special case of [Amr18, Example 3.8] using one of our
new results.
Example 5.1. Let F2 = 〈a, b〉 denote the free group on two generators. Then the
normal closure of a is relatively C*-simple in F2.
Proof. The Nielsen-Schreier theorem tells us that any subgroup of a free group is
free. Thus, the only nontrivial amenable subgroups of F2 are the cyclic subgroups.
Given any such subgroup 〈x〉, assume first that the reduced word of x starts with
b or b−1. Then the reduced word length of anxa−n is eventually strictly increasing,
showing that 〈anxa−n〉 → {e} in the Chabauty topology. This is also true if the
reduced word of x ends with b or b−1. Finally, if both the start and end of x lie in{
a, a−1
}
, then the reduced word length of (bab−1)nx(bab−1)−n is strictly increasing,
and so
〈
(bab−1)nx(bab−1)−n
〉
is Chabauty-convergent to {e}. By Theorem 1.9, we
are done. 
We will also generalize [Amr18, Example 3.8] to free products as follows:
Theorem 5.2. Assume G = H ∗K, where H and K are nontrivial, and they are
also not both Z2. Then any nontrivial normal subgroup of G is relatively C*-simple.
Proof. It is known that any such group is C*-simple [PS79]. Hence, any normal
subgroup N ⊳ G is C*-simple as well by [BKKO17, Theorem 1.4]. It remains to
show that any nontrivial normal subgroup has trivial centralizer. Assume otherwise,
so that there exists some normal subgroup N 6= {e} with CG(N) 6= {e}, and pick
nontrivial elements x ∈ N and y ∈ CG(N). C*-simplicity of N tells us that N has
trivial center, i.e. N ∩ CG(N) = {e}, and so 〈x, y〉 ∼= 〈x〉 × 〈y〉. But the Kurosh
subgroup theorem tells us that
〈x〉 × 〈y〉 = FX ∗
∗∏
i∈I
siHis
−1
i ∗
∗∏
j∈J
tjKjt
−1
j
for some subset X ⊆ G and subgroups Hi ≤ H, Kj ≤ K. There are two cases when
such a subgroup is abelian. The first case is if X is a singleton, and I and J are
empty. This is impossible, as 〈x〉 × 〈y〉 is not isomorphic to Z. The second case is
if, without loss of generality, 〈x〉 × 〈y〉 is some conjugate siHis
−1
i , where Hi ≤ H.
Equivalently, 〈s−1i xsi〉 × 〈s
−1
i ysi〉 is a subgroup of H. But both N and CG(N) are
normal subgroups of G, and so this says that there are some nontrivial s ∈ N and
t ∈ CG(N) that both lie in H. However, if we choose any nontrivial r ∈ K, then t
cannot commute with rsr−1 ∈ N , a contradiction. 
5.2. Direct products. Taking direct sums and direct products of existing examples
can provide some easy new examples:
Lemma 5.3. Let (Gi) be a family of C*-simple groups. Then both ⊕Gi and
∏
Gi
are C*-simple.
12 DAN URSU
Proof. We know that each Gi acts freely on its Furstenberg boundary ∂FGi (see
Theorem 2.7). From here, it is not hard to check that
∏
∂FGi is a free boundary
action for both ⊕Gi and
∏
Gi, and so both of these groups are C*-simple by the
same theorem. 
Theorem 5.4. Let (Gi) be a family of groups with relatively C*-simple normal
subgroups Ni ⊳ Gi. The direct sum ⊕Ni is relatively C*-simple in the direct product∏
Gi.
Proof. Observe that ⊕Ni is normal in
∏
Gi, and the commutator of this subgroup
is
∏
CGi(Ni). By Theorem 1.3, this commutator is trivial, and so applying this
theorem again together with Lemma 5.3, ⊕Ni is relatively C*-simple in
∏
Gi. 
Remark 5.5. This shows that there exists an uncountable group with a countable
relatively C*-simple normal subgroup, for example ⊕n∈NF2⊳
∏
n∈N F2. From the C*-
algebras perspective, there is a non-separable C*-algebra with a separable relatively
simple sub-C*-algebra.
5.3. Wreath products. Recall that the (unrestricted) wreath product G ≀ H is
(
∏
H G)⋊H, where H acts by left-translation on
∏
H G.
Theorem 5.6. Assume N is a relatively C*-simple subgroup of some group G 6= {e},
and let H be any arbitrary group. Then the direct sum ⊕HN is relatively C*-simple
in G ≀H.
Proof. Note that ⊕HN is normal in G ≀ H. It is easy to check that the canonical
action of
∏
H G on
∏
H ∂FN , together with the action of H on
∏
H ∂FN by left-
translation, extend to an action of all of G ≀H. It is also not hard to see that ⊕HN
acts strongly proximally and G ≀H acts minimally on this space.
It remains to show that the action of G ≀H is still topologically free. To this end,
first consider any nontrivial element of the form ((gh), e) ∈ G ≀H. Its fixed point set
is given by
∏
H Fix(gh), which is empty by Theorem 1.3 and the assumption that at
least one gh 6= e. Now given any element ((gh), h0) ∈ G ≀ H with h0 6= e, we note
that
((gh), h0)(xh) = (ghxh−1
0
h
),
and so (xh) lies in the fixed point set of this element if and only if ghxh−1
0
h = xh
for all h. In particular, setting h = h0 gives us gh0xe = xh0. If Fix((gh), h0) were to
have interior, then it would contain a basic open subset of the form
∏
H Uh, where
Uh ⊆ X is open, and all but finitely many Uh 6= X. Given that N is C*-simple and
N 6= {e} (as N is relatively C*-simple in G 6= {e} by assumption) we know that
∂FN has no isolated points [KK17, Proposition 3.15], and so no Uh is a singleton.
But given that xh0 is entirely determined by the value xe takes, this cannot be the
case. We conclude that Fix((gh), h0) has empty interior, and so by Theorem 1.3, we
are done. 
Remark 5.7. The sufficient condition for plumpness given in [Amr18, Lemma 3.5]
assumes the group is countable and has countable fixed point sets. The proof of
Theorem 5.6, however, gives a natural class of topologically free boundary actions
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admitting uncountably many fixed points. Here, we see that H ≤ G ≀ H fixes the
diagonal of
∏
H ∂FN , and ∂FN is uncountable as it is a nontrivial compact Hausdorff
space with no isolated points. One could also replace ∂FN by any G-minimal, N -
strongly proximal, G-topologically free space X, and so any element ((gh), e) ∈ G≀H
admits fixed point set
∏
H Fix(gh), which is uncountable if, for example, Fix(gh) are
nonempty for all h, and at least one gh = e. Finally, while wreath products G ≀H are
often uncountable (for example, if G 6= {e} and H is infinite), the same observations
hold for the restricted wreath product (⊕HG) ⋊H as well, which is countable if G
and H are countable.
5.4. Groups with trivial center and only cyclic amenable subgroups. It
is sometimes the case that the only amenable subgroups of a given group are the
cyclic subgroups. For example, this property is true of the free groups by the
Nielsen-Schreier theorem. Our aim is to show the following:
Theorem 5.8. Assume G is such that any amenable subgroup is cyclic, Z(G) = {e},
and in addition, no two elements have finite coprime order. Then any nontrivial
normal subgroup of G is relatively C*-simple.
Remark 5.9. It is worth noting that this last requirement that G should have no
two elements of finite coprime order is true for a large class of groups, including
torsion-free groups and p-groups.
Whether or not G has trivial center is surprisingly sufficient in determining
whether G is C*-simple or not. In the case of countable groups, [BKKO17, Theo-
rem 6.12] tells us it suffices to prove that Ra(G) ⊆ Z(G). The argument we present
here avoids countability, but requires a bit of a detour into theory on the Furstenberg
boundary.
Lemma 5.10. Let G denote any discrete group, and let x ∈ ∂FG be arbitrary.
Letting Gx denote the point-stabilizer of x, if s ∈ Gx is nontrivial, and y1, . . . , yn ∈
∂FG, then Gy1 ∩ · · · ∩Gyn always contains some conjugate of s.
Proof. This is a special case of [BKKO17, Lemma 3.7] obtained by setting U =
Fix(s) (necessarily clopen - see Corollary 2.5), ε = 1
n
, and µ = 1
n
(δy1 + · · · + δyn).
Our end result is that there is some r ∈ G with ryi ∈ Fix(s) for all i, or in other
words, r−1sr ∈ Gyi for all i. 
Proposition 5.11. Assume G has the property that any amenable subgroup is cyclic.
Then G is C*-simple if and only if Z(G) = {e}.
Proof. As the center is always an amenable normal subgroup, any C*-simple group
G must have trivial center. Conversely, assume G has trivial center. We will
first show that G has trivial amenable radical. Given any t ∈ G, we have that
(〈t〉Ra(G))/Ra(G) ∼= 〈t〉 /(〈t〉 ∩ Ra(G)), which is amenable, and so by extension,
〈t〉Ra(G) is amenable, thus cyclic. This shows t commutes with every element of
Ra(G). Since t was arbitrary, Ra(G) ⊆ Z(G) = {e}.
Now we wish to show that none of the point-stabilizers Gx for x ∈ ∂FG can be
nontrivial. Assume otherwise. Recall that Gx is always amenable - see, for example
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[BKKO17, Proposition 2.7]. This tells us that Gx = 〈s〉 for some x ∈ ∂FG and
s 6= e. If Gx were finite, it follow from
⋂
y∈∂FG
Gy = Ra(G) = {e} that there are
y1, . . . , yn ∈ ∂FG with Gx ∩ Gy1 ∩ · · · ∩ Gyn = {e}. This contradicts Lemma 5.10.
If Gx is infinite cyclic, this tells us that there is some y ∈ ∂FG with Gx 6= Gy.
Without loss of generality, Gx 6⊆ Gy, and so Gx∩Gy = 〈s
n〉 for some |n| ≥ 2. Again,
Lemma 5.10 gives us that there is some r ∈ G with rsr−1 = sm for some |m| ≥ 2. It
is easy to show that, inductively, rksr−k = sm
k
, and so rk 〈s〉 r−k converges to {e}
in the Chabauty topology. This can never happen if Gx 6= {e}, as {Gx}x∈∂FG is an
amenable uniformly recurrent subgroup - see [Ken15, Remark 4.3]. 
Proof of Theorem 5.8. By Proposition 5.11, any such group is C*-simple. Assume
N is a nontrivial normal subgroup, and CG(N) 6= {e}. We know that G being
C*-simple implies N is C*-simple by [BKKO17, Theorem 1.4], and so Z(N) =
N ∩ CG(N) is trivial. Thus, if we choose nontrivial x ∈ N and y ∈ CG(N), then
〈x, y〉 ∼= 〈x〉 × 〈y〉. Such a group is both amenable and non-cyclic, contradicting our
assumption. Hence, any nontrivial normal subgroup has trivial centralizer, and so
by Theorem 1.3, we are done. 
Recall that the free Burnside groupB(m,n) is the universal group onm generators
satisfying xn = e for all elements x in the group. The Burnside problem, which was
one of the largest open problems in group theory, asked whether such groups are
always finite. The answer, as it turns out, is no, and in addition, some of these groups
are C*-simple - see [BKKO17, Corollary 6.14]. In particular, they remark that for
any m ≥ 2 and n odd and sufficiently large, any non-cyclic subgroup contains a
copy of the non-amenable group B(2, n). Hence, we obtain the following:
Example 5.12. Assume m ≥ 2 and n is odd and sufficiently large. Then any
non-trivial normal subgroup of B(m,n) is relatively C*-simple.
5.5. A remark on Thompson’s group F . Thompson’s group F was the origi-
nal candidate counterexample for the now-disproven Day-von Neumann conjecture,
which stated that a group is non-amenable if and only if it contains a copy of F2,
the free group on two generators. A good introduction to this, and related groups,
can be found in [CFP96]. It is known that F does not contain a copy of F2, but
whether or not it is amenable is still a large open question in group theory. How-
ever, it is known that F is non-amenable if and only if it is C*-simple - see [LM18,
Theorem 1.6]. Hence, with a bit of extra work, we obtain the following equivalence:
Theorem 5.13. Thompson’s group F is non-amenable if and only if its derived
subgroup [F,F ] is relatively C*-simple in F .
Proof. Relative simplicity of [F,F ] in F would imply that both [F,F ] and F are
C*-simple, in particular non-amenable. It remains to prove the converse.
For convenience, denote [F,F ] and CF ([F,F ]) by N andM , respectively. Assume
F is non-amenable, hence C*-simple. Then both N and M are normal subgroups,
hence C*-simple by [BKKO17, Theorem 1.4]. In particular, N is centerless, i.e.
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N ∩M = {e}. But then, applying the second isomorphism theorem, we see that
M ∼=M/(N ∩M) ∼=MN/N ⊆ F/N,
and so M is abelian. Given that it is also C*-simple, this forces M = {e}, and so
by Theorem 1.3, we are done. 
This shows, for example, that to prove amenability of F , it would suffice to
construct a non-faithful unital completely positive map φ : C∗λ(F ) → B(H) that is
a *-homomorphism on C∗λ([F,F ]).
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