A method for blind estimation of static time errors in time inter leaved AID converters is investigated. The method assumes that amplitude and gain errors are removed before the time error esti mation. Even if the amplitude and gain errors are estimated and removed, there will be small errors left. In this paper, we inves tigate how the amplitude and gain errors influence the time error estimation performance.
INTRODUCTION
Many digital signal processing applications, such as radio base sta tions or VDSL modems, require AID converters with very high sample rate and very high accuracy. To achieve high enough sam ple rates, an arr ay of M AID converters, interleaved in time, can be used. Each ADC should work at l/Mth of the desired sample rate [1], see Figure 1 . Three kinds of mismatch errors are intro duced by the interleaved structure:
• Time errors (static jitter)
The delay time of the clock to the different AID converters is not equal. This means that the signal will be periodically but non-uniformly sampled.
• Amplitude offset errors
The ground level can be slightly different in the different AID converters. This means that there is a constant ampli tude offset in each AID converter.
• Gain error The gain, from analog input to digital output, can be differ ent for the different AID converters.
The errors are assumed to be static, so that the error is the same in the same AD-converter from one cycle to the next. There are also random errors in time, amplitude and gain due to thermal noise, which are different from one sample to the next. These errors do not. have anything to do with the parallel structure of the AID converter and are impossible to estimate because of their random behavior. These errors are not discussed further here.
We will in this paper focus on the time error estimation. Meth ods for estimation of timing errors have been presented in for in stance [2J and [3] but those methods require a known calibration signal. Calibration of AID converters is time-consuming and ex pensive. Therefore a lot of costs can be saved if the errors in the ADC can be automatically estimated and compensated for under drift. We will in this paper investigate a blind estimation method for timing errors in interleaved ADCs, previously presented in [4] . 
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This method assumes that the amplitude and gain errors are com pensated for before the time error estimation. But even if this is done, there will be small amplitude and gain errors left. We will in this paper investigate how these errors influence the performance of the time error estimation algorithm.
NOTATION
The analog input signal is denoted u(t). T. denotes the nominal sampling time, that we would have without any errors. M is the number of AID converters in the parallel structure. The time offset for the ith AID converter is denoted tt. The output from the ith AID converter is denoted Yi[kj where k is the kth sample from that AID converter. Each AID converter form a subsequence,
The sample time for each such subsequence is exactly MT •. These subsequences are merged to the output signal
where L·J denotes integer part. The difference between samples from AID converter i -1 and AID converter i is denoted L)"Yt [kj = Yi[k)-Yi-dkj. We denote by N the number of data points from each AID converter. We assume that the same number of sam ples is taken from all the AID converters so that N M is the total number of data. We use the notation
for quasistationary signals [5] . where the expectation is taken over possible stochastic parts of set).
SIGN,(\L RECONSTRUcnON
If all the error parameters are known. and the input signal u(t) is band limited, u(t) can be exactly reconstructed from the sam pled signal y[k]. We will in this section describe how the different errors can be removed.
• First, the amplitude errors should be removed This is done by subtracting the amplitude errors from the subsequences.
• Next. the gain errors should be removed. This is done by dividing the subsequences by the correct gain. 
Urn] can then be calculated from these M subsequences.
The estimated uniformly sampled signal is then calculated as
If u(t) is band limited to below the Nyquist frequency. u( t) can be exactly reconstructed from u[k]. 
TIME ERROR ESTIMATION
The time error estimation algorithm is here briefly reviewed The algorithm is presented in more detail in [4, 7] .
The algorithm is based on the assumption that the signal changes more on average if it is a long time between the samples than if it is a short time between them. Therefore we have to assume that the signal varies slowly enough, i.e. has low enough bandwidth.
We look at the difference. aYI [k] . between two adjacent samples and make a Taylor expansion around the nominal sampling time of
We calculate the mean squared difference between two adjacent AID converters:
To estimate E(U'(t»2. an average over all the AID-converters is calculated:
Assuming that a = it E:!1 t l -:, E:!1 titi-1 is small com pared to Tl we can calculate a crude estimate of the time error from the equations (10) and (11). using the first ADC as reference.
i.e .
• to = O .
With this estimate of the time offsets we can improve the estimate of E{(U'(t»2} using equation (11). Then the time error estimates can be improved by fixed-point iteration [8]:
The iteration is continued until the changes in t�') are small enough.
Simulations show that � e or two iterations are enough.
S. GAIN AND AMPLITUDE ERROR INFLUENCE ON TIME ERROR ESTIMATION
We will in this section calculate the error of the time error esti mate caused by remaining amplitude and gain errors. We will throughout this section assume that M = 2 to avoid too messy expressions. We will in this section use superscript 0 to denote the estimates without gain or amplitude errors. for instance (t,)O denotes the estimate as calculated in Section 4. 
Following the calculations from section 4 we get the initial time error estimate as 
Following the calc�ations from section 4 we get the initial time error estimate as (24)
The error in this estimate is
A first order Taylor expansion of the error with respect to A 2 gives
The second approximation is good if the time errors are small com pared to the sample interval, T •. Equation (26) shows that the time estimation accuracy is basically affected in the same way with am plitude offset errors as for gain errors. This agrees with what we would expect from (22) and (23), where we can see that AYi [k] is more affected by amplitude errors for a slowly varying signal than for a fast varying signal (u' is smaller compared to Al on avarage for a slowly varying signal).
Gain and amplitude error inftuence
Here we study the influence of both amplitude and gain errors on the time error estimation algorithm. Using the first ADC as refer ence, we have the two subsequences yolk] = u(2kT.)
Following the same calculations as in Section 5.1 and 5.2 we find that the crossterms between 91 and Al only occur for higher order than two . The second order terms are added constructively, which means that the errors calculated in �quation (1 9 ) and equation (26) are added. • Galn erro rs:
Ten different gain errors between 0.0005 and 0.02 are used.
• Amplitude errors:
Ten different amplitude erro� between 0.0005 and 0.02 are used.
The true time error is O.OlT. in all the simulations and the num ber of samples is N = 100000. Figure 2 shows a comparison between theoretical estimation errors and estimation errors from simulations as a function of gain error size. Figure 3 
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