Distributed representations of text can be used as features when training a statistical classifier. These representations may be created as a composition of word vectors or as contextbased sentence vectors. We compare the two kinds of representations (word versus context) for three classification problems: influenza infection classification, drug usage classification and personal health mention classification. For statistical classifiers trained for each of these problems, context-based representations based on ELMo, Universal Sentence Encoder, Neural-Net Language Model and FLAIR are better than Word2Vec, GloVe and the two adapted using the MESH ontology. There is an improvement of 2-4% in the accuracy when these context-based representations are used instead of word-based representations.
Introduction
Distributed representations (also known as 'embeddings') are dense, real-valued vectors that capture semantics of concepts (Mikolov et al., 2013) . When learned from a large corpus, embeddings of related words are expected to be closer than those of unrelated words.
When a statistical classifier is trained, distributed representations of textual units (such as sentences or documents) in the training set can be used as feature representations of the textual unit. This technique of statistical classification that uses embeddings as features has been shown to be useful for many Natural Language Processing (NLP) problems (Zhang et al., 2015; Joshi et al., 2016; Chou et al., 2016; Simova and Uszkoreit, 2017; Buscaldi and Priego, 2017) and biomedical NLP problems (Yadav et al., 2017; Kholghi et al., 2016) . In this paper, we experiment with three classification problems in health informatics: influenza infection classification, drug usage classification and personal health mention classification. We use statistical classifiers trained on tweet vectors as features. To compute a tweet vector, i.e., a distributed representation for tweets, typical alternatives are: (a) tweet vector as a function of word embeddings of the content words 1 in the tweet; or, (b) a contextualised representation that computes sentence vectors using language models. The former considers meanings of words in isolation, while the latter takes into account the order of these words in addition to their meaning. We compare word-based and contextbased representations for the three classification problems. This paper investigates the question:
'When statistical classifiers are trained on vectors of tweets for health informatics, how should the vector be computed: using word-based representations that consider words in isolation or contextbased representations that account for word order using language models?'
For these classification problems, we compare five approaches that use word-based representations with four approaches that use context-based representations.
Related Work
Distributed representations as features for statistical classification have been used for many NLP problems: semantic relation extraction (Hashimoto et al., 2015) , sarcasm detection (Joshi et al., 2016) , sentiment analysis (Zhang et al., 2015; Tkachenko et al., 2018) , co-reference resolution (Simova and Uszkoreit, 2017) , grammatical error correction (Chou et al., 2016) , emotion intensity determination (Buscaldi and Priego, 2017) Vectors of the content words are pre-trained word embeddings from Word2Vec & GloVe (respectively) retrofitted using MeSH ontology.
Context-based
A tweet vector is obtained from a pre-trained language model that uses context. ELMo, USE, NNLM, FLAIR Context-based representations of tweets are obtained from pre-trained models of ELMo, USE, NNLM and FLAIR respectively. They account for relationship between words using language models. similarity detection . In terms of the biomedical domain, word embedding-based features have been used for entity extraction in biomedical corpora (Yadav et al., 2017) or clinical information extraction (Kholghi et al., 2016) . Several approaches for personal health mention classification have been reported (Aramaki et al., 2011; Lamb et al., 2013a; Yin et al., 2015) . Aramaki et al. (2011) use bag-of-words as features for personal health mention classification. Lamb et al. (2013a) use linguistic features including coarse topic-based features, while Yin et al. (2015) use features based on parts-of-speech and dependencies for a statistical classifier. Feng et al. (2018) compare statistical classifiers with deep learning-based classifiers for personal health mention detection. In terms of detecting drug-related content in text, there has been work on detecting adverse drug reactions (Karimi et al., 2015) . Nikfarjam et al. (2015) use word embedding clusters as features for adverse drug reaction detection.
Representations
A tweet vector is a distributed representation of a tweet, and is computed for every tweet in the training set. The tweet vector along with the output label is then used to train the statistical classification model. The intuition is that the tweet vector captures the semantics of the tweet and, as a result, can be effectively used for classification. To obtain tweet vectors, we experiment with two alternatives that have been used for several text classification problems in NLP: word-based representations and context-based representations. They are summarised in Table 1 , and described in the following subsections.
Word-based Representations
A word-based representation of a tweet combines word embeddings of the content words in the tweet. We use the average of the word embeddings of content words in the tweet. Average of word embeddings have been used for different NLP tasks (De Boom et al., 2016; Yoon et al., 2018; Orasan, 2018; Komatsu et al., 2015; Ettinger et al., 2018) . As in past work, words that were not learned in the embeddings are dropped during the computation of the tweet vector. We experiment with three kinds of word embeddings:
Pre-trained Embeddings:
Denoted as Word2Vec PreTrained and GloVe PreTrained in Table 1 , we use pre-trained embeddings of words learned from large text corpora: (A) Word2Vec by Mikolov et al. (2013) : This has been pre-trained on a corpus of news articles with 300 million tokens, resulting in 300-dimensional vectors; (B) GloVe by Pennington et al. (2014) : This has been pretrained on a corpus of tweets with 27 billion tokens, resulting in 200-dimensional vectors.
Embeddings Trained on The Training
Split: It may be argued that, since the pretrained embeddings are learned from a cor- 
Context-based Representations
Context-based representations may use language models to generate vectors of sentences. Therefore, instead of learning vectors for individual words in the sentence, they compute a vector for sentences on the whole, by taking into account the order of words and the set of co-occurring words.
We experiment with four deep contextualised vectors: (A) Embeddings from Language Models (ELMo) by Peters et al. (2018) : ELMo uses character-based word representations and bidirectional LSTMs. The pre-trained model computes a contextualised vector of 1024 dimensions. ELMo is available in the Tensorflow Hub 2 , a repository of machine learning modules; (B) Universal Sentence Encoder (USE) by Cer et al. (2018) : The encoder uses a Transformer architecture that uses attention mechanism to incorporate information about the order and the collection of words (Vaswani et al., 2017) . The pretrained model of USE that returns a vector of 512 dimensions is also available on Tensorflow Hub; (C) Neural-Net Language Model (NNLM) by Bengio et al. (2003) : The model simultaneously learns representations of words and probability functions for word sequences, allowing it to capture semantics of a sentence. We use a pre-trained model available on Tensorflow Hub, that is trained on the English Google News 200B corpus, and computes a vector of 128 dimensions; (D) FLAIR by Akbik et al. (2018) : This library by Zalando research 3 uses character-level language models to learn contextualised representations. We use the pooling option to create sentence vectors. This is a concatenation of GloVe embeddings and the forward/backward language model. The resultant is a vector of 4196 dimensions. 
Experiment Setup
We conduct our experiments on three boolean classification problems in health informatics: (A) Influenza Infection Classification (IIC): The goal is to predict if a tweet reports an influenza infection ('I have been coughing all day', for example) or describes information about influenza ('flu outbreaks are common in this month of the year', for example). We use the dataset presented in Lamb et al. (2013b) We use the dataset provided by Robinson et al. (2015) . For example 'I have been sick for a week now' is a personal health mention while 'Rollercoasters can make you sick' is not. It must be noted that IIC involves influenza while the PHMC dataset covers a set of illnesses as described later.
The datasets for each of the classification problems consist of tweets that have been manually annotated as reported in the corresponding papers. The statistics of these datasets are shown in Table 2. The values in brackets indicate the number of true tweets (i.e., tweets that have been labeled as true), since these are boolean classification problems. For details on inter-annotator agreement and the annotation techniques, we refer the reader to the original papers. Based on sentence vectors obtained using either word-based or context-based representations, we train logistic regression with default parameters available as a part of the Liblinear package (Fan et al., 2008) . We report fivefold cross-validation results for our experiments. Each fold is created using stratified k-fold sampling available in scikit-learn 4 .
Results
We first present a quantitative evaluation to compare the two types of representations. Following that, we analyse sources of errors.
Quantitative Evaluation
We compare word-based and context-based representations for the three classification problems in Table 3 . Accuracy is computed as the proportion of correctly classified instances. The table contains the average accuracy values with standard deviation values shown in parentheses. The table is divided into two parts. Part (A) corresponds to experiments using word-based representations, while Part (B) corresponds to those using context-based representations. In general, contextbased representations result in an improvement in the three classification problems as compared to word-based representations. For IIC, the best word-based representation is when pre-trained Word2Vec embeddings (W ord2V ec P reT rain) of content words are averaged to generate the tweet vector. The accuracy in this case is 0.8106. In contrast, the best performing context-based representation is NNLM (0.8520). This is an improvement of 4% points. Similarly, tweet vectors created using USE result in an accuracy of 0.7790 for DUC and 0.8155 for PHMC. This is an improvement of 2-4% points each over the wordbased representations for these two classification problems as well. In addition, for pre-trained embeddings (Word2Vec and GloVe) retrofitted with a medical ontology (MeSH), we observe a degrada- tion in the accuracy for IIC and PHMC, as compared to without retrofitting. There is an improvement of 1% point in the case of DUC. Similarly, learning the embeddings on the specific training corpus does not work well. It leads to a degradation as compared to pre-trained embeddings. This could happen because pre-trained embeddings are trained on much larger corpora than our training datasets, thereby capturing semantics more effectively than the Word2Vec SelfTrain variant.
Qualitative Evaluation
For a qualitative comparison of the two representations, we analyse 100 randomly sampled instances that are mis-classified by each classifier. While these instances need not be the same for each classifier, the trends in the errors show where one kind of representation scores over the other. We compared linguistic properties of these mis-classified instances, such as the person, tense and number. 
Conclusions
In this paper, we show that context-based representations are a better choice than word-based representations to create tweet vectors for classification problems in health informatics. We experiment with three such problems: influenza infection classification, drug usage classification and personal health mention classification, and compare word-based representations with contextbased representations as features for a statistical classifier. For word-based representations, we consider pre-trained embeddings of Word2Vec and GloVe, embeddings trained on the training split, and the pre-trained embeddings of Word2Vec and GloVe retrofitted to a medical ontology. For context-based representations, we consider ELMo, USE, NNLM and FLAIR. For the three problems, the highest accuracy is obtained using context-based representations. In comparison with pre-trained embeddings, the improvement in classification is approximately 4% for influenza infection classification, 2% for drug usage classification and 4% for personal health mention classification. Embeddings trained on the training corpus or retrofitted on the ontology perform worse than those pre-trained on a large corpus. While these observations are based on statistical classifiers, the corresponding benefit of contextbased representations on neural architectures can be validated as a future work. In addition, while we average the word vectors to obtain tweet vectors, other options for tweet vector computation can be considered for word-based representations. In terms of the dataset, the comparison should be validated for text forms other than tweets, such as medical records. Medical records are expected to have typical challenges such as the use of abbreviations and domain-specific phrases that may not have been learned in pre-trained embeddings.
