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Abstract   
 
With the diverse new capabilities that sensor and ad-hoc networks can provide, applicability of data aggregation is 
growing. Data aggregation is useful in dealing with multi-value domain information, which often requires approximate 
agreement decisions among nodes. In contrast to fully connected networks, the research on data aggregation for partially 
connected networks is very limited. This is due to the complexity of formal proofs and the fact that a node may not have a 
global view of the entire network, which makes it difficult to attain the convergence properties. The complexity of the 
problem is compounded in the presence of message dropouts, faults, and orchestrated attacks. By exploiting the properties 
of Discrete Markov Chains, this study investigates the data aggregation problem for partially connected networks to 
obtain:  the number of rounds of message-exchanges needed to reach a network-convergence, the average convergence 
rate in a round of message exchange, and the number of rounds required to reach a stationary-convergence.  
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1    INTRODUCTION 
Communication networks are pervasive in different dimensions with increasing capability as the result of more 
applications and services. To support user needs, networks are growing in size and span over larger 
geographical areas.  As a network grows, the cost of having dedicated communication among nodes becomes 
prohibitive and unrealistic. To ensure network scalability, in terms of user base and performance, most 
networks, e.g. the Internet and wireless networks, are partially connected. Partial connectivity in large 
networks, however, poses unique challenges. Data Aggregation (DA) is one such challenge, since each node 
has direct access to only a subset of nodes in the network. Furthermore, as the network changes, DA needs to 
be scalable, robust, and adaptable dynamically. DA has been used in many applications, including clock 
synchronization, gossip-based protocols in P2P networks, target detection, and hot-spot detection 
[1,5,7,9,11,12,13,16,17].  
 
Data aggregation is the ability to provide global information for purposes of network management and user 
services. The authors in [10] refer to data aggregation, or simply aggregation, as a set of functions that provide 
components of a distributed system access to global information. Depending on the service type, data 
aggregation has been referred to by other names such as “data fusion” in sensor networks, “approximate 
agreement”, and “consensus” in distributed systems literature. Regardless of the names used, the fundamental 
approach is the same, i.e. providing global information as a function of local parameters.  
 
With respect to agreement, data aggregation can be categorized into exact and inexact agreement. In exact 
agreement, all non-faulty nodes are required to reach the same exact decision. The best-known form of exact 
agreement is the Byzantine Consensus or the Interactive Consistency problem, under which all non-faulty 
nodes must arrive at a single consensus value [18,22]. Exact agreement has been employed in many 
applications including leader election, process membership, and distributed commitment protocols. In inexact 
agreement on other hand, also termed as Approximate Agreement (AA), the nodes are not required to reach 
agreement (vote) on the same exact value, nor are they required to agree on a value that belongs to one of the 
non-faulty nodes. Rather, the nodes must converge on final values that are different from each other by a 
maximum of predefined tolerance and are within the range of the initial correct values.  AA must satisfy the 
following conditions [6,13]:  
 
•  Agreement: The voting algorithm executed by all non-faulty nodes eventually halt with voted values that 
are within a predefined tolerance of each other. 
.  
•  Validity: The voted values held by the non-faulty nodes are within the range of the initial values held by 
the non-faulty nodes. 
 
The vast majority of AA algorithms published employ rounds of data-exchange. AA often requires the use of 
an approximation function F. Each node periodically collects data values from its neighbors, or some nodes 
depending on the protocol type, and uses the approximation function to update its local approximate, which is 
then used in the next round of data-exchange. The objective is to gradually shrink the diameter of local values 
by providing a sufficient number of rounds of data-exchange, so that the local values become closer to each 
other. As a simple example, suppose one node’s initial local value is 1 and the other nodes all hold a value 0. 
By applying the mean arithmetic function repeatedly over the collection of values from the immediate 
neighbors, including the node’s own value, each node’s final value should converge to 1/n, where n is the 
number of nodes in the network. The reciprocal of this value provides the size of the network [10].      
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In this study, the solution to the DA problem adheres to the conditions above that must be satisfied for AA. 
The voting algorithm has the property of single-step convergence if the algorithm guarantees that the diameter 
of values held by non-faulty nodes is reduced in each round [13]. Therefore, this property ensures that the 
values held by all non-faulty nodes will eventually be within the predefined tolerance of each other, given 
enough number of rounds.   
 
The rest of the paper is organized into the following sections. Section 2 provides some survey on contributions 
made toward the AA problems by different authors. In addition, this section introduces Discrete Markov 
Chains and their convergence criteria. Section 3 introduces the basic notation and exploits those properties of 
Markov Chains that are needed to show convergence in DA. Section 4 shows that, given a sufficient number of 
rounds, a network converges as long as it stays connected. This section further shows 1) the upper bound on 
the number of rounds to reach a network-convergence, i.e. the number of rounds required to shrink the 
diameter of values held by the nodes; 2) the number of rounds to reach the stationary-convergence, i.e. the 
number of rounds required so that the agreed upon values are different from each other by the predefined 
tolerance value; and 3) the average convergence rate per round. Section 5 considers the stationary-convergence 
in the presence of malicious behavior. The conclusion section provides a summary of the paper and the 
directions for future research.  
 
 
2   BACKGROUND 
 
Dolev et al. [6] have provided few algorithms for solving the AA problem in synchronous and asynchronous 
systems. In a synchronous system, the processing and communication time for each round of message 
exchange and voting are bounded, whereas there is no such limit for asynchronous systems. Each of the 
algorithms provided the convergence rate and fault tolerance in the presence of Byzantine faults.  A Byzantine 
faulty node is one whose behavior is unconstrained [3,15,21]. Kieckhafer and Azadmanesh in [13] have 
obtained the expressions for convergence and fault tolerance for a family of algorithms in the presence of a 
mixture of faults. Using these expressions, a system designer can quickly determine the convergence rate for 
any of these algorithms and propose algorithms that suit a specific application. In addition, this family of 
algorithms encompasses the algorithms introduced by Dolev in [6].  
 
In contrast to the aforementioned studies that are mainly concerned with Fully Connected Networks (FCN), 
the work in [14] is focused on Partially Connected Networks (PCN), in which convergence conditions between 
two adjacent nodes are obtained. Convergence between adjacent nodes is referred to as local convergence. 
Local convergence is a prerequisite to global convergence, where the diameter of values in the entire network 
is reduced. In FCNs, local convergence implies global convergence, since each node is connected to every 
other node. But such a deduction is not guaranteed in PCNs, as each node is only aware of its immediate 
neighbors [2,4,14]. The work in [2] addresses global convergence in PCNs by creating clusters and having the 
clusters to communicate with each other in fully connected fashion to achieve global convergence.   
 
The DA problem has recently found many applications in formation-control systems, multi-agent systems, 
adhoc networks, such as Unmanned Air Vehicle (UAV), mobile robots, flocking, satellite formation flying, 
and data fusion. Ren and Beard [19] have shown how the information consensus can be achieved 
asymptotically if the union of the interaction graphs frequently forms a spanning tree as the system evolves. 
The same authors in [20] provide a survey of theoretical results for multi-agent cooperative control. Jadbabaie 
et al. [9] use a discrete-time model to show that autonomous agents moving in different headings can 
eventually move in the same direction. Each of these agents update their heading using a local rule based on 
the average of their own and neighbors heading. The work by Li and Rus [16] discusses three methods to 
achieve global clock synchronization in a sensor network. These methods are called node-based, hierarchical Computer Communications, 32(4), 594-601, 2009. All rights reserved. 
cluster-based, and localized diffusion-based. In the node-based approach, all nodes in the network participate 
together in the synchronization process at the same time. In the hierarchical cluster-based, the nodes are 
divided into clusters with a cluster head representing each cluster. The cluster heads then synchronize their 
values with their respective cluster nodes. In the localized diffusion-based method, each node exchanges and 
updates information locally with its neighbors. These approaches have similarities with the work done in 
[2,14].  Li and Rus have used the properties of Markov models to explain the global synchronization problem, 
whereas the work in [2,14] places more emphasis on fault tolerance and hybrid fault models. Although the 
research in global convergence has shown some progress, to the best of our knowledge, the problem of DA for 
PCNs, especially in the  presence of intrusions and malicious behavior,  is still an open problem. 
 
This research emphasizes on the properties of Discrete Markov Chains to provide a solution for the DA 
problem in PCNs. To do so, the relevant properties of Discrete Markov Chains are explored. These properties 
provide the conditions for reaching the stable state. The DA problem is then transformed in such a way to take 
advantage of these properties in order to satisfy the AA conditions. This approach will provide potential 
insight into solving the DA problem for PCNs under various scenarios. 
 
 
 2.1   Discrete Markov Chains 
 
A Markov model is a stochastic process in which the probability distribution of the future states depends only 
on the present state and not on how the process arrived to that state. A Discrete Markov Chain is a Markov 
model in which the state space and time space are discrete. Herein, Discrete Markov Chains  are simply 
referred to as Markov Chains.  
 
The transition probabilities of a Markov Chain with n states can be formed into a matrix P of order n × n, 
where the entry  pij in row i and column j indicates the probability transition from state i to state j. The entries 
of the matrix satisfy two conditions:  1 0 ≤ ≤
ij p  and pij j=1
n ∑ =1,  {} n i , , 1 L ∈ ∀ . Assume the initial probability 
vector is  [ ]
0 0
2
0
1
0 ,..., , n π π π = Π , where 
0
i π  is the initial probability of being in state i. Then, the probability state 
vector after s transitions (hops) is 
s s s s P P P
0 2 2 1 Π = = Π = Π = Π
− − L , where π i
s in Π
s is the probability of being 
in state i in s hops.  An element of P
s in row i and column j is referred to as
s
ij p .  
  
Before presenting the convergence property of Markov Chains, the following needs to be defined [23].  
 
•  Irreducible Chain: A Markov Chain is said to be irreducible if its associated graph is strongly connected. 
A graph is strongly connected if for each pair of distinct vertices x and y, there is a path from x to y.  
 
•  Periodic versus Aperiodic State: Consider a fixed value k > 1. A path from state i to state j is a sequence of 
hops starting from i and ending in state j. A path from state i to state j taking h hops is shown as j i
h ⎯→ ⎯ . 
When the number of hops h is irrelevant, the path is shown as  j i ⎯→ ⎯ . A cycle for state i is formed if the 
starting and ending states are the same, i.e.  i i ⎯→ ⎯ .  Consider all cycles for state i.  State i is periodic if 
the cycles are a multiple of k, i.e.  i i
hk ⎯→ ⎯  for some values of h. In other words, the cycles have the 
common divisor k. If the common divisor is 1, then state i is aperiodic. A Markov Chain is aperiodic if all 
of its states are aperiodic.   
 
A transition probability matrix P raised a sufficient number of times s reaches a stationary state in which all 
the rows contain the same vector of values if the Markov Chain corresponding to the transition matrix is Computer Communications, 32(4), 594-601, 2009. All rights reserved. 
irreducible and aperiodic [23]. Consequently each element of Π
s will contain the same value. This property 
basically indicates that after a sufficient number of hops, the probability of being in a state is independent of 
the initial probability vector Π
0, which implies that the Markov process loses memory of being in the initial 
state. 
 
 
3 NETWORK MODEL AND NOTATION 
 
The network is assumed to be synchronous and partially connected. Furthermore, it is assumed that each node 
has only access to its immediate neighbors, i.e. node values are not relayed.  To formally define the criteria for 
network convergence, the following definitions are needed: 
 
•  [] n i v v , , 1 K = V  is the multiset of values in the entire network in round i, where  j v ,  n j ≤ ≤ 1 ,  is the 
value held by node j, and n is the number of nodes in the network. The initial values in the network is  0 V . 
 
•  Vi  =  [
i d i i i v v v , 2 , 1 , ,..., , ] is the multiset of values received in a given round by node i from its immediate 
neighbors including itself. So  j i v ,  is the value received by node i from a neighbor j. di is the number of 
neighbors of node i, including itself. 
 
•  F(Vi) = The approximation function used by node i. Node i applies F to Vi in order to obtain its voted 
value for the next round of voting. 
 
•  Uall = The multiset of all correct values in the network before the voting process begins. 
 
•  ρ(Uall) = The range of Uall, i.e. [min(Uall), max(Uall)]. 
 
•  δ(Uall) = The diameter of Uall, i.e. max(Uall) – min(Uall). 
 
A voting algorithm is convergent if, after a sufficient number of rounds, the following conditions are true: 
 
•  Validity - For each non-faulty node i, the voted value is within the range of correct values, i.e. F(Vi) ∈ 
ρ(Uall). 
 
•  Convergence - For each pair of non-faulty nodes i and j, the difference between their voted values is 
strictly less than the diameter of the initial correct values, i.e. 
 
|F(Vi) - F(Vj) | ≤ C δ(Uall)           (1) 
 
      where 0 ≤ C < 1 is the convergence rate. 
 
The function F is the simple arithmetic mean function
1. Although other averaging functions exist, each can 
have a different impact on the convergence rate [13]. Using the arithmetic mean function, each node i after 
collecting the values from its neighbors does the following:   
                                                           
1 Function F will be modified when malicious behavior is considered in Section 5. Computer Communications, 32(4), 594-601, 2009. All rights reserved. 
i
d
j
j i
i d
v
F
i
∑
= =
1
,
) (V                                        (2) 
 
Accordingly, network-convergence occurs if the diameter of the correct values, i.e. δ(Uall), shrinks after a 
sufficient number of rounds. This happens when either of the following conditions is satisfied: 
 
•  Every low-extreme value, i.e. min(Uall), or every high-extreme value, i.e. max(Uall), is changed to a non-
extreme value.  
 
•  Both extreme values change to non-extreme values.   
 
A group of adjacent nodes each holding the low-extreme value is referred to as a zero-virus. Similarly, a group 
of adjacent nodes holding the high-extreme value is called a one-virus. When a node in a virus changes value 
to a value other than an extreme-end value, the node is said to be invaded. When an entire virus changes value, 
the virus is said to be dissolved. 
 
Therefore, a network-convergence occurs when all zero-viruses, one-viruses, or all zero- and one-viruses are 
dissolved in a round. If a network-convergence happens for each round of voting, then the voting algorithm is 
single-step convergent. This property holds for FCNs because each node is connected to every other node, and 
thus each node is able to receive a value from every node directly. So, if one can determine the convergence 
rate for a round, the accumulative convergence for a specific number of rounds can easily be determined. 
Consequently, after a sufficient number of rounds, δ(Uall) will be within the predefined tolerance, thus 
achieving the Agreement condition. However, single-step convergence can not be guaranteed in PCNs because 
every node does not have a direct link to every other node. In PCNs, network-convergence is asymptotic rather 
than immediate, i.e. the viruses are dissolved through gradual shrinking in multiple rounds. Hence, 
convergence takes place in phases rather than in rounds.  Given the network values in a round, a phase is a 
sequence of rounds after which a network-convergence occurs. The values at the end of a phase become the 
new values for the next phase. Each phase might take a different number of rounds before a convergence 
happens, due to the network connectivity and distribution of values.  
 
F(Vi) in (2) is the same as:  
[]
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
=
n
n i i i
e
e
e
v v v F
M
2
1
, 2 , 1 , , ... , , ) ( i V  
 
where ej, for 1 ≤ j ≤ n, is 1/di if node j is the immediate neighbor of node i. Otherwise, ej is 0. More generally, 
the voted value of every node in the network for the current round i can be calculated as: 
 
[] [ ] ) ( , ), ( ), ( , ,
, 2 , 1 ,
, 1 2 , 1 1 , 1
1 n 2 1 i V V V F F F
e e e
e e e
v v
n n n n
n
n K
L
M M M M
L
K =
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎣
⎡
= V                   (3) 
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where every matrix entry eg,h, for 1 ≤ g ≤ n and 1 ≤ h ≤ n, is set to 1/dh if node g is the immediate neighbor of 
node h. We call the matrix in (3) as the Probability Adjacency Matrix (PAM). PAM is similar to the transition 
probability matrix as explained before, except PAM is the transpose of the transition probability matrix P, i.e. 
the sum of values in each column equals 1. To distinguish it from P, when needed, the PAM in (3) is 
represented as matrix A.  
 
Hence, for a sufficiently large number of rounds i, 
i
i A 0 V V =  will become stable if the corresponding network 
topology is strongly connected and aperiodic. It needs to be observed that it is not necessary to continue 
rounds of voting to reach an exact vector. It is sufficient to stop when the voted values F(Vi), 1 ≤ i ≤ n, are 
within the predefined tolerance. The stationary-convergence is said to be achieved when this predefined 
tolerance (precision) is reached.   
 
A PCN is strongly connected if the links are bidirectional. This is the inherent capability of networks using a 
broadcast medium such as Ethernet or sensor networks. Furthermore, a PCN with respect to the DA problem is 
aperiodic because each node receives its own value. In other words, there is an edge from a node to itself (a 
self-link). A strongly connected network having at least one self-link makes every node to be aperiodic. Thus, 
the whole network becomes aperiodic. Consider a cycle-path for a node i that takes h hops, i.e.  i
h
i ⎯→ ⎯ . If a 
node in the network contains a self-link, then the cycle-paths for node i will be  ,... 2 , 1 , + + h h h , making the 
common divisor of these paths to be 1, i.e. the period is k = 1. 
 
 
4 NETWORK CONVERGENCE ANALYSES 
 
It has been indicated that single-step convergence generally holds for FCNs. If relays (multihops) of values are 
allowed, a PCN can be logically viewed as a FCN, thus allowing each node have a global view of the entire 
values in each round. However, this approach poses unique challenges to data aggregation, e.g. if the network 
is large or if some of the intermediate nodes are faulty. If relays of values are not allowed, it is possible for a 
voted value to be the same as the one before voting. This happens, for example, if two nodes i and j each hold 
a different extreme-end value from after a round of voting, i.e. node i and j (and their neighbors) hold the 
values min(Uall) and max(Uall) after voting, respectively. This has the implication that the network might 
contain at least one zero- and one one-virus after a round of voting. The following lemma in Subsection 4.1 
addresses this issue.  
 
4.1 Rounds to Convergence 
 
In the following, network-diameter is different from δ(Uall). Network-diameter is the maximum of the shortest 
distance (hops) between each pair of nodes in the network. To prevent confusion, δ(Uall) is referred to as 
value-diameter. 
 
LEMMA 1: Given a strongly connected and aperiodic network with network-diameter m, the number of 
rounds before a convergence occurs can not be greater than m. 
 
PROOF: An entry  k
ij e  in A
k, k>0, is the probability of transition from state i to state j in exactly k hops. Hence, 
if the network is strongly connected, no entry in  m
ij e  will be zero. Consequently, if  j m i ⎯→ ⎯ , then 
m
ij e  in A
m is 
the rate (fraction) of change of the initial value held by node i that contributes to the overall voted value of 
node j. Since the network-diameter is m, after m rounds, the effect of every node i,  {} n i , , 1 L ∈ ∀ , will reach Computer Communications, 32(4), 594-601, 2009. All rights reserved. 
node j causing the initial value of node j to change. Therefore, every node in the network will have changed 
value by round m. This implies convergence, i.e. a change in value-diameter.   
 
Lemma 1 implies that if an entry 
k
ij e , k < m, in PAM is zero, then the effect of node j has not reached node i. 
Furthermore, these effects are from all directions toward node i simultaneously, since i is neighbored with 
some nodes that are connected to some other nodes and so on. This property needs to be kept in mind in the 
following lemma, which finds a tighter bound on the maximum number of rounds before a convergence 
occurs. More specifically, although Lemma 1 showed that convergence must take place by round m, the 
following lemma shows that in the worst case, the number of rounds to reach a network-convergence, i.e. a 
shrink in value-diameter, is actually half the network-diameter.  
  
 
LEMMA 2: Assume a PCN is strongly connected and aperiodic. Assume the network-diameter is m and R(m) 
is the round number in the phase in which the convergence occurs. Then, the maximum value of R(m) is: 
     
⎥ ⎥
⎤
⎢ ⎢
⎡ =
2
) (
m
m R  
 
PROOF:  Proof is by induction on number of nodes n in the network. 
 
Basis Step:  If the network-diameter is 1, the network is fully connected. Thus, convergence takes place in a 
single round. To form a PCN, the network-diameter m must be at least 2. A PCN with diameter m ≥ 2 contains 
at least m+1 nodes, so that n = m+1 and each node has at most two neighbors. So the network looks like a 
broken ring as the network in Figure 1. If the network contains one virus, i.e. every node holds the same value, 
then the network is already convergent. Therefore, assume the network contains at least one one-virus and one 
zero-virus.  
 
To delay convergence, the network must contain the maximum number of low-extreme and high-extreme 
values, each packed together, so that both zero-viruses and one-viruses can survive as long as possible. This 
implies that there is only one instance of each of the one-viruses and zero-viruses. If p and q are the number of 
nodes holding the high-extreme and low-extreme values, then convergence is prolonged the longest when 
1 ≤ − q p  and n = p+q. 
 
Consequently, there must be at least two nodes adjacent to each other collecting a mixture of low-extreme and 
high-extreme values, marked as M, as shown in Figure 1. Without loss of generality, assume the nodes on the 
left and right of the nodes marked as M hold the high-extreme and low-extreme values respectively. L and H 
stand for low-extreme and high-extreme values respectively. 
 
 
 
Figure 1. The network with n = p+q = m+1. 
 
From the figure, the number of rounds to dissolve the zero- and one-viruse is p and q respectively. Hence, the 
number of rounds to converge is min(p,q). Assume q = min(p,q). If n is odd then: Computer Communications, 32(4), 594-601, 2009. All rights reserved. 
 
 
⎥ ⎥
⎤
⎢ ⎢
⎡ = ⎥ ⎦
⎥
⎢ ⎣
⎢ +
= ⎥ ⎦
⎥
⎢ ⎣
⎢ = ⎥ ⎥
⎤
⎢ ⎢
⎡ +
= ⎥ ⎥
⎤
⎢ ⎢
⎡ =
2 2
1
2
   and   
2
1
2
m m n
q
m n
p  
 
If n is even then: 
 
⎥ ⎥
⎤
⎢ ⎢
⎡ = ⎥ ⎥
⎤
⎢ ⎢
⎡ +
= ⎥ ⎥
⎤
⎢ ⎢
⎡ = ⎥ ⎥
⎤
⎢ ⎢
⎡ +
= ⎥ ⎥
⎤
⎢ ⎢
⎡ =
2 2
1
2
     and     
2
1
2
m m n
q
m n
p  
 
As a result: 
 
⎥ ⎥
⎤
⎢ ⎢
⎡ = =
2
) (
m
q m R  
 
Induction Step: Assume a PCN with network-diameter m and k nodes, where  n k m < ≤ +1 , shows 
convergence in at most R(m) rounds. It needs to be shown that any network with the same diameter but with n 
nodes converges in at most R(m) rounds.  
 
Consider a PCN with n nodes and network-diameter m. If all the nodes carry the same values, the network is 
already convergent. Thus, assume the network contains a mixture of values. It is obvious that regardless of 
how the values are distributed, at least two nodes adjacent to each other must carry different values, where one 
node holds an extreme-end value and the other holds any other value. Mark these nodes as A and B. Without 
loss of generality, assume A and B hold the low-extreme and high-extreme values respectively as shown in 
Figure 2. In the figure, node A is shown outside of the cloud, which contains the rest of the network. The other 
links emanating from A connects A to the rest of its neighbors, if there are any.  
            
 
Figure 2. A network with n nodes and diameter m. 
 
From the perspective of convergence, the remaining network in the cloud contains a mixture of values, since at 
least one node, i.e. B, collects a mixture of values. According to the hypothesis, the network in the cloud 
converges in at most R(m) rounds. Furthermore, the change of value in node A in the first round overlaps the 
first round of voting in the rest of the network. Consequently, the entire network converges in at most R(m) 
rounds.   
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4.2 Determination of Convergence Rate 
 
The following lemma and corollary provide the preliminary results needed by Theorem 1, which will show the 
number of rounds to reach the stationary-convergence. First, the following needs to be defined [8]:  
 
Eigenvector & Eigenvalue – An eigenvector of a matrix M is a non-zero vector x such that  x Mx λ = . The scalar 
λ  is called an eigenvalue corresponding to eigenvector x.  
 
Matrix Diagonalizability - A matrix M is said to be diagonalizable if it is similar to a diagonal matrix, i.e. 
1 − = ZDZ M , where D is a diagonal matrix, the diagonal values are the eigenvalues of M, and Z is an invertible 
matrix formed by the independent eigenvectors corresponding to the eigenvalues. Consequently, for  1 ≥ k , 
1 − = Z ZD M
k k . 
 
Jordan Matrix – Consider an arbitrary matrix M, with g distinct eigenvalues, i.e.  g λ λ λ , , , 2 1 L . Furthermore, 
consider an eigenvalue λi of matrix M, where 1≤i ≤ g. A Jordan block  ) ( i ri J λ  is a   i i r r ×  matrix, where all 
of its main diagonal entries are i λ , the super diagonal elements are 1, and  i r  is the multiplicity of  i λ . That is: 
 
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
i
i
i
i
i ri J
λ
λ
λ
λ
λ
1
1
1
) ( O O  
 
A matrix J is in Jordan canonical form if the matrix is a block-matrix in which each block consists of Jordan 
blocks. That is:  ) ( ) ( ) ( 2 1 2 1 g r r r m J J J J λ λ λ ⊕ ⊕ ⊕ = K , where  n g n r r r g ≤ = + + , 2 1 L . Recall that M is of order 
n × n.  ⊕  indicates direct sum of Jordan blocks. A matrix in Jordan Canonical Form is also referred to as 
Jordan matrix. Therefore,  
 
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
) (
) (
) (
2
1
2
1
g r
r
r
m J
J
J
J
λ
λ
λ
O
 
 
A matrix M is similar to a Jordan matrix, i.e.
1 − = ZJZ M , where the columns of Z are the generalized 
eigenvectors of M. These eigenvectors are linearly independent. As the focus will be on J and not on how Z is 
obtained, a reader interested in knowing how the generalized vectors are obtained is referred to [8]. 
 
 
LEMMA 3:  Given any eigenvalue λ  of a transition probability matrix P,  1 1 ≤ ≤ − λ . 
 
PROOF: Let pij represent the entry in the i
th row and j column of P. Let si be the sum of values of row i except 
for the diagonal value pii, so that Computer Communications, 32(4), 594-601, 2009. All rights reserved. 
si = pij
j=1
j≠i
∑  
 
According to Gerschgorin theorem [8], for an eigenvalue λ of P,   
                                              
i ii s p ≤ − λ                                                          (4) 
 
where  n i ≤ ≤ 1 .  Since P is a probability matrix,  1 0 ≤ ≤ i s . The expression in (4) can be interpreted as a 
Gerschgorin circle, where pii is the center of a circle with radius si, and λ trapped on the radius, i.e.  
 
      i ii i ii s p s p + ≤ ≤ − λ                          (5) 
 
Considering the fact that 1 = + i ii s p , (5) becomes: 
 
           1 1 2 ≤ ≤ − λ ii p                     (6) 
 
But since  0 1 ≥ ≥ ii p , (6) becomes:  1 1 ≤ ≤ − λ .  
 
 
COROLLARY 1: If the diagonal values of the transition probability matrix P corresponding to a graph G are 
non-zero, then for any eigenvalue λ :  1 1 ≤ < − λ . 
 
PROOF: Since 1≥ pii >0, substituting  pii in (6) of Lemma 3 changes the inequality to  1 1 ≤ < − λ .  
 
 
THEOREM 1: Given a strongly connected and aperiodic graph G, with its corresponding PAM A, the number 
of rounds to reach the stationary-convergence is: 
 
1 log − + r ε λ  
 
where λ  is the magnitude of the second largest eigenvalue of A, ε  is a small predefined positive value, and r 
is the multiplicity of λ . 
 
PROOF:  Matrix A may or may not have the full rank of n linearly independent eigenvectors. Therefore, the 
following cases are considered: 1) the eigenvalues are distinct, 2) the eigenvalues are not distinct. 
 
Case 1: Assume the eigenvalues are distinct. Since a matrix whose eigenvalues are distinct is diagonalizable 
[8], 
1 − = Z ZD A
k k . Based on the hypothesis that A is irreducible and aperiodic, 
k A  becomes stable if k is 
sufficiently large. This further implies that 
k D  must become stable. Therefore,  
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⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
n
k
k
k
k D
λ
λ
λ
O
2
1
      (7) 
 
Since the diagonal values of A are non-zero, according to Corollary 1,  1 1 ≤ < − i λ . Without loss of generality 
it can be assumed that  1 1 = λ  and    λ2 =max λ2,K,λn () , so that −1< λ2 <1. For simplicity, let λ = λ2 . As k 
is increased, eigenvalues 
k
n
k λ λ , , 3 K  approach 0 faster than  2 λ . Therefore, (7) becomes stable when λ2
k =0. 
Consequently, the smaller ε  is in λ2
k =ε, the higher the precision of the voted values and the higher the 
number of rounds that will be required to reach this precision. Therefore,  
 
ε ε λ ε λ λ λ λ log log log = ⇒ = ⇒ = k
k k  
 
As the eigenvalues of A are distinct, the multiplicity of λ  is 1. As a result, 
 
1 log 1 1 log log − + = − + = = r k ε ε ε λ λ λ  
 
Case2: Assume the eigenvalues are not distinct.  Since every square matrix is similar to some Jordan matrix 
[8], 
1 − = ZJZ A , so that 
1 − = Z ZJ A
k k . Since J is in block diagonal form, 
 
       ) ( ) ( ) ( 2 1 2 1 g r
k
r
k
r
k k
g J J J J λ λ λ ⊕ ⊕ ⊕ = K                     (8) 
 
Since  A is power convergent, J must also be power convergent, which implies  ) ( i ri J λ  must be power 
convergent. Therefore, similar to Case 1, the number of rounds to convergence is dominated by 
)} , , max( : { 2 2 2 g λ λ λ λ λ K = = . Hence, it is sufficient to focus on the convergence property of  ) ( 2 2 λ r J  in (8). 
For simplicity, let us use the notation  ) (λ r J  to refer to  ) ( 2 2 λ r J , so that: 
 
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
λ
λ
λ
λ
λ
1
1
1
) ( O O r J         
 
where order of   ) (λ r J  is r, which is equal to the multiplicity of  2 λ .  ) (λ r J  can be written as: 
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⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
+
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
=
0
1 0
0
1 0
1 0
) ( O O
λ
λ
λ
λ
λ r J      (9) 
 
The second matrix in (9) is a nilpotent matrix. A matrix M is nilpotent when  0 =
q M , for some positive value 
of q.  Let us refer to the second matrix in (9) as  ) 0 ( r J , as its eigenvalue is 0. Also,  0 ) 0 ( =
k
r J  for  r k ≥ . 
Therefore,  ) 0 ( ) ( r r J I J + = λ λ , so that 
 
[]
k
r
k
r J I J ) 0 ( ) ( + = λ λ      ( 1 0 )  
 
Applying the binomial formula, (10) becomes  
 
) 0 ( ) 0 (
1
) 0 ( ) 0 ( ) (
1 1 k
r
k
r
r
r
r k
r
k k k
r J IJ
k
k
IJ
r
k
IJ I J + ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
−
+ + ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
+ + + =
− − − λ λ λ λ λ L L  
 
Since  0 ) 0 ( =
k
r J  for  r k ≥ ,  
 
) 0 (
1
) 0 ( ) (
1 1 1 − + − −
⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
−
+ + + =
r
r
r k
r
k k k
r IJ
r
k
IJ k I J λ λ λ λ L      ( 1 1 )  
 
Since −1< λ <1, (11) is stable when λ
k−r+1 =0. For the logarithm in the following to be meaningful, let’s reset 
λ, i.e. λ = λ2 .  Therefore, for a sufficiently small value ε : 
 
1 log log ) 1 ( log log
1 1 − + = ⇒ = + − ⇒ = ⇒ =
+ − + − r k r k
r k r k ε ε ε λ ε λ λ λ λ λ                  
 
As indicated in Theorem 1, a smaller ε  requires a higher value k for stability. This implies that ε  determines 
the precision of agreement among nodes.  More specifically, using 
1 − = Z ZJ A
k k  and the fact that  1 1 = λ , 
 
F(Vi)− F(V j) = cλ
k−r+1 = cε,       (12) 
 
for some constant c. In other words, ε is the indicator of how close the voted values will be to each other. 
Depending on the precision need, a system designer can decide on the appropriate value of ε . 
 
COROLLARY 2: Given a strongly connected and aperiodic graph G, with its corresponding PAM A, the 
average convergence rate C in a round is: 
 
k
all
c
/ 1
) ( ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
U δ
ε
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where  1 log − + = r k ε λ . 
 
PROOF:  Let C be the average convergence rate in a round. The value-diameter after the first round is 
C all) (U δ . Hence, the value-diameter after k rounds is 
k
all C ) (U δ . Consequently, by using (12), 
 
k
all all
k k
all
c
C
c
C c C
/ 1
) ( ) (
) ( ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
= ⇒ = ⇒ =
U U
U
δ
ε
δ
ε
ε δ        
  
Lemma 2 showed the maximum number of rounds for a network-convergence to take place. Theorem 1 
showed the maximum number of rounds to reach the stationary-convergence. Therefore, the upper bound on 
the number of rounds to reach a network-convergence in a phase is: 
 
⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
⎥ ⎥
⎤
⎢ ⎢
⎡ − +
2
, 1 log min
m
r ε λ  
 
Although in reality a network-convergence may not take place in a round and convergence highly depends on 
the distribution of values, intuitively, the probability for a network-convergence in a round is higher when the 
node degree is increased.  This is because each node has a better opportunity to collect more values and thus 
be affected quicker, leading to lower number of rounds to a stationary-convergence. This in turn implies that 
the corresponding PAM will have less number of non-zero entries and each of such entries will be a smaller 
positive value. As an example, if the degree of each node is at its maximum, the network-diameter will be one, 
i.e. the network will be fully connected, with no zero entry in the PAM. Hence, there will be a network-
convergence in each round, leading to less number of rounds to reach a stable PAM. This further implies that 
the convergence rate per round will be better. Additionally, the number of rounds in a phase for the best and 
worst cases are 1 and ⎡⎤ 2 / m , respectively. Therefore, the average number of rounds in a phase for a network-
convergence is  ⎡⎤ ⎡⎤ 2 / ) 2 / 1 ( m + .  
 
As a result, network-diameter and node degree have direct impact on the asymptotic convergence. Intuitively, 
the shorter network-diameter and higher node degree will provide greater opportunity for the nodes to invade 
others or be invaded. These parameters can be of importance to some applications, such as those with real-time 
constraints, which require higher performance from the data aggregation algorithms. Furthermore, to increase 
performance, depending on the application, it may not be necessary to continue rounds of voting to reach the 
stationary-convergence; rather a single network-convergence is sufficient at predefined instances of time to 
ensure that the values held by the hosts do not diverge. 
 
To address the network robustness, the next section provides a fault tolerant voting algorithm. This algorithm 
ensures that network-convergence and stationary convergence are resilient against malicious behavior and 
intrusions, where a faulty node may attempt to create divergence among correct nodes by transmitting 
misleading values.  
 
 
5  CONGVERGENCE IN PRESENCE OF MALICIOUS BEHAVIOR  
 
To ensure that global convergence is possible in the presence of malicious behavior of faulty nodes, the 
following items must be guaranteed: 
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•  To show that the function F is able to remove the impact of the faulty nodes. This ensures the Validity 
condition, i.e.  the decided values are in ρ(Uall). 
 
•  To show that the stationary-convergence can be attained. This ensures the Agreement condition, i.e. the 
decided values are within a predefined tolerance. 
 
Lemma 4 will show that the first item is achieved if each node i replaces a certain number of the extreme-end 
values in Vi with its own value, prior to obtaining the voted value. Lemma 5 will prove that the second item is 
guaranteed if each node applies Lemma 4 in every round.  
 
In the following definitions, bold-case and upper-case symbols represent the multisets and the size of those 
multisets respectively. 
 
•  τ  = The maximum number of faulty nodes encountered by a non-faulty node. A node is considered faulty 
if it transmits an erroneous value or its erroneous values is received by a non-faulty node.  
 
•  ) ( i
τ
v Rep V  = The new multiset obtained after replacing the largest τ and the smallest τ  elements of Vi with 
the node i’s own value v. If node i does not receive a value from a faulty node, it includes its own value in 
i V  before applying the Rep function.  
 
•  i M  =  The multiset after applying  ) ( i
τ
v Rep V . 
 
•  i U   =  The multiset of correct values received by the non-faulty node i in a round of voting. Thus, 
) ( ) ( all i U ρ ρ ⊆ U . 
 
•  i E  =  The multiset of erroneous values received by the non-faulty node i  in a given round. Thus,  τ ≤ i E . 
 
Therefore, the approximation function applied by every non-faulty node i is: 
 
)) ( ( ) ( i
τ
v i Rep mean F V V =  
 
LEMMA 4: Assume a non-faulty node i holding the value v, so that  i i i E U V U =  and  i v V ∈ . If  1 2 + ≥ τ i V , 
then  
 
() ) ( ) ( i i v Rep U V ρ ρ
τ ⊆          (13) 
 
PROOF: Without loss of generality, sort the elements in Vi, so that  i j j d j v v ≤ ≤ ≤ + 1 , 1 . Consequently,  
 
[ ]
[] v v v v v v
m m m m m m Rep
i
i i i
d i i
d d d i
τ
v i
, , , , , , , ,                           
, , , , , , , , ) (
, 1 ,
1 1 1
K K K
K K K
τ τ
τ τ τ τ
− +
+ − − +
=
= = V M
    (14) 
 
If (13) is not true, then  ) min( 1 , i i v U < + τ  must be true and  1 , + τ i v  must be erroneous. This implies that the 
elements in submultiset [] τ m m , , 1 K  must be all erroneous, and thus  [] 1 , , 1 , 1 + = + + τ τ τ i v m m K . Computer Communications, 32(4), 594-601, 2009. All rights reserved. 
Consequently, Vi must contain at least 1 + τ  erroneous values, which is contradiction to the assumption that 
τ ≤ i E . As a result  ) min( 1 , i i v V ≥ + τ . A similar reasoning can show that, in (14),  ) max( , i d i i v U ≤ −τ . Further, it 
is assumed that v is not erroneous. Therefore,  () ) ( ) ( i i v Rep U V ρ ρ
τ ⊆ .                 
 
It should be obvious that the node degree must be sufficiently large to satisfy Lemma 4, so that the physical 
removal of the faulty nodes and their links leave the remaining network strongly connected. Otherwise, the 
faulty nodes can partition the network by broadcasting erroneous values continuously, e.g. outside of ) ( i U ρ , 
and prevent the voted values from one partition to affect other partitions in order to reach the stationary-
convergence.  
 
Lemma 5:    )) ( ( ) ( i
τ
v i Rep mean F V V =  guarantees stationary-convergence. 
 
PROOF: Recall that  0 V  is the multiset of the initial values in the network and  [] n i v v , , 1 K = V  is the multiset 
of values in the network in round i. Let A be the PAM of any given network that is aperiodic and strongly 
connected. Furthermore, let 
e
i i i A V V V + = +1 , where 
e
i V  is the multiset that must be added to  A i V  to obtain 
the realistic multiset when every non-faulty node i obtains its voted value by applying the  ) ( i
τ
v Rep V  function. 
As the behavior of the faulty (malicious) nodes can not be predicted, the entries in 
e
i V  corresponding to such 
nodes can be anything. Hence, 
 
e A 0 0 1 V V V + =  
and 
[ ]
e e e e e A A A A A 1 0
2
0 1 0 0 1 1 2 V V V V V V V V V + + = + + = + =  
 
Consequently, after r rounds: 
 
e
r
e
r
r e r e r e r
r A A A A A 1 2
3
2
2
1
1
0 0 − −
− − − + + + + + + = V V V V V V V K         (15) 
 
Recall that 
r A  becomes more stable as r is increased. Therefore, as r becomes sufficiently large, the leading 
terms of (15) become more stable, i.e. the diameter in the resulting vectors shrink, which implies that the 
diameter of their sum shrinks. This is also an indication that the sum of the elements in each deviation vector, 
i.e. 
e
i V , would be evenly distributed among the nodes. Consequently, as r increases, more terms are added to 
the list of the leading terms such that the diameter of their sum approaches the predefined tolerance.  
 
In addition, increasing r causes the elements of the deviation vectors in the trailing terms, such as 
e
r 2 − V  or 
e
r 1 − V , to approach zero, except for the elements representing the erroneous values from the faulty nodes. 
However, these values will not cause divergence on the future voted values because they have become 
sufficiently close to each other in the previous rounds (due to the leading terms). In the future rounds, an 
erroneous value broadcasted by a faulty node would be either in the range of the voted values or outside of the 
voted values, which will be replaced by the non-faulty node’s own value, because of the Repfunction.         
 
Lemma 4 ensures that the voted values are within  ) ( all U ρ  and Lemma 5 guarantees stationary-convergence. 
Therefore, both the Validity and Agreement conditions are preserved. 
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6    CONCLUSION 
 
This paper has exploited Markov Chains as a mechanism for solving the data aggregation problem in partially 
connected networks.  Based upon the properties of Markov Chains, it has been shown that the convergence 
indeed takes place in PCNs if these networks are strongly connected and aperiodic. Furthermore, as described, 
convergence in PCNs is not necessarily single-step. Multiple rounds of voting might be needed before a single 
network-convergence can take place, i.e. before the value-diameter shrinks. In contrast, the convergent voting 
algorithms developed for FCNs are normally single-step convergent, i.e. convergence takes place in every 
round. This study has shown the upper bound on the number of rounds in a phase to converge, the number of 
rounds to reach the stationary-convergence, the average worst case of convergence rate C in a round, and the 
worst value-diameter in a phase. With regard to malicious behavior, the multiset of values collected by every 
non-faulty node is modified to filter out the impact of malicious behavior. Under this modification, it has been 
shown that stationary-convergence is possible while ensuring that the voted values stay within the range of the 
initial correct values.  
 
This research has provided a research base for solving the DA problem in PCNs in the presence of malicious 
behavior. The research can be enhanced to determine the minimum requirement on the size of multisets 
collected by every node in a round and to exploit global convergence in the presence of dropouts or temporary 
omission faults. This research considered the same PAM for different rounds of communication. The case for 
temporary omissions will require the averaging function F to be adaptable to the changing environment, i.e. F 
needs to be changed based on the number of neighbors for a given round. Therefore, the network topology 
might change often, which will lead to different PAMs. Consequently, appropriate conditions must be found to 
ensure multiplication of a sequence of PAMs is convergent, in contrast to the current study where the 
conditions are found to ensure a single PAM is power convergent.  
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