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Abstract
When diagnosing Parkinson’s disease (PD), medical specialists normally as-
sess several clinical manifestations of the PD patient and rate a severity level
according to established criteria. This rating process is highly depended by
doctors’ expertise, which is subjective and inefficient. In this paper, we propose
a machine learning based method to automatically rate the PD severity from
gait information, in particular, the sequential data of Vertical Ground Reaction
Force (VGRF) recorded by foot sensors. We developed a two-channel model
that combines Long Short-Term Memory (LSTM) and Convolutional Neural
Network (CNN) to learn the spatio-temporal patterns behind the gait data.
The model was trained and tested on three public VGRF datasets. Our pro-
posed method outperforms existing ones in terms of prediction accuracy of PD
severity levels. We believe the quantitative evaluation provided by our method
will benefit clinical diagnosis of Parkinson’s disease.
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1. Introduction
Parkinson’s disease (PD) is a degenerative brain disorder characterized by
a loss of midbrain dopamine (DA) neurons [1]. It affects mainly elderly people,
causing movement problems such as static tremors, rigidity, bradykinesia, gait
disturbance, and postural instability [2]. As apart of these motor symptoms,
gait disturbance occurs in early stages and shows obvious manifestations. Some
gait disturbances such as festinating gait, short gait, and freezing gait have been
used in literature to identify a prognosis of Parkinson’s disease by characterizing
gait analysis [3–5].
When assessing the severity level of Parkinson disease, numeric scales are
preferred. The Hoehn & Yahr scale (H & Y scale) was widely adopted, which
consisted of 5 stages originally and was further extended with additional stage
1.5 and 2.5 [6]. The Unified Parkinsons Disease Rating Scale (UPDRS) is more
complex and consists of more levels [7]. When medical specialists employ these
scales to rate the PD severity, subjectivity and low efficiency are inevitable as
most of the diagnostic criteria use descriptive symptoms, which cannot provide
a quantified diagnostic basis. Therefore, the development of computer-assisted
diagnosis and computer-expert system is very important.
Modern computer-assisted diagnosis, such as automatic medical image pro-
cessing and large scale medical data analysis, has been widely used in cor-
responding medical fields, where machine learning plays a core role in these
systems.
For PD detection from gait data, machine learning methods, such as kernel
Fisher discriminant, na¨ıve Bayesian, and support vector machine, have been
employed and achieved promising results [8–15]. However, these approaches only
deal with it as a two-category classification problem, i.e. detecting PD from gait
information, whereas the severity grading, which requires a finer investigation,
has not been well studied.
In addition, the machine learning methods used in literature are not specif-
ically designed to deal with temporal sequential data, whereas the gait data
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captured by sensory devices (cameras, force sensors) contains important tem-
poral information that is critical for PD diagnosis. As one of the popular deep
learning model, Long Short-Term Memory (LSTM) has recently been used in
various fields, including action recognition and gait recognition [16–22] as it is
good at handling time series with long intervals and multi-classification prob-
lems. Besides, the Convolution Neural Networks (CNN) can automatically learn
commendable features from the given gait data, which considers spatial prox-
imity using a convolution operation, significantly improves the classification
accuracy.
In this paper, we propose a hybrid model that fuses the Long Short-Term
Memory and Convolutional Neural Network to estimate the PD severity level
from gait data. The model was trained and tested using public datasets of verti-
cal ground reaction force recorded by force sensors. The model well captures the
dynamic characteristics of PD patients’ gait and the experimental results show
that the efficiency and accuracy of the model is better than existing approaches.
The paper is organized as follows. Section 2 describes related research on
computer-assisted PD diagnosis. Section 3 introduces the proposed two-channel
model, and Section 4 depicts the gait dataset. The experiments are described
in Section 5. We conclude the paper and discuss possible future work in Section
6.
2. Related Work
Huge amounts of medical data have been being produced and collected,
from which researchers have built modern computer-assisted medical diagnostic
systems with machine learning methods.
Choi et al. developed a Doctor AI using the Recurrent Neural Networks
(RNN), which could predict the diagnosis and medication categories for the
subsequent visits of a patient [23]. The dataset contained a longitudinal time-
stamped electronic health record data from more than 250,000 patients over 8
years. They showed that their model could be implemented in another insti-
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tution with high prediction accuracy. Lipton et al. applied LSTM to analyze
clinical medical data, including 13 observations (such as diastolic and systolic
blood pressures, peripheral capillary refill rate, and heart rate) collected from
the Intensive Care Unit (ICU) [24]. This was a multi-label task with 128 diag-
nostic (labels) classes in the experiment, which included a wide range of acute
conditions, such as acute respiratory distress, congestive heart failure, and sep-
sis. With the same data, they also utilized RNN to deal with missing data in
sequential inputs and improved multi-label classification of a given clinical time
series [25].
In diagnosing PD, early studies used the PD gait sensor data for binary
classification (PD or non-PD). Cho et al. presented a vision-based analysis
system for PD detection from motion (walking) video clips of 7 PD participants
and 7 normal participants [26]. They adopted principal component analysis
(PCA) and linear discriminant analysis (LDA), and achieved 95.49% accuracy
for the 2-class classification. However, the few number of participants limits the
generalization of the method.
Das used a dataset that consists of speech signals from 31 people, 23 of
which were PD patients, and compared different methods for PD detection,
including neural networks, DMneural, regression, and decision tree [27]. Manap
et al. proposed to use the feed-forward multilayer perceptron neural network
in distinguishing PD patients from normal people with gait patterns extracted
from Ground Reaction Force (GRF) recordings[28]. Sarbaz et al. designed
a feed-forward artificial perceptron neural network with a hidden layer as the
classifier that takes frequency features extracted from gait signals (time intervals
collected by force sensor) [29]. Khorasani et al. adopted hidden Markov model
(HMM) and least squares support vector machine (LS-SVM) to detect PD from
16 healthy subjects and 15 PD subjects[30]. Other works distinguish between
PD patients and healthy people from GRF gait data by employing SVM and
PCA.[31–34].
Existing approaches mainly considers PD detection, which is a two-category
classification problem. Little work has been carried out in predicting PD severity
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levels, which involves more complex multi-category information. Hammerla et
al. proposed two consecutive restricted Boltzmann machines (RBMs) to detect
PD states such as ”on time” and ”off time” (motor symptoms of patients were
both well controlled or not well controlled) [35]. The dataset they used consists
of accelerometer records from 34 PD patients including approx. 5,500 hours of
movement data. Our work is most related with those proposed by Jane et al.,
in which they employed Q-backpropagated time delay neural network to predict
gait disturbances [36]. The gait data they used is the Vertical Ground Reaction
Force (VGRF) collected by force sensors.
Among popular deep learning models, LSTM has shown its advantages in
dealing with temporal data, which can be used for learning gait features of PD
patients. Moreover, CNN shows superiority in extracting spatial features from
multi data source (RGB image, Gait Energy Image) in gait recognition field, In
this paper, we combine the two state-of-the-art models in the PD detection and
severity prediction. In the future, we will also embed our model into robots,
and use the hardware such as robotic arm and teleoperation system [37, 38] to
build a complete robotic disease diagnosis system.
2.1. Brief Introduction to RNN and LSTM
To be self-explanatory, the following briefly introduces basic theory of RNN
and LSTM, after which the architecture of our proposed model is described.
RNN is a special artificial neural network with node-oriented connections.
This internal state of the network can represent dynamic timing behavior. Un-
like feed-forward neural networks, the internal memory in RNN makes it nat-
urally good at tasks involving sequential data, such as non-segmented hand-
writing recognition, speech recognition and action recognition. The RNN is a
chainlike neural network comprised of repeating modules that allows for infor-
mation retention by combining previous states with current input [39]. In a
standard RNN, this repetitive module has a very simple structure, which is a
“tanh” function. For a given input series xt (t = 1, 2..., T ), the hidden state of
a recurrent module ht is calculated using Eq.1. The output of the module yt is
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Figure 1: A RNN expand model. Every RNN block represents a RNN cell with two inputs,
two outputs and an activation function.
calculated as in Eq.2. Fig. 1 shows a typical structure of RNN with 3 modules.
ht = tanh(Wxhxt +Whhht−1 + bh) (1)
yt = softmax(Whoht + bo) (2)
where Wxh, Whh, Who denote the connection weights from the input x to the
hidden state h, the hidden state h to itself and the hidden state to the output
y respectively. bh and bo are bias vectors, tanh and softmax are the activation
functions in the hidden layer and the output layer.
However, the memory ability of RNN is weak for long time steps because of
its simplicity. Hochreiter & Schmidhuber proposed a new model called LSTM
(Long Short-Term Memory) to resolve this problem [40]. LSTM is an extension
of RNN, which can learn long-term dependency information from the input
data and has been successfully applied in various fields. The repetitive module
in LSTM has a different structure from RNN in that there are four interactive
operations (3 sigmoid and 1 tanh), which enables stronger memory ability. Like
RNN, the structure of LSTM is flexible and can be modified ,leading to many
variants [41, 42].
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The basic cell of LSTM has three gates (input, forget and output). Every
gate has a sigmoid activation function and a pointwise multiplication operation.
Fig. 2 shows the structure of a basic cell and illustrates the operations of the
gates. The basic cell of the LSTM is defined with the following equations:

it
ft
ot
c˜t
 =

σ
σ
σ
tanh

M
 xt
ht−1
 (3)
ct = it  c˜t + ft  ct−1 (4)
ht = ot  tanh(ct) (5)
where xt denotes the input at time t, c˜t is the processed intermediate state,
σ denotes the sigmoid activation function, M is an affine transformation, it
and ft denote the input gate and forget gate respectively. The input gate
determines the input information, and the forget gate is responsible for updating
the memory at time t. Previous state of the memory (ct−1) and the intermediate
state c˜t jointly decide the current state (ct) after the calculation of the two
gates. it, ct and the output ot determine the hidden state (ht) which provides
information from previous time.
2.2. Two-Channel model for PD Detection and Severity Rating
In this paper, we propose a two-channel model which consists of a 5-layer
Convolutional Neural Network (CNN) and a 2-layer LSTM for PD detection
and severity rating to capture the spatio-temporal information of the gait data
of PD patients.
The LSTM is two-layer, where each layer has the same number of cells. We
observed that the gait cycle of most participants is about 1 second, whereas the
gait data was sampled by every 10 ms. Therefore, the number of cells in each
layer is set to 100, while each 100 successive pieces of gait data were fed to the
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Figure 2: The illustration of one LSTM cell. Unlike RNN cell, it adds a state input (ct−1)
and a state output (ct). ct combines the state information from ct−1 and c˜t, which affects
the hidden layer output (ht).
LSTM. The LSTM cell outputs a feature vector for predicting the probability to
another softmax classifier. Fig. 3 depicts the structure of the two-layer LSTM.
The CNN channel includes 2 convolutional layers, 2 max pooling layers and
a fully connected layer. The convolution kernel in the two convolutional layers
are both 5× 5, where the first convolutional layer outputs 32 feature maps and
the second convolutional layer outputs 64 feature maps. The fully connected
layer outputs a 1024-dimensional feature vector to a softmax classifier for PD
detection and severity level prediction.
The above CNN and LSTM were combined for joint training and the weighted
average of the softmax gives the final classification results.
We input the N×f -dimensional feature vectors (every training sample) into
the two channels of the model respectively. Every time M training samples can
be sent into the model (N ×M × f dimensions).
The CNN model convolute and down-sample these training data to extract
1024-dimensional features for each sample. On the other hand, the LSTM model
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Figure 3: The structure of proposed two-layer LSTM and CNN model. The input of the LSTM
is XN , XN ∈ Rf (f = 19), which from different time periods are entered into N (N = 100)
LSTM cell. The output of the last time step (Nth LSTM cell) is used for feature classification.
can be expanded according to time steps and every sample in one training sample
can be input to one LSTM cell respectively. Every LSTM cell takes M × f
data as the input. The output of each LSTM cell is an h-dimensional feature
vector (hidden layer output), it can be adjusted to an appropriate value. These
settings are also applicable to the second layer of LSTM. The output at time
N contains information from all of the above nodes, so we take only the last
output (O100 ∈ Rh) as the basis for the classification.
The outputs of the two channels will be transformed into g-dimensional(g
classes) vector based on the weights and biases, which are classified using a
multi-class classifier softmax to map the output of the LSTM to a probability
distribution and detect whether participant with PD or rate the severity level
of the PD patient.
3. Datasets
In this study, we have utilized gait signals from PhysioNet [43]. The database
consists of three PD gait sub-datasets, which are contributed by three re-
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searchers (Ga[44], Ju[45] and Si[46]).
The dataset includes gait information from 93 patients with the idiopathic
PD and 73 healthy controls (average age 66.3, 55% male). Every participant
was asked to walk in their usual, self-selected pace for about two minutes while
wearing a pair of shoes with 8 force sensors located under each foot. The sensors
measure Vertical Ground Reaction Force (VGRF, in Newton) as a function of
time at 100 samples per second.
With information from VGRF, one can investigate the force record as a
function of time and location, derive measures that reflect the center-of-pressure
as a function of time, and determine stride time or swing time for each foot
changing time. Accordingly, one can study the stride-to-stride dynamics and
the variability of these time series.
There were 16 sensor outputs and two total outputs for each foot in each
sample. When the subjects were standing still, the 16 sensors would have an
initial value that changes when the subjects start walking. Every sensor had 19
parameters that corresponded to each row in the dataset file. It includes the
time stamp, 16 VGRF foot parameters and 2 total VGRF data.
The dataset had also explained the specific situation of each participant
including gender, age, height, weight, and severity level of PD. PD Severity
level was graded according to two scales (H&Y, UPDRS). Table 1 describes the
main contents about the participants and the specific number of them counted
by H&Y rating scale has been recorded in Table 2.
4. Experiments
This section illustrates the main process of the experiment showing exper-
imental results. Experiments were implemented using Tensorflow library and
tested on an Intel Core i5 computer with 31.3 GB RAM. We compared our ex-
perimental results with those of other researchers who utilized the same data and
other modern machine learning models. For the pre-process of the gait data, we
took the whole data set reshaped as 100×19×N (N=“Ga:13592,Si:7744,Ju:11734”),
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Table 1: The basic information of the subjects in the three datasets.
Study Subjects
Total
Subjects
Male Female
Age
(<50)
Age
(50 ∼70)
Age
(>=70)
Ga[44] PD patients 29 20 9 0 13 16
Healthy controls 18 10 8 0 10 8
Ju[45] PD patients 29 16 13 1 18 10
Healthy controls 26 12 14 0 20 6
Si[46] PD patients 35 22 13 0 28 7
Healthy controls 29 18 11 1 26 2
Table 2: The number of people in three datasets divided by severity.
Study Severity 0(Healthy) Severity 2 Severity 2.5 Severity 3
Ga[44] 18 15 8 6
Ju[45] 26 12 13 4
Si[46] 29 29 6 0
each row had 100×19 dimensions. After an L2 normalization, the above men-
tioned raw gait data was fed into the prepared network. Some related experi-
mental settings will be explained in detail.
We conducted three experiments: one used the dataset that was divided into
two classes, PD patients and normal people for PD detection; the second used
experimental subjects that were divided into multi-classes in accordance with
the H & Y scale. According to the dataset information, the three datasets have
been classified as 0 (healthy control), 2, 2.5, and 3 rating levels, and the above
two types of diagnoses covered comparisons of various machine learning models.
Finally, we transformed core parameters of LSTM to reach the best results of
classification. The specific experimental process will be described adequately in
the following part.
Furthermore, for the experimental settings, the dropout was set to 0.5 to
prevent over-fitting with the learning rate of 0.001 in the combined models with
a fixed batch size 100. We determined the output dimensions of the two models
that were 128 in LSTM and 1024 in CNN. The training iterations were different
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Table 3: Experimental results on 3 datasets for classification of PD patients and healthy
controls using different models.
Accuracy on different methods
Dataset Perumal et al.,[31] NB KNN LR DT RF SVM GBDT CNN LSTM CNN+LSTM
Ga[44] 92.25% 68.04% 94.19% 73.67% 88.53% 93.27% 67.78% 91.95% 93.44% 98.63% 98.70%
Ju[45] 92.50% 82.25% 95.15% 82.25% 90.29% 94.25% 82.25% 92.00% 92.34% 98.38% 98.41%
Si[46] 90.00% 72.82% 92.51% 78.05% 85.93% 91.48% 53.13% 89.80% 95.68% 98.84% 98.88%
Table 4: Experimental results on all data from the three datasets for classification of PD
patients and healthy controls using different models.
Total Accuracy(All data from the three datasets)
Ertug˘rul et al.,[34] Wu et al.,[33] Medeiros et al.,[32] KNN RF CNN LSTM CNN+LSTM
88.89% 84.48% 81.00% 94.70% 93.85% 95.23% 98.52% 98.61%
in the three experiments in order to achieve the best result, which was set up to
300000,500000 and 500000 respectively. Finally, the accuracy rates of the two
channels were summed up with the weight of 0.5.
In the first experiment, there were two classes can be classified that con-
tained 93 PD patients and 73 healthy controls. Every subject contained be-
tween a thousands and more than 10 thousand for each time period (within
two minutes). The gait data was fed into the LSTM with 100 time steps and
19-dimensional input features, with the number of training iterations and batch
size can be set according to the practical demand of what was used when the
model was trained. In this part, PD patients and healthy controls were well
identified. The results from the first experiment are shown in Table 3 and Table
4.
Others’ work on diagnosing PD employed different data from the three
datasets. In Table 3, all of the methods were performed on the three data
sets, respectively, with the best results 92.5% put forward by Perumal et al.
Some researchers also merged the three data sets into a single set for their
training, shown in Table 4. In the two conditions, our work has achieved a
higher accuracy that proved the high-performance of LSTM in this research.
In addition, PD severity rating and detection were completed using dif-
ferent machine learning methods and the accuracy was evaluated and com-
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pared with the proposed LSTM method. We adopted the open-source Python-
sklearn library to implement these methods including naive Bayesian (NB), k-
nearest neighbor (KNN), logistic regression (LR), random forest (RF), decision
tree (DT), support vector machine (SVM), and gradient boosting decision tree
(GBDT). By comparison, the performance of LSTM to the original data out-
performed these methods. After verification, 100 samples (100 time steps) were
considered as a training sample as well as the testing sample. 80% of the data
can be regarded as the training data; the rest used for testing. It can be seen
that KNN and RF achieved a higher accuracy. Thus, Table 4 has removed the
method of poor performance. However, these machine learning models do not
deal with time series well, and the classification results of these models cannot
compare with those of LSTM+CNN.
Figure 4: Comparison of the performance of subjects for different severity. And the total force
data on the left and right feet for 10 seconds has been displayed. The fluctuation of data is
very different.
In the second experiment, we divided the data from Ga and Ju’s studies into
4 classes (data from Si’s study only had 3 severity levels, leading to 3 classes)
in accordance with PD severity levels. Zero to ten seconds of total VGRF data
from the left and right feet are shown in Fig. 4 and illustrates that patients
in each severity level have different performances. The first row represents the
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left foot data and the second row represents the right, and the four columns
denote PD severity levels. It can be seen that the total force of healthy people
is slightly larger than the PD patients, and the data amplitude of PD patients
gradually decreases with the aggravation of the disease, which means that the
healthy control’s foot VGRF is greater than that of patients with PD can be
demonstrated. With this information, we have trained the two-channel model
for 4 rating levels, showing the experimental results in Table 5.
Table 5: Experimental results on 3 datasets for classification of PD patients with different
severity and healthy controls using different models.
Accuracy on different methods
Dataset Jane et al.,[36] NB KNN LR DT RF SVM GBDT CNN LSTM CNN+LSTM
Ga[44] 93.10% 36.85% 89.48% 58.62% 77.64% 87.68% 35.23% 86.94% 96.36% 97.46% 97.48%
Ju[45] 89.66% 41.51% 89.36% 68.92% 81.78% 90.55% 41.29% 91.06% 96.67% 97.83% 97.86%
Si[46] 91.67% 65.78% 87.02% 69.40% 78.11% 85.73% 44.42% 84.31% 96.57% 98.77% 98.80%
According to the results, we made a a confusion matrix to visually show the
accuracy of predicting rating levels. As we can see from Fig. 5, the classification
accuracy for level 2 and level 2.5 is lower than other levels, indicating that there
is little difference for the two severity levels in gait features and that our model
is accurate for a PD severity rating. We exploited a 10-fold-cross-validation to
evaluate the use 10% of data for testing, with the rest was for training. In this
experiment, the two-channel model also performed well.
In the last experiment, we changed vital parameters of the LSTM model
that was superior to the basic LSTM model. These parameters included model
layer and feature dimension for every sample. We set up some variables in
advance in order to get the best results. The dropout was set to 0.5 to prevent
over-fitting with the learning rate of 0.001 and 128-dimensional hidden layer
output. The number of time steps can be set to 100, since every 100 samples are
obtained in 1 second (100Hz). We showed the optimal values of the parameters
in Table 6 and Table 7. For the two classification tasks above, the LSTM with
two layers was preferable to that with other layers. We therefore chose the 16
VGRF sensor data as the training data, excluding the time stamp column and
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(a) The classification results in Ga’s dataset. (b) The classification results in Ju’s dataset.
(c) The classification results in Si’s dataset.
Figure 5: Diagnostic accuracy on 3 datasets for classification of PD patients with different
severity and healthy controls.
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Table 6: Experimental results on 3 datasets for classification of PD patients and healthy
controls with different parameters.
Dataset Dimension Layer
16 19 1 2 3
Ga[44] 98.46% 98.70% 97.04% 98.63% 97.40%
Ju[45] 97.96% 98.38% 97.37% 98.38% 97.78%
Si[46] 98.69% 98.84% 97.33% 98.84% 98.25%
Table 7: Experimental results on 3 datasets for classification of PD patients with different
severity and healthy controls with different parameters.
Dataset Dimension Layer
16 19 1 2 3
Ga[44] 97.45% 97.46% 95.67% 97.46% 96.87%
Ju[45] 97.23% 97.83% 95.87% 97.83% 96.88%
Si[46] 98.13% 98.77% 96.98% 98.77% 98.03%
two total VGRF columns, which got inadequate results when compared with
19-dimensional data.
5. Conclusion
In this paper, we reported our investigation of predicting the severity of
Parkinson’s disease from the gait data (Vertical Ground Reaction Force) recorded
by foot sensors. We employed deep learning architectures and proposed a two-
channel network including LSTM and CNN to model the gait data, which cap-
tures the spatio-temporal characteristics of gait dynamics over a period of time.
In contrast to previous machine learning based approaches which only provide
“binary” detection, our model can perform multi-category classification, i.e.
predicting the severity level of PD. Once the model is well trained, the pre-
dicted severity can be directly obtained from sensor data, which resolves any
subjectivity concerns. This benefits neurosurgeons as it simplifies the diagnosis
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procedure and provides further personalized treatment.
Our work is a preliminary investigation of predicting PD severity. Limited by
the current datasets, only four levels of severity were labeled and used to train
the model. Collecting VGRF gait data from patients of high severity level is
difficult because they can hardly walk. In the future work, more severity levels
and higher prediction accuracy can be achieved by using fused features from
multiple data sources, such as skeleton data, fMRI image, and biochemical data.
The LSTM model we proposed can also be improved to accommodate more data
types. The experiments reported in this paper have shown the superiority of
the LSTM in predicting PD severity. Our model will be a baseline and the
proposed approach is expected to inspire more applications of machine learning
techniques in computer-assisted medical diagnosis.
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