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Abstract
In last two papers we call human beings whose physical and conscious activities such as 
thinking and memory are all mechanized as “Homo machinalius”. We will discuss the 
consciousness and ego of “Homo machinalius” in comparison with those of Homo sapiens. The 
goal of this paper is to clarify the propensity of thinking of Homo sapiens.
At present, in addition to our existence as living human beings, we also have the existence of 
“Self as data”. Existence as data is rarely in line with the person’s intention, and many are 
irrelevant to the person’s intention. In Homo sapiens society, there is only one “person” in the 
world as a living thing, which is mortal. Although the person is not the “Person as data”（“Self 
as data”）, there is an implicit consensus that it is useful mainly for commercial purposes.
 In this paper, using the concept of “giving meaning” （in German “Sinngebung”） in Husserl 
Phenomenology, using “Self as data” as a starting point for consideration, “Homo machinalius” 
is an existence that does not need meaning. On the contrary to “Homo machinalius”, Homo 
sapiens cannot live without meaning. In that sense, I would like to add “Homo significatio” to 
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技術的背景には AI が存在するが、AI は「美」
という概念を持つのだろうか。言い換えれば、
意味を創り出したり持ったりすることができる
のか。これが次の問題である。よく知られてい
る譬え話しに、サルがキーボードを叩くと膨大
な時間はかかるがいずれシェイクスピア作品が
出来る可能性があるというものがある。サルの
例と AI が決定的に異なる点は教師データであ
る。教師データは単に正解を出す確率を高める
のでなく、特定の結果を出すことに焦点が当て
られている。AI が膨大な既存の俳句を学習し
た結果の句作や、既存のヒットポップスを膨大
な数学習した結果の作曲が既に試みられ、ある
程度の成果があがっている。現在までのところ
多くの人が感心する句やヒット曲が生まれたと
いう話しは聞かないが、広く社会に芸術作品と
して認められるものを AI が創り出す日は遠く
ないと言われている。仮に AI の作品に人類の
大多数が文化的あるいは芸術的な作品だと認め、
さらには素晴らしい作品であると価値を高く評
価し、そこに美という意味付与を行う場合があ
るとする。この場合、作品に美や価値という意
味を付与するのはホモ・サピエンスであって、
AI 自身が価値や美などの意味付与をするわけ
ではない。AI は出来上がった句や曲によいと
いう価値を見出して社会に発信するのではない。
それゆえ、AI とそれを搭載したホモ・マキナ
リウスが意味付与をする存在になりえない。
　しかし、AI とそれを搭載したホモ・マキナ
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リウスが意味付与する存在になえないと断言で
きるのか。ここで敢えてこの問い立てたのは、
ホモ・マキナリウスによる意味付与があるとす
ればそれはどのようなものか考えることで、ホ
モ・マキナリウスの認識特性が明らかになる可
能性があるからである。さらにはそのことによ
りホモ・サピエンスの認識についても何らかの
学問的成果があるかもしれないからである。た
だし、この問いを考える上で忘れてはならない
ことがある。それは、ホモ・サピエンスの意味
付与とホモ・マキナリウスの意味付与はまった
く別物であり、この２点を決して混同してはい
けないことだ。ホモ・マキナリウスの意味付与
は従来の「意味」という語の文脈とは異なる文
脈にあるということだ。このことを決して忘れ
てはならず、それが研究上重要な点である。
　前論文の論拠としてたびたび引用した西垣徹
のような AI の技術的理解と哲学的理解の双方
を十分に備えた研究者は、誰しも異口同音に
AI は意味を理解してアウトプットしているの
ではないと言う。近年急激な進展を見せている
画像認識によるディープラーニングの結果の物
事の判別のように、現在のところ AI は意味付
与をせずに物事を認識して行動などのアウト
プットに移しており、今後もそれは変わらない
という考えが有力である。前論にも記したよう
に筆者もこの説に与する者である。このことか
ら、ホモ・マキナリウスとホモ・サピエンスを
分ける大きな要因として、意味付与の有無が挙
げられると言えよう。
　前回の論文の結論は、ホモ・マキナリウスに
とって自我と自己同一性は必要のないものであ
り、一方ホモ・サピエンスにとって自我と自己
同一性はなくてはならないものである。この点
がこの２つの存在者を決定的に隔てる点である、
というものであった。自我も自己同一性も当人
の意味付与によって生まれ、生ある限り更新さ
れ続けるものである。言い換えれば、ホモ・マ
キナリウスは意味を求めることが必然的でもな
く必要性もない存在であり、一方ホモ・サピエ
ンスは意味を求め意味を得られなければ（意味
付与ができなければ）生きて行くことができな
い存在ということができる。前者は意味がある
なしに無関係に生きられる存在であり、後者は
意味がないと生きられない存在である。
　さて、このことを明確に確認したところで、
ホモ・マキナリウスが人口の多数を占めるよう
になった「人間社会」を想像してみよう。
　前述のように美は意味である。意味に必然性
を見出さないホモ・マキナリウスが支配的な社
会では、芸術活動は必要性がないものになる。
それゆえ芸術活動は低調になるか、ほとんどな
されなくなる可能性がある。芸術活動は遊びの
要素を多分に含んでいる。ここで言う遊びとは
「ホモ・ルーデンス」、すなわち目的達成のため
に最も合理的な手段を選ぶこと以外は不要であ
るという合理的態度とは対極にある態度を指す。
この意味で遊びが主要な要素を占める人類の活
動（文化）はすべて不要なものということにな
る。芸術のほかにスポーツ、ゲーム（近年 E
スポーツともいわれるがエレクトリックの力を
借りないものも含めてゲーム全般）、賭け事、
旅行など、ホモ・サピエンスが趣味や娯楽、レ
ジャーなどと呼ぶ行為全般が必要性を見いだせ
ないものになると考えられる。
　学問は究極には意味を追い求める行為である。
驚き（θαυμάζειν）や「なぜ」という疑問から
学問は始まることから、学問の目的地点は了解
である。了解とは物語を作ることができ、その
物語が納得できるものである状態である。こう
したことから、ホモ・マキナリウスにとって学
問は必要でないものと言うことができる。ただ
し、ホモ・マキナリウスの身体は機械で頭脳は
AI であることから、自身のメンテナンスや発
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展のための機械的身体と AI に関する研究開発
は必要性があるのでそれは発達することが見込
まれる。しかし、その他の分野は単なる「趣味・
嗜好」にすぎないと考えられる。
　物語は意味である。それゆえ物語も必要なも
のではない。したがって、ホモ・サピエンスの
間で物語として認識されることにより個人的あ
るいは社会的に価値を見出されていたものはす
べて必要ないものになり、その価値が著しく低
下する。たとえば人生を振り返って認識し、人
生に何らかの意味を見出すことや、茶道具に代
表されるような物の物語性の価値、職人技、ス
ポーツ、衣食住の文化、などなど、ホモ・サピ
エンスが日々連綿と微細な点まで気遣いながら
追い求め伝え続けてきたものは価値がなくなる。
それゆえこれらすべては不要なものになるため、
生活も社会も一変し、ホモ・サピエンスには理
解し難いまったく異質のものになることが予想
される。
　とはいえ、ホモ・マキナリウスの頭脳である
AI の教師データは、われわれホモ・サピエン
スの発する言語や画像である。言語や画像の発
信者であるホモ・サピエンスの個人個人の背景
となる文化という文脈を背負った教師データで
ある。いずれホモ・マキナリウスが「代を重ね」
る（不老不死のためこの表現が妥当かどうか考
える余地があるが、ホモ・サピエンスの感覚で
表現すると）ことで教師データにホモ・サピエ
ンスの残滓がなくなるまでは、ホモ・サピエン
スの価値観が何らかの形で残り続け、その結果
物語性に何らかの意味があるかのような思考と
思考に基づく振る舞いが見られるのだろう。こ
うしたことから、教師データを使ったディープ
ラーニングの技術が使われている限り AI の学
習もタブラ・ラサではないし、先入観がないも
のでは決してないということになる。AI はホ
モ・サピエンスの価値観が反映された教師デー
タに基づく判断をすることから、意味は必要が
なくても何らかの価値があるかのような振る舞
いをする可能性はある。
　繰り返すが、ホモ・サピエンスは意味がなけ
れば生きられない存在であることをこれまでに
確認した。現象学的にとらえれば、われわれの
認識は意味付与の連続である。言い換えれば、
ホモ・サピエンスの一生は意味付与の連続的な
実施の積み重ねと表現することもできる。そし
て、意味付与は文化という文脈に依存している
ものが多いため、文化による差異は見られるが、
その一方で文化の差異を超えて人類共通のもの
もある。親しい人間に対するもろもろの感情な
どはその一例であるが、学問の基礎となってい
る概念もまた文化の差異を超えて人類共通のも
のである。数学における諸概念が典型的な例で
ある。時間もまた人類の諸文化に共通の概念で
ある。かつては文化によって異なる時間概念を
持っていたが、近代化の進展により文化による
差異の消滅が進んだ。2018年物理学者のカル
ロ・ヴェッリが『時間は存在しない』を著し、
世界的な話題作となった。邦訳が発売されてか
ら１年半ほど経たこの論文の執筆時点でも、東
京近郊の中規模書店の店頭に平積みされている
ほどである。本書の趣旨は次のようなものであ
る。時間とは、人類など時間について究明でき
るような知的生命体が存在するかしないかに無
関係に、宇宙に普遍的に存在している物理法則
であると考えられているが、実はそうではない。
時間が存在すると人類が考え続けたから時間は
存在する。一言でいえば、時間は人類の思考の
産物にすぎない。ヴェッリ本人も書いているよ
うに、この書物と同じような考え方は古代ギリ
シャ以来いくつも存在している。ヴェッリを始
めとする類似の時間に関する考え方について、
「人類の特性」という表現を用いれば次のよう
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になる。「時間という概念と、時間が存在する
という概念は、人類の特性に由来するものであ
る。」
　ヴェッリの説に基づくならば、時間も意味付
与の結果であるため、ホモ・マキナリウスに
とって時間は必要とは限らないものかもしれな
い。「かもしれない」言ったのは、時間は物理
的な性質でもあり物質の変化に伴う場合がある
ため、機械的身体を持つホモ・マキナリウスに
とって機械上の必要性から時間が必要な概念で
ある可能性が残されているからである。しかし、
意味という点ではホモ・マキナリウスにとって
時間は不要なものである。人生を振り返り意味
を味わうという先述の例には時間という意味が
大きな要素を占めている。また、自己同一性は
時間概念なしに成立しない。自己同一性は記憶
がなければ持つことができず、記憶は時間に関
わるからだ。それゆえホモ・サピエンスにとっ
て時間は自身の存在にとって不可欠のものとい
うことになる。その一方でホモ・マキナリウス
には時間は必要不可欠なものではない。
　いま少し先走って言及してしまったが、自我
と自我に基づくアイデンティティは記憶によっ
て形作られる。交通事故により記憶喪失に陥っ
た人物の例がある（注２）その人物は、事故に
よる身体的損傷の治療を終えて退院した後は、
記憶がないことで社会生活が困難になってし
まったことから記憶を取り戻したいと真剣に
願っていた。しかし、事故から時間が経つにつ
れて事故後の「新たな記憶」が積み重なり、や
がて記憶が戻ることを怖れ、記憶が戻らないこ
とを願っていることを自覚した。アイデンティ
ティや自己イメージは事故の前と後で異なるこ
とは、自分を知る人の話や事故前の写真などか
ら本人も了解している。もし記憶が戻ると、事
故前と事故後の異なるアイデンティティや自己
イメージの間をどのように整合性を付けて生き
ていくのかという問題が生じることを、本人も
気づいている。この例のように記憶は物語とし
ての形式を持っている。自我、アイデンティティ
や自己イメージもまた物語の形式を持っている。
情報そのものは１つ１つの断片であるが、それ
らをつなぎ合わせて１つの物語にすることは意
味付与である。
5 「複数の自分」に由来する個体識別問題
　データは容易に複製できる。しかもデータは
オリジナルとコピーという区別が成立しない。
身体がすべて機械化されたホモ・マキナリウス
は複製が容易で、同じ「人物」が複数同時に存
在することが可能である。そうした場合はオリ
ジナルとコピーの区別がなく、同じ個体が複数
同時に存在することになる。ホモ・マキナリウ
スが実現するような未来の技術がどのようなも
のであるかわからないが、現在の AI 技術の延
長という条件の下では、複数の同一人物が製造
された場合、製造時点では記憶が同じでも、そ
れぞれの個体が「生きて」経験を積むことによ
り機械学習の内容に差異が生じることから異な
る思考様式や嗜好を獲得することが考えられる。
その結果個体識別問題が解決できる可能性が
残っている。身体も記憶も何もかも個体に必然
的に結びつくものでないホモ・マキナリウスだ
けが人類として存在する社会では、おそらく「複
数の自分の存在」は問題にならないだろう。し
かし、ホモ・サピエンスとホモ・マキナリウス
が同時に存在する場合は、ホモ・マキナリウス
の「複数の自分の存在」と、「複数の自分」の
間での個体識別は、大いに問題になる可能性が
考えられる。それは２種の人類の間の思考様式
が完全に異なるものであるからだ。次のような
ケースも考え得る。家族の死の事実を受け入れ
ることが難しい人物が、死亡した家族をホモ・
マキナリウスで「再現」して一緒に生活をする
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ことを続けた場合、ホモ・マキナリウスになっ
た故人がその後の「人生」経験による学習によ
りホモ・マキナリウスを発注した人物にとって
は予想外の受け入れ難い人間性を獲得してしま
うことで、発注元の人物にとって大問題が生じ
る場合である。発注主にとっては生身の人間の
ホモ・サピエンスの「豹変」とは異なる受け止
め方をするのではないか。
6 結論　意味という宿痾
　AI に対して批判的な（価値を差し挟まない
意味での批判的）研究者は異口同音に AI は意
味を理解しないし意味を産み出さないと言って
いる。意味が AI と人類を分ける決定的な点で
あるという。現象学的考察の結果から、何かの
対象に意味付与をし、意味を求め続けるか否か
が AI と現行人類を決定的に分ける点であるこ
とが明かになった。キェルケゴールは「絶望と
は死に至る病である」と言った。それに準えれ
ば、「ホモ・サピエンスにとって『意味』が見
いだせないことは死に至る病である」というこ
ことができる。意味を求めて瞬間瞬間に意味を
創り出しながら毎日を生きているという意味で、
意味の病にとり憑かれた存在、それがホモ・サ
ピエンスの存在様態である。この文章を筆者は
価値観を差し挟まずに記したのであって、決し
て悪い意味を込めて「病」と言ったのではない。
なにか「正常」な状態がほかにありそれに対す
る「病」という意味ではない。やむにやまれず
常に行ってしまう中毒状態であることから病と
いう語を使った。実際、意味を見出せない、あ
るいは理解できない状態に陥ると病理学的に言
う病気の状態になる。意味がなければ生きて行
かれない。われわれは意味という宿痾を持つ存
在である。
　ホモ・サピエンスの定義に言語の使用や直立
二足歩行などいくつかある。筆者は以前、化粧
の哲学的研究の結果「化粧する動物」という定
義をそこに加えた。今回の研究から「意味がな
いと生きられない動物」あるいは「意味を求め
る動物」ということで、“homo significatio”
という定義を加えたい。
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