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Abstract
This thesis is organized into two parts which focus on the studies of the dynamic
structure factor and static inter-particle structure factor respectively. In the first part,
we have measured and analyzed the dynamic structure factors of aligned 40 wt% calf-
thymus Na-DNA molecules with the inelastic X-ray scattering (IXS). In the second
part, we have developed a new efficient method to calculate the inter-particle structure
factor in a simple fluid interacting with a two-Yukawa term potential and apply it
to study the kinetic phase diagram and analyze the small angle neutron scattering
(SANS) intensity distribution of colloidal systems.
By analyzing the dynamic structure factor measured with IXS, the phonon disper-
sion relations of 40 wt% calf-thymus Na-DNA with different counterion atmosphere
are constructed. It is found that the addition of extra counterions will increase
phonon damping at small scattering wave vector, Q. At the intermediate Q range
(12.5 nm- < Q < 22.5 nm-l), it may even overdamp the phonon so that the phonon
feature can not be extracted from the IXS spectra. The measured sound speed is
3100m/s, which is much higher than the sound speed, - 1800m/s, obtained by
Brillouin light scattering. This difference shows that the atoms of DNA molecules are
closely coupled to the surrounding water molecules. Therefore, the different dynamic
response of water molecules in different Q range affects the overall dynamic response
of the hydrated DNA molecules. By analyzing the IXS spectra, the intermediate
scattering function is extracted and shows a clear two step relaxation with the fast
relaxation time ranging from 0.1 to 4 ps and the slow relaxation time ranging from 2
to 800 ps.
In order to understand the phase behavior and the interactive potential of a
colloidal system, we have developed a new and efficient method to calculate the
inter-particle structure factor of a simple fluid interacting with a two-Yukawa term
potential. We have applied this method to study the kinetic phase diagram of a
system interacting with a short-range attraction and a long-range repulsion. A new
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glass phase, cluster glass, is determined through the theoretical analysis by the mode
coupling theory (MCT). The SANS intensity distribution of cytochrome C protein
molecules in solutions is measured and analyzed with our method. A sharp rising
intensity at very low Q value has been consistantly observed, which is named zero-Q
peak. The existence of the zero-Q peak implies that a weak long-range attraction
between protein molecules in solutions exists and has a even longer range than the
electrostatic repulsion.
Thesis Supervisor: Sow-Hsin Chen
Title: Professor
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Chapter 1
Introduction
The understanding of the structure and dynamical behavior of a biological system
is the key step to understand many biological functions at molecular level. A well-
known example is the discovery of the double helix structure of DNA molecules with
the x-ray diffraction in 1950s. This discovery unveil the genetic era since then. Nowa-
days about 99% of gene-containing part of human sequence has been identified with
99.99% accuracy[l]. The structure and dynamics of a biological system can be roughly
classified into two categories: 1) the dynamics and structure within an individual bio-
logical molecule; 2) the dynamics and structure of many molecules, i.e., the collective
behavior of many particles. The understanding of the former case is important to
understand the function of each particle and how it responds to the environmen-
tal changes.. The understanding of the second one is very important for the phase
behavior of the system and for the functions of biological systems.
In order to probe those information, different techniques, such as neutron scatter-
ing, x-ray scattering, light scattering, confocal laser, microscope, are applied, depend-
ing on the length scale and time scale one would like to investigate. Since the size of
biological macromolecules, such as DNA, proteins, ranges from 0.1 nm to 1000 nrm,
neutron and X-ray scattering become two of the most powerful techniques to probe
their static and dynamic information.
This thesis contains two parts. In the first part, we have investigated the dynamic
information of 40 wt% calf-thymus Na-DNA with inelastic X-ray scattering. The
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second part is focused at the extraction of the static structure information. To this
aim, a new and efficient method is developed to calculate the structure factor in order
to understand the collective behavior of a simple liquid interacting with a two-Yukawa
term potential. This method has been applied to predict the kinetic phase diagram
of a simple fluid system and to investigate the effective inter-protein potential in
solutions. In order to study the effective inter-protein potential, we have used small
angle neutron scattering technique to measure the scattering intensity distribution.
In the following sections, I will introduce some terminology which is used in the
literatures and in this thesis. One can easily find out more complete and detailed
description in many books of liquid theory[2, 3]. Considering the large use of inelastic
X-ray scatteirng and small angle neutron scattering techniques in our experiments,
we report below a brief introduction to these techniques.
1.1 Correlation Functions and Structure Factor
Because the response of a sample due to neutron and X-ray scattering is still in the
linear response region, what neutron and x-ray scattering measure is proportional to
the fourier transform of density-density correlation functions [3].
The local particle density at a point F can be expressed as
N
p(r) = - .(r - ri) (1.1)i=l
where N is the total number of particles, 'i the position of the ith particle.
The correlations between p(r) at two points separated with distance F at t = 0 is
the static density-density correlation function G(r), which is defined as
eG(s) = N < p(' + r)p() > (1.2)
The static structure factor, S(Q), is defined as the Fourier transform of G(r) as
e-iQ'FG(f)dr = - < PQPQ > (1.3)
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where
J|i r dir (1.4)
And the pair distribution function g(r) is defined as
1 N Ng(r-) = < E~ (r+ r - Fi) > (1.5)
i i/j
In an isotropic sample, we can use the scaler value, r, and Q instead of ir, and Q
in the functions, G(), g(F), pg, and S(Q).
S(Q) is related with g(r) by
S(Q) = 1 + p e-i' g(r)df (1.6)
where, p = N is the particle number density, V the volume of the sample.
The correlations between p(r) at two points separated with distance r with the
time difference t is the time dependent density-density correlation function G(f, t),
which is defined as
G(r, t) = < p(4(t) + r)p(') > (1.7)
G(r,t) is also called van Hove function. Its spacial Fourier transform, F(Q,t), is
called intermediate scattering function, which is expressed as
F(Q, t) = e- G(r,t)di (1.8)
1 N N
N < E eiZCj'(t)e- i J ' > (1.9)
j I
At t = 0, F(Q, t = 0) = S(Q) is just the static structure factor.
The dynamical structure factor is just the time Fourier transform of the interme-
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diate scattering function,
S(Q, ) e-ttF(Q,t)dt (1.10)
-oo
S(Q, ) contains the dynamical information and can be measured by inelastic scat-
tering techniques. Since some inelastic scattering methods measure the transferred
energy instead of frequency shift, the dynamical structure factor is sometimes ex-
pressed in terms of transferred energy, E, as S(Q, E), which is equal to S(Q, w)/h.
1.2 Introduction to the High Resolution Inelastic
X-ray Scattering
The high resolution inelastic X-ray scattering is a relatively new scattering technique.
With the combination of the availability of the third generation synchrotron source
and the new analyzers of very good quality, the energy resolution of the current IXS
instruments can reach about 1.5 - 2 meV.
The double-differential cross-section of an isotropic one component system that
the inelastic X-ray scattering (IXS) measures can be expressed as
d2a _ Nro2(ei. )2f f(Q)2S(Q, E)dQdE 
where E is the energy transferred in the scattering process, N the total number
of atoms, e,j and f the polarization vectors of X-ray photons before and after the
scattering process, ki and kf the wave vectors of the incident and scattered X-rays
respectively, ro the classical radius of an electron, and f(Q) the form factor of the
atoms in the system. kf ki, Q = 2kisin(0/2), where 0 is the scattering angle.
Hence the only energy dependent part in the cross section is the dynamic structure
factor, S(Q, E). If one normalizes the measured IXS spectrum at each fixed Q to
unity, all the prefactors before S(Q, E) vanish. In the following, when we mention an
IXS spectrum, we always mean a normalized IXS spectrum, S(Q, E)/S(Q), where the
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structure factor, S(Q), is equal to f S(Q, E)dE. The key to analyze an IXS spectrum
is S(Q, E) calculation.
Since IXS is a relatively new technique, it is useful to briefly describe some techni-
cal details of the instruments. Our experiments was carried out at the high resolution
inelastic X-ray scattering beam line (3-ID) at the Advanced Photon Source (APS).
Fig.1 reports the schematic diagram of the inelastic x-ray scattering spectrometer at
the Advanced Photon Source, Argonne National laboratory. The 21.657 keV (denoted
by E1 ) X-ray was produced by a 4.6 m long undulator with a 2.7 cm magnetic period
at the storage ring of the APS at Sector 3 [4]. The beam was premonochromated by
a water-cooled diamond (1 1 1) double-crystal monochromator. It is further mono-
chromatized by a high resolution in-line monochromator which consists of two nested
silicon channel-cut crystals. An asymmetrically cut silicon (4 4 0) crystal is used as
the outer channel of the in-line monochromator. The crystal is able to collimate the
incoming beam to below one microradian inside the channel cut. After the outer crys-
tal, the beam is reflected twice by the inner channel cut with a Bragg angle at 83.2° at
the (15 ].1 3) reflection. After transmitting through the second monochromator, the
beam has a tunability range between 21.50 and 21.70 keV with an energy width of 1.3
meV. By rotating the inner and outer channel-cut of the in-line monochromator, the
energy can be tuned at the meV scale. The beam is then focused by a total reflecting
mirror to a spot size at the sample of 200 m x 100 /Im after passing through the
high energy resolution monochromator. The photon flux at the sample position is
about 6 x 108 photons/s at a current of 100 mA in the storage ring.
The scattered photon was collected by a (18 6 0) reflection of a bent silicon analyzer
in extreme back-scattering geometry (OB = 89.98°). The analyzer is comprised of a
4 mm thick, 100 mm large focusing silicon disk, with a distance of 6m from the
sample. The disk is glued onto a flexible glass wafer and diced with a high-precision
diamond saw into small pixels of lmm size in order to avoid bending stress in the
silicon. 13y etching the crystal in a KOH solution, the stress from distorted areas
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Figure 1-1: Schematic diagram of the inelastic x-ray scattering spectrometer at Beam-
line 3-ID, Advanced Photon Source, Argonne National laboratory. The beam comes
from an undulator (A) and premonochromator (C), then passes through the high-
resolution monochromator (D) and focusing mirror (E) before it illuminates the sam-
ple (G). The scattering intensity is focused by analyzer (I) into detector (J). (F) is
the ionization chamber to monitor the incident flux onto sample. (B) and (H) are the
slit systems that determine the source size.
at the cut regions can be removed. A temperature-controlled chamber is used to
house the analyser to keep the temperature stabilized near room temperature to ± 2
mK/24h.
A commercially available Cd-Zn-Te semiconductor detector is used here. Its elec-
tronic noise level is below 0.001Hz.
The wavevector transfer, Q, can be varied according to the relation
Q = - sin - = 21.95A- 1 sin (1.11)
A 2 2
where A is the wavelength of the X-rays and 0 the scattering angle at the sample. The
maximum scattering angle of the setup is 0 < 15.5°, which corresponds, according to
the above equation, to a maximum momentum transfer of 30 nm -1 .
The net energy resolution function was measured by a Plexiglas sample. The
shape of the measured resolution function can be reasonably well described by a fit
with a Pseudo-Voigt function
R(E)= Io{2[1+4(4)2 - 1
+(1 2 (ln 2)/ 2 x exp [-4 n2( )] } (1.12)f~~~~xex -4 Inr~r 
26
where r is the FWHM of the curve, r the mixing parameter and Io, a normalization
constant.
Notice that, Eq. (1.2) dose not take into account of resolutions function. A
measured IXS spectrum is the convolution of the double-differential cross-section
with R(E).
1.3 Introduction to the Small Angle Neutron Scat-
tering
Small angle neutron scattering is a well-developed scattering technique. It has been
widely applied to study the structures of biological system, micellar solutions, etc.
The small angle neutron scattering measures the spacial differential cross-section
per unit volume as
1 N
I(Q)= < I S b e2Q? 12> (1.13)
1=1
where b is the neutron scattering length of Ith atom. The neutron scattering length
is independent of Q. For a isotropic one component system, b = b. Therefore,
I(Q) = Nb2s(Q) (1.14)V
In a two phase system, such as protein solutions, micellar solutions, the scattering
objects, e.g., proteins, micelles, can be distinguished in appropriate conditions from
the continuous solvent. Let's assume that there are total N atoms in the system,
Np macromolecules in solutions, Nm atoms in each macromolecule, and Ns atoms for
solvent molecules. Therefore,
1 Np Nm Ns
I (Q) = <I S bmj,,leQ"Ji + x beQ ' 12 >
j=l =1 j=1
1 N N N
- V < 5(bmj,i -b,)e' QrJ', + e bei4 " 12> (1.15)j=1 1=1 j=1
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I 1 N N 
- < I [(bmj, - bs)eiQ'(Frj"-RJ)]eiQ q- + bseiQ J 12 >
j=1 1=1 j=1
where bmj,l is the scattering length of Ith atom in the jth macromolecule, b the
scattering length of a solvent atom/molecule. Since the solvent molecule is typically
very small compared to 2Ir/Q, it can be treated as a uniform continuous media. Thus,
the last term in the above equation, =1 bseiQr'j, is equal to 5(Q), contributing only at
Q = O. Therefore, this last term can be considered as zero since SANS only measures
the intensity at a finite Q value. If we can further assume that each macromolecule
in the solvent is the same, and it is spherically isotropic, a more useful expression is
written as
1 Nm Np
I(Q) = V < I(E(bmi, - b,)eiQ(rl'-fR1))( eiQRj)12 >
1=1 j=1
N P(Q)Sinter(Q) (1.16)
where
Nm
P(Q) = t (bml, - b)eiQ(rl,-R)12 (1.17)
/=1
Y eiQRj 12 j (1.18)
j=1
P(Q) is called the intra-particle structure factor, or form factor. Sinter(Q) is called
the inter-particle structure factor. P(Q) is only determined by the structure of each
individual macromolecule and Sint,,e(Q) describes the correlations between the centers
of macromolecules. In the study of the inter-colloidal correlation in solutions, people
usually drop the subscript and use S(Q) as the inter-particle structure factor.
When the volume fraction of the solute is very dilute, S(Q) 1. Therefore
I(Q) = NPP(Q). The SANS intensity distribution, I(Q), contains the information of
the particle structure and shape.
In general, the fitting of I(Q) require the knowledge of S(Q). However, S(Q) is
difficult to calculate. In principle, for a simple liquid sample, S(Q) can be calculated
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through the Orstein-Zernike (OZ) equation once the inter-particle potential is known.
1.4 Survey of the Thesis
This thesis is outlined as the following.
In the first part, chapter 2 and chapter 3 will focus on the understanding of the
dynamical structure factor of the aligned DNA molecules. Chapter 2 will describe the
theory used to calculate the dynamical structure factor of S(Q, E) by the generalized
five effective eigenmode theory (GFEE) and its special case, the generalized three
effective eigenmode theory (GTEE). Chapter 3 will apply the GTEE theory to analyze
the IXS spectra of aligned DNA molecules and the effect on S(Q, E) due to different
counter-ions is compared.
In the second part, chapter 4, chapter 5, and chapter 6 will focus on the under-
standing of the static structure information of a colloidal system. Chapter 4 will
describe a new and efficient method developed to calculate the inter-particle struc-
ture factor, S(Q), of a simple liquid system interacting with a two Yukawa term
potential by solving the OZ equation with the mean spherical approximation (MSA)
method. This method is called the "two-Yukawa model method". In chapter 5, the
"two-Yukawa model method" is applied to calculate S(Q) as the input of the mode
coupling theory (MCT) to predict the kinetic phase diagram of a simple liquid system
interacting with a short-range attraction and a long-range repulsion. In chapter 6, I
have applied this two-Yukawa model method to analyze the SANS intensity distrib-
ution of the cytochrome C protein solutions.
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Chapter 2
Theory of Dynamic Structure
Factor Based on the Generalized
Hydrodynamic Model
The knowledge of the dynamical structure factor, S(Q, E), calculated by a reasonable
method is fundamental for the analysis of the IXS spectra. In this chapter, based on
the generalized hydrodynamic model we will develop a theory, which can be applied
to calculate S(Q, E) for a system containing multi-species of atoms.
There are different models used in the literature to calculate S(Q, E). The damped
harmonic oscillator (DHO) model was used to fit IXS spectra of water[5, 6] as well
as the inelastic neutron scattering (INS) spectra [7]. However, DHO model is only
a rough approximation of a disordered system. In a simple liquid, the DHO model
works only when the a-relaxation time is very long, which is progressively violated
when temperature increases. Therefore, the formula with the memory kernel based on
the Zwanzig-Mori expansion is proposed [8] and applied to analyze the IXS spectra of
water and liquid neon[9, 10]. At the same time, the three effective eigenmode (TEE)
theory[1i] based on the generalized hydrodynamic model was also used to analyze the
IXS spectra of water[12] to overcome the shortcoming of the DHO model. In order to
analyze the IXS spectra of biological systems which contains multi-species of atoms in
a system. C hen and Liao generalized the TEE theory to the generalized three effective
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eigenmocle theory (GTEE) [13] assuming that S(Q, E) can be described as the pro-
jection of the complete dynamics onto three microscopic quantities, e.g., atomic form
factor weighted number density, longitudinal velocity, and temperature. The GTEE
theory was successfully applied to analyze the IXS spectra of lipid bilayers[14, 15, 16].
In the next chapter, we apply the GTEE theory to analyze the liquid crystalline DNA.
The GTEE theory could be improved to the generalized five effective eigenmode
theory (GFEE) by introducing two more microscopic quantities, longitudinal mo-
mentum flux, and longitudinal heat flux, and projecting the dynamics of the system
onto five microscopic quantities. In this chapter, we will present the derivation of the
GFEE theory. The derivation of the GTEE theory can be obtained by following the
same scheme.
2.1 Generalized Five Effective Eigenmode Theory
(GFEE)
In this section, the generalized five effective eigenmode theory (GFEE), will be devel-
oped to calculate S(Q, w). Traditionally, one usually uses k as the wavevector instead
of Q. Therefore, we will use S(k, w) in the following. In a scattering experiment of
simple liquids or disordered systems, where there is no crystal structure, Q = k.
To calculate S(k, w), we can equivalently first calculate the intermediate scattering
function, F(k, t).
First, we introduce five generalized microscopic quantities as
aj(k)= 1 A ()fi(k)e-ikri (2.1)
where N is the total number of atoms, f(k) the x-ray form factor of Ith atom, which
can be found in the international tables for x-ray crystallography[17]. A ) is defined
as
A(I 1 (2.2)
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A(l) - . k/k (2.3)
A3l = )l _- 2 (2.4)
j=l,j7l
A(1) = v2 E (i))i k/k +V2 2
j=,jZl
2(') - (61 - 0(k rl k i) x (e- (2.6)
where rij = ri - , 0(jl) the potential between the atom j and the atom 1. a (k) is
the microscopic number density, a2(k) is the microscopic longitudinal velocity, a3(k)
is the microscopic energy density, a4(k) is the microscopic longitudinal momentum
flux, and as(k) is the microscopic longitudinal energy flux. With this five microscopic
quantities, we can thus calculate the 5 x 5 correlation functions, Fj(k, t), as
Fjl =< aj(k)e al(k) > (2.7)
where L is the Liouville operator, which is
N 1 N aj (2.8)
i=1 j~Ml =,jol ij ci
These correlation functions have the following properties,
Fj3 (k, t) = Flj(k,t) (2.9)
F21(k, t) = kFl(k,t) (2.10)
ia
F41(k, t) = - F21(k, t) (2.11)
ia
F51(k, t) - k F3l(k, t) (2.12)k at
If we project the dynamics to the five independent microscopic quantities defined
above, e = etH(k), where H(k) is a 5 x 5 matrix with k-dependent elements.
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Therefore,
where
Fj = [e-tH(k) V(k)]
Vji(k) = Fj(k) =< [aj(k]*al(k) >
Therefore,
V(k) =
/
Vl (k)
0
V13 (k)
V14 (k)
0
0
V22 (k)
0
0
V25 (k)
It can be shown that
V11(k) = S(k) = Efj(k)e -ikr' j 12j=1
iN
V22(k) = N j < ( fj k >j=l
(2.16)
(2.17)
V22 (k) can thus be considered to be proportional to the weighted average of thermal
velocity. Other elements of the matrix (2.15) can be also obtained as the results
in Ref[11]. However, due to the existence of the form factor of different atoms, the
exact form needs to be modified. The results of Vll, and V22 are examples of this
modification.
After this step, all the derivations can be followed almost exactly the same as the
derivation of the five eigenmode theory (FEE) as given in Ref[11]. For completeness,
I will outline the derivation here and list the major results.
After obtained the matrix V(k), a set of orthonormal quantities, bj(k), can be
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(2.13)
(2.14)
Vl3(k)
0
V3 3(k)
V34 (k)
0
0
V25 (k)
0
0
V75 5 (k) 
V14(k)
0
V34 (k)
V44 (k)
0
(2.15)
f
defined as
bj(k) = Uj(k)al(k),
1=1
which satisfy
< [bj(k)]*bl(k) >= tjl
where Ujl is the matrix element of U(k), which satisfy
UT(k)U(k) = V-l(k)
Thus we define a new set of correlation function as
G3j(k, t) =< [b(k)]*etLbl(k) >
The dynamical structure factor S(k, w) is thus given as
S(k,w) 
S(k)
1 Re j e-iwtGll(k, t)
Define GCl (k, z) = f dte-ZtGjl (k, t).
proved that
5
zGij(k, z) - Hi(k,
1=1
With the projector formalism, it can be
)Glj (k, z) + 6ij (2.23)
where the matrix H(k) is given as
/
o if (k) 0 0 0
0
0 ifTq(k) (2.24)0o ifT(k)
o ifua (k)
0 0 ifTq izqa(k,Z) zq(k,z)
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(2.18)
(2.19)
(2.20)
(2.21)
(2.22)
ifun (k) 0 ifT (k) ifa (k)
0 z, (k, z) izq (k, z)
r
i\
f,,,(k) is the second frequency moment of the dynamic structure factor. It should be
noted that no approximation is needed to obtain Eq. (2.24).
Therefore,
S(kw)_ Re G(k, Z)}ZS(k)
1 Re { + H(k) (2.25)
where I is the 5 x 5 identity matrix, label (1,1) outside the curly bracket means the
(1,1) element of the matrix, i the imaginary unit.
Gll(k, z) can be also cast into the form of continued fraction expansion as
i k z + z0 + fuT(k)+A(k,z)2 (2.26)Z + Z + Z+z(k,)
where
zp(k, z) = (k) (2.27)
ZT(kZ) = Z + zq(k ) + 2q(k)[z + (k)]
ZT(k, z) - f(k)z(k)(2.28)z -] Zq(k) + Z2e(k)/[z + z(k)]
A(k, z) = f.,(k)fTq(k)Zq(k) (2.29)
[z + zq(k)][z + Za(k)] + Z24(k)
When analyzing the IXS spectra, S(k, w) can be calculated with the Eq. (2.25).
And the seven non-zero matrix element can be treated as fitting parameters.
The generalized three effective eigenmode theory is a special case of the GFEE
theory by only considering three microscopic quantities, aj(k) (j = 1,2,3). The
derivations can be obtained by following the derivations of the GFEE theory exactly.
A different approach has been given in Ref. [13].
During our analyses of the IXS spectra of aligned DNA samples, the GTEE theory
can fit the spectra excellently. Therefore we did not apply the GFEE theory in the
analyses to reduce the number of fitting parameters since the GFEE theory needs to
have seven fitting parameters instead of four fitting parameters of the GTEE theory.
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In the following, the major results of the GTEE theory is given and the results at
hydrodynamic limit of the GTEE theory are also discussed
2.2 Generalized Three Effective Eigenmode The-
ory (GTEE)
In GTEE theory, we can calculate the generalized dynamic structure factor, S(Q, w),
which may contain multi-species of atoms, with a simple equation bearing the same
form as that described by the TEE theory. However, the calculated result is expressed
in terms of the generalized dynamic structure factor, which is defined as
S(= I 2N dteiWt (fj(k)l(k)eikr(O)e-ikrj(t))
j,l
(2.30)
where fi(k) is the form factor of the atom with index i.
The normalized generalized dynamic structure factor can be written as
S(k,w) H(k) 
S(kc) 7r z H(k) 11 =w
(2.31)
where I is the 3 x 3 identity matrix, label 1,1 outside the curly
(1,1) element of the matrix, i the imaginary unit.
The generalized hydrodynamic matrix H(k) is in the form of
0
ifu n(k)
0
if un(k)
zu(k)
ifuT(k)
bracket means the
0
ifuT(k)
ZT(k) )
(2.32)
where the four Q dependent matrix elements, ZT, fuT, z and f, are treated as
fitting parameters. Among them, f(k) is related to the second frequency moment
of the dynamic structure factor and is given in terms of the structure factor ,S(k), as
fun,,(k) = kvo(k) [S(k)]- 1 /2 ,
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H(Q) _
where w = No/N is the square root of the fraction of atomic type a over the total
number of atoms, and vo, = kBT/ml.
Eq. (2.31) can be written out in an explicit form as
S(k,w) 1 R2 - (Z + ZT)Z + ZZT + fT (234)
S(k) Z3 - (Z + ZT)Z2 + (ZuzT + fT + f2)z - f nT z=if
Both Eq. (2.31) and Eq. (2.34) have been used to fit the normalized IXS spectra.
However, Eq. (2.34) is more computationally efficient.
The denominator of Eq. (2.34) usually has three distinct roots, one real root and
two complex conjugate roots, or three different real roots. In principle, it can also
have three real roots, among which at least two are equal. However, since we never
encounter this case in practice, we will not discuss this situation.
(i) When there are one real root, rh, and two complex conjugate roots, F, iQ,,
Eq. (2.34) can be decomposed into the sum of three Lorentzian terms,
1 Fh F, + b(w + s)S(k,w)/S(k) = Ao + A,
+AF - b( - 2s) (235)+A ( _ ~s)2+s }(2.35)
where
M(x) = x - ( + ZT)X + ZUZT + fT,
N 2i(rh - (rs- s))'M ( )
Ao = (- h) 2' (2.36)
A, = Re(N),
b -Im(N)/Re(N).
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V2(k = E f P22E (k) 2 20 ~IJ\'/a O, (2.33)
This three terms correspond to three peaks in an IXS spectrum, one central
Rayleigh peak with the linewidth 2 rh, two Brillouin doublet peaks, with Qs the
phonon excitation energy and rF the phonon damping.
The corresponding ISF is of the form
F(k, t) = Aoe- rht + 2Ae-rst(cos Qst + bsin Qst) (2.37)
The ISF shows a two-step relaxation. Since Fh is typically smaller than rF, the
relaxation time of the fast dynamics is Tf = 2r/,, and the relaxation time for the
slow dynamics is T, = 27/Ph.
(ii) When there are only three real roots, F1, F2, and F3, there are three peaks all
centering at w = 0 in an IXS spectrum. There are no longer the concept of phonon
anymore in this case. Eq. (2.34) can be written as the sum of three terms as
S(k, w)/S(k) =1 Ai + r2 (2.38)
1 i= w2 +1U '
where
M(x) = x2 - (Zu + Z t+ ZT) + ZUZT fT,
(rz)A1 -M(F)(1 = - r(2))(rl - r3)'
A2 (P= M(r 2 )(r - r(3))(r2 - rl)
A3 (r3 - r )(r - r (2.39)
Its correspondent ISF can be expressed as
3
F(k, t) = Aie- r t (2.40)
i=l
Strictly speaking, the ISF is not a two-step relaxation since we have three Lorentizan
terms. However, one of the terms usually has a negative amplitude, A, and a much
faster relaxation time. Hence if rl > r 2 > F3, we assign Tf = 2r/r 2, and Ts = 27r/r 3.
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We will show the ISF calculated with the fitted parameters in the next chapter. A
two-step relaxation can be seen clearly from the figure.
Eq. (2.31) can also be cast into the form of continued fraction expansion as
S(k,) Re +z (k)i (241)
S(k) (( z + (k) + T }(k 2
By comparing to Eq. (2.26), the relations of the parameters between the GTEE
theory and the GFEE theory can be found as
zu(k) = z(k, z) (2.42)
fuT(k) f(k) + A(k , z) (2.43)
ZT(k) = z?)(k,z) (2.44)
where the superscript (5) means this term is defined in the GFEE theory.
The GTEE theory can be shown to reduce to some familiar approximate models
used in the literature, such as the DHO model, and the viscoelastic model.
(i)When fT = 0, the expression of S(k, w)/S(k) is reduced to the DHO model
as:
S(kw)S(k) 1 fu(k)zu(k)
i (2 - f )2 + (wz (k))2
In this approximation, there are only two Brillouin peaks without a Rayleigh peak.
Usually an emperical Lorentizan term is added to simulate the Rayleigh peak when
this model is applied[6, 7].
(ii)When z(k) = O, S(k, w)/S(k) is reduced to the so-called viscoelastic model as
1 ZTfu2(k) fu2T(k)
S r4T(W2 - fu2(k))2 + w2(w2 _ fu2(k) - fT(k)) 2
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2.3 Results at the Hydrodynamic Limit for the
GTEE Theory
In the hydrodynamic limit (k - 0), the matrix element of H(k) can be shown to
reduce to the following forms in the leading order of k expansion as
fn( k) = kc, //V,
z, (k) = Ok2, (2.45)
fuT(k) = kcc,(y-1)/y,
ZT(k) = -DTk2,
where c, is the adiabatic speed of sound, 0 the longitudinal viscosity, y = CP/C, the
ratio of specific heat at constant pressure and volume, DT the thermal diffusivity.
rh, Fr, and QS can be also solved in the hydrodynamic limit up to the order of
o(k2 ),
rh = DTk2
Q = csk (2.46)
r, = ( (/2(y-1)/2DT)k
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Chapter 3
Analyses of the IXS spectra of
aligned DNA molecules
Due to its biological importance, the structure and dynamics of DNA molecules have
been intensively studied both experimentally and theoretically [18, 19, 20, 21, 22, 23,
24, 25, 26].
Evidences from different kind of experiments show that the internal dynamics of
DNA molecules is closely coupled to that of the solvent molecules. For example, by
studying the average mean square displacement of hydrogen atoms in DNA molecules
with inelastic neutron scattering, it is found that DNA molecules undergo a kind of
kinetic glass transition in the vicinity of T - 200K[27, 28], the exact transition
temperature of which depends on the hydration level. A similar kind of transition
in protein molecules is also observed[29, 30, 31]. The sound speed of hydrated DNA
molecules in the hydrodynamic limit (Q -- 0) has been measured with Brillouin
light scattering [32, 33, 34]. The longitudinal acoustic ultra sound speed of Na-
DNA molecule decreases from about 3500 m/s to about 1800 m/s, when the relative
humidity (rh) increases from 23% to 98%[33]. This coupling of the internal dynamics
of a DNA molecule to the dynamics of hydration water molecules has been explained
in terms of a layered structure of water molecules around DNA [20, 34]. The damping
mechanism was attributed to the structural relaxation of water molecules.
It seems that this coupling is also affected by different kind of counterions [21,
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26, 33, 35]. The damping of the Brillouin peaks is different in samples of Na-DNA
and Li-DNA at the same relative humidity condition [33]. The relaxation of wet
DNA in gigahertz range with dielectric measurements shows a two-step relaxation
with very strong counterion dependence of the slow relaxation mode [21]. The low
frequency mode at 20 cm- in the Raman spectra of wet DNA gels were studied
at different temperatures. Their temperature dependence is strongly affected by the
added counterions[35].
With the availability of the high resolution IXS technique[4] and the high brilliance
of the third generation of synchrotron x-ray sources, it is now possible to study the
high frequency collective motions of biological samples[13, 14, 15, 16] and molecular
liquids[6, 12, 36, 37], whose collective excitation energy has the magnitude of tens of
meV. IXS can measure the dynamic structure factor, S(Q, E), as functions of the
transferred energy, E = hw, and the magnitude of the transferred wave vector, Q.
The advantage of the IXS technique is that it has a wide energy window and can
cover excitations with very large Q (wavevector) range.
Using the IXS technique, we study collective motions of aligned 40 wt% calf-
thymus Na-DNA sample in different solutions with different counterions, and con-
structed the longitudinal phonon dispersion relation along the axial direction of DNA
molecules from Q = 1.6 nm -1 to Q = 30 nm - 1 for the first time. Strictly speaking,
a DNA rod is not a one dimensional crystal since it does not repeat its structure
rigorously along its axial direction. Nevertheless, its IXS spectra show phonon-like
excitations. Therefore, we still call these collective excitations phonons. As far as the
density fluctuation is concerned, we may neglect the detailed structure of different
base pairs and their different orientations, and consider it approximately as a one
dimensional crystal. The sound speed along the Na-DNA rod can be extracted. And
the damping effect due to different counterions is compared and discussed.
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3.1 sample Preparation and Experimental Setup
Highly polymerized (Calf-thymus) DNA has been purchased from Sigma (D-1501,
batch number 091K7030) and used without further purification. UV absorption of
dilute DNA solution in 0.1 M phosphate buffer (pH7.5) measured with a Perkin Elmer
Lambda900 spectrometer, yielded a A260/A280 = 1.9. Calf-thymus DNA consists
of about 13000 base pairs; its estimated molecular weight is about 8.4 x 106 by
considering an average molar mass per nucleotide unit of 324.5. DNA white threads
were kept overnight in a dessicator under vacuum, then weighed in a glass vial. The
appropriate amount of water or solution was added and the sample vigorously shaken
until a homogeneous paste was obtained. This paste was deposited on a 10mm x 5mm
quartz slide and shear aligned with the help of a second slide repeatedly rubbed along
the 10 mm direction. The samples were then sandwiched between the two slides in
order to minimize evaporation during measurement; possible water loss was monitored
by weighing the sample before and after measurements.
In order to monitor the DNA alignment, the structure factor S(Q) of different
samples at different orientations were measured. Fig. (3-1) shows the measured
structure factor S(Q) at different orientations of a DNA sample with respect to the
incident X-ray beam. Each cylinder at the top panel represents a single DNA rod.
The sample is 40wt% calf-thymus Na-DNA in H20. When the incident X-ray beam
is perpendicular to the DNA rods, S(Q) shows a very strong scattering peak at
Q = 18.7 n-1 arising from the periodic separation between base pairs along the axis
of the double helix, whose distance D is 0.333 nm - 1, which is a signature of B-DNA.
When the incident X-ray beam is parallel to the DNA rods, the prominent Bragg
scattering peak at about Q = 2.4 nm-l clearly indicates the inter-rods correlation
effect due to the ordered structure of DNA rods in liquid crystalline phases. By
changing the orientations of samples, the alignment of different samples can thus be
carefully checked.
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Figure 3-1: The measured S(Q) are shown at different orientations of the Na -
DNA - H20 sample. Each cylinder in the top panel represents a single DNA rod.
When the incident X-ray beam is perpendicular to the DNA rods, S(Q) shows a very
strong scattering peak at Q 18.7 nm - 1, which corresponds to the neighboring base
pair distance, D = 0.333 nm. When the incident X-ray beam is parallel to the DNA
rods, the prominent Bragg scattering peak at about Q = 2.4 nm -1, which arises from
the inter--rod correlation with the inter-rod distance, d, about 2.6 nm
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DNA concentration was 40wt% for all samples. We have studied the 40 wt% calf-
thymus Na-DNA samples in H20 (no additional counterions), and Na-DNA molecules
in divalent counterions solutions, 0.083 M MgC12, 0.083 M CalC12, 0.083 M ZnC1 2,
0.083 M CuC12, and Na-DNA molecules in trivalent counterions, 0.042 M spermidine.
For simplicity, we will call the sample as the Na - DNA - H20 sample, the
Na - DNA - Mg sample, the Na - DNA - Ca sample, the Na - DNA - Zn sample,
the Na -- DNA - Cu sample, the Na - DNA - spermidine sample.
We have also tried the 40wt% Na-DNA in 1 M MgC1 2. This sample is called the
Na - DNA - Mg -1M sample.
3.2 Method for Data Analysis
When the resolution function is a delta function, the IXS spectra are expressed in
Eq. (1.2). After normalization, it becomes S(Q, E)/S(Q).
However, any IXS instrument has a finite energy resolution. A measured IXS
spectrum. Sm(Q, E) can be expressed as
Sm(Q, E) = (SD(E)S(Q, E)) 0 R(E)
where S(Q, E) is the classical dynamic structure factor of the sample, SD(E) the
detailed balance factor, R(E) the resolution function given by Eq. (1.12), and 0
means convolution. Typically, S(Q, E) is calculated with a classical model without
considering the quantum mechanical effect in the scattering. A classical S(Q, E)
is an even function of E. In the thermodynamic state of interest here, we do not
expect the quantum mechanic effect dominating so that the classical description is
still valid. However, the measured spectra are not balanced at energy gain and energy
loss due to the different population at different energy level given by Boltzmann
distribution. Therefore the final dynamical structure factor should satisfy the detailed
balance condition[2, 3, 38]. This detailed balance condition is commonly fulfilled by
empirically multiplying S(Q, E) with a factor SD(E) [3]. Here we choose SD(E) =
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e2kBT, where kB i the Boltzmann constant, and T the temperature in absolute scale.
The energy resolution function of the IXS instrument at Advanced Photon Source
in Argonne National Lab is give by Eq. (1.12). S(Q, E) is calculated with the GTEE
theory by Eq. (2.34). fun, Zu, ZT, and fuT are treated as the fitting parameters.
Among them, f,,un can be estimated by the second moment of S(Q, E). However, this
estimation is not trivial due to the effect of the detailed balance factor.
In the following part of this section, we will describe the method to estimate fun,
which can be given as
f = M2(S(Q, E S(Q) = M2(Q)M(Q) (3.1)
where
Mn(y) = j Eny(E)dE. (3.2)
If the resolution function R(E) is an even function, which is the case in our
analyses, it is easy to show that
M2 (SD(E)S(Q, E)) = M2(Sm(Q, E))- M2(R(E)) X Mo(SD(E)S(Q, E)). (3.3)
In the following, for simplicity, we will drop function parameters in equations.
If the absolute value of transferred energy of S(Q, E) is much smaller than 2kBT,
SD(E) 1 and Mo(S) = Mo(Sm). Therefore,
M 2(S) = M2(Sm) - M2(R)M0(S) (3.4)
and
f2 = M2(Sm)/Mo(S) - M2(R). (3.5)
If the absolute value of transferred energy of S(Q, E) is comparable to 2kBT, we
have to expand the detailed balance factor SD(E) in the Taylor series to obtain an
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approximate result of S(Q, E) as,
M :(S) M2(Sm) - M2 (R)Mo(Sm) - (M3(Sm) - M2(R)Ml(Sm)) (3.6)4
which is a function of different moments determined by experiments. In order to
estimate f,,,, we have to further estimate Mo(S), which can be related to M 2(S) as
132
Mo(S) M o(m) - 8 M2(S). (3.7)
The estimation of f,, is thus expressed as
M2(S)
14 ~ Mo(S) - 2M2(S)/(38)
Since our experiments were performed at room temperature, 2kBT is about 50 meV.
Because the absolute value of transferred energy in S(Q, E) of most experiments is
always smaller than 40 meV, we could estimate f,,n from Eq. (3.8). However, when
values of S(Q, E) extends to larger energy range, the estimation become less reliable.
Generally the estimated result is smaller than the real result since we always estimate
the second moment of a finite spectrum. Nevertheless, this estimation can still give
a good initial value for the fitting procedures.
It may be noted that the second moment of the resolution function itself is not
convergent, which may bring questions about the validity of the estimation method
described above. The divergence of the second moment of the energy resolution
function dose not affect our method. Since S(Q, E) calculated with the GTEE theory
has finite second moment, we can take a cutoff when the resolution function become
the same with measured spectra and calculate the second moments within that finite
E range by the method given above.
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3.3 Results and Discussions
All the analyses of the IXS spectra have used the Eq. (3.8) to estimate the initial
value of fun.
By fitting with the GTEE theory, we have implied that these collective excitation
features are only from the longitudinal acoustic (LA) mode. There are several reasons
for it. It has been shown that the transverse acoustic (TA) mode disappears at higher
hydration level (rh > 75%)[33]. All the samples we studied correspond to the Na-
DNA molecule at rh 95% studied in Ref[33]. Hence we assume that the TA mode
is invisible in our spectra. Although the optical mode was theoretically predicted to
be in the order of 80 cm -1 [39], which is in the energy range of our IXS spectra, the
recent numerical simulation shows that the optical mode may be softened at the room
temperature and hence only contribute to such low energy excitations [40] that most
of them are masked by the instrumental resolution. Since these works assume the
ideal conditions such as neglecting the solvent molecules, we can not estimate how
much the modes will change in our system. If we assume the optical mode is similar
to the numerical simulation result in Ref[40], the majority of the optical excitation
is still within the resolution function. Therefore, at this stage, we assume there is no
contribution from the optical mode and the TA mode. From our fitting, the phonon
excitation energy behaves linearly at small Q range. Thus it is natural to assign this
excitation to the LA mode. However, if the energy resolution of the IXS instrument
can be further improved, it is possible to analyze the spectra in a finer way.
Since in our system, there are multi-species of atoms, all of them will contribute
to the S(Q, E). Therefore, we tend to think this acoustic wave is due to the collective
vibrations of both DNA molecules and water molecules.
3.3.1 Dynamic Structure Factors of Na-DNA Samples
In Fig. (3-2), we show a typical fitting of an IXS spectrum of the Na - DNA -
H20 sample with the GTEE theory at the room temperature. The existence of
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Figure 3-2: Figure illustrates a typical fitting of an IXS spectrum of the Na - DNA 
-H20 sample with the GTEE theory. The thin solid lines depicts the three generalizedhydrodynamic modes. The dashed line is the resolution function. The thick solid linerepresents the fitter curves after considering the energy resolution function.
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well defined phonon peaks is clearly visible on the right and left hand shoulders
of the spectrum. The thin solid line depicts the three generalized hydrodynamic
modes, one central and two symmetrically shifted Brillouin modes (phonon). The
dashed line is the instrumental resolution function. The thick solid line is the fitted
curve, which includes the energy resolution function. The fit is made in an absolute
scale with four generalized hydrodynamic parameters: zu, ZT, fT, and fun. The
fitting results uniquely give the phonon frequency Qs = 10.95 meV, phonon damping
rS = 2.88 meV, and the width of central peak rh = 0.014 meV. The X2 of this fitting
is about 1.9.
In Fig. (3-3), we show the extracted S(Q, E) by analyzing the IXS spectra of
both the Na - DNA - H20 sample and the Na - DNA - Mg sample. From top
to bottom, the Q values are 9.0 nm - 1, 12.5 nm - , and 22.5 nm- 1 respectively. At
the same Q value, the phonon peaks are much more well defined in the spectra of the
Na - DNA - H20 sample than those from the Na - DNA - Mg sample.
In Fig. (3-4), we show the decomposed three Lorentzian peaks calculated by the
GTEE theory with the fitted parameters. At Q = 9.0 nm-l, the three peaks consist
of one central peak flanked by two shifted Brillouin peaks. For the Na - DNA - H20
sample, the phonon frequency is Q =- 11.9 meV, the phonon damping 4.5 meV, and
the line width of the central peak 0.055 meV. While for the Na - DNA - Mg sample,
these results are 10.99 meV, 9.747 meV, and 0.052 meV respectively. It is interesting
to note that; the phonon damping is stronger in the Na - DNA - Mg sample than
that in the Na-DNA-H 2 0 sample. At Q = 12.5 nm - 1 and 22.5 nm - l, the phonon
peaks disappear in the Na - DNA - Mg sample. The fittings give three Lorentizan
peaks all centered at E = 0 meV. while in the Na - DNA - H20 sample, Brillouin
peaks can still be identified. In the case of Q = 1.25 nm - 1, the Q value approaches
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Figure 3-3: Figure shows the extracted dynamic structure factors of two Na-DNA
samples with the GTEE theory.
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Figure 3-4: Figure shows the decomposed three Lorentzian peaks of S(Q, E) calcu-
lated wit:h fitted parameters. The first column shows the results of the Na - DNA -
H20 sample, while the second column shows the results of the Na - DNA - Mg
sample.
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the diffractoin peak of the structure factor and the effect of De Gennes narrowing is
clearly seen.
With the GTEE theory, we thus can extract the phonon energy at different Q
values from IXS spectra of different samples. The phonon dispersion of all DNA sam-
ples are thus constructed. We also found that the disappearance of phonon features
at some Q range seems actually a general feature for the samples with additional
counterions..
3.3.2 Phonon Dispersion Relations of Aligned Na-DNA Sam-
ples
By analyzing the IXS spectra with the GTEE theory, we are able to construct the
phonon dispersion relations for all the DNA samples we measured.
The top panel of Fig. (3-5) shows the phonon dispersion relation, Qs(Q) vs. Q, for
the Na - DNA - H2 0 sample. Q2, (Q) is linearly dependent on Q at low Q values and
it reaches the first maximum at Q Qmax/2, where Qmax, = 18.7 nTn-1 is the position
of the Bragg diffraction peak in S(Q). The maximum Q,2(Q) is about 12 meV. Then
QS(Q) bends down after Q > Qmax/2 and reaches zero at around Q = Qmax. For
Q > Qmax, Q, (Q) again becomes nonzero and reaches a secondary maximum at about
Q = 25 nm -1 , showing phonon propagation at large Q. The sound speed calculated
from the initial slope of the phonon dispersion relation is about 3159 m/s. One major
distinctive feature of the DNA system is that the dispersion relation extends to a
considerably higher Q than that observed in simple liquids. The extended range of
Q includes values corresponding to those in the second Brillouin zone of a crystalline
system. This feature implies that a DNA rod can be regarded approximately as a
one-dimensional crystal, as far as the density oscillations are concerned.
In order to test the consistency of the fitting, we calculated the structure fac-
tor, S(Q), from one of the fitting parameters, f,,(Q) with Eq. (2.33). The form
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Figure 3-5: Top panel shows the phonon dispersion relation of the Na - DNA -
H 2 0 sample. Bottom panel shows the comparison between the theoretically derived
structure factor S(Q) (open circles), in absolute scale, and the measured structure
factor (dots with solid line).
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Figure 3-6: Top panel shows the phonon dispersion relation of the Na - DNA -
Mg sample. Bottom panel shows the comparison between the theoretically derived
structure factor S(Q) (open circles), in absolute scale, and the measured structure
factor (dots with solid line).
factor, f(Q), for different atoms can be found in the international tables for X-ray
cyrstallography[17]. Therefore, S(Q) = (QV(Q)/fu(Q)) 2. As an approximation, we
have assumed that phosphate have the dominating contribution to vo(Q). Since the
measured structure factor by the instrument is in arbitrary units, the result is scaled
by a constant in order to compare with the calculated result. The agreement is fair
after considering the simplification of calculation of vo.
In Fig. (3-6), we show the phonon dispersion relation of the Na - DNA - Mg
sample in the top panel. Similarly to the Na - DNA - H20 sample, the phonon
dispersion relation, Qs(Q), is linearly dependent on Q at low Q and it reaches the
first maximum at Q Q,,max/2. The maximum of Q2(Q) is about 11 meV. The
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Figure 3-7: Top panel shows the phonon dispersion relation of the Na - DNA -
Zn sample. Bottom panel shows the comparison between the theoretically derived
structure factor S(Q) (open circles), in absolute scale, and the measured structure
factor (dots with solid line).
sound speed obtained from the initial slope of the phonon dispersion relation is about
2761 m/s. When compared with the dispersion relation of the previous sample, the
striking difference is related to the Birllouin peaks that completely disappear in the
interval from 12.5 nm - to 22.5 nm - 1. This suggests that the different valency of the
counterions consistently affects the DNA internal dynamics. This indeed seems to be
a general feature for the samples in the presence multivalent counterions.
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Figure 3-8: Top panel shows the phonon dispersion relation of the Na - DNA -
Ca sample. Bottom panel shows the comparison between the theoretically derived
structure factor S(Q) (open circles), in absolute scale, and the measured structure
factor (dots with solid line).
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Figure 3-9: Top panel shows the phonon dispersion relation of the Na - DNA -
Cu sample. Bottom panel shows the comparison between the theoretically derived
structure factor S(Q) (open circles), in absolute scale, and the measured structure
factor (dots with solid line).
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Figure 3-10: Top panel shows the phonon dispersion relation of the Na - DNA -
spermidine sample. Bottom panel shows the comparison between the theoretically
derived structure factor S(Q) (open circles), in absolute scale, and the measured
structure factor (dots with solid line).
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The dispersion relations for the Na - DNA - Zn sample, Na - DNA - Ca sample,
Na - DNA - Cu sample, and Na - DNA - spermidine sample, are shown in Fig.
(3-7), Fig. (3-8), Fig. (3-9), and Fig. (3-10). The symbols in the bottom panel for
these figures have the same meaning as those in Fig. (3-5).
It is interesting to notice between Q 12.5 nm - 1 to Q 22.5 nm- 1 , the phonon
disappears for all the samples with added counterions. These results suggest that the
addition of positvely charged counterions will increases the damping of the phonons
and make them overdamped in some Q range.
The sound speeds obtained from the Na - DNA - Zn sample, Na - DNA - Ca
sample, Na - DNA- Cu sample, and Na- DNA- spermidine sample, are 3091 m/s,
3062 m/s, 3051 m/s, 2980 m/s respectively. Therefore, the sound speed of aligned
calf-thymnus Na-DNA molecules is 3000 m/s at Q > 1.5 nm - 1.
This result is about twice the value of the sound speed of Na-DNA molecules,
which is - 1800 m/s, measured with Brillouin scattering at the similar hydration
level[33]. We, therefore, call the sound speed obtained at our Q range as a fast sound
speed to distinguish it from the sound speed at very small Q values ( 0.01 nm-1),
which is the range accessible by Brillouin light scattering.
The reason of having a fast sound speed for a hydrated DNA molecule is attributed
to the different dynamic response of water molecular at different Q range. MD com-
puter simulation, the IXS, and INS experimental results have shown that the sound
speed of water molecule changes from - 1500 m/s[6, 7, 41] at the hydrodynamic limit
to - 3000 rm/s[6, 12] when Q > 4.0 nm - 1 at the room temperature. Therefore, we
speculate that at hydrodynamic limit, it is the slow dynamics of water molecules that
slows down the overall sound speed of hydrated DNA molecules. In the Q range of
our experiments, the fast dynamics of water molecules naturally increase the over-
all sound speed. Hence, not only the hydration level can change the sound speed,
but also the dynamic response at different Q range of water molecules will affect the
sound speed of DNA molecules. This further proves the close coupling between the
DNA molecules and their surrounding water molecules, which have also been seen by
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Figure 3-11:: The figure shows the comparison of the phonon dispersion relations of
the Na -- DNA - Mg sample, and the Na - DNA - Mg -1M sample.
other different techniques[32, 33]. However, it is very difficult with our experiment to
know how water molecules interfere with the atoms in a DNA molecule. A computer
simulation will be helpful to reveal the relations.
Although the dispersion relation of DNA molecules with different counterions
shows consistently linear relation at Q <- 6.5 nm -1 with a similar sound speed, the
excitation energy differs from each other at the Q range centering around - 9 nm- 1 ,
and 25 nm- 1. The reason for this counterion dependence at these Q ranges is not
clear to us at present. The maxima excitation energy of all the phonon dispersion
relation is about - 11 meV. This therefore suggests that the very broad 80 cm- '
mode observed in Raman scattering in most DNA molecule samples may be due to
the LA mode according to our observations. This mode has been assigned to the
"intrahelical" collective motions of a DNA molecule[19].
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Figure 3-12: The figure shows the comparison of the phonon dispersion relations of
the Na -- DNA - Mg sample, and the Na - DNA - Mg - M sample.
To compare the phonon dispersion relation curves with/without the addition of
divalent counterions, we show the results from 40 wt% calf-thymus DNA molecules in
H20 (circles), and the Zn 2+ sample (up triangles) together in Fig. (3-11). The sound
speed of aligned 40wt% DNA molecules in H20 is about 3159 m/s estimated from
the phonon excitation energy at Q = 1.6 nm- 1. It clearly shows the disappearance of
phonon at the intermediate range due to stronger damping introduced by additional
counter ions. The curve is drawn to guide the eyes.
We have also measured the 40 wt% Na-DNA sample in 1M MgC12. The dispersion
relation of this Na - DNA - Mg - M sample is compared with that of the Na -
DNA - Mg sample in Fig. (3-12). The open circles represent the results of the
Na - DNA - Mg - 1M sample, while the star symbols represent the results of the
Na - DNA - Mg sample. These two phonon dispersion relation curves are almost
the same.. The sound speed of the Na - DNA - Mg is about 2761 rn/s and the sound
speed of the Na - DNA - Mg - M is about 2197 m/s. In the figure, the sound
speed is indicated as the average of the sound speed of those of two sample. The
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Figure 3-13: The phonon dispersion relation of the Na - DNA - H20 sample (open
circles) is shown together with the results measured by inelastic neutron scattering
from Ref[24] (star and cross symbols). The star symbols represent the results by
fitting INS spectra with their model, while the cross symbols are calculated results.
The solid line is drawn to guide eyes.
sound speed is almost unchanged when the concentration of MgCl 2 increases from
0.083 M to 1.1 M, while the increase of MgC1 2 concentrations from 0 M to 0.083 M
decreases the sound speed from 3100 m/s to 2761 m/s.
The acoustic phonons DNA molecules have been measured by inelastic neutron
scattering (INS) by Grimm and co-workers[24]. Grimm's measurements covered the
Q range from about 16 nm - 1 to 21 nm -1 . Maret's measurement focused on very
small Q values (10-2 nm-l). Here we would like to compare our results of the Na -
DNA - H2 0 sample with their measurements on wet samples, which are hydrated
by equilibrating at controlled humidity.
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Because Grimm's data is not available for us, we directly extracted the results
from a figure of their published paper[24]. Both our results and those of Grimm's
are summarized in Fig. (3-13). Open circles show the phonon dispersion relation of
the Na -- DNA - H20 sample obtained by us, while the star and cross symbols are
Grimm's results. The star symbols were calculated by fitting the INS spectra with
one-dimension liquid picture model[42, 43]. The cross symbols were calculated results
according to their model. The solid line is drawn to guide eyes. Notice that in our
curve, the phonon disappears at a small range centered at Q = 18.7 nm -1 , where the
Billouin zone center lies if a DNA molecule could be considered as a one-dimensional
crystal. We attribute the reason of the failure to identify the phonon peaks in this
region to the fact that the energy resolution of IXS spectra is not good enough so
that small energy acoustic excitations are masked by the broad resolution functions.
According to the results of Fig. (3-13), there are qualitative agreement between these
two experimental results.
To extract the sound speed, different models are applied and give different results.
The so-called "sound speed" from Grimm's paper is about 2180 m/s. The sound
speed we obtain from the acoustic excitations at small Q values is about 3100 m/s.
Because of the small Q range in the measurements of Grimm and co-workers due
to the limitation of the instrument, they extracted sound speed at relatively large
Q values. In our experiments, we could access much lower Q values while keeping
the large range of energy scan. Therefore we can directly extract sound speed by
assuming the linear relation between excitation energy and Q values at very small
Q. This method has been widely used to identify the sound speed of water, liquid
metals, and molecular glasses [6, 36, 44].
3.3.3 Analysis of the Phonon Damping
Fig. (3-14) shows the ratio of phonon damping and the phonon frequency as a function
of Q for the Na - DNA - H20 sample, Na - DNA - Mg sample, and Na - DNA -
Mg - 14 sample, which are shown as solid circle, star, and solid diamond symbols
respectively. The solid lines are drawn to guide eyes. It clearly demonstrates that
66
the increase of MgCI2 concentration consistently increases the phonon damping. This
effect can be linked to the increase of viscosity in the presence of MgC12 concentration.
In the hydrodynamic limit, 1r/QS = Q(1/295 + 1/2(y - )DT)/c,. Therefore, if c,
dose not change too much, the increase of viscosity naturally leads to larger damping
results. The increase of stronger damping is thus directly related to the increase of
the longitudinal viscosity.
Fig. (3-15) shows the Q dependence of one of the fitted parameters, z. The open
circle, star, and diamond symbols represent the results for the Na - DNA - H20
sample, Na - DNA - Mg sample, and Na - DNA - Mg - 1M sample respectively.
According to the hydrodynamic limit results, zu = 9Q 2, where q = (4r + ()/p is the
longitudinal viscosity. r and ( are the shear and bulk viscosity, and p is the density.
The solid lines are best fitting with the function z = Q2. From the fitting, is
0.11, 0.22, and 0.30 meV nm2 for the Na - DNA - H20 sample, Na - DNA - Mg
sample, and Na - DNA - Mg - 1M sample respectively. It thus indicates that the
increase of counter-ion concentrations increases the viscosity.
Fig. (3-16) shows the phonon damping with error bars for different samples at
Q < 14 nrnm- . The phonon damping of the Na - DNA - H20 sample (circles) is
much smaller than that of other cases. For the samples with extra added counterions,
the spectra of the spermidine sample (pentagrams) show largest phonon damping
among all the samples presented here. Other three results with divalent counterions
are shown as star symbols for Na - DNA - Ca sample, up triangles for Na - DNA -
Zn samples, and diamond symbols for Na - DNA - Cu samples. We notice that
at Q = 6.5 nm-1 , the phonon damping of the Na - DNA - Zn sample is larger
than that for the Na - DNA - spermidine sample. The mechanism with which
the counterions affect the phonon damping is not clear at present. Although some
computer simulations studied the motion of counterions around a DNA molecule[45,
46], their effect to the dynamic structure factor has not been checked yet.
It is instructive to compare the ratio between phonon damping and the phonon
frequency from different samples, which is shown in Fig. (3-17). The circles with
error bars are the result of the Na - DNA - H20 sample. One of the solid lines is
67
drawn to cross the results of Na-DNA in H20, while another one is drawn to cross
the results of the Na - DNA - spermidine samples. These two lines are drawn to
guide eyes. The ratio of phonon damping and phonon frequency of samples with
divalent counterions falls in between these two lines with the only exception for the
case at Q = 6.5 nm - for the Na - DNA - Zn sample. At the beginning, the ratio
is just a fraction of the phonon energy, which indicates that the IXS spectra contain
well defined phonon peaks. With increasing Q values, the ratio becomes larger than
one. The damping is so strong that, the phonon peaks becomes not well defined. At
the hydrodynamic limit, the ratio between the phonon damping and phonon energy
should be linearly dependent on Q. From the results shown in Fig. 3-17, the linear
region is only up to about Q - 6.5 nm- 1, after which the ratio clearly deviate from
linear relation with Q.
3.3.4 Relaxation of the Intermediate Scattering Function of
Aligned Na-DNA Molecules
With the fitted parameters, we can calculate the ISF with Eq. (2.37) and Eq. (2.40).
Fig. (3-18) shows the ISF of 40wt% calf-thymus DNA in H20 at Q = 1.6 nm - 1,
Q = 9.0 nrn-1 , Q = 18.7 nm-', and Q = 25.0 nm- 1. The FWHM of the energy
resolution function is about 2 R = 2 meV, which corresponds to a time window
about 0.65 ps. In our fitting, 2 rh is the FWHM of the extracted central peak. If
we assume that Fh > 10%FR means that the extracted rh is reliable, the estimated
relaxation time from rh is reliable up to 6.5 ps. If the relaxation time for some slow
dynamics are much larger than 6.5 ps, their corresponding energy spectra will be
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Figure 3-14: Figure shows the Q-dependence of the ratio between the phonon damp-
ing, F, and the phonon frequency, Q8 at different samples. The solid lines are drawn
to guide eyes.
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Figure 3-15: Q-dependence of one fitted parameter, z, is shown at different condi-
tions. The symbols are results from fitting IXS spectra with the GTEE theory. The
solid lines are the best fitting with z = Q2 for different samples.
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Figure 3-16:: Phonon damping of different samples at different Q values is shown. The
added counterions in the DNA samples are indicated in the legend. The concentration
of the ZnC1l2, CaC12, and CuC12 are 0.083 M. The spermidine concentration is
0.042 M.
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Figure 3-17: Figure shows the ratio between the phonon damping and the phonon
frequency of DNA samples with different counterions. Circles with error bars are the
results of Na - DNA - H20 sample. The uptriangle, star, diamond, and pentagram
symbols correspond to the results from the Na - DNA - Zn, Na - DNA - Ca,
Na - DNA - Cu, and Na - DNA - spermidine samples.
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much sharper than the energy resolution function. Therefore, it is very difficult to
obtain such kind of slow dynamics information from the IXS spectra. However, it is
still possible to extract these information by analyzing the IXS spectra with a model.
But the results is highly model dependent. Similar argument holds to the relaxation
time estimated with rF. Therefore, a vertical dotted line is thus drawn at t = 6.5 ps
in Fig. (3-18). The extracted results on the left of this line are less model dependent,
while the results on the right of this line can be considered as the extrapolation from
our model.
In Fig. (3-18), the IXS spectrum at Q = 1.6 nm - 1 has a very clear phonon
peak with very small damping so that the ISF shows very clear oscillation due to the
collective vibration of atoms in the system. The relaxation time for the fast dynamics,
-rf, is about 3.6 ps, while the relaxation time for the slow time dynamics, r,, is about
703 ps. When Q = 9.0 nm - 1, the decay of the fast dynamics becomes faster due
to the much stronger damping with the time domain oscillation barely seen with
rf - 0.19 ps and Ts - 10 ps. At Q = 18 nm - 1, close to Brillouin zone center, there is
no phonon peak. The ISF also shows a two-step decay. With the definition of rf and
Ts described in the previous section, rf 0.26 ps and r -- 180 ps. The increase of the
relaxation time of the slow dynamics is due to the De Gennes narrowing effect. When
Q = 25.0 nm -1 , although there are still phonon peaks in the IXS spectrum, the ISF
dose not shown a visible oscillation due to the very strong damping. The estimated
relaxation times are rf - 0.1 ps , and -s, 7.1 ps respectively. At Q = 25.0 nm -1 ,
the IXS spectrum is so broad that the extracted S(Q, E) should be accurate and
independent of the model used as long as the fitting is good. Therefore, the calculated
ISF should not be affected by the model used to fit the IXS spectra. Thus the two-
step decay observed at this Q value in ISF is a genuine feature of the dynamics of the
DNA samples.
Fig. (3-19) and Fig. (3-20) show the calculated ISF with the fitted parameters of
the IXS spectra of the Na - DNA - Ca sample, and the Na - DNA - spermidine
sample at different Q values indicated in the figure. The symbols and meanings are
the same as those in Fig. (3-18). The ISF shows the similar relaxation mode observed
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Table 3.1: Estimated fast relaxation time, Tf, of DNA samples. (unit:ps)
Q(nm -1 ) 1.6 4.0 9.0 18 18.7 25.0
H 2 0 3.6 0.8 0.19 0.26 - 0.1
CaC1 2 - 0.26 0.061 - 0.11 0.065
Spermidine - 0.25 0.052 - 0.18 0.075
Table 3.2: Estimated slow relaxation time, r, of DNA samples. (unit:ps)
Q(nm - 1 ) 1.6 4.0 9.0 18 18.7 25.0
H 20 703 61 10 180 - 7.1
CaC1 2 - 720 6.4 - 5.8 1.8
Spermidine - 780 13 - 33 4.9
in Fig. (3-18). The estimated relaxation time is summarized in the table 3.1 and table
3.2.
From these two tables, the relaxation time in general shows very strong Q depen-
dence. With increasing Q, f and -r first decrease. They then seem to increase at
Q - 18.7 nm- 1 and then decrease drastically again. The relaxation time of the fast
dynamics of the Na-DNA sample in H2 0 is larger than that of the samples with extra
added counterions. The typical value of Tf is about 0.1- 4 ps. The typical value of T
ranges from 2 to 800 ps. To further improve our estimations, a better instrument res-
olution would be necessary. It is noticed that the ISF at Q = 25.0 nm - 1 decays very
fast so that it is within the window that modern computer simulation can calculate.
The nature of the DNA dynamics is still not clearly understood at present. The re-
laxation time of the internal dynamics of nucleic acids has been measured by different
techniques. The measured relaxation time ranges from - 10 to 4000 ps[21, 47, 48, 49].
The relaxation time of water molecules around biological macromolecules has also
been measured and estimated with the computer simulation. The estimated relax-
ation time ranges from subpicosecond to hundreds of picosecond [21, 50, 51]. Since
DNA molecules have different modes, such as base oscillations, collective uniform
bending and twisting modes, multiple base opening breathing[48], it is very difficult
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t (ps)
Figure 3-18: The intermediate scattering functions, F(Q, t), are calculated with the
fitted parameters of the IXS spectra of 40 wt% calf-thymus Na-DNA in H20 at
Q = 1.6 nm-l (solid line), Q = 9.0 nm- 1 (dotted line), Q = 18.0 nm -1 (dash dotted
line), and Q = 25.0 nm - (long dash dotted line). The vertical dotted line drawn
at t 6.5ps shows the time window calculated through the energy resolution of the
spectrometer (see text). Below this time line, the calculated F(Q, t) is more reliable.
to determine which dynamical modes contribute most to the relaxation at different
Q values. The molecular dynamics simulation (MD) may provide more details by
comparing the MD results with the experimental results.
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Figure 3-19: The intermediate scattering functions, F(Q,t), are calculated with
the fitted parameters of the IXS spectra of 40 wt% calf-thymus Na-DNA in
0.083 M CaC1 2 at Q = 4 nm- 1 (solid line), Q = 9.0 nm -1 (clotted line), Q =
18.0 nm --l (dash dotted line), and Q = 25.0 nm -1 (long dash dotted line). The
vertical clotted line drawn at t - 6.5ps shows the time window calculated through
the energy resolution of the spectrometer. Below this time line, the result is more
reliable.
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Figure 3-20: The intermediate scattering functions, F(Q,t), are calculated with
the fitted parameters of the IXS spectra of 40 wt% calf-thymus Na-DNA in
0.042 M Spermidine at Q = 4 nm - ' (solid line), Q = 9.0 nm - ' (dotted line),
Q = 18.0 nm - l (dash dotted line), and Q = 25.0 nm-' (long dash dotted line). The
vertical (lotted line drawn at t - 6.5ps shows the time window calculated through
the energy resolution of the spectrometer. Below this time line, the result is more
reliable.
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3.4 Conclusions
We have successfully applied the generalized three effective eigenmode theory (GTEE)
to analyze the IXS spectra of aligned 40wt% DNA samples with different counterions.
We have constructed the phonon dispersion relation along the DNA axial direction
from the calculated eigenmodes. The sound speed obtained from the linear portion of
the dispersion relations is about 3100 m/s, which is approximately twice the sound
speed of a DNA sample with the similar hydration level observed in the hydrodynamic
limit by Brillouin light scattering. Since it is known that the high frequency sound
speed of water in this Q-range is also about 3000m/s, we attribute this difference of
the sound speed of aligned DNA rods to the strong coupling of DNA dynamics to
that of the hydration water dynamics in the same Q-range. It is observed that the
addition of different counterions changes the sound speed at this Q-range only slightly.
However, the effect to the phonon damping is very strong. Phonons in the range
between 12.5 nm- 1 and 22.5 nm - 1 are overdamped by the added counterions
according to our model. The phonon damping becomes stronger with the addition
of extra counterions. At the same ionic strength, the phonon damping due to the
trivalent counterion, spermidine , is stronger than that due to divalent counterions.
The intermediate scattering function calculated from the fitted parameters of IXS
spectra is also discussed. A two-step relaxation of the ISF is observed with the fast
relaxation time in the range of 0.1 - 4 ps and the slow relaxation time in the range
of 2 - 800 ps.
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Chapter 4
An Efficient Method to Obtain the
Analytical Structure Factor of
Two-Yukawa Fluids with the Mean
Spherical Approximation
Beginning from this chapter, we will focus on the understanding of the inter-particle
structure factor, Sinter(Q) defined in Eq. (1.18) for a colloidal system. From now on,
when we mention the structure factor, we always mean the inter-particle structure
factor. Therefore we will drop the subscript and use S(Q) to represent the inter-
particle structure factor.
In a simple fluid, S(Q) is determined by the effective inter-particle potential.
Therefore, through the understanding of the inter-particle structure factor, S(Q),
the effective inter-particle potential can be extracted. This information is essential
to understand the structure and the phase behavior of a colloidal solution, such as
micellar solutions and protein solutions.
In this chapter and the chapters those follow, we will focus on the understanding
of the structure factor of a simple fluid interacting with a two term Yukawa potential,
which will be defined later in this chapter. The motivation to choose this special form
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of potential is two fold. First, the analytical structure factor of a system interacting
with such potential is available. Second, it can simulate some features of the effective
inter-particle potential in a real system, such as a charged colloidal particle solutions.
4.1 Introduction to the Effective Inter-particle Po-
tential in Charge Colloidal Systems
A charged colloidal particle system interacting with a short-range attraction and a
long-range electrostatic repulsion has been successfully described by the Derjaguin-
Landau-Verwey-Overbeek (DLVO) theory[52]. The stability of such kind of systems
has been extensively studied both by perturbation theories and by numerically solving
integral equations [53, 54, 55, 56, 57]. A DLVO potential consists of a van der Waals
attraction and an electrostatic repulsion. At very low ionic strength, the short-range
attraction could be masked by the electrostatic repulsion. For a large particle, for
example, the diameter of some particles studied in reference [54] is 350 nm, the electro-
static repulsion could be severely screened by adding salts into solutions. Therefore,
besides the primary minimum at the very short distance due to the van der Waals
attraction, there could be a secondary minimum at larger distances. However, within
the framework of the DLVO theory, this secondary minimum will not happen for a
small particle like a Cytochrome C protein or lysozyme protein molecule, whose diam-
eter is about 33 A, since the attractive range of the van der Waals potential is a few
angstroms for such kind of particles[58, 59, 60]. Therefore, for charge systems, such as
protein systems or suspensions with the diameters about a few nanometers, the inter-
particle potential according to the DLVO theory is typically made of a short-range
attraction and a long-range repulsion. At small volume fractions, the small angle
neutron scattering (SANS) and the small angle X-ray scattering (SAXS) spectra can
be successfully explained by only considering the screened Coulombic repulsion. At
larger volume fractions up to about 20%, Chen and coworkers developed the Gener-
alized One Component Macroion (GOCM)[61, 62] theory to modify the expression
80
of the screened Columbic repulsion and have successfully explained the SANS and
SAXS spectra of Cytochrome C protein solutions at very low ionic strength.
Recent SANS experimental results on protein solutions demonstrate some new
interesting results[63]. First, an additional peak, besides the normal diffraction peak,
is observed. It appears at a finite wave vector, Q, smaller than the Q value of the first
diffraction peak. This peak is called the cluster peak, which signifies the formation
of well ordered clusters in the liquid. Secondly, there is always a building up of
intensity for Q centered around zero (zero-Q peak) in both liquid-like samples and
solid-like samples. These new observations from SANS data indicate that the inter-
protein potential is rather complicated, and SANS data could not be explained by
a screened Coulombic potential alone[63]. Tardieu and coworkers studied by SAXS
the inter-particle potential of lysozyme protein solutions at pH=4.5 with different
ionic strengths. They found that at low ionic strength, I 0.1M, an electrostatic
repulsion plus a short-range (a few A), possibly van der Waals, attraction can explain
the SAXS data. However, at very large ionic strength, the short-range attraction
component also depends on the type of anions added, which can not be explained by
the DLVO theory alone[58, 59]. The origin of the short-range attraction dependence
on the anions added remains unclear.
Sciortino and coworkers simulated a model system with a short-range Lennard-
Jones 2n - n potential with a very large n number, plus a long-range Yukawa form
of the repulsive potential. Due to the competition of the short-range attraction and
the long-range repulsion, the simulation results clearly show that when there is a
cluster peak in the structure factor, there are well ordered clusters in the solutions[64].
Therefore they proposed that the gel phase could be stabilized by a weak long-range
Coulombic repulsive interaction instead of a short-range attraction. The appearance
of the cluster peak in the structure factor generated by the simulations implies that
the cluster peak observed in protein SANS data is likely due to the inter-protein
potential with a short-range attraction and a long-range repulsion.
There are also experimental observations of macroscopic patterns in both physi-
cal and chemical systems[65, 66], which exhibit stripes and circular droplets in two-
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dimensional systems and sheets, tubes, and spherical droplets in three-dimensional
systems. Sear and coworkers attribute the spontaneous formations of spatial pat-
terns of quantum dots at the air-water interface to the competition of a short-range
attraction and a long-range repulsion[66]. A fluid system interacting with a two-Kac-
form potential has been studied theoretically with the random phase approximation
(RPA) method[67]. All these experiments, simulations, and theoretical works render
the systems interacting with a short-range attraction plus a long-range repulsion very
interesting.
4.2 An Efficient Method to Calculate the Struc-
ture Factor
During their analysis of the experimental data, Tardieu and coworkers have used
numerical solutions of the Ornstein-Zernike (OZ) equation[58, 59]. There is still no
suitable way to obtain an analytical structure factor to compare with the small angle
scattering results to systematically study the properties of fluids with a short-range
attraction plus a long-range repulsion. In this chapter, we exploit the known analyti-
cal solution for two Yukawa potentials by solving the OZ equation with mean spherical
approximation (MSA) given by Waisman, Stell, and Blum[68, 69, 70]. Compared with
the Kac form potential, the Yukawa form potential in charge colloidal systems is more
appropriate. Moreover comparing to the RPA method, the MSA should be more ac-
curate in the whole Q range of a typical scattering spectra. The screened Coulombic
repulsion between charged macroions surrounded by counterions can be expressed
as a Yukawa potential, which can be calculated by DLVO[52] and GOCM theories.
But the origin of the short-range attraction in inter-protein interaction is still vague.
Lennard-Jones potential, Van der Waals potential, and Yukawa potential forms are
used in different calculations[58, 59, 64]. Malfois and coworkers show that the van
der Waals potential could also be simulated by a short-range attractive Yukawa po-
tential in protein systems[60]. Therefore, we believe that the fluids with two Yukawa
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potentials should be able to simulate real systems without losing generality.
In this chapter, we will use this new method to study the properties of two-Yukawa
fluids, which further extends the very limited cases discussed by Konior[73]. Although
attentions will be focused on discussions of the cluster peak in the structure factor
due to the competition of a short-range attraction and a long-range repulsion, we
will not restrict ourselves to it. Instead we will also discuss some results obtained for
the systems with a relatively short-range repulsion and a long-range attraction. The
application of this latter case is immediately found in fitting the SANS experimental
data of protein systems in chapter 6.
Although the analytical form of the structure factor of two-Yukawa fluids has
been given before, obtaining the coefficients in the analytical form from a given set of
control parameters is highly non-trivial, involving works to solve nonlinear algebraic
equations. With MSA closure, the analytical form of one Yukawa potential was
first given by Waisman[71]. Then H0ye, Stell, and Waisman obtained the result of
two Yukawa potential[69]. Later, H0ye and Blum generalized the analytical form to
the case of a multi-Yukawa potential[70]. To obtain the correct coefficients of the
analytical form, there are two steps: 1) solving a group of nonlinear equations, the
complexity depends on the number of terms in the multi-Yukawa potential; 2) setting
criteria to find the right root from multiple roots of the equations. Hayter and Penfold
first obtained the coefficients of the analytical form of single term Yukawa potential
and calculated the corresponding structure factor for various control parameters[72].
The Hayter-Penfold's method is now widely used to analyze the SANS and SAXS
data of polyelectrolyte solutions. To obtain the coefficients for a two-term Yukawa
potential is much more difficult. This was first done by Konior and Jedrzejek[73].
Later Arrieta and coworkers worked out the coefficients for a multi-component, multi-
Yukawa fluid[74]. However, the approaches of both Konior and Arrieta can not be
implemented automatically in computer codes and therefore it will be very difficult to
use those methods to fit the experimental data, which usually need tens or hundreds
of iterations. Hence, we provide a new and efficient way to obtain the coefficients for
a two-term Yukawa potential, which can be implemented into a code to search for the
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right solution automatically. This method provides a practical way to fit experimental
data with a two-term Yukawa potential model like the Hayter-Penfold's method for
a one-term Yukawa potential.
An analytical form of a structure factor is usually obtained by solving the Ornstein-
Zernike (OZ) equation,
h(r) = c(r) + p c(l l - ')h(r')d' (4.1)
with a suitable closure relation. In Eq. (4.1), p is the number density of particles,
c(r) the direct correlation function, h(r) = g(r) - 1 and g(r) is the pair correlation
function.
The OZ equation with a multiple-Yukawa potential has been solved with MSA
closure by Blum [70]. Here we will only present equations necessary for solving the
case of a two-term Yukawa potential by following Blum's method.
The reduced potential is given as,
V(r) 00, (0 < r < 1)42)
kBT -K e- l ( - ) - 2 e-z 2( - l ) (r > 1)
where kB is the Boltzmann constant, T the absolute temperature, and the diameter
of the hardcore is taken to be 1. With the MSA closure,
h(r) =-1, (0 < r < 1)
c~r~ V(r e-zlr-1) ________c(r) = V(r ) = K K2e- 2 (r > 1)
Blum solved OZ equation analytically with Baxter's Q-method[75] and obtained the
analytical form of c(r) inside the hardcore,
1 
-rc(r) aor + bor2 + Ia 0r4 +2
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(1i e-ir) +
i=l Z i
E i: Vi (cosh(Zir) - 1), (r < 1).
.=1 2ee z iZ? (4.4)
where is the volume fraction, vi = 24OKieZiO(Zi), ao = a2, and bo = -12((a +
b)2 + a Ei 1 cie-z'). And g(s) is given as,
g(s)
[S2 (a(s + 1) + bs) - Ei=l ZicS, e-zi]e-s1- 12q) Z+s
1 - 120q(s) (4.5)
where
q(s) = (s) - (s)e- s
a b a iZ 
i=1
,(ci di)z
i=l i + 
1 1 b
Sa( S S)+-3 2 S - Z +iei=1Zi +-
It is noted that coefficients in the direct correlation function, Eq.
(4.7)
(4.4), is a
function of a set of six parameters, {a, b, c1 , c2, dl, d2}. For a given set of control
parameters {, Zi, Ki}(i = 1, 2), {a, b, ci, di}(i = 1,2) can be obtained by solving the
following six algebraic equations,
b = 120-Ia-ib
8 6
1
Ci [2+Z
i=1
1 1 21-a = 120[--a- b+ ci 1
3 2 i=1 Zi
KieZ"
1+zi -
zi
Zi
= Zidi[ - 12¢q(Zi)], (i = 1, 2)
85
a(s)
2
T(S)
(4.6)
i-z 1
i=1 i
2 1
i=1 Zi
(4.8)
(4.9)
(4.10)
1
i)e-Zl]
ci + di = 12[a(Zi)(ci + di) - T(Zi)cie-z], (i = 1, 2). (4.11)
Once {a, b, ci, di}(i = 1,2) are obtained, c(Q) can be calculated by the Fourier
transformation of c(r) analytically from Eq. (4.3) and Eq. (4.4) [69], resulting in
)c(Q)a[sinQ - cos Q] b[2Q sin Q - (q2 - 2) cos Q- 2]pc(Q) = -240{ Q + Q4 +
aq[(Q2 - 6)4Q sin Q - (Q4 - 12Q2 + 24) cos Q + 24]
2Q6
2
hQ(Ki, Z, vi)} (4.12)
i=l
where
v v 1-cosQ 1 v2(Q cos Q - Z sin Q)hQ (K, Z, v) -(1 
_o Z( 2KZeZ)( Q2 Z2 + Q2) 4KZ 2Q(Z 2 + Q2)
QcosQ+ZsinQ v v2
Q(Z 2 + Q2) (Ze 4KZ2e2 Z
Therefore, the structure factor, S(Q), can be calculated as S(Q) = 1-pc(Q)'
Obtaining {a, b, ci, di}(i = 1,2) from Eq. (4.8)-Eq. (4.11) efficiently is difficult.
We will present the method to solve these equations in the following. During the
calculations, {Ki, Zi, } (i = 1, 2) are considered known parameters.
Eq. (4.8)-Eq. (4.10) are linear in a, b, c, and c2. Therefore a, b, cl and c2
can be expressed in terms of d and d2 together with {Ki, Zi, ¢}. Substituting the
expressions of a, b, cl and c2 into Eq. (4.11), two coupled equations with only dl and
d2 are obtained,
A 41d4d2 + A32dld2 + A31dld2 + A30dl + A21dld2 +
A 12dld2 + A 1ldid 2 + Alodl + A0 ld2 = 0 (4.14)
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B14 dld2 + B 23dld 2 + B13dldO + Bo3d + B12 dld2 +
B21d2d2 + Blldld2 + B01d2 + Blodl = 0 (4.15)
which have the same form as Konior[73] obtained. However, /3i in Ref. [73] is equal
to die- z 4 in this paper. Aij and Bij are functions of {K, Z, } (i = 1,2). Till
this step, our method is same as Konior's. Since Eq. (4.15) is a quadratic equation
in dl, Konior expressed dl in terms of d2 and substituted the expression of dl back
into Eq. (4.14) to obtain a complicated nonlinear equation with only one variable d2.
Instead of directly solving quadratic function of dl in Eq. (4.15), we take a different
approach, which will finally result in a polynomial equation with only one variable,
d2.
From Eq. (4.15),
d2l =-(B 14dld 42 + B 13dld23 + Bo3d + B 12dld2 +
Blldld2 + B01d2 + B1odl)/(B23d3 + B21d2 ). (4.16)
The order of dl is one on r.h.s. of Eq. (4.16). Substituting the expression of di
into Eq. (4.14) for each item, whose order of dl is larger than 1. Each substitution will
decrease the order of dl at least one for the corresponding items. Sort the resultant
equation by the order of dl. If the resultant equation has some items whose order
of dl is larger than 1, repeat the previous substitution procedure until Eq. (4.14)
is reduced to an equation with the highest order of dl to be one. Solving this new
equation,, dl could be expressed in terms of d2 only. Then the expression of dl in terms
of d2 can be substituted back into Eq. (4.15) and an equation with only one variable
d2 can be obtained. By letting the numerator of this equation equal to zero, we can
obtain a polynomial equation, which has only one variable, d2, with 27th order,
27
W id' = 0. (4.17)
i=l
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where {Wi) (i = 1,..,27) are coefficients and can be calculated from {Ki, Z, }
(i = 1, 2). For a polynomial equation, such as Eq.(4.17), the complete set of roots can
be obtained very fast by numerical method with high accuracy. Once d2 is available,
d, can be calculated by solving the quadratic equation of Eq. (4.15). Therefore,
{a, b, ci) (i = 1, 2) can be obtained by solving linear equations, Eq. (4.8)-Eq. (4.10).
The complete computer codes have been written in Matlab language and could be
obtained from the authors[76].
Comparing to the previous methods[73, 74], the advantages of our method are:
(1) The complete set of roots for Eq. (4.8)-Eq. (4.11) are obtained. Therefore the
right root is guaranteed to be found. By setting proper criteria of root selection in
the limit number of roots, our method can ensure the correctness of the results. (2)
Our method is more efficient. The search for the correct root can be automatically
implemented into codes since the total number of roots is limited. As comparison,
the previous methods always need human interventions. The key step in our method
is that we reduce the multiple nonlinear equations into a single polynomial equation,
Eq.(4.17), which can be solved in a very fast way by the existing known algorithms.
In practice, we use Matlab language to write the code. There is a function, roots(),
which can solve roots for polynomial equations. After incorporating the root selection
rules, obtaining a structure factor for a given set of {Ki, Zi, 0} just needs about 10
seconds on a normal desktop computer. Comparing to the method of solving the OZ
equation numerically, our method is much faster since a numerical method usually
takes a few minutes to solve the OZ equation[54].
Before discussing the root selection rules, we like to point out that obtaining
Eq.(4.17) from Eq. (4.14) and Eq. (4.15) is a laborious work, which needs the
aid of symbolic calculation softwares, such as Mathematica. The expression of the
coefficients in Eq.(4.17) can be longer than one page space. Therefore, we have to
write a code to directly convert the expressions in Mathematica into the expressions
Matlab can use.
Selecting the correct root is equally important as obtaining the complete set of
roots. Pastore has proved that under arbitrary number of potential and number
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of components, if a solution of MSA for the OZ equation exists, it is unique and
physical[77]. This seems to contradict with the fact that we have generally multiple
roots by following Blum's method. Pastore pointed out that this is due to the fact
that Baxter's Q-method is not completely equivalent with the OZ equation. Some
restrictions need to be added. In our case of two-Yukawa one-component liquids,
in order to make Baxter's Q method and the OZ equation equivalent, the Pastore's
criterion can be stated as the function
A(s) = det(1 - 27rpQ(s)) (4.18)
should have no zero points in the right half of the complex plane, where Q(s) is
the Laplace transform of Q(r) and Q(r) is the Q function in Baxter's Q-method.
Due to its time cost, this criterion is not widely used. Some alternative methods or
simplified criteria were proposed. Before Pastore proposed his criterion, Hayter and
Penfold proposed a rule in their method for one Yukawa case. They calculate the
pair distribution function, g(r), for each root. The one that gives the correct value of
g(r) inside hardcore is the correct root. In Konior and Arrieta's methods, since the
complete set of roots is unavailable, they can not use this rule. A simplified version
for multi-Yukawa multi-component case for Pastore's criterion is proposed by Arrieta.
The version of this simplified criterion in our case is that the correct root should give
A(0) = det(1 - 2rpQ(O)) > 0 (4.19)
which is equivalent to require a > 0. Although this is just a necessary condition, not
sufficient condition, and does not guarantee the equivalence, they found that their
results were all correct in their calculations.
In our case, since the complete set of roots is available, we therefore consider both
Hayter-Penfold's rule and Arretia's rule to propose our selection rules as following for
each set of roots, (1) d2 and d should be real number; (2) the correct root should
have a > 0; (3)the correct root should have vi/Ki > 0, which can be equivalently
implemented as g(Zi) > 0; (4) after the selections of first three conditions, if there
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are still more than one root left, calculate g(r) for each root and g(r) of the correct
root should have the minimum average value inside the hardcore. The third condition
introduced is that the Laplace transform of the pair distribution function g(r) should
always be positive.
To check our methods, we first compared the results of our method with the
results obtained by Konior[731. Under the same set of control parameters, {Ki, Zi, ¢}
(i = 1,2), all the calculations give the same results. Secondly, we compared our
result with Hayter-Penfold's method for single Yukawa case by setting one of the two
Yukawa potential to be a very small value. The result of our method successfully
reduce to the result of the Hayter-Penfold's method. These indicate the correctness
of our method.
4.3 Analysis of the Structure Factor of Two Yukawa
Fluids
In this section, the method developed in the previous section is applied to study the
structure factor as a function of different control parameters. We will first discuss
the effect; on the structure factor due to a short-range attraction plus a long-range
repulsion. In particular, the dependence of cluster peaks on the different control
parameters are discussed in details. Then a brief discussion of the effect of a relatively
short-range repulsion and a long-range attraction will be presented. To be consistent,
we will always let the first Yukawa potential to be attractive, i.e., K1 > 0, and let
the second Yukawa potential to be repulsive, i.e., K2 < 0. Z1 is usually set around
10 due to the fact that the range of the short-range attraction between proteins in
solutions is about 10% compared with the hardcore diameter[58, 59].
In the analysis of the cluster peak, spinodal lines are always calculated by checking
the structure factor intensity at Q=O to ensure that the cases presented are not
macroscopically phase separated. However, due to the lack of dynamical information
in a structure factor, this dose not guarantee that systems are always in ergodic
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Figure 4-1: This figure illustrates the existence of a novel cluster peak in the structure
factor. In panel (a), - = 0.20, Z1 = 10, K1 = -1, Z2 = 0.5. For K 1 = 0 (solid line)
and K1 = 3 (dashed line), there is no cluster peak. For K1 = 6 (dash dotted line)
and K1 1- l0 (dotted line), the attraction is strong enough so that the cluster peak
appears. Panel (b) shows the change of cluster peak intensity, Icluster, as a function
of K 1.
states. The kinetic phase diagrams for the idealized liquid-glass transition can be
calculated by the Mode Coupling Theory (MCT)[78, 79, 80] with the structure factor
as the input. Such calculations have been done for colloidal systems interacting with a
short-range attraction[81, 82]. The kinetic phase diagram predictions of such systems
by Dawson et al. have been verified by experiments[83]. The calculations of the
kinetic phase diagrams of a fluid system interacting with a two-Yukawa potential are
also very interesting and is addressed in chapter 5. In the following calculations,
we will ignore the kinetic phase diagrams and focus on how the different control
parameters affect the cluster peak.
Figure 4-1 studies the structure factor for a short-range attraction plus a long-
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range repulsion with the control parameters, Z1 = 10, K2 = -1, Z2 = 0.5, = 0.20
at different values of the attraction depth, K 1. It clearly demonstrates the appearance
of the cluster peak due to the competition of the short-range attraction and the long-
range repulsion. In panel (a), the solid line, the dashed line, the dash dotted line,
and the dotted line correspond to K 1 = 0, 3, 6, and 10 respectively. In the absence
of the attraction as shown by the solid line, there is no cluster peak. When the
attraction increases, the structure factor first shows an inflection point without a
local maximum. When the attraction further increases, the cluster peak begin to
appear and the height of the cluster peak increases and the position is shifted to
lower Q values. These indicate that in order to observe a cluster peak, the short-
range attraction must be strong enough. Once clusters begin to form in the fluids,
with the increase of the attractive Yukawa potential, the number of clusters inside
the system increases and the size of the cluster grows. Panel (b) shows the change of
cluster peak height, Icluster, as a function of the attraction depth, K 1 . It is interesting
to note that there is a linear relation between log(Icluster) and K1 for this set of control
parameters. The reasons and implications of this interesting phenomenon need to be
studied in future experiments and theories.
Figure 4-2 studies the effect of the attraction range, -, on the cluster peak height,
Icluster with the control parameters, {K 1 = 6, K2 = -1, Z2 = 0.5, ¢ = 0.20} at
different values of Z 1. In panel (a), the solid line, the dash dotted line, and the
dotted line correspond to Z1 = 4, 8, and 14 respectively. With the decrease of Z1
(the increase of the attraction range), the cluster peak height increase very sensitively
and the peak position is also shifted to the lower Q values. Panel (b) indicates the
change of the cluster peak, Iluster as a function of the attraction range, . When
increasing the attraction range, the cluster peak height monotonically increases.
Figure 4-3 studies the effect of the repulsion strength, K2, on the structure factor
with the control parameters, {K 1 = 6.9, Z1 = 10, Z2 = 0.5, = 0.20} at different
values of K 2. In panel (a), the solid line, the dash dotted line, and the dotted line
correspond to K2 = -1, - 0.1, and -0.01 respectively. Without the repulsion, the
spinodal line for a pure attractive potential with Z = 10 at = 0.2 is at K1 = 6.96.
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Figure 4-2: In panel (a), 0 = 0.20, K1 = 6, K 2 = -1, Z2
dash dotted line, and the dotted line correspond to Z1 =
Panel (b) shows the change of cluster peak intensity, Icustr,
1range, 
= 0.5. The solid line, the
14, 8, and 4 respectively.
as a function of attraction
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Figure 4-3: In panel (a), = 0.20, K 1 = 6.9, Z1 = 10, Z 2 = 0.5. The solid line,
the dash dotted line, and the dotted line correspond to K2 = -1, - 0.1, and -0.01
respectively. Panel (b) shows the change of cluster peak intensity, IIuSter, as a function
of the amplitude of repulsive potential, K21.
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Figure 4-4: Panel (a) demonstrates the effect of repulsion range, , on the structure
factor, S(Q), at a volume fraction, q = 0.20. K 1 = 6.9, Z1 = 10, K 2 = -1. The
solid line, the dashed line, the dash dotted line, and the dotted line correspond to
Z2 = 0.1, 2, 4, and 8 respectively. Open circles in panel (b) shows the change of
cluster peak intensity, Icluster, as a function of repulsion range, 1z. The * symbol
indicates the intensity of S(Q = 0) when there is no finite-Q cluster peak.
For a pure attraction with {K 1 = 6.9, Z1 = 10, = 0.20}, there is no cluster peak in
the structure factor and S(Q = 0) is larger than 1000. However, with the addition of
a very weak repulsion, K2 -0.01, the intensity of S(Q = 0) decreases dramatically.
Finite size clusters form in the fluids and a finite cluster peak appears in the structure
factor. Vith the further increase of K1, the cluster peak height decreases and the
peak position also shifts to the higher Q values. In panel (b), the change of the cluster
peak intensity as a function of the amplitude of the repulsion strength, IK2 1, is shown.
Figure 4-4 shows the effect of the repulsion range, i, on the structure factor with
the control parameters, {K1 = 6.9, Z1 = 10, K2 = -1, q = 0.20} at different values
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of Z2. In panel (a), the solid line, dashed line, dash dotted line, and the dotted line
correspond to Z2 = 0.1, 2, 4 and 8 respectively. With the increase of Z2 (the decrease
of the repulsion range), the cluster peak decreases and the position of the cluster peak
shifts to higher Q values. At the same time, the value of S(Q = 0) increases. When
the repulsion range become small enough, the cluster peak disappears and there is no
local maximum for the range of Q value less than the wave vector of the first diffraction
peak, Qdiff. During the change of Z2, the structure factor, S(Q), almost dose not
change for Q > 4. The reasons are as following. In this set of control parameters,
the short-range attractive potential is very strong (K1 = 6.9). The change of the
long-range repulsion hardly affects too much the potential form close to the particle,
which determines the first diffraction peak of S(Q) and the values for even larger Q
values. Therefore, the change of the long-range repulsive potential will mostly affect
the system's long-range order. Therefore S(Q) for Q at small values responds very
sensitively to the change of the repulsion range. In panel (b), we show the effect of
intensity of cluster peak (open circles) as a function of the repulsion range, 1. When
there is no cluster peak, we show the intensity of S(Q = 0) as * symbols. If we
define the liquid with a cluster peak in the structure factor as cluster liquid, there is
a transition of states from cluster liquid to normal liquid.
Figure 4-5 demonstrates the effect of the volume fraction, 0, on the structure
factor at the control parameters, {K 1 = 10, Z1 = 10, K 2 = -1, Z2 = 0.5}. In
panel (a), the solid line, the dashed line, the dotted line, and the dash dotted line
correspond to = 0.05, 0.20, 0.40, and 0.55. When < 0.50, there is a cluster peak
in the structure factor and the liquid system shows stable clusters stabilized by the
competition of the short-range attraction and the long-range repulsion. When the
volume fraction is too large, such as 0 = 0.55, the system again is dominating by the
single particle motions. For a fixed inter-particle potential, the increase of volume
fraction first increases the cluster peak height, ICuster. After reaching a maximum
at about = 0.20, it begins to decrease with the further increase of the volume
fraction. Therefore, for a given set of control parameters, if there is a cluster peak,
there in general exists an optimal volume fraction value, at which the intensity of
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Figure 4-5: Panel (a) shows structure factors at volume fractions, = 0.05, 0.2, 0.4,
and 0.55. K1 = 10, Z1 = 10, K 2 = -1, Z2 = 0.5. Panel (b) shows the change of
cluster peak intensity, Icluster, up to the volume fraction, = 0.5. For a given set of
Ki, Zi, there exists an optimal volume fraction, at which the cluster peak intensity,
Icluster, is largest. For the case presented in this figure, the optimal volume fraction,
b, is about 20%.
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the cluster peak is the largest. This is most clearly shown in the panel (b), where
the cluster peak intensity, Icluster, is shown as a function of the volume fraction, b.
Unlike other control parameters, the change of volume fraction dose not change the
cluster peak position up to = 0.40. This indicates that the inter-cluster distance
is not changed with the increase of the volume fraction. Recent results in lysozyme
protein solutions[102] show that with the increase of the volume fraction, the cluster
size increases while the inter-cluster distance is not changed.
In Figure 4-6, we study the spinodal lines at different control parameters and
show them as a function of the effective temperature, K-, vs. the volume fraction,
¢. The solid line in all three panels of Figure 4-6 is the reference spinodal line,
which correspond to {Z = 10, K2 = -0.3, Z2 = 2}. Panel (a) shows the shift of
spinodal lines due to the increase of the amplitude of the repulsion, K2 1. The dotted
line, the dashed line, and the dash dotted line correspond to K2 = -1, - 2, and
-5 respectively. With the increase of the repulsion strength, the stronger repulsion
requires the stronger attraction to have aggregations inside the liquids. Hence the
spinodal lines are pushed to lower value of . In panel (b), the dotted line, the dashed
line, the dash dotted line correspond to Z2 = 3, 4, and 6 respectively. The increase of
Z2 (the decrease of the repulsion range, 2 ), weakens the effective repulsion strength.
The liquid system needs much less attraction strength to have a phase separation.
Therefore, the spinodal lines are shifted to larger value of . In panel (c), the effect
of the attraction range, !, on the spinodal lines is studied. The dotted line and the
dashed line correspond to Z1 = 8, and 6 respectively. At a fixed repulsive potential
and the amplitude of the attraction strength, the decrease of Z1 (the increase of the
attraction range ) increase the effective attraction strength. The spinodal lines are
then shifted to larger values of K-
With a long-range repulsive potential and a very weak short-range attraction, the
inter-particle potential will be dominated by the repulsion and stable clusters can not
form in liquids. On the other hand, if the short-range attraction is too strong, the
system may go beyond the formation of finite size clusters and approach the spinodal
line. Therefore, there may exist a finite area in the phase plane of vs. thatK1 ta
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Figure 4-6: The spinodal lines for a short-range attraction and a long-range repulsion
are determined as a function of vs. under different control parameters. The
solid line in all three panels has the same set of parameters, Z1 = 10, K2 = -0.3, and
Z2 = 2. Panel (a) shows the effect on the spinodal line by increasing the repulsion
strength, IK21. The dotted line, the dashed line, and the dash dotted line correspond
to K2 = -1, - 2, and -5 respectively. Panel (b) shows the effect on the spinodal
line by increasing Z2 (decreasing the range of the repulsive potential, ). The dotted
line, the dashed line, and the dash dotted line correspond to Z2 = 3, 4, and 6. Panel
(c) shows the effect on the spinodal line by decreasing Z1 (increasing the range of
attractive potential, i ). The dotted line and the dashed line correspond to Z = 8,
and 6, respectively.
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Figure 4-7: In panel (a), the cluster region in the phase diagram is shown as a function
of (effective temperature), and the volume fraction, . Z = 10, K 2 = -0.3 and
Z2 = 2. The dotted line is determined as the minimum attraction needed to generate
a well defined cluster peak in the structure factor, while the dash dotted line is
determined as the maximum attraction needed to have a well defined cluster peak
in the structure factor. The region between the dotted line and the dash dotted is
named as cluster region. The solid line is the spinodal line. The structure factors are
shown in panel (b) with control parameters indicated by the open circles in the phase
diagram of panel (a).
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finite size clusters are favorably formed and a cluster peak could be observed in the
structure factor. Figure 4-7 demonstrates the existence of this cluster region. In
panel (a) of Figure 4-7, the dotted line is determined as the minimum attraction
strength needed to have a cluster peak in the structure factor. And the dash dotted
line is determined as the maximum attraction strength needed to have a cluster peak.
The control parameters of this system is set as {Z1 = 10, K2 = -0.3, Z2 = 2}.
The spinodal line is also shown as the solid line in the figure. Figuratively speaking,
the dotted line is called high cluster transition line, and the dash dotted line
low cluster transition line. The physical mechanisms of the disappearance of
the cluster peak at these two transition lines are different. Above the high cluster
transition line, the attraction is weak, clusters can not form due to the strong repulsion
and thermal motions. Therefore, the single particle motions dominate the system.
Below the low cluster transition line, the attraction is so strong that the system is
dominated by the attraction and in favor of forming isolated much bigger islands
of dense liquids. In panel (b) of Figure 4-7, the evolution of the structure factor
with the increase of the attraction strength, K 1, at the volume fraction X = 0.15
is shown. The solid line, the dashed line, the dash dotted line, and the dotted line
correspond to K1 = 3.6, 4.5, 5.5 and 6.72, which are indicated as open circles in
the phase diagram in panel (a). K 1 = 3.6 is at the high cluster transition line.
There is only an inflection point instead of a cluster peak. K1 = 6.72 is at the low
cluster transition line. S(Q = 0) becomes very large and there is no cluster peak too.
Although it is very qualitative to determine cluster transition lines by observing the
local maxirnmum (cluster peak) in the structure factor, it should give us a qualitatively
correct information. The more quantitative way to determine these transition lines
needs computer simulations. However, these two transition lines may not exist in
some potentials with a short-range attraction plus a long-range repulsion, which can
be seen more clearly in Fig. 4-8.
Fig. 4-8 shows the cluster regions at different long-range repulsions. The high
cluster transition line and the low cluster transition line corresponding to the same
set of control parameters are drawn in the same symbol. The parameters of the
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Figure 4-8: The effect of a long-range repulsion on a cluster region is demonstrated.
The dotted line in both panels correspond to {Z1 = 10, K2 = -0.3, Z2 = 2. Two
lines (high cluster transition line and low cluster transition line) with the same symbol
sandwich a cluster region. Panel (a) shows the shift of the cluster region by changing
the repulsion range, . The solid line and the dash dotted line correspond to Z2 = 3
and Z2 = 0.5 respectively. When Z2 = 0.5, there is no low cluster transition line.
Therefore, the area below the high cluster transition line is the cluster region. Panel
(b) shows the shift of the cluster region due to the change of the amplitude of the
long-range repulsion, K2 1. The solid line corresponds to K 2 = -2.
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dotted lines in both panels are {Z1 = 10, K2 = -0.3, Z2 = 2}, which correspond
to the cluster transition lines in panel (a) of Fig. 4-7. Panel (a) of Fig. 4-8 studies
the effect on a cluster region by changing Z2. When Z2 increases, the cluster region
becomes narrower. For Z2 = 3, the cluster region dose not exist for volume fraction
larger than 0 = 0.45. When Z2 decreases to 0.5, only the high cluster transition
line is observed. In order to find the low cluster transition line, we tested K1 up to
100 and did not observe it. The increase of K1 only makes the cluster peak height
larger. Although our mathematical method can test even larger values of K 1, we
did not see any practical reason to do that. Therefore, for this set of parameters,
the whole area below the high cluster transition line belongs to the cluster region.
The strong long-range repulsion favors the formation of stable clusters in liquids and
prevents the macroscopic phase separation from happening. In panel (b), the effect
of K2 on the cluster region is studied. The solid line corresponds to K2 = -2.
The increase of K 2 widens the cluster region and makes both cluster transition lines
move to smaller values. From Fig. 4-8 shows that it is easier to observer the cluster
peak experimentally if we work with samples at low volume fraction. Adding salt to
increase the screening effect will increase Z2 and make more difficult to observe the
cluster peak. Although the increase of K 2 can make the cluster region bigger, it also
moves the high cluster transition line to smaller effective temperature. Therefore, if
the attraction between two particles in liquids is not strong enough, it will also be
difficult tlo observe the cluster peak.
With the aid of the two Yukawa model, we can also study the fluids with a short-
range repulsion and a long-range attraction. Here, the repulsion is said to be short
because it is compared with the range of attraction. It may not be necessarily short
comparing to the hardcore. The significance of such systems will be seen in the next
section.
Figure 4-9 shows the effect of the amplitude of the long-range attraction, K 1, on
the structure factor with the control parameters, {Z1 = 0.5, K 2 = -2, Z2 = 2}
at the volume fraction, = 0.20. The solid line, the dotted line, the dashed line,
and the dash dotted line correspond to K1 = 0, 0.2, 0.4, and 0.45 respectively. The
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Figure 4-9: The structure factor generated by a relatively short-range repulsion and
a long-range attraction is studied. The dependence on the attraction depth, K 1, is
presented in this figure. Z1, K2, and Z2 are set as 0.5, -2, and 2, respectively. The
solid line, the dotted line, the dashed line, and the dash dotted line correspond to
K1 = 0, 0.2, 0.4, and 0.45 respectively.
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Q-axis is plotted in log scale to exemplify the change of the structure factor at low
Q range due to the increase of the strength of the long-range attraction. The solid
line is the structure factor of a single repulsive Yukawa potential, which can also be
obtained by the Hayter-Penfold's method. The addition of the long-range attraction
dose not affect the first diffraction peak and only show the increase of structure factor
intensity for Q close to zero. This is because that due to the long-range property, the
attraction can not be very strong. Otherwise, the system is macroscopically phase
separated already. Hence the change of the attraction strength dose not affect the
potential form and strength close to the hardcore, which dominantly determines the
first diffraction peak.
The spinodal lines for a two Yukawa fluids with a short-range repulsion plus a long-
range attraction are also studied as a function of the effective temperature, vs.
the volume fraction, 0, in Figure 4-10. The solid line in all three panels correspond to
the same control parameters, S{Z1 = 0.5, K2 = -0.3, Z2 = 2}. Other spinodal lines
in each panel just differ with one control parameter to study the effect of a specific
parameter. In panel (a), the effect of the repulsion strength, K2 is studied. The
dotted line, the dashed line, and the dash dotted line correspond to K2 = -1, - 2,
and -5 respectively. With the increase of the amplitude of the repulsion, a stronger
attraction is needed to approach the spinodal line. Therefore the spinodal lines are
shifted to smaller effective temperature, K-. At the same time, the critical point at
spinodal lines is shifted to the lower volume fraction. In panel (b), the effect of the
repulsion range, , is studied. The dotted line, the dashed line, and the dash dotted
line correspond to Z2 = 3, 4, and 6 respectively. The decrease of the repulsion range,
, shift the spinodal line to higher effective temperature, -. In panel (c), the effect
of the attraction range, - is studied. The dotted line, and the dashed line correspond
to Z1 = 1 and 1.5 respectively. The decrease of the attraction range, shifts the
spinodal line to lower effective temperature, 
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Figure 4-10: The spinodal lines for a long-range attraction plus a short-range repulsion
are determined in the plane of 1 vs. b0. The solid line in all three panels corresponds
to the same set of parameters, Z1 = 0.5, K2 = -0.3, and Z2 = 2. Panel (a) shows
the effect on the spinodal line by increasing the repulsion strength, IK21. The dotted
line, the dashed line, and the dash dotted line correspond to K2 = -1, - 2, and
-5, respectively. Panel (b) shows the effect on the spinodal line by increasing Z2
(decreasing the range of the repulsive potential, ±). The dotted line, the dashed
line, and the dash dotted line correspond to Z2 = 3, 4, and 6. Panel (c) shows
the effect on the spinodal line by decreasing Z1 (increasing the range of attractive
potential, #). The dotted line and the dashed line correspond to Z1 = 1, and 1.5,
respectively.
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4.4 Conclusions
Due to the interest in studying the phenomenon exhibited by fluid systems with a
short-range attraction and a long-range repulsion, we present an efficient method to
solve the structure factor in a fluid with a two-Yukawa potential from the OZ equation
with MSA closure. Compared with the previous methods[73, 74], our method is more
complete and efficient. It is easier to implement in computer codes for an automatic
search of the correct solution and thus offers an efficient way of fitting experimental
data with an analytical structure factor. Using our method, any combinations of a
two-Yukawa potential model can be studied besides the interesting case of a short-
range attraction plus a long-range repulsion. We have studied the properties of the
cluster peak in the structure factor generated by a short-range attraction and a long-
range repulsion. We interpret this cluster peak as the result of the cluster formations
inside the fluid. First, the case of a short-range attraction plus a long-rang repulsion
is studied. Attentions are focused on the cases when a cluster peak appears. The
change of the cluster peak as a function of different control parameters is studied.
For a given set of control parameters, there is an optimal volume faction, where the
intensity of cluster peak, Iuster, is the largest. A cluster region, in which a cluster
peak can be observed in the structure factor, is identified. The effect of the long-range
repulsion on the cluster region is studied. Secondly, the case of a relatively short-
range repulsion plus a long-range attraction on the structure factor is also studied.
Because of its long range of the attractive potential comparing to the repulsion, the
attraction affects the structure factor of very small Q values, while the first diffraction
peak is mainly dominated by the short-range repulsion. Due to the presence of the
short-range repulsion, the critical points in the spinodal lines are also shifted to a
lower volume fraction.
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Chapter 5
The Kinetic Phase Diagrams of
Two-Yukawa Fluids
As pointed out in the previous chapter, recent experiments and computer simulations
on colloidal systems identify a local peak in the structure factor at a wavevector much
smaller than that of the first diffraction peak (particle peak)[63, 64]. This observation
triggered much interest in the complex liquid community and raised fundamental
questions regarding the nature of gelation, aggregation, and the glass transition[64,
84, 85, 86, 87, 88, 89]. Sciortino and coworkers found that the presence of long-
range repulsive and short-range attractive potentials[64] leads to the aggregation of
colloidal particles and results in a liquid-glass transition at low densities. Experiments
on proteins and Laponite systems with this kind of interactions revealed signatures
of new cluster regimes[63, 87, 88].
In this chapter, we systematically study a model system with a short-range at-
tractive and a long-range repulsive Yukawa potentials in addition to the hard-core
potential. The structure factors are calculated by the mean-spherical approxima-
tion (MSA) described in the previous chapter, and the kinetic phase diagrams for the
idealized liquid-glass transition are obtained in the framework of mode-coupling the-
ory (MCT)[90, 91, 92]. Liquids and glasses composed of clusters are analyzed in detail.
Although the standard MCT is a first order dynamic mean-field approximation[93,
94], its predictions have been extensively verified in colloidal systems. For example,
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MCT predicts a liquid-glass transition at a critical volume fraction, Xc 0.516, in the
hard-sphere colloidal system[91], whereas the experimental result is around 0.58[95].
The volume fraction is related to the number density p and the colloidal diameter a
by = -pa3 /6. A recent high-order MCT calculation by Wu and Cao[94] improves
the prediction to Xc = 0.552. In attractive colloidal systems, MCT predicts repul-
sive and attractive glass states[81, 96], which has been confirmed in experiments[83].
MCT is expected to provide reliable predictions, at least in the lowest order, in our
model system.
SAXS experiments on lysozyme solutions reveal that the protein-protein potential
has a short-range attraction, and a long-range electrostatic repulsion[58, 60] that
can be described by a Yukawa form according to DLVO[52] and GOCM[61] theory.
With the unclear origin, the attraction has been simulated by different functional
forms[60, 64]. To exploit the known analytical form of of Sq, we use a Yukawa form
for the attraction part in our system, resulting in
r(T 0, -0 < r <1V(r) Kle-Z(-) K2e-z2(r-) l (5.1)
where r is the dimensionless inter-particle distance in units of a, K1 and Z1 refer to
the attraction, and K2 and Z2 refer to the repulsion. As in the screened columbic
potential, the inverse of the dimensionless repulsion range is given by the DLVO
theory as Z2 = Ka[52], where ar is the inverse of the Debye-Hiickel screening length.
The dependence of K2 on both the ionic strength I and the particle charge z can be
calculated by either DLVO[52] or GOCM[61].
The structure factor can be obtained by the method described in the previous
chapter. Compared to other methods[73], our approach generates Sq efficiently over a
broad range of wavevectors, which serves as a reliable input for our MCT calculations.
In the remainder of this chapter, we will fix Z1 and Z2 and study the kinetic phase
diagram as a function of K1 and X for three values of K2. Three repulsive heights are
employed, K2 = 0.3, 1, and 5, where the corresponding particle charges in the DLVO
theory are 2 = 1.5, 2.7, and 6, respectively. We set Z2 = 0.5, which corresponds to a
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weak ionic strength of I = 2.1mM and (u = 33A, and Z1 = 10, because the attraction
range in the protein systems is around 10% of the hard-sphere diameter[58].
Using the analytical structure factor Sq as the input, we employ the standard
MCT[90, 91, 92] to calculate the Debye-Waller (nonergodic) factor fq, defined as
the normalized long time limit of the coherent intermediate scattering function,
fq = lim.t,, Fq(t)/Sq. The corresponding high-order MCT calculations[94] will be
investigated in the future. A central result of MCT is the self-consistent equation for
fq, which predicts the idealized liquid-glass transition[91]. When a system is in the
liquid state (ergodic), only the trivial solution, fq = 0, exists but when the system
is in the glass state (nonergodic), another nontrivial solution, fq > 0, appears. The
transition point in the parameter space is determined by the discontinuity of fq from
zero to a non-vanishing value. To obtain fq in our system, we follow the numerical
method in Ref. [92].
The kinetic phase diagrams are plotted for three K2 in Fig. 5-lA-C, where the hori-
zontal axis is the volume fraction q and the vertical axis is the inverse of the attraction
depth, KA1 . Similar to attractive colloidal systems[81], the liquid regime (LR) is sur-
rounded by the upper glass regime (UGR) and lower glass regime (LGR). As shown
in Fig. 5-lB-C, increasing the repulsion strength extends the liquid phase to larger b
and K 1 because the system requires stronger attraction to trap colloids or higher vol-
ume fraction to form arrested cages. The glass-glass re-entrance phenomenon occurs
at X > 0.516, where the transition line between the LR and UGR appears. When the
attraction is weak, the cage effect induced by high X dominates and the system is in
the UGR, similar to the repulsive glass in the attractive colloidal suspensions[81]. Be-
cause the colloidal particles move closer as attraction increases, the collective motions
recover the ergodicity and the system enters the liquid phase. When the attraction
is sufficiently strong, colloid particles are randomly trapped by potential wells deeper
than thermal fluctuations, and the system enters the LGR. Although sharing a simi-
lar mechanism, the LGR for the two Yukawa potential is more complicated than the
attractive glass state in the attractive colloidal system[81].
Clusters in the liquid and glass states of our systems are stabilized by the com-
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Figure 5-1: Kinetic phase diagrams and potentials for Z1 = 10 and Z2 = 0.5. Curves
labelled by 1, 2, and 3 correspond to K 2 = 0.3, 1, and 5, respectively. A) Kinetic
phase diagrams are shown in a wide range of 0 and K - 1. B) The lower part of
A) to show the transition between the LR and LGR. The stars mark the crossover
from the static cluster glass to the dynamic cluster glass (see text). The dotted line
demonstrates the separation of these two cluster glass states inside LGR for K2 = 5.
The solid circles mark 0 where the cluster peaks are equal to the particle peaks in Sq.
C) Another part of A) close to the ending point of LR to mark the termination of
the dynamic cluster glass. D) Potential surfaces for different K1 and K2. The dash
dotted line is for K 2 = 0.3 and K 1 = 1.3. The dotted line is for K 2 = 1 and K 1 = 2.
The solid line is for K2 = 5 and K1 = 6. The dotted lines correspond to the pure
long-range repulsion.
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Figure 5--2: A) Four Debye-Waller factors fq along the transition line between the
liquid regime (LR) and the lower glass regime (LGR) for K 2 = 5. B) The structure
factor Sq corresponding to the same parameters in A).
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petition between the short-range attraction and long-range repulsion[64, 86, 87, 89].
Based on microscopic descriptions with Sq and fq, we now discuss these cluster states
in detail. In Fig. 5-2, the structure factors and the corresponding Debye-Waller fac-
tors along the transition line between the LR and LGR are plotted for K2 = 5 and
for four -values of b ranging from 0.2 to 0.518. In addition to the particle peak at
qm 7.3o- l, we observe the cluster peak in several Sq and fq curves at a much
smaller wavevector, 2.3a-1 < q' < 3.3a- 1. We discuss separately four states in
Fig. 5-2. (i) For X = 0.2, the cluster peaks are higher than the particle peaks in
both Sq and fq, and fq, is equal or close to one, indicating that colloidal particles
aggregate into stable close packing clusters. The characteristic size of clusters is fi-
nite due to the balance of the attraction and repulsion. Because of their thermal
and dynamic stability, close packing clusters are the basic units of the system instead
of colloidal monomers. As a result, it is possible to improve our predictions for low
volume fractions using the effective cluster description proposed recently[89]. Char-
acterized by the presence of the cluster peak in Sq, the ergodic state can be viewed
as a cluster liquid, the nonergodic state discussed here is a 'static cluster glass'.
(ii) For (b = 0.4, we observe Sq < Sqm and 1 fq- > fqm. Compared to the
case of q = 0.2, the cluster population substantially decreases, suggesting that the
cluster structures are less ordered. The large cluster peak in fq indicates that the
less-ordered cluster structure remains dynamically more stable than single colloids.
Because the calculation is carried out along the transition line between the LR and
LGR in Fig. 5-1B, the attraction strength K1 decreases as q increases. The disordered
cluster structure is related to the decrease of the strength and effective width of the
attractive well. Compared to experiments and schematic phase diagrams[84, 87], the
glass states at = 0.4 and 0.2 may be the precursors of the gel state in Ref. [87], which
is an infinite percolating network resulting from the growth of the finite-size clusters
in our system. (iii) For = 0.5, we observe an inflection point instead of a cluster
peak at q 3.2 in Sq as shown in the inset of Fig. 5-2B, and the cluster peak in fq is
smaller than the particle peak. Affected by both the increase in and the decrease
in K1, the cluster structure is highly disordered and does not have a characteristic
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Figure 5-3: This figure summarizes the intensity changes of the cluster peaks and
the particle peaks in fq and Sq along the transition line between the LR and LGR.
Lines with circles denote peaks in fq, referring to the left vertical axes, and lines with
crosses denote peaks in Sq, referring to the right vertical axes. The solid lines are the
cluster peaks, whereas the dotted lines are the particle peaks.
size. However, the cluster peak in fq suggests that disordered cluster structures in the
glass state are dynamically selected with a characteristic cluster size. The wavevector
of the cluster peak in fq is smaller than the inflection point in Sq, indicating that
clusters are more likely to result from dynamics than thermodynamics. These cluster
structures may be related to the heterogeneous structures in the activation picture
of glass formation[97, 98]. Following these arguments, we consider this glass state as
a 'dynamic cluster glass'. (iv) For = 0.518, the cluster peaks in both Sq and
fq disappear. With the attraction depth of K1 = 4.5, we have /3V(r = 1+) > 0 so
the binary bond between two colloidal particles is unstable and will dissociate. As a
result, the probability of forming stable clusters is small and the basic dynamic unit
in the glass state is a single colloidal particle.
We now extend the above discussion of Fig. 5-2 for one value of K2 to several
values of the repulsion strength. Figure 5-3 is a plot of the cluster and particle peaks
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in Sq and f, along the transition line between the LR and LGR for K2 = 0.3, 1, and
5, respectively. The basic behaviors of the peak values are similar for different K2 .
With the rapid decrease of Sq', the cluster peak in fq remains close to one for < 0.4,
but quickly decreases around 0.45 < b < 0.5. Interestingly, as fq,, becomes smaller
than fqm, the cluster peak in Sq turns into an inflection point, indicating a crossover
from the static to the dynamic cluster glass regimes. We define the crossover density
Xl between the two regimes by the disappearance of the cluster peak in Sq, giving
01(K2 = 0.:3) = 0.49, 1(K 2 = 1) = 0.48, and 1 (K2 = 5) = 0.47, denoted by stars
in Fig. 5-1EB. These values of 1 are close to the freezing point, 0.49, of hard-sphere
fluids[95]. This coincidence implies a possible connection between cluster aggregation
and crystallization. To demonstrate the tendency for the separation of these two
cluster glass states inside LGR, a calculation for K 2 = 5 is provided as the dotted
line in Fig. 5-1B. The termination of the dynamic cluster glass regime is marked by
the disappearance of the cluster peak in fq, which defines another crossover density
02. For the weak repulsive strength, e.g., K2 = 0.3 and 1, the attractive well remains
negative in the glass regime, excluding the observation of 02. For the strong repulsive
potential K2 = 5, the crossover density is 42(K2 = 5) = 0.5165, denoted by a triangle
in Fig. 5-1C. Although the above conclusions drawn from fq and Sq are crude, future
studies will also investigate other measures to explore cluster formation in different
regimes.
In summary, we study the structural arrest transitions in a model system with a
short-range attractive and a long-range repulsive Yukawa potentials. By computing
the Debye-Waller factor fq from the standard MCT[90, 91, 92], we obtain the kinetic
liquid-glass phase diagrams and observe the glass-glass re-entrance phenomenon. The
detailed studies of cluster peaks and particle peaks in Sq and fq along the transition
line between the liquid regime and the lower glass regime reveal different cluster
regimes in our system, most notably the static cluster glass and the dynamic cluster
glass. Our results confirm and significantly extend recent computer simulation results
of Sciortino et al. [64] and experiments by Tanaka et al. [87]. More studies are required
to investigate detailed mechanisms for forming different cluster regimes as well as their
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relationships to the gel phase and attractive glass phase. As shown in the previous
chapter, the ranges of attraction and repulsion strongly affect the characteristic size
of clusters. Following this line of research, we hope to find the connection between
the gelation process, which forms a network with an infinite size, and the aggregation
process, which forms clusters with finite sizes.
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Chapter 6
Studies of the Effective Potential
between Proteins in Solutions
The bottleneck of protein crystallography is the lack of systematic methods to obtain
protein crystals. This is partly due to incomplete understanding of the physical
chemistry conditions controlling the growth of protein crystals. A full comprehension
of the effective protein interactions and phase behavior is therefore essential. It has
been shown that the crystallization curves of some globular proteins appear to coincide
with the phase diagrams of a hard sphere system interacting with a short range
attraction [99, 100, 101]. Small angle neutron and X-ray scattering investigations of
proteins suggest the presence of a short-range attractive interaction between protein
molecules besides the electrostatic repulsion induced by the residual charges [58, 102,
63]. The DLVO potential has been successfully applied to many colloidal systems
and protein solutions [58, 101]. However, it does not seem to fully explain the rich
behaviour of proteins [58, 103, 104, 105], and due to the complexity of these systems
(anisotropic property, irregular shape, distributed charge patches, etc.), a complete
understanding of the properties of the effective interactions between protein molecules
in solutions remains a challenge [104].
Recent measurements of small angle neutron scattering (SANS) intensity distrib-
ution in protein solutions show interesting results [63, 102, 106]. Beside the normal
first diffraction peak, it is present a peak (cluster peak) appearing at a much smaller
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scattering wave vector, Q, due to the formation of ordered clusters. The appearance
of a cluster peak is explained as due to the competition of a short-range attraction
and a long-range electrostatic repulsion [64, 102]. Moreover, a rising intensity as Q
approaches zero (zero-Q peak) is observed in both liquid-like and solid-like samples,
which implies that the effective potential should have more features in addition to
the well known short-range attraction and electrostatic repulsion. The existence of a
long-range attraction between protein molecules has already been postulated in the-
oretical studies. Noro et al. suggested that the presence of a long-range attractive
force between protein molecules should shift the metastable fluid-fluid critical point
out of gel regime [107]. Thus a protein crystallization may occur without gelation.
By employing two Yukawa potential model, Lawlor et al. showed that the introduc-
tion of a long-range attraction between protein molecules can enhance crystal growth
by avoiding the formation of a disordered state, an attractive glass [81, 83], while
preserving the equilibrium features of a system with the short-range attraction [108].
In this chapter, by systematically studying the zero-Q peak, we show that a weak
long-range attraction needs to be considered to explain the SANS scattering intensity
distributions. The properties of this long-range attraction potential are also investi-
gated.
6.1 Sample Preparation and Experimental Setup
Cytochrome C from horse heart (product no. C7752) was purchased from Sigma and
is obtained using a procedure that avoids the trichloroacetic acid (TCA) that is known
to promote the dimer formation. Cytochrome C has been dialyzed three times in order
to remove any extra salt. Buffers are not used to avoid possible bindings of organic
molecules to the protein surface. Lysozyme from chicken egg white was purchased
from Fluka (product no. L7651) and used without further purification. The pD of
cytochrome solutions at 7.2 and 9.5, has been adjusted by a HCl standard solution.
Only samples of Lysozyme have been prepared in 20 mM HEPES buffer. The pD
value was sequentially checked by an ISFET pHMeter (KS723) before and after each
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performed experiment and found stable within 0.1 units. All samples were prepared a
few days before the scheduled experiments to allow the hydrogen/deuterium exchange.
For all solutions the final protein concentration has been measured by UV-Visible
spectroscopy.
Our experiments were performed at the small angle neutron scattering station,
NG7, at the Center of Neutron Research in the National Institute of Standard and
Technology. Two configurations have been used to reach a wide range of the wave
vector, Q, from 0.004A-1 to 0.30A -1, where Q = 4 sin(O/2), A is the neutron wave-
length, 0 the neutron scattering angle. All the analyses have taken into account the
instrumental resolution correction.
SANS intensity distribution, I(Q), can be expressed as
I(Q) = AP(Q)S(Q) (6.1)
where P(Q) is the normalized particle structure factor, S(Q), the inter-particle struc-
ture factor, A, the known amplitude factor which is proportional to the volume frac-
tion and the square of the neutron scattering length contrast between protein and
solvent [61]. Cytochrome C has an ellipsoidal shape with the semi-major and mi-
nor axes, a x b x b = 15 x 17 x 17A3, while a lysozyme molecule has a dimension
a x b x b = 22.5 x 15 x 15A3. P(Q) is calculated by considering the ellipsoidal shape
of the protein.
In the fitting, P(Q) is calculated as an ellipsoidal shape with fixed axis ratio ba
Therefore, P(Q) is determined by a single parameter, the length of semi-radius a.
S(Q) is calculated by solving the Ornstein-Zernike (OZ) equation within the
mean spherical approximation (MSA) closure involving an effective pair potential,
V(r), to be specified later. Denoting the structure factor calculated by the OZ
equation S(Q)TH, the effect on the inter-particle structure factor, S(Q), due to the
non-spherical shape of a particle can be approximately taken into account by the
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decoupling approximation as [109, 110]
S(Q) = 1 + /3(Q)(STHQ) - 1) (6.2)
where
3(Q) = I <F(Q)> 2/ <F( Q)2 >
< F(Q) > = d -3jl(,)
12 '3jl(u)< IF(Q) 2 > = d( U)
u = Q a2P2 +b 2 (1 - 2 ) (6.3)
and jl (u) is the first order spherical Bessel function.
6.2 The Generalized One Component Macroion The-
ory (GOCM)
In the fitting, we can calculate the screened Coulomb repulsive potential directly with
given charge number of a protein molecule and the ionic strength of the solution.
The DLVO theory is widely used to calculate this potential in dilute samples[52]. In
moderate concentrations, Wu and Chen successfully applied the GOCM theory to fit
the SANS data of Cytochrome C protein solutions up to the volume fraction about
18%[61, 62]. Our SANS data of Cytochrome C protein solutions were obtained with
the volume fraction at about 10% and 20%. Therefore GOCM is necessary to explain
our experimental results. The brief result of GOCM is given as following[61, 62].
Denote the number of the protein charge zp and the ionic strength of solution I.
The screened Coulombic potential between proteins is expressed as
_Zo 2 2 e - k x
VGOCM = P - , X > 1 (6.4)
gCoH X
Y = cosh(k/2) + U[(k/2)cosh(k/2) - sinh(k/2)]
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with
U = p(k/2) -3 - y(k/2)-
u=30/( - )
y = (G/2 + p)/(1 + G/2 + A) (6.5)
(6.6)
and G is the solution of the implicit equations
t2
G2 = k 2 + (6.7)(1 + G/2 + )2
(6.8)
where
t2 24/3p2e2 (6.9)
ECrH
3 = 1/(kBT), H = 2(ab2 )1 / 3 is the particle diameter, and k is defined as k = aH,
where the screen constant is given by
87r2 IfNA )1/2. (6.10)
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6.3 Results and Discussions
Fig. (6-1) shows theoretical calculations together with the SANS result from a
cytchrome C solution at pD = 11 with 1% volume fraction in 1M NaCi in the
inset. Conventionally, the effective inter-protein potential is considered to consist
of a short-range attractive and a long-range electrostatic repulsive part. The repul-
sion is screened out by the concentrated salt. Therefore, S(Q) could be obtained
by solving OZ equation by considering only a short-range attraction, which can be
approximated by an attractive potential of a Yukawa form [60], V(r) = -Ke (- )
where K is normalized by kBT, and r is the inter-protein distance normalized by or
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Figure 6-1: Theoretical calculations of I(Q) resulting from one Yukawa attraction
at 1% volume fraction. a) the effect due to the variation of the attraction strength,
K at Z = 10. b) the effect due to the variation of the attraction range, 1/Z at
K = 0.5. The inset shows I(Q) from a cytochrome C sample at 1% volume fraction
in 1M NaC at pD=11.
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with = 2(ab2)1/3 . The interaction range, , is approximately about 10% of the
protein diarneter[58]. Fig.(6-1)(a) shows the theoretically calculated SANS intensity
distribution with Z = 10 by taking the amplitude factor A equal to unity. As K
increases from 0.5 to 16, the intensity at Q = 0 increases gradually. The results
from a short-range attraction always smoothly change the whole scattering curve and
can not reproduce the sharp rising up of experimental SANS intensity at very low Q
(zero-Q peak) as shown in the inset. Since the typical strength of short-range attrac-
tion is smaller than 10OkBT[58, 111, 112], the short-range attraction can not explain
the observed SANS intensity distribution. In Fig. (6-1)(b), K is fixed at 0.5. When
Z decreases from 10 to 0.5, i.e. the attraction range increases, the intensity at low Q
increases sharply and the theoretical curve exhibits a similar trend to the experimen-
tal intensity. The comparison between the experimental result and theoretical curves
thus suggests that the zero-Q peak could be induced by a weak long-range attraction.
Therefore, the effective potential between protein molecules in solutions should con-
sists of three features: a short-range attraction, an intermediate-range electrostatic
repulsion, and a weak long-range attraction. This zero-Q peak has been overlooked in
previous experiments due to the limited Q range covered [61]. However, it has been
observed before in lysozyme protein solutions [113] and was explained as due to the
long-range density fluctuation.
To investigate the properties of this long-range attraction, three different cy-
tochrome C samples at pD=11 with 1% volume fraction added with different salts
were measured and their SANS intensity distributions with error bars are plotted
in semi-log scale to clearly show zero-Q peaks in Fig. (6-2). The salt concen-
tration, which is indicated in the figure, has been changed to keep the same ionic
strength. Very interestingly, the results show that the zero-Q peak depends on the
different anions added. NaCI induces a much weaker zero-Q peak compared with
that of NaSCN and Na 2S04. Since the true form of this long-range attraction is
still unknown, in order to fit the experimental results, we assume that the effective
inter-protein potential can be simulated by two attractive Yukawa form potential,
VTy-(r) =: --K leZ(-) -K 2e-Z2(r- 1) The first term is used to simulate the short-
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Figure 6-2: SANS intensity distribution of cytochrome C solutions at 
pD=11 and
at 1% volume fraction with different salts added. The solid lines are 
the theoretical
analyses.
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Table 6.1: Fitted parameters using the two attractive Yukawa form potential. Results
are shown in Figure (6-2).
a(A) K 1 Z1 K2 Z2
NaCI 14.7 7 i 3 7 3 0.11 0.02 0.20 0.01
NaSCN 14.6 8 5 10 + 6 0.33 ± 0.02 0.35 + 0.01
Na 2SO 4 14.7 4 i 5 10 ± 10 0.24 + 0.02 0.27 ± 0.02
range attraction, while the other one is used to simulate the long-range attraction.
The fitted results are given in table I.
The fitting is not sensitive at all to the short-range attraction. The long-range
attraction has a weak strength (less than 0.5 kBT) and a range of 3 - 5 times the
protein diameter, and it is very sensitive to the anions added to the solutions. This
implies that the long-range attraction is at least partly induced by the ion cloud
around protein molecules. Depletion forces and van der Waals force can not explain
this feature. It is very interesting to notice that the strength and range of the long-
range attraction is about the same value as the attractive potential between like-
charged particles [114]. However, a charged colloidal particle typically has a uniform
charge distribution on the surface, while a protein molecule has both positive and
negative charge patches, which make the ion cloud distribution around a protein
much more complicated.
Since the long-range attraction seems to be induced by the ion cloud, if we can
minimize the ion concentration in solutions, we should expect to greatly suppress the
zero-Q peak. Fig. (6-3) shows SANS results of two cytochrome C samples at pD=7.2
and pD=:9.5 with 5% volume fraction. Without adding any extra salt in solutions,
the ion concentration is determined by the dissociated charges from proteins. The
cytochrome C molecule has much smaller charge number at pD-9.5 than that at
pD=7.2, being the isoelectric point, p, about 10.2. This leads to a smaller ion con-
centration in solutions at pD=9.5. Correspondingly, the SANS intensity distribution
shows a zero-Q peak weaker than that at pD=7.2. This implies that the zero-Q peak
depends on the ion concentrations, and is not likely due to permanent cluster forma-
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Figure 6-3: SANS intensity distributions of cytochrome C samples at 5% volume
fraction. The solid lines are theoretical analyses using two Yukawa potential.
tions, since a weaker repulsion should favor larger cluster formations and thus induce
larger zero-Q peak at pD=9.5, which is in contrast with our experimental results.
In order to quantitatively analyze the zero-Q peak, we again used the two-Yukawa
potential model. However, due to the existence of the weak long-range attraction,
we used three Yukawa terms to completely simulate the features of the potential.
We argue that in cytochrome C solutions, the short-range attraction is very small
so that its effect on the structure factor should be very small at the relatively low
volume fraction. Actually, the first diffraction peak of SANS intensity distribution
in cytochrome C solutions has been successfully analyzed by only considering the
electrostatic repulsion at various pD values [61]. Furthermore, for cytochrome C so-
lutions, we did not observe the cluster peak as it is observed for lysozyme solutions.
The lack of cluster peak is attributed to the weak short-range attraction. Therefore,
we ignore the short-range attraction and we use the second term of VTY for the long-
range attraction contribution and the first term of VTY to simulate the electrostatic
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Table 6.2: Fitted parameters obtained using the two Yukawa potential. Results are
shown in Figure (6-3).
a(A) charge number K2 z 2
pD = 7.2 15.3 3.8 ± 0.1 0.37 ± 0.02 0.34 ± 0.01
pD = 9.5 15.4 1.7 ± 0.1 0.08 ± 0.01 0.21 ± 0.01
repulsion. This last can be calculated by the charge number of the protein molecule
and the ionic strength [61]. The fitted results given in table II show that the range of
the long-range attraction is about 3 - 5 times of protein diameter, and also confirm
our direct observation from Fig. (6-3), i.e. the strength of long-range attraction at
pD=9.5 is much smaller.
After showing the existence of the long-range attraction in solutions dominated
by monomers, it is important to check its existence in protein solutions having equi-
librium clusters. Fig. (6-4) shows the results of lysozyme protein solutions at pD=5.1
and at 10% and 20% volume fraction in HEPES buffer. The top panel shows SANS
intensity distributions with the fitted results and the bottom panel shows the calcu-
lated S(Q) from the fitted parameters. The main peak in the top panel is a cluster
peak as it is independent of volume fraction. Interestingly, even in the presence of
cluster peak, both results have shown the zero-Q peak, which was overlooked by
previous experiments [102]. The coexistence of the cluster peak and zero-Q peak
clearly indicates the necessity of introducing a third potential feature, a long-range
attraction. We used the two Yukawa model previously described to fit the main
peak, assuming that the first term is the short range attraction, and the second term
the electrostatic repulsion. The fitted curves are shown as dotted line in the fig-
ure and the fitting results are given in table III. The attraction strength is about
7kBT with 7% of attraction range, which is consistent with Ref.[111]. In order to
fit the complete SANS distribution, we use the two Yukawa model as the reference
system and treat the long-range attraction for a perturbation by employing the ran-
dom phase approximation [115]. The long-range attraction is considered here as a
third Yukawa form, -K3 e 3 ( ) . The results fitted by within this approximation
r
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Figure 6-4: SANS intensity distributions of lysozyme samples at pD=5.1 with 20 mM
HEPES buffer. Dotted lines (a and b) are fitted by considering only a short-range
attraction and electrostatic repulsion. Solid lines (a and b) are the fitted results
by using three Yukawa form potential. Lower panel shows the calculated structure
factor, S(Q).
Table 6.3: Fitted parameters from fitting the cluster peaks by using only a short-range
attraction and the electrostatic repulsion (see Fig. (6-4)).
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a(A) charge number K1 Z1
10% 21.1 7.0 ± 1.2 6.9 + 1.0 14 5
20% 21.2 6.8 ± 1.5 7.7 + 1.2 15 5
are shown as solid line. The addition of this third potential feature slightly changes
the previous fitting parameters. The parameters for the long-range attraction are,
i3 = 0.038 i 0.005 and Z3 = 0.17 ± 0.01 for the 10% lysozyme sample, while for 20%
sample, K 3 = 0.019 ± 0.002 and Z3 = 0.21 ± 0.03.
6.4 Conclusions
Judging from SANS results on both cytochrome C and lysozyme protein solutions,
we believe that the existence of weak long-range attraction is universal for all protein
solutions. Its strength and range depend both on the type of anion and ion con-
centration in solutions. In other words, it depends on the ion cloud around protein
molecules. Our finding has important implications in understanding the protein crys-
tallization process. There are numerous measurements of second virial coefficient in
protein solutions by light scattering experiments [116, 117]. Due to the very small Q
range the light scattering can access, its intensity is closely related to the height of
the zero-Q peak, which depends on the feature of the long-range attraction. Thus we
believe that the conclusions derived from those observations should take into account
the existence of the weak long-range attraction. The charge dependence of some
of these phenomena can then be naturally related to the charge dependence of the
long-range attraction [104, 118]. Also the very large cluster formation or gelation in
supersaturated protein solutions may be induced by the long-range attraction
6.5 Perspectives for Future Work
Our results shows the existence of a weak long-range attraction between proteins in
solutions. In order to have better understanding of the properties of the long-range
attraction, we are planning to study how the long-range attraction changes with
different control parameters. This information is very helpful to try to formulate a
theory for the phenomenon.
The observation of the long-range attraction and its dependence on the ion cloud
131
may thus help in understanding many phenomena: 1) There are many experimental
results on protein solutions depending on the type of ions [103, 104]. For example, it is
known that the cloud point temperature of lysozyme protein not only depends on the
ionic strength but also on the type of ions added [103]. Since the long-range attraction
is apparently dependent on the type of ions, the study of the long-range attraction
can shed light in understanding of these puzzles related with the type of ions; 2)
In saturated protein solutions prior to the protein crystallization or precipitation, it
seems that very large protein clusters may form [120, 121]. Also depending on different
solution conditions, the protein precipitation can form either "craggs" (precrystalline
aggregates) or "praggs" (precipitating aggregates). The understanding of the role of
this long--range attraction during these processes thus may help to have better control
of the protein solutions to grow better quality of protein crystals; 3) From our results,
the strength and the range of the long-range attraction seems to be about the same
value of the long-range attraction between like-charged particles in solutions [114],
which has been debated for about two decades. At current stage, we are still not
sure if the observed long-range attraction is unique to the protein solutions or it is a
general feature for charged colloidal particles. The study of this long-range attraction
will help to answer this question and thus provide useful information to the general
understanding of the effective inter-particle potential in charged colloidal solutions,
which is a fundamental problem in colloidal science.
With this in mind, the long-range attraction between proteins in solutions should
be systematically studied. First, we would like to investigate the control parameters
of this long-range attraction. From our results, it is obvious that this long-range
attraction depends on the type of ions and ion concentrations. Hence it is natural to
study its dependence on: 1) the ion concentration, 2) the valency of different anions
and cations, 3) ions with different size which directly affect the ion dynamics. Second,
it is natural to study the temperature dependence of this long-range attraction. Third,
based on the properties extracted from the SANS results, we would like to study the
relation between the long-range attraction and the protein behaviors related with
different type of ions, such as the Hofmeister series, the ion dependence of the cloud
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point temperature[103], and the abnormal behavior of the second virial coefficients in
some protein solutions [104, 119]. Fourth, we would like to study the saturated protein
solutions to investigate the role of the long-range attraction at protein crystallization
conditions and how it affects the path of protein crystallization or gelation. Fifth, it
is very appealing to investigate some colloidal systems having similar particle size and
charges to see if this long-range attraction is a general feature of all charged colloidal
particle or it is just only specific to protein solutions.
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range attraction between protein molecules in solutions studied by small angle
neutron scattering", submitted to Physical Review Letters, (2005).
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"Inelastic X-ray scattering studies of phonons propagating along the axial di-
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to Journal of Physics and Chemistry of Solids, (2005).
* Y. Liu, W. R. Chen, S. H. Chen, "Cluster Formation in Two Yukawa Fluids",
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Appendix B
Manual for TYSQ21 Matlab
Package
B.1 Introduction
(Please cite the paper, Yun Liu, Wei-Ren Chen, Sow-Hsin Chen, "Cluster Formation
in Two Yukawa Fluids", Journal of Chemical Physics, 122, 044507 (2005), if you use
the results produced by this code.)
TYSQ21 is the version 2.1 of the matlab package, TYSQ, written to calculate
the structure factor of one component liquid systems interacting with a two-term
Yukawa potential with the mean spherical approximation (MSA). The structure factor
is generated by following Blum's paper (J. Stat. Phys., 16, 399, 1977), in which the
structure factor is solved from Ornstein-Zernike equation by Baxter's Q-method with
MSA closure.
The potential V(r) is
-c(r) = -K1 -Zl(r1-) K2e-Z2(-l) .
r rw, r>l
where/ 1kTkBT '
137
The Ornstein-Zernike equation is
h(): c(0 + p dic(l I)h(rf- r). (B.2)
The closure form is
h(r) = -1, 0 < r 1 (B.3)
c(r) Kle - zl(r-l) + K2 r 1
r r
B.2 Installation
1. Obtain the compressed zip file, TYSQ21.zip
2. Extract the TYSQ21.zip to the directory where you want to install it. Let's
assume the directory's name is 'HomeDir'. You should find TYSQ21 subdi-
rectory under your directory HomeDir. There are also other two files under
HomeDir: TwoYukawaSample.m, Manual.pdf. The first file is a sample
file you can run to get a flavor how to run this program. The second file is this
manual.
B.3 Using the Package
1. Run your Matlab to have your Matlab command window.
2. Choose your working directory.
Easy way (not recommended): run your own code under the directory Home-
Dir/TYSQ21. The problem of this method is that you can not choose a
file which has the same name as that of some file under the directory Home-
Dir/TYSQ21/private.
Neat way (recommended): write your own program under different directory.
Let's assume your working directory name is 'workDir'. In this case, you have
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to let the Matlab to know where your TYSQ21 package is. The command you
should use is 'addpath'.
Windows machine: type the following command in your Matlab command win-
dow: addpath HomeDir\TYSQ21 -begin
Linux or Unix machine: type the following command in your matlab command
window: addpath HomeDir/TYSQ21 -begin
3. Now you are ready to use the package. The central function file is CalTYSk.m
under the directory HomeDir/TYSQ21. You can copy TwoYukawaSam-
ple.m from HomeDir directory to your workDir. Then type in command
window TwoYukawaSample, and press ENTER key. It will take about 10 sec-
ondls to plot out a structure factor and its pari distribution function g(r) with
Z1 = 10, Z2 = 2, K1 = 6, K2 = -1, and volume fraction 20%. CalTYSk.m
function always assumes that the hardcore diameter is one.
B.4 Q&A
1. Can K1 and K2 be zero?
No, The codes assume that there must be two Yukawa terms. Therefore, if you
want to make one or both of them zero, you can only do it by making them
very small values.
2. Can I make Z1 and Z2 very large number?
In principle, the answer is Yes. However, this is very subtle. In general, always
try to make Z1 > Z2, when you want to try a very large number, such as
Z > 20. This is because that Z1 and Z2 are treated in an asymmetric way in
the computer codes. In order to make the calculation more accurate, Z1 > Z2
will be a nice trick. In general, when Z < 20, it dose not matter.
When Z > 25, sometimes the intermediate results of this codes may run into
the limit of the largest number that a computer can handle. Therefore, results
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may potentially become less reliable. Hence, the check of g(r) becomes very
important in those situations.
So far, I did not find out any limitation of the value of K except that they can
not be zero.
3. Can Z1 and Z2 be equal?
Z1 and Z2 should not be equal. If they are equal, there is essentially only one
Yukawa term. Therefore, the algorithm designed for two term Yukawa potential
will fail. However, the codes can handle cases that Z1 and Z2 have only very
small differences.
B.5 Improvement of TYSQ21 over TYSQO1
For this version, the major revision is that the input value of Q could have zero value
point compared with the previous version, TYSQ01.
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