In [12] , J. Feng and T. Nguyen define a cost on curves of measures which is finite exactly on the curves which solve a Fokker-Planck equation with L 2 drift. In this paper, using ideas of D. Gomes and E. Valdinoci, we give a different construction of the cost of [12] .
Introduction
Let T p : = There is another way of defining the cost of a curve of measures in M 1 (T p ), which doesn't use metric spaces:
we explain the approach of [12] for the Fokker-Planck equation, which is similar. Let µ: (a, b) → M 1 (T p ) be a curve of measures; the cost of [12] is the term on the left in the equality below; the term on the right is its formal definition. 
If the sup above is finite, the Riesz representation theorem yields the existence of a vector field X ∈ L 2 ((a, b)× T p , L 1 ⊗ µ t ) such that the weak form of the Fokker-Planck equation holds:
Naturally, the cost (1) would be of little use if one did not prove that it is coercive and lower semicontinuous for the uniform convergence of curves of measures. Lower semicontinuity is immediate since (1) defines the cost as a sup of continuous functions. As for coercivity, in [12] it is deduced from the following formula: if µ t has density ρ t , then This formula connects together the entropy and ∇ρt ρt ; following [15] , we could call this latter object the "osmotic velocity". Indeed, µ t = ρ t L p solves both the transport equation and Fokker-Planck; ∇ρt ρt is the difference of the two drifts, i . e. is the component of the velocity due to osmosis. Being an integration by parts, the formula above requires some delicate estimates on ρ t .
In this paper, we give an alternative definition of the cost (1) using the approximation scheme introduced in [13] . Namely, if µ ∈ M 1 (T p ), we define D µ as the set of the Borel functions γ:
that γ(x, ·) is a probability density on R p for µ a. e. x; we interpret γ(x, v) as the probability of jumping from x to x + v on the torus. If our particles are distributed with law µ ∈ M 1 (T p ), we define µ * γ as their distribution after one jump (see section 1 below for the precise formula).
Let µ 1 , µ 2 ∈ T p ; according to [13] the cost of diffusing from µ 1 at time 0 to µ 2 at time h is E h (µ 1 , µ 2 ) = inf
If µ t is a curve of measures defined on the interval (a, b), we define E (a,b) (µ t ) = lim inf The last step in the construction of the cost is dictated by the fact that we want lower semicontinuity for free; thus, we shall set
where the inf is taken over all the sequences {µ n t } which converge to µ t uniformly. The reader should compare this with [12] , where semicontinuity follows in a much more natural way.
We want to prove the following two theorems.
Theorem 1.
Let µ: (a, b) → M 1 (T p ) be a Borel curve of measures. Let us suppose that the cost C (a,b) (µ t )
is finite. Then there is X ∈ L 2 ((a, b) × T p , L 1 ⊗ µ t ) such that µ t is a weak solution of ∂ t µ t − 1 2 ∆µ t + div(Xµ t ) = 0 t ∈ (a, b) (F P ) X Moreover,
Conversely, if µ t is a weak solution of (F P ) X with X ∈ L 2 ((a, b) × T p , L 1 ⊗ µ t ), then
Theorem 2.
Let us endow M 1 (T p ) with the 2-Wasserstein distance, which we shall call d 2 in the following. Then the two points below hold.
1) If µ n : (a, b) → M 1 (T p ) is a sequence of Borel curves such that, for some M > 0,
then µ n is compact in C((a, b), M 1 (T p )).
2) If µ n : (a, b) → M 1 (T p ) is a sequence of Borel curves converging uniformly to µ: (a, b) → M 1 (T p ), then
The paper is organized as follows: in section 1, we shall prove that, if the inf in (2) is finite, then it is a minimum and the minimizer γ is unique. This will allow us to define for µ t a mean forward velocity and correlation matrix on the interval [t, t + h]; in section 2 we shall prove, in a tedious but elementary way, that cost, mean forward velocity and correlation matrix are Borel functions of t. In section 3, following [15] , we let h → 0 and define the instantaneous forward velocity and correlation matrix; we prove that, if a path has finite cost, then the forward velocity is in L 2 and the correlation matrix is the identity. In section 4, we prove that paths of finite cost satisfy the Fokker-Planck equation; the drift of Fokker-Planck turns out to be the forward velocity defined in section 3. We also prove the ≥ half of equality (3) . In section 5, we prove the converse: namely, we consider a semigroup P s,t on M 1 (T p ) induced by a Fokker-Planck equation with a smooth drift and show that the cost of the path µ t : = P a,t µ 0 is finite. Together with an approximation procedure, this will yield the ≤ half of (3) . Most of the proofs depend on a few elementary estimates on the Gaussian; we have relegated them to the appendix.
The problem of finding solutions of the Fokker-Planck equation with irregular drift has been studied intensively; we refer the reader to [7] , [8] and the bibliography therein for different approaches; [4] treats a problem strongly related to this. We also mention [1] and [14] , two papers which connect the single step of
Otto's scheme to large deviation theory.
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Definition of the cost
We begin with some notation, most of which is standard.
•) We define M 1 (T p ) as the space of all Borel probability measures on T p .
•) We denote by π:
• Let Γ be a Borel probability measure on T p ×T p whose first and second marginals are ν 0 and ν 1 respectively;
we shall say that Γ is a transfer plan between ν 0 and ν 1 .
•
where the minimum is over all transfer plans between ν 0 and ν 1 . It is standard ( [2] , [16] ) that the minimum is attained and that d λ induces on M 1 (T p ) the weak * topology; in particular, M 1 (T p ) is a compact metric space. In this paper, we shall use only d 1 and d 2 .
•) We denote by Den the set of the Borel probability densities on R p .
•) Let µ ∈ M 1 (T p ); we say that a Borel function γ:
e. x ∈ T p .
•) If µ ∈ M 1 (T p ) and γ ∈ D µ , we define the measure µ * γ on T p by
Heuristically, γ(x, v) is the probability that a particle in x will jump to x + v; if initially the particles are distributed with law µ, after the jump they have law µ * γ.
Since D µ1,µ2 could be empty, we need two lemmas.
is a transfer plan between µ 1 and µ 2 ; conversely, if Γ defined as in (1.2) is a transfer plan between µ 1 and µ 2 , then γ ∈ D µ1,µ2 . Thus, it suffices to show that there is a transfer plan of the form (
We begin with the if part. If
Now it is easy to see that Γ defined as in (1.2) is a transfer plan between µ 1 and µ 2 .
Conversely, if Γ is a transfer plan from µ 1 to µ 2 and f ∈ C(T p , R), we have the first equality below; the second one holds if Γ has the form (1.2), while the third one follows by the periodicity of f .
By dominated convergence this means that µ 2 , considered as a measure on [0, 1) p , has density
ending the proof.
2) D µ1,µ2 is convex and weakly closed in
Proof. We prove point 1). Let f ∈ C(T p ); the formula below shows that Ψ sends a weak neighbourhood of γ into a weak * neighbourhood of µ 1 * γ; the equality is the definition of µ 1 * γ.
As for point 2), the fact that D µ1,µ2 is convex follows because the map : γ → µ * γ is linear. As for the weak closure, we note that, by point 1), D µ1,µ2 is relatively closed in D µ1 ; thus, it suffices to show that D µ1
is weakly closed. By the definition of D µ1 , we have to to show that, if γ is in the weak closure of D µ1 , then γ is positive (which is standard) and
In turn, this is implied by
for all Borel sets B ⊂ T p . Since the functional
is continuous for the weak topology of L 1 (µ 1 ×L p ), this follows from the fact that (1.3) holds for the functions of D µ1 .
\\\
Our cost has been introduced in [13] : roughly, it is the kinetic energy minus the entropy: in dynamical terms, the pressure of the kinetic energy.
Definition. For h > 0 and γ:
If γ depends only on v, we shall write A h (γ, v).
We recall a few facts from [6] about the functional of Gomes and Valdinoci.
Lemma 1.3.
Let h > 0 and let µ 1 ∈ M 1 (T p ). Then, the following points hold.
1) The functional
is well defined.
2) The functional I is l. s. c. for the weak topology of
3) If M ∈ R, the set
is uniformly integrable for the measure µ 1 ⊗ L p .
4)
There is an increasing function B: R → [0, +∞), independent of µ 1 , such that, if γ ∈ E M , then
is not empty. Then, the functional I has a unique minimum γ µ1,µ2
in D µ1,µ2 .
Proof. We only sketch the proof of this lemma and refer the reader to [6] for details. We begin with point 1). Note that 1 2h |v| 2 y + y log y ≥ −e −1 e 
Since the term on the right belongs to L 1 (µ⊗L p ), we get that the integral of the negative part of A h (γ, (x, v)) is finite; thus the integral of A h (γ, (x, v)) is well defined, though possibly +∞.
We prove point 2). Since I is convex, it suffices to prove that I is l. s. c. for the strong topology of
; as in lemma 1.3 of [6] , this follows from Fatou's lemma and (1.5).
As for point 3), it follows as in lemma 1.2 of [6] : grossly, uniform integrability follows since γ log γ is superlinear.
Again referring to lemma 1.2 of [6] for details, we derive (1.4) from lemma A.1 of the appendix in the following way. We set
It is easy to see that point 4) follows if we prove that there is a function C(M ) such that
for all γ ∈ E M . Let us set
The first inequality below comes since γ ∈ E M , the second one comes from lemma A.1, the third one from formula (A.10) of the appendix and the definition of T (a, δ).
By Hölder's inequality, this implies (1.6).
To prove point 5), we note that E M is weakly closed by point 2) of this lemma. Thus, it suffices to prove that it is relatively compact; this follows by point 3) of this lemma and the fact that the set of measures {µ 1 ⊗ γL p } γ∈EM is tight by point 4).
As for point 6), we note that the set
is weakly compact because of point 5) of this lemma and point 2) of lemma 1.2. Together with point 2) above, this implies the existence of a minimum. The minimizer is unique since I is a strictly convex functional on the convex set D µ1,µ2 .
\\\
Definitions.
•) Let µ 1 , µ 2 ∈ M 1 (T p ) and let h > 0; the first equality below is the definition of E h , in the second one we recall the definition of I from lemma 1.3.
(1.7)
Conventionally, we shall say that the minimum is +∞ if D µ1,µ2 is empty; if it is not, the minimum in (1.7) is justified by point 6) of lemma 1.3. Let γ be in the class T race(a, δ) defined in the appendix; formula (A.1) of the appendix implies the first inequality below, while the second one follows from the definition of T (a, δ) and the third one from point 1) of lemma A.3.
Together with Fubini and (1.7), this implies that
In the inequality above, an explicit calculation shows that 0 is reached when µ 2 = µ 1 * N (0, hId) where
• As noted by one of the referees, one can express the cost using relative entropy with respect to the normal distribution N (0, hId); indeed, it is easy to see that, if γ(
See also the connection with the Feynman-Kac formula in section 5 of [6] .
•) As in point 6) of lemma 1.3, we shall call γ µ1,µ2 the unique γ on which E h (µ 1 , µ 2 ) is attained.
•) Let us suppose that
following [15] , we define the h-forward velocity v h µ1,µ2 as
If µ t is a Borel curve in M 1 (T p ), we define its h-forward velocity as
and its h-covariance matrix as
Measurability
We want to prove the following proposition.
be a Borel curve of measures and let us suppose that
(which we defined at the end of the last section) are Borel, up to redefining them on a set of null L 1 ⊗ µ t measure.
We shall need the following lemma.
Lemma 2.2.
Let h > 0 and let v h µ1,µ2 , D h,µ1,µ2 be defined as at the end of the last section. Let us set
Then, the three maps
are Borel, while the map
is lower semicontinuous.
The idea of the proof is the following. In lemma 2.3 below by inf-convolution we are going to find
Clearly, this will yield that E h is l. s. c.. Next, we are going to see that the function γ λ µ1,µ2 on which c λ (µ 1 , µ 2 ) is attained depends continuously on (µ 1 , µ 2 ) (lemma 2.5) and that it converges to the minimizer of E h (µ 1 , µ 2 ) as λ ր +∞; this will imply that the minima depend in a Borel way on the parameters (µ 1 , µ 2 ) (corollary 2.6). We begin with a few definitions.
•) This was introduced in [3] , where it is called "push-forward by plans". Let
and let Γ be a transfer plan from µ 1 toμ 1 , minimal for the 1-Wasserstein distance d 1 ; we disintegrate Γ as Γ = Γ y ⊗μ 1 . In the following, we shall reserve the variables x and y for integration in µ 1 andμ 1 respectively.
Let γ ∈ D µ1 ; we defineγ
This is just a generalized way of composing with a map: indeed, if Γ is induced by an invertible map g, theñ
We refer the reader to [6] for the easy proof thatγ ∈ Dμ 1 .
•) We define Den ′ as the set of all the Borel functions γ:
•) For λ > 0 we define the map
•) We define
1) The inf in the definition of c λ is attained on a function γ λ µ1,µ2 ∈ Den ′ ; this function is
2) Let γ ∈ D µ1 and letγ be defined as in (2.1); then,γ ∈ Dμ 1 and there is a constant
3) The function c λ is Lipschitz in both arguments for the 1-Wasserstein distance; the Lipschitz constant is
6) Let E h (µ 1 , µ 2 ) < +∞ and let γ µ1,µ2 be as in point 6) of lemma 1.3; then,
Proof. We note that :
and that U is a Lipschitz function for the 1-Wasserstein distance; namely, for µ 2 fixed,
Since U is Lipschitz, proposition 1.4 of [6] holds, yielding existence in point 1). As for the uniqueness, it suffices to note that the functional of (2.2) is the sum of two terms, the integral and U ; both are convex in γ, the first one strictly.
Point 2) is proven in proposition 2.3 of [6] .
As for point 3), from point 2) of this lemma it is easy to deduce (see [6] for the complete argument) that c λ is L(λ)-Lipschitz in the first variable. It is λ-Lipschitz in the second one because of the special form of the final condition U .
We prove point 4). Let γ µ1,µ2 minimize in the definition of E h (µ 1 , µ 2 ); the inequality below comes from the definition of c λ (µ 1 , µ 2 ) as an inf, the first equality from the fact that γ µ1,µ2 ∈ D µ1,µ2 , the second one
Having thus proven point 4), point 5) reduces to show that lim inf
Let us suppose by contradiction that this is not the case; in other words, there are ǫ > 0 (or M > 0), a sequence λ n ր +∞ and minima γ
Now we can apply point 5) of lemma 1.3 and get that, up to subsequences, γ
Since λ n ր +∞, (1.5) and (2.3) imply that d 1 (µ 1 * γ n , µ 2 ) → 0; by point 1) of lemma 1.2, we get that
Thus, γ ∈ D µ1,µ2 and satisfies (2.4): we have reached a contradiction with the definition of
We prove point 6). Since narrow convergence is metric (see for instance [2] , remark 5.1.1), it suffices to prove that, for any λ n ր +∞ there is a subsequence λ n ′ such that µ 1 ⊗ γ
Let λ n → +∞; using the fact that E h (µ 1 , µ 2 ) < +∞, we can see as in the proof of point 5) that, for a
and that
By the uniqueness of point 6) of lemma 1.3, we get that γ = γ µ1,µ2 . Thus, γ
implying point 6).
As for point 7), this is proposition 2.8 of [6] .
\\\
Points 3), 4) and 5) of the last lemma imply the last assertion of proposition 2.1; we state it as a separate corollary.
Corollary 2.4.
The function
Lemma 2.5. Let λ > 0 be fixed and let γ λ µ1,µ2 be the unique minimizer in the definition of c λ (
be the space of the Borel probability measures on T p × R p with the topology of narrow convergence. Then, the map from
we must prove that the sequence µ
Together with the definition of Ψ λ this implies that
Let Γ n be a plan from µ n 1 to µ 1 optimal for the 1-Wasserstein distance; let us disintegrate it as Γ n = Γ n y ⊗ µ 1 and let us defineγ n ∈ D µ1 as in (2.1), i. e.
Step 1. We begin to prove that
The inequality below follows by point 2) of lemma 2.3 and by the special form of the final condition.
Point 3) of lemma 2.3 implies the limit, while the equality follows because γ
In other words,γ n is a minimizing sequence for c λ (µ 1 , µ 2 ); this implies (proposition 1.
As we have seen at the end of the proof of lemma 2.3, this implies that
Step 2. By step 1 it suffices to prove that, if f :
p is tight by (1.4) and (2.5); using this, we easily see that it suffices to consider a uniformly continuous f .
The first equality below is the definition ofγ n , the second one comes from the fact that Γ n = Γ n y ⊗ µ 1 and the fact that the first marginal of Γ n is µ n 1 .
Since f is uniformly continuous, for all ǫ > 0 we can find δ > 0 such that
We set
Formula (2.7) implies the first inequality below; the second one follows by (2.8), the fact that f is bounded and the fact that γ
is a probability density.
In other words, (2.6) follows if we prove that Γ n (A c δ ) → 0; but this comes from the Chebyshev inequality below.
Then, the map
is Borel; we have endowed M 1 (T p ) with the weak * and M 1 (T p × R p ) with the narrow topology.
Proof. By lemma 2.5, the map b λ is continuous. Thus, it suffices to show that, for all µ 1 , µ 2 such that 
is l. s. c..
\\\
Proof of proposition 2.1. Let γ t be the unique (up to µ t -null sets) minimizer in the definition of E h (µ t , µ t+h ); we are going to prove that γ t has a Borel version.
By corollary 2.6, we can define a measure δ on (a,
For simplicity, from now on we shall drop the tilde fromγ t , as if γ t were already Borel. We prove that
is Borel, up to modifying it on a set of null L 1 ⊗ µ t measure. We shall forego the proof that
is Borel, which is similar.
First of all, it suffices to find Borel sets
Fubini's theorem implies that (up to redefining it on a set of null
This is a Borel set by corollary 2.4; the sets A n invade (a, b) since E h (µ t , µ t+h ) < +∞ for a. e. t ∈ (a, b)
by hypothesis. This yields point 1) above; point 2) follows since point 4) of lemma 1.3 implies the first inequality below.
\\\ §3

Forward velocity and diffusion matrix
In this section, we define the cost of a curve of measures µ t ; in proposition 3.1 below we shall see that,
if the cost of µ t is finite, the h-forward velocity we defined in section 1 is bounded in L 2 ; taking limits, we shall get an instantaneous forward velocity. A similar argument will yield (proposition 3.2 below) that the h-diffusion matrix converges to the identity.
where the function E h (µ t , µ t+h ) has been defined in (1.7). We note that this integral is well defined, though possibly +∞, because the map : t → E h (µ t , µ t+h ) non negative by (1.8); it is Borel because it is the composition of E h , which is l. s. c. by lemma 2.2, with the Borel function µ t . We also set
Instead of proving that E (a,b) is lower semicontinuous, we are going to relax it, so that semicontinuity will be automatic. We define
where the inf is over all sequences µ n : (a, b) → M 1 (T p ) converging uniformly to µ for the 2-Wasserstein distance d 2 .
Our aim is to study the relaxed cost C (a,b) ; to do this, we need some preliminary knowledge on E (a,b) ; this will take all of this section and some of the next one.
Proposition 3.1.
be a Borel curve of measures and let the h-forward velocity v h (t, x) be as in the definition at the end of section 1. Then, the following two points hold.
3) Let X be as in point 2) above. Then,
Proof. We begin with point 1); let us show that the integral defining v h (t, ·) converges. We recall that, by definition,
and that the integral defining v h µt,µ t+h converges if γ µt,µ t+h has finite second moment; by (1.4), this is true
this follows from the formula below, where the inequality is our hypothesis and the equality
To prove (3.1), we set
where γ µt,µ t+h has been defined in point 6) of lemma 1.3. We recall that γ x) ) in the appendix. We define the trace of the variance as in the appendix
The inequality below follows by (A.1) of the appendix and the definition of T (v h (t, x), δ(x)); the equality is (1.7).
We prove point 2). Since E (a,b) (µ) < +∞, we can find h n ց 0 and M > 0 such that
By (3.1), this implies that
; thus, it is weakly compact and point 2) follows.
Point 3) follows immediately from points 1) and 2) and the lower semicontinuity of the L 2 norm under weak convergence.
\\\
This calls for a definition.
Definition. Let X be as in point 2) of proposition 3.1; we say that X is a forward velocity of the curve µ.
Note that there is no uniqueness for the forward velocity: different sequences h n ց 0 may yield different forward velocities. x) ) i,j be defined as in section 1. Let h n ց 0 be the sequence of proposition 3.1; then,
Proof. We begin to show that any term on the diagonal, say d hn i,i , tends to 1. Since {h n } is the sequence of proposition 3.1, (3.2) holds and this yields the first inequality below; the equality is (1.7) ; the second inequality comes from (A.4) and the last one comes from the definition of B diag in the appendix.
As in lemma A.3, we shall denote by D j a constant independent of everything. The last formula and (A.11)
imply the first inequality below, while the second one comes from Hölder.
This clearly implies that d
. Now we tackle the terms off the diagonal.
With the same argument we used for (3.4) we get that, for i = j,
By (A.12), this implies the first inequality below, while the second one is Hölder.
The formula above implies that d
, and we are done.
We shall use the estimates above in the Taylor developments of the next section; we shall also need the third-order estimate below. First of all, we define a function
Let the curve µ t and the sequence h n ց 0 be as in proposition 3.1; then,
Proof. We begin with (3.6); for v hn defined as in section 1, we define δ n (t, x) by
We are going to split the innermost integral of (3.6) between B(0, r) and B c (0, r); for the integral on B(0, r)
we shall use the fact that on this set l is small, if r is small; for the integral on B c (0, r) we shall prove that the "tail" of γ hn tends to zero.
We note that, for r ∈ (0, 1),
The second equality below comes from the the definition of v hn , the third one from the definition of d hn i,i .
By (3.1) and proposition 3.2, this implies that there is n 0 (r) > 0 such that
We tackle (3.8) b . Let us set
Clearly,
For δ 0 (r, h) as in lemma A.4 we define
By the definition of ǫ n this implies that
The definition of A n t implies the first inequality below; for the limit, we know by lemma A.4 that δ 0 (r, h n ) → 0.
Note that, if x ∈ C n t , then by (3.10) δ n (t, x) ≥ δ 0 (r, h n ); by lemma A.4 this implies that
This implies the second inequality below, while the first one follows from (3.10).The last inequality below follows from the definition of E hn (a,b−hn) (µ), while the limit follows from (3.2).
By (3.11), (3.12) and the last formula we get that
Let ǫ > 0 be given; by (3.9) we can find r > 0 so small that (3.8) a ≤ ǫ 2 ; by the last formula, we can choose n so large that (3.8) b ≤ ǫ 2 ; by (3.8), this implies (3.6). We prove (3.7). We set
For δ 0 (1, h) as in lemma A.4, we define
These definitions yield the first two equalities below; the inequality follows from lemma A.4.
Now (3.2) implies the inequality below
Since δ 0 (1, h n ) → 0 by lemma A.4, the last two formulas imply (3.7).
\\\ §4
Curves of finite energy satisfy the Fokker-Planck equation
We are going to use the results of section 3 to prove the following proposition, which is the direct part of theorem 1. 
Moreover, we have that
Proof.
Step 1. We begin with the (apparently) stronger hypothesis E (a,b) < +∞; we shall come to the case C (a,b) < +∞ in step 2 below. The first equality below comes from dominated convergence, the third one from the fact that γ hn t ∈ D µt,µ t+hn and the last one from the definition of µ t * γ
Thus, (4.1) follows if we prove that
We show (4.3). Let the function l be as in (3.5); by a Taylor development, we get that there is D 2 > 0 for which the inequality below holds; the limit at the end follows from (3.6) and (3.7) of lemma 3.3.
Thus, (4.3) follows if we show that
We begin with the gradient term; the equality below comes from the definition of v hn in section 1, while the limit comes from point 2) of proposition 3.1.
As for the Laplacian term, let i, j ∈ (1, . . . , p); the inequality below comes from Hölder and the fact that ∂ 2 i,j φ(t, x) is bounded; the limit comes from point 1) of proposition 3.1.
Together with proposition 3.2, this implies the limit in the formula below, while the second equality comes from the definition of v hn i and the third one comes from the definition of the covariance matrix
Now (4.4) follows from (4.5) and the last formula.
Step 2. Let now C (a,b) (µ) < +∞ and let ǫ > 0. By the definition of C (a,b) (µ), we can find a sequence of paths {µ n } converging uniformly to µ such that, for all n,
By step 1, there are vector fields X n such that µ n is a weak solution of the Fokker-Planck equation with drift X n ; by point 3) of proposition 3.1 and the last formula we have that, for n large,
Note that X n and µ n induce a one-dimensional current
Using (4.6) it is easy to see that the mass norm of T n is bounded; thus, up to subsequences, T n converges weakly to a current T . In [5] and [10] it is shown how one can define the "kinetic energy" φ(S) of a current S. Actually, they concentrate on closed currents, but the facts we need work even if the current is not closed.
If S is induced by a vector field X and a measure µ as in the formula above, then φ(S) has the expression of (4.6), i. e.
Now φ (see again [5] and [10] ) is l. s. c. for the weak convergence of currents; thus, (4.6) and the last formula imply that
By lemma 3.1 of [10] , this implies that T is induced by a vector field X and the measure µ t ; by the last two formulas we have that
This proves (4.2).
We prove (4.1). Let φ ∈ C ∞ 0 ((a, b) × T p ); the first equality below follows from the fact (which we saw at the beginning of this step) that µ n is a weak solution of the Fokker-Planck equation with drift X n ; the limit comes from the fact that T n → T .
In other words, µ t is a solution of the Fokker-Planck equation with drift X and we are done.
\\\ §5
Curves which satisfy Fokker-Planck have finite energy
In this section we are going to end the proof of theorems 1 and 2. We state the converse statement of theorem 1 as a separate proposition.
Proposition 5.1. Let µ t be a weak solution of (F P ) X and let us suppose that
Then,
In lemma 5.2 below, we are going to see that proposition 5.1 holds when the drift is C ∞ ; the general case will follow by the semicontinuity of lemma 5.3.
In order to state lemma 5.2 below, we define the cost and forward velocity of a semigroup P s,t on
induced by a Fokker-Planck equation with a sufficiently regular drift.
•) Let γ 1 ∈ D µ1,µ2 and γ 2 ∈ D µ2,µ3 ; we define γ 1 ⊖ γ 2 as
Let the operation * be defined as in section 1; an easy calculation shows that
and that, consequently, γ 1 ⊖ γ 2 ∈ D µ1,µ3 .
•) Let {γ ρ,τ } a≤ρ≤τ ≤b be a family of Borel functions on T p × R p ; let µ ∈ M 1 (T p ) and let us set µ t = µ * γ 0,t .
We say that µ t is an orbit of the semigroup {γ ρ,τ } a≤ρ≤τ ≤b starting at µ if
•) If µ t is an orbit of the semigroup {γ ρ,τ } a≤ρ≤τ ≤b starting at µ, we can define as in section 1
and
•) We can see as in proposition 3.1 that, if E (a,b) (µ, {γ ρ,τ }) < +∞, then there is a sequence h n ց 0 and
We shall say that X is a forward velocity of (µ, {γ ρ,τ }).
•) We say that the orbit µ t of the semigroup {γ ρ,τ } solves (F P ) X if the function ρ(t, y): = γ s,t (x, y − x) from (s, b) × R p to R is a weak solution of (F P ) X for µ s a. e. x ∈ T p and for all t > s.
We shall need several lemmas.
and let µ t solve the Fokker-Planck equation
with drift X and initial condition µ a = µ. Let {γ ρ,τ } be the semigroup associated with this equation. Then, 1) X is a forward velocity of (µ, {γ ρ,τ }); actually, the vector field v s,s+h defined at the beginning of this section converges to X uniformly.
2)
Proof. Point 1) could be proven in a simpler way, but we shall need one of the estimates below for point 2). Let us consider the following stochastic differential equation.
Since {γ ρ,τ (x, ·)} is the semigroup associated with Fokker-Planck, we easily that γ ρ,τ (x, ·) is the law of ψ ρ,τ (x)− x; together with the definition of push-forward, this implies the last equality below; the expectation E w is for the Wiener measure. The first equality below is the definition of v s,s+h .
We recall that
On the other side, the Gaussian N (hX(s, x), hId) is the law ofψ s,s+h (x) − x, whereψ s,s+h (x) satisfies
By well-known properties of the Gaussian, we get the first equality below, while the second one follows by the fact that the Gaussian is the law ofψ s,s+h (x) − x.
Comparing the last formula and (5.3), we see that point 1) follows if we prove that
uniformly in s and x. To show this, we subtract (5.5) from (5.4), getting the first inequality below; the third one follows by the fact that X is Lipschitz.
Let us consider the subset of the Wiener space
where we take the distance in R p , not in T p . The first inequality below is Chebyshev, the second one is the standard martingale inequality (see for instance [9] , proposition C.5 of the appendix). The equality follows from the fact that the law ofψ s,t − x is the Gaussian, while the third inequality comes from standard properties of the Gaussian and the fact that X is bounded.
The first inequality below comes from (5.7), the fact that T p has diameter √ p and the fact that X is bounded; the last one comes from the formula above.
If w ∈ A, (5.7) and the fact that X is Lipschitz imply that, for λ ∈ (0, h),
Since ψ s,s (x) =ψ s,s (x) = x, the Gronwall lemma implies that
As a consequence,
By the last formula and (5.8), we get that
Given ǫ > 0, we can fix δ so small that D 9 √ δ < ǫ 2 ; taking h so small that D7h δ < ǫ 2 , formula (5.6) follows. We prove point 2). We begin to fix ǫ > 0. For s, s + h ∈ [a + kǫ, q + (k + 1)ǫ) we defineγ s,s+h as the law ofψ s,s+h − x, whereψ s,s+h is the solution of (5.5) with drift X(a + kǫ, x). We saw above thatγ s,s+h (x, ·) is a Gaussian. For the a ≤ s < t ≤ b we define
a + k 1 ǫ is the smallest element in a + Nǫ larger than s, and a + k l ǫ the largest one smaller than t. It is clear that γ ǫ s,t defines a semigroup. Said differently, a Dirac delta δ x placed at x at time a + kǫ has drift X(a + kǫ, x) for t ∈ [a + kǫ, a + (k + 1)ǫ]. Though the drift is discontinuous in time, it is easy to see that µ ǫ t is continuous.
Setting µ ǫ t = µ * γ ǫ s,t , it is easy to see (the proof is similar to the one of point 1)) that µ ǫ t converges uniformly to µ t as ǫ → 0. Thus, by the definition of C a,b (µ t ), it suffices to show that
To show this, we recall that
Let us consider h < ǫ and let us suppose that (s,
, hId) (actually, it is a convex combination of Gaussians, but we can forget about this by convexity) and an explicit calculation analogous to the ones in the appendix shows that
If k i ǫ ∈ (s, s+h), then γ ǫ s,s+h is the convolution of two Gaussians; namely, if k i ǫ = s+h 1 and s+h = k i ǫ+h 2 , then the Gaussians are N (h 1 X((k i − 1)ǫ, x), h 1 Id) and N (h 2 X(k i ǫ, y), h 2 Id). Since by our hypotheses X is bounded, another explicit calculation shows that there is M > 0, independent of h and ǫ, such that
Since in the interval (a, b) there are at most (b−a) ǫ numbers of the form k i ǫ, the last formula implies that
We recall that h < ǫ; the first sum below is the contribution of the intervals [s, s + h] which do not straddle the points k i ǫ; the second sum is the contribution of the intervals [s, s + h] straddling some k i ǫ; the inequality comes from the last formula and (5.10).
Letting h → 0, we get that
Letting ǫ → 0 and recalling that X is continuous and µ ǫ t → µ t uniformly, we get (5.9); we saw above that (5.9) implies the thesis.
\\\ Lemma 5.3.
The function C (a,b) is l. s. c. for uniform convergence. In other words, if µ n → µ uniformly on (a, b) with respect to the 2-Wasserstein distance, then
Proof. We recall the stock proof of this fact. By the definition of C (a,b) (µ n ), we can find curvesμ n such that
Since µ n → µ uniformly, (5.12) shows thatμ n → µ uniformly; now the definition of C (a,b) (µ) implies the first inequality below and (5.13) the second one.
Since this is (5.11), we are done.
\\\
Proof of proposition 5.1. Let us define
and let us call ρ ǫ t the density of µ ǫ t . Here the Gaussian N (0, ǫId) is in R p+1 ; since we want a drift of class C ∞ in all variables, we are convoluting also in the time variable.
Note that, since N (0, ǫId) > 0, also ρ ǫ t is strictly positive. Let us consider the vector-valued measure
Since this measure is absolutely continuous with respect to Lebesgue, we call it E ǫ t L p , with E ǫ t a vector field on T p . We set
Let γ ǫ s,t be the semigroup associated with the Fokker-Planck equation of drift X ǫ t ; let v ǫ t be its forward velocity as defined at the beginning of this section. Since X ǫ ∈ C ∞ , we can apply lemma 5.2 and get that
(5.14)
In step 2 of proposition 4.1 we have defined the functional φ, the "kinetic energy" of a current; since φ is convex and E ǫ is a mean of translates of E, the inequality below follows from Jensen, while the equalities follow as in step 2 of proposition 4.1.
The first inequality below is lemma 5.3, the second one follows from the definition of C (a,b) ; the equality is lemma 5.2 while the third inequality comes from the formula above.
But this is the thesis.
Proof. We want to use Ascoli-Arzelà; since M 1 (T p ) is compact, it suffices to find a modulus of continuity ω such that
is a transfer plan between µ t and µ t+h ; by the definition of d 2 , this implies the inequality below; the equality follows by the change of variables :
Thus, (5.17) follows if we prove that, if (µ, {γ s,t }) is a weak solution of the Fokker-Planck equation with drift X, then
To prove this, let us begin to suppose that
; then for t ≥ s the measure µ t is the law of the solution x(t) of dx(t) = X(t, x(t))dt + dw(t) (5.19) where the initial condition x(s) has law µ s and w(t) is a Brownian motion on (a, +∞). In other words,
where x(s) has law µ s and is independent from µ t for t > s. Let us denote as usual by E w the expectation with respect to the Wiener measure. The first equality below comes from the fact that γ s,t is the semigroup induced by (5.19), the first inequality comes by the formula above and Hölder, the second one is Hölder and the last equality comes from well-known properties of the Brownian motion.
But this is (5.18) for the smooth drift X.
We prove the general case. Let us approximate X with smooth vector fields X ǫ as in the proof of proposition 5.1; let us call {γ ǫ s,t } the semigroup of the Fokker-Planck equation with drift X ǫ . The first inequality below follows from the lower semicontinuity of the functional
under weak convergence. The second one is (5.18) for the smooth drift X ǫ and the third one follows as in (5.15) .
Since this is (5.18), for the drift X, we are done.
Remark. By the last lemma, if E (a,b) (µ) < +∞, then the curve of measures µ is continuous. This allows us to embed the initial condition in the definition of weak solution of Fokker-Planck; namely, µ satisfies
We omit the proof of this, since it follows in a standard way from (4.1) and the continuity of µ.
End of the proof of theorem 1. Let µ t be a curve of measures as in the hypotheses of theorem 1. By proposition 4.1 µ solves (F P ) X , while (4.2) proves half of equality (3). The converse, and the opposite inequality of (4.2), follows by proposition 5.1.
End of the proof of theorem 2. Point 1) is lemma 5.4, while point 2) is lemma 5.3.
Appendix Estimates on the Gaussian
In this appendix, we prove the estimates on the Gaussian we use throughout the paper. For starters, we fix h > 0 and give some definitions.
•) First of all, we settle the notation for the Gaussian: if Q is a symmetric, positive-definite matrix and a ∈ R p , we denote the Gaussian of mean a and variance Q by
•) In section 1, we have defined Den as the set of all Borel probability densities on R p ; here, we further define Den 2 as the set of all the Borel probability densities on R p whose second moments are finite.
•) Let a ∈ R p ; we group in a set M ean(a) the functions γ ∈ Den 2 such that
Note that the integral converges, i. e. v ∈ L 1 (γL p ): this follows by Hölder's inequality since 1 ∈ L 1 (γL p ) (γ is a probability density) and |v| 2 ∈ L 1 (γL p ) (γ has finite second moment).
•) For i, j ∈ (1, . . . , p), a ∈ R p and δ > 0, we define Corr i,j (a, δ) as the set of the functions γ ∈ M ean(a)
•) For a ∈ R p and δ > 0, we define T race(a, δ) as the set of the γ ∈ M ean(a) such that
•) For a ∈ R p and δ > 0, we define
Our first lemma is an estimate on the trace.
Let a ∈ R p , δ > 0 and let γ ∈ T race(a, δ). Let A h be defined as in section 1. Then,
Proof. We begin with (A.1). Our plan is to consider the functional
and minimize it over T race(a, δ); we shall show that the minimal γ exists and that I(γ) = T (a, δ).
We begin to note that, since I is strictly convex and the set T race(a, δ) is convex, there is at most one minimizer. It is standard ( [13] or proposition I, 5.6 of [11] ) that, if we find
and η, λ ∈ R which solve the Lagrange multiplier problem
then γ is the unique minimizer of I on T race(a, δ). From the first equation of (A.3) we get the first equality below.
This is a Gaussian multiplied by a complicated coefficient; the second equation of (A.3) makes short work of it.
Together with the third formula of (A.3), this implies that
Substituting this into the expression for γ, we get that
Together with the fourth formula of (A.3), this implies that
which plugged into the expression for γ yields
Substituting, we get the fourth equality below, while the third and the last one come from (A.3).
Since this is (A.1), we are done.
We prove (A.2). Let γ ∈ Den \ Den 2 ; since the function 
This implies the inequality below.
Let us suppose by contradiction that I(γ) < +∞; if in the formula above we get rid of the terms which are obviously finite, we get that
contradicting the fact that γ ∈ Den \ Den 2 .
\\\
We also need an estimate on each single element of the covariance matrix.
Proof. We begin with the case in which i = j; without loss of generality we can suppose that i = j = 1.
As in lemma A.1, we are going to write down explicitly the minimal for the left hand side of (A.4); we look
From the first equation of (A.5) we get the first equality below; for the second one, we have set
This is a Gaussian multiplied by a complicated expression; the second formula of (A.5) makes short work of it.
As in the last lemma, this formula and the third one of (A.5) give us two different expressions for the mean
Substituting into the expression for γ, we get that
By this formula and the fourth one of (A.5), we can write in two different ways the variance of γ in the x 1 direction:
We use this to get the fourth equality below; the third and the last one come from (A.5).
By the definition of B diag , this is the first inequality of (A.4). Now we tackle the off-diagonal case, i = j. Without loss of generality, we can suppose that i = 1 and
From the first equation of (A.6) we get the first equality below.
Now we set
where Id is the identity matrix and {e i } is the standard basis of R p ; the last formula becomes
Naturally, at the end we shall have to check that η ∈ (−1, 1), since Q must be positive-definite if we want γ to be integrable. Settingb
we can write
The second formula of (A.6) settles the constant before the Gaussian:
Since (A.7) implies that
the last formula becomes
As in the first part of this lemma, this and the third formula of (A.6) give two different expressions for the mean of γ:
Thus,
This is a Gaussian whose covariance matrix is hQ; the last one of (A.6) implies that Q 1,2 = δ. Inverting (A.7) is another way of calculating Q 1,2 ; a quick calculation now yields
Solving the second degree equation for η we have chosen the positive square root because with this choice η ∈ (−1, 1) and Q is positive-definite, as we wanted.
With α defined as in (A.9), (A.8) becomes
Together with the third formula of (A.6), this yields the third equality below; the fourth one comes from the definition of Q −1 in (A.7) and the last equality comes from (A.6). There is D 1 > 0, independent of a ∈ R p and h > 0, such that the following holds.
1) The function : δ → T (a, δ) from (0, +∞) to R reaches its minimum at δ = 1; moreover,
(A.10)
2) The function : δ → B diag (a, δ) from (0, +∞) to R reaches its minimum for δ = 1 and
(A.11)
3) The function : δ → B of f −diag (a, δ) from [0, +∞) to R reaches its minimum for δ = 0; moreover,
(A.12)
Proof. Since the proof of (A.10) is analogous to that of (A.11), we prove the former. We set g(δ) = p δ − 1 2 − p 2 log δ and note that, by the definition of T (a, δ),
T (a, δ) − T (a, 1) = g(δ).
Thus, it suffices to show that the minimum of g is in δ = 1, that g(1) = 0 and that g satisfies (A.10). These assertions follow from freshman analysis; we prove the last one. Since
we get that g: (0, +∞) → R is strictly convex; we also get that g ′′ (δ) ≥ p 8 if δ ∈ (0, 2), so that the first inequality of (A.10) holds; the second one follows recalling that, since g is convex, its derivative in [2, +∞) is larger than g ′ (2), which is positive.
We prove (A.12). We begin to set l(δ 2 ) = B of f −diag (a, δ) − B of f −diag (a, 0) so that l(t) = −1 + √ 1 + 4t 2 + 1 2 log( √ 1 + 4t − 1) − 1 2 log(t) − 1 2 log 2.
Instead of studying l for t ∈ (0, +∞), we set 
We need a lemma to estimate the contribution of γ| B(0,r) c to the second moment; we begin with two definitions.
•) For r, δ > 0 we define Out(r, δ) as the subset of the γ ∈ Den such that 1 2h B(0,r) c |v| 2 γ(v)dv = δ.
• We define F h (r, δ) = inf From the first equation of (A.14) we get that Step 1. We assert that there are Lagrange multipliers (λ, η) such that the function γ λ,η of (A.15) satisfies the second and third equations of (A.14). Before proving existence, we note that (λ, η) will be unique, because of the strict convexity of the functional.
As for existence, let us note that for all η > −1 there is λ(η) ∈ R for which the second equation of (A.14) holds: by (A.15) it suffices to take Here and in the following we denote by D i a constant depending only on r > 0 and we forget the dependence of a(h) on r; we can do this because r is fixed throughout the lemma.
The first equality below follows from the definition of the functionδ and (A.15), the second one comes from (A.17) and the last one is dominated convergence. Since the functionδ is continuous, the last two formulas imply step 1.
Step 2. We refine step 1. Namely, we want to show that there are β > 0 and h 0 (r, δ) > 0 such that, if (λ, η)
is the couple of step 1 and h ∈ (0, h 0 (r, δ)), then
To show this, we let
In this case we use again (A.19) and we see that
On the other hand, the denominator of (A.19) is e 1−λ(η) ; taking logarithms, we see that
Recalling that −1 < η ≤ η − (h) and that η − (h) → −1, we see from the last two formulas that λ(η) − 1 − η ·δ(η) ≥δ (η) 2 as we wanted.
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