Abstract. Zeros of orthogonal polynomials associated with two different Sobolev inner products involving the Jacobi measure are studied. In particular, each of these Sobolev inner products involves a pair of closely related Jacobi measures. The measures of the inner products considered are beyond the concept of coherent pairs of measures. Existence, real character, location and interlacing properties for the zeros of these Jacobi-Sobolev orthogonal polynomials are deduced.
Introduction
Consider the inner product
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where dψ j , for j = 0, 1, . . . , k, are positive measures supported on R. This inner product is known as Sobolev inner product and the associated sequence of monic orthogonal polynomials, {S n } ∞ n=0 , is known as a sequence of monic Sobolev orthogonal polynomials.
This kind of inner product is non-standard in the sense that the shift operator, i.e., the multiplication operator by x, is not self-adjoint x f, g S = f, x g S , where f and g are polynomials with real coefficients. Therefore, some of the usual properties of standard orthogonal polynomials are not true. In fact, the usual three term recurrence relation and the properties about the zeros (real and simple characters, interlacing, etc.) are no longer valid.
In 1991, A. Iserles et al. [9] studied Sobolev inner products as (1) for k = 1 when the two measures dψ 0 and dψ 1 are related. If we denote by {P n (x) , for n ≥ 1, where σ n are non-zero constants. As a consequence (see [9] ), the sequence of monic Sobolev orthogonal polynomials {S n } ∞ n=0 associated with the Sobolev inner product f, g S = f, g ψ 0 + f , g ψ 1 (2) satisfies S n+1 (x) + a n S n (x) = P ψ 0 n+1 (x) + σ n P ψ 0 n (x), n ≥ 1.
H.G. Meijer [13] has shown that if {dψ 0 , dψ 1 } is a coherent pair of measures, then both measures are closely related and at least one of them must be classical. Sobolev orthogonal polynomials associated with coherent pairs have been exhaustively studied. Algebraic and differential properties, as well as properties about zeros, have been investigated. In particular, in [6] , [8] , and [11] , several results about existence, location and interlacing properties of the zeros of orthogonal polynomials with respect to Gegenbauer-Sobolev and Hermite-Sobolev inner products are shown. Moreover, in [14] , the authors considered special Jacobi-Sobolev and Laguerre-Sobolev inner products, where the pair of measures forms a coherent pair and they proved interlacing properties of the zeros of Sobolev orthogonal polynomials.
In [2] and [3] it has been introduced an alternative approach to study Sobolev inner products such that the corresponding orthogonal polynomials still satisfy a relation of the form (3). This kind of Sobolev inner products generalizes Sobolev inner products defined from a coherent pair of measures and it allows to extend the results about Sobolev orthogonal polynomials beyond the concept of coherent pairs. In [7] the authors have considered the inverse problem: starting from the relation (3) to obtain a pair of quasi-definite moment functionals such that (3) holds. Their results show that the pair of measures involved being coherent is not necessary for (3) to hold.
In the present paper, properties for the zeros of Sobolev orthogonal polynomials associated with inner products of the form (2) have been investigated. The measures of the inner products involve Jacobi measures and they are beyond the concept of coherent pairs of measures.
For α, β > −1, let dψ (α,β) denotes the classical Jacobi measure on
be the sequence of classical monic Jacobi orthogonal polynomials and ρ
It is well known that the zeros of P (α,β) n are all real, distinct and lie inside (−1, 1). We denote the zeros of P
n,i , i = 1, 2, . . . , n, in increasing order. For more details about these polynomials see, for instance, [5] and [15] .
In this paper we consider two Sobolev inner products given in [3] , namely
When κ 1 = 0, κ 2 > 0 and κ 3 = 0, the measures involved in type I form a coherent pair (see [13] ). In [14] , the authors have proved that the zeros of the corresponding Sobolev orthogonal polynomials are real and simple, and they have interlacing properties. When κ 3 = 0, the pair of measures no longer forms a coherent pair and, in this case, we will show in Section 2 that, under some conditions, the interlacing properties established in [14] for κ 3 = 0 still hold even when κ 3 = 0.
When κ 1 = 0 the pair of measures of type II is also a coherent pair of measures (see [13] ). In this case, properties about zeros for the corresponding Sobolev orthogonal appear in [14] . In [10] the authors have studied the special case when κ 1 = κ 4 = 0, κ 2 > 0 and κ 3 = −1. When κ 1 = 0, the pair of measures of type II no longer forms a coherent pair. Section 3 is devoted to show interlacing properties for the zeros of Jacobi-Sobolev orthogonal polynomials of type II when κ 1 = 0. Indeed, our results generalize the interlacing properties established in [14] for the particular case κ 1 = 0.
In [1] it has been studied properties of the zeros of orthogonal polynomials with respect to Gegenbauer-Sobolev inner product where the associated pair of measures does not form a symmetrically coherent pair.
Jacobi-Sobolev inner product of type I
Let us consider the following modification of the Jacobi weight
the sequence of monic orthogonal polynomials associated with dψ (α,β,κ 1 ) , and The following result is known (see, for instance, [3] )
Observe that sgn(d n ) = sgn(κ 1 ) where, as usual,
For n ≥ 1, the zeros of P (α,β,κ 1 ) n are real, simple and all lie in the interval (−1, 1). If we denote their zeros by p
. . , n, in increasing order, then they interlace with the zeros of the classical Jacobi polynomials and their position depends on the sign of κ 1 (see [4] ):
and for 0 < κ 1 ≤ 1 and 1 ≤ i ≤ n − 1,
Consider the following Sobolev inner product, introduced in [3] ,
where a
Observe that, if κ 1 = 0, then sgn(a
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n and P
andm
Since S
Using integration by parts in (10) we have for n ≥ 1 and i ≥ 0,
where
Substituting (12) in (11), the following three term recurrence relation holds for n ≥ 2 and 1 ≤ i ≤ n − 1, where
Since κ 2 ≥ |κ 3 | and sgn(η) = sgn(κ 3 ), we observe that sgn(B i ) = sgn(κ 3 ) for i ≥ 1. Moreover, in order to assure the positivity of A i for i ≥ 1, we need some additional conditions.
Proof. Observe that we can write
for κ 3 < 0, and
for κ 3 > 0. Then, the result holds.
Lemma 2.2. Assume that the conditions of Lemma
and if
Proof. Suppose κ 1 = 0. From (11), we get m
On the other hand, using the well known property for the monic classical Jacobi polynomials (see [15] ) P
Since sgn(a
, n ≥ 1.
By making i = 0 in (12), we getm
,n , and then sgn(m
Now, suppose that κ 1 = 0. Using (8), we obtain
and then m
The substitution of i = 0 in (13) yields m
Therefore, using mathematical induction on i in (13), we get the result. 
for κ 3 > 0,
Proof. Define
Then, deg π j n−1 = n − 1 and, using Lemma 2.3, we get
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Applying the Gaussian quadrature rule based on the n zeros of P (α,β) n , we obtain
Suppose κ 3 < 0. In this case, for j = 1, 2, . . . , n, we get
Therefore, there is just one zero of S (14) holds. For κ 3 > 0, we observe that 
ii) the zeros of P 
), a similar argument used for Theorem 2.4 shows the result i).
To get the result ii), takẽ
in Lemma 2.3. Then one obtains
As a consequence of this theorem, the following result is established. 
Proof. From (8) we get
and then sgn(S
Since sgn(a 
Numerical experiments allow us to conjecture that, also in this case, the zeros of S J 1 n interlace with the zeros of P (α,β) n . Moreover, for 1 ≤ i ≤ n,
for n ≤ N and p
for n > N ,
for n > N . Table 1 describes an example of this fact. Notice, from (8) , that if a
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n and P (α,β,κ 1 ) n In this section we relate the zeros of Jacobi-Sobolev orthogonal polynomial of type I with the zeros of the polynomial P (α,β,κ 1 ) n , κ 1 = 0, orthogonal with respect to the first measure in (7).
For n, i ≥ 0, we define andμ
Observe that, since S
On the other hand, using integration by parts we get κ 1μ
for n ≥ 1 and i ≥ 0. Then, the following recurrence relation holds
for n ≥ 1 and i = 1, 2, . . . , n − 1, where
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In order to obtain A i , B i and C i as non-negative coefficients, we need some additional conditions. Observe that the conditions given in the next lemma are sufficient. 
The next lemma is analogous to Lemma 2.3 and it can be proved using the same technique. Again, we assume that the hypotheses of Lemma 2.9 are valid. 
ii) Let π r be a monic polynomial of degree r , 1 ≤ r ≤ n, with all real zeros in (−1, 1) . If we define J r,n = 1
Proof. To prove i), let −1 < t r,1 ≤ t r,2 ≤ • • • ≤ t r,r < 1 be the zeros of π r . Then
with c r = 1. When −1 ≤ κ 1 < 0 we have t r, j + 1 κ 1 < 0 and when 0 < κ 1 ≤ 1 we have t r, j +
Hence,
and using Lemma 2.10 the result holds. A similar argument shows ii). Now, we have the necessary tools to get the announced interlacing property between the zeros of S 
ii) The zeros of P
Collecting all the interlacing properties given in (5), (6) and Theorems 2.4 and 2.12, we have for 
To finish this section, the extremal points of S 
where |κ 3 | ≥ 1 and κ 4 ≥ 0, and let {P (α,β,κ 3 ,κ 4 ) n } ∞ n=0 be the corresponding sequence of monic orthogonal polynomials. In Maroni [12] (see also [3] ), the author has obtained the relation Note that sgn(d n−1 ) = −sgn(κ 3 ).
In this section we consider Jacobi-Sobolev inner product of type II, introduced in [3] , given by the expression f, g J S 2 = 
Some conditions for all zeros of S J 2
n to lie inside (−1, 1)
In this section we obtain some conditions for the parameters in the inner product (18) to assure that all zeros of S J 2 n lie inside the interval (−1, 1).
