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A Twisting algorithm based second order sliding mode controller is designed for tracking
of command angles for nonlinear flight dynamics of an F-16 aircraft, before and after the battle
damages. The high frequency switching controller is designed in terms of control derivative so
that the actual control function is continuous. The practical robustness performance margins are
identified in terms of maximal additional gain (Practical Gain Margin) and phase lag (Practical
Phase Margin) added to the frequency characteristic of the linear part of the open loop system that
yield acceptable loss of command angle tracking performance in terms of admissible parameters
of self sustained oscillations. The effects of parasitic dynamics, in terms of linear first order
actuator dynamics, on the controller’s performance are analyzed. The performance margins in
terms of parameters of parasitic dynamics are obtained. The proposed approach is verified via
simulations.
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CHAPTER ONE

INTRODUCTION

Robustness is an important property of feedback control systems [25]. It signifies the
ability of a feedback control system to withstand changes in the plant dynamics and provide a
desired satisfactory performance within acceptable performance specifications. The main sources
of the deviation of plant dynamics from the theoretical model (considered for control system
design) are: external disturbances and unknown plant parameters in the real physical systems.
Developing control systems to compensate for these types of perturbations is a major challenge
for control engineers.
Sliding mode control (SMC) is an important robust control technique [28]. The
insensitivity of SMC, second order SMC (2-SMC) and higher order SMC (HOSM), to bounded
external disturbances and model uncertainties, which are matched by the control function, makes
it one of the most important robust control techniques in modern control.
Any mathematical model of a real controlled plant that is used for the controller design is
a reduced/truncated model of this plant. Thus there is some portion of dynamics which are
disregarded in the mathematical model and hence constitutes the unmodelled dynamics.
1

These types of unmodelled dynamics are known as ‘parasitic dynamics’. One important
example of parasitic dynamics is actuator dynamics. The effect of parasitic dynamics results in
the degradation of the controller performance. It is important for the designed control system to
be robust enough to withstand the effects of these parasitic dynamics and provide a desired
satisfactory performance. In classical control theory stability margins (Phase margin and Gain
margin) are used to quantify the robustness of linear control systems towards unmodelled
dynamics [14].
Sliding mode control is known for its robustness towards model perturbations as
explained before.

Thus robustness of SMC towards unmodelled dynamics is an important

implementation issue. The effect of parasitic dynamics on the systems controlled by sliding mode
controllers can be viewed as the change in the relative degree of the original system dynamics.
The change in the relative degree of the system without changing the degree of the controller
results in the loss of ideal sliding mode. The overall effect of the degradation of ideal sliding
mode reflects in the form of occurrence of a limit cycle with nonzero amplitude and finite
frequency in the system’s output [25, 28, 26].
The goal of this thesis is to design the second order sliding mode controller (specifically
the twisting controller) that robustly drives the attitude of the F-16 jet fighter to follow the
command profiles generated on-line. The robustness to the battle damage is assessed via
simulations. The robustness of the twisting controller to the unmodelled dynamics is assessed
using the Performance margins characteristics in terms of the Performance Phase and Gain
margins as well as in terms of the parameters of the unmodelled (actuator) dynamics.

2

The robustness performance margins presented in this thesis provide us with a way to
identify the robustness of the designed SMC system towards parasitic dynamics. Also these
performance margins are interpreted in terms of the parameters of the parasitic dynamics.
A second order sliding mode controller (2-SMC) is designed in terms of twisting
algorithm for the attitude control of an F-16 aircraft. The control objective is achieved through
command angle tracking for nonlinear mathematical model of an F-16 aircraft which also models
battle damages to the aircraft. The effects of parasitic dynamics, in terms of linear first order
actuator dynamics, on the controller’s performance are analyzed. The practical robustness
performance margins are identified in terms of maximal phase lag added (Practical Phase MarginPPM) to the frequency characteristic of the linear part of the open loop system that yield
acceptable loss of command angle tracking performance in terms of admissible parameters of
self-sustained oscillations. Also performance margins in terms of parameters of parasitic
dynamics are obtained. Describing function (DF) technique and the method of Harmonic Balance
(HB) is applied to estimate the parameters of the self-sustained oscillations in the command
angles.
Control system dynamics are simulated and results are verified using MATLAB and Simulink.
The Structure of the thesis is as follows: Chapter 2 describes the detailed mathematical model and
problem formulation. Chapter 3 presents basic concepts of conventional SMC and fundamentals
of 2-SMC.Chapter 4 discusses concepts of performance margins SMC systems. Chapter 5
presents design procedure of the twisting controller for F-16 aircraft model under consideration
and analysis of the effects of parasitic dynamics on controller performance. Chapter 6 presents
performance margins identification. Chapter 7 contains conclusions.
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CHAPTER TWO

MATHEMATICAL MODEL AND PROBLEM FORMULATION

This chapter discusses nonlinear mathematical model of F-16 aircraft with battle damages
modeled in terms of partial loss of tail and rudder areas. A detailed problem formulation is
presented that describes scope of this thesis.

2.1 Mathematical Model of F-16 Aircraft:
Consider the following nonlinear flight dynamics model of an F-16 jet fighter aircraft attitude
[27] at: Mach=0.7, Height=10,000 ft,

,

=

-0.0295 rad,

= 0Dynamics of pitch angle are given

by:

=

-

(2.1)

Dynamics of the command angles are given by:
=
=

(2.2)

=
4

Here

= roll angle,

= angle of attack,

= sideslip angle

and rotational rate dynamics are given by:
=
=

(2.3)

=

where

= roll rate,

= pitch rate,

= yaw rate

Desired flying qualities are defined by the following filters [27]:

=

=

(2.4)

A 50% loss of horizontal tail and rudder areas is used to model aircraft battle damage. The
parameter values given symbolically in equations (2.2) and (2.3) are represented as nominal terms
and additional deviations from nominal caused by the damage and uncertainty
(2.5)
The values of parameters for nominal terms are given below:

=[

,

,

,

,

,

,

,

,

,

,

,

,

,

,

,

,

,

]

= [-1.15 ,0.9937 ,0 ,-0.297 ,0.00085 ,0 ,0 ,-53.48 ,-4.324 ,-0.224 ,10.177 ,3.724 ,-1.26,
-19.5, 17.67, 0.234,-0.649,-6.155]

(2.6)

The values of parameters describing the additive deviations from nominal values due to battle
damages are given in equation (2.7).
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=[

,

,
,

,
,

,
,

,
,

,

,

,

,

,

,

,

,

]

= [0.04.u (t-5), 0.0031.u (t-5), 0, 0.0534.u (t-1.5),
-0.00005.u (t-5), 0, 0, 0.002466-8.024.u (t-1.5), 0.071.u (t-1.5),
0.055.u (t-1.5), 0, 1.856.u (t-5), 0.42.u(t-5), 0,
-5.82.u (t-1.5), 0.01.u (t-1.5), 0.133.u (t-1.5), 0]

(2.7)

Here u ( ) is a unit step function.
The actuator dynamics are given by [27]:
(2.8)
Where

,

,

are constant parameters of actuator dynamics.

Actuator deflection limits are given by:
For

(2.9)

The flight control problem considered here is the one in which tracking of angle of attack, roll
angle and sideslip angle commands is desired before and after damage to the aircraft (50% loss of
horizontal tail and rudder).

2.2 Problem Statement:
The following two-fold problem formulation is given
1. Given real-time command reference profiles for command angles and a settling time
of transient response in the sliding mode, design a continuous 2-SMC in terms of
aerodynamic surface deflection

to achieve the robust asymptotic

convergence of output tracking errors given by:
,

,

6

The 2-SMC design can be carried out in such a way that controller is insensitive to
the parts of the flight dynamics which are nonlinear and which are affected by battle
damages, considering these portions of dynamics as uncertainties. Thus in the sliding
mode, system dynamics will be independent of nonlinear and uncertain terms in the
original plant dynamics, and will depend only on the known linear terms which can
be compensated by simple linear state feedback control.
2. Assess the robustness of the designed 2-SM controller to the unmodelled dynamics
using the Performance Margins approach. In order to accomplish this task, assign the
amplitudes and frequencies of self-sustained oscillations with respect to the sliding
variables that the control systems can tolerate in the real sliding modes. These
acceptable parameters of limit cycles can be obtained by repeatedly simulating the
system, for different values of parameters of actuator dynamics, until a visually
acceptable tracking performance can be achieved through simulations. Compute the
performance margins based on given acceptable amplitudes and frequencies of selfsustained oscillations. Interpret the computed performance margins in terms of
parameters of the dynamics of the actuators, treated as unmodelled dynamics.
Once the flight control objectives are achieved, simulate the control system with and
without the unmodelled dynamics in terms of actuator dynamics included in the plant
dynamics and analyze the effects of unmodelled actuator dynamics on controller
performance.

7

Summary:
A detailed mathematical model of nonlinear flight dynamics of an F-16 aircraft
incorporating the battle damages is presented. A twofold control problem is formulated for the
given F-16 model consisting of: attitude control through command angle tracking and
identification of performance margins interpreted in terms of parameters of actuator dynamics.
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CHAPTER THREE

FUNDAMENTALS OF SECOND ORDER SLIDING MODE
CONTROL

Sliding mode control (SMC) is a nonlinear control method in which the dynamics of
a nonlinear system are altered by application of a special control signal. The control law forces
the system to slide along a cross-section of the system's normal behavior. The basic idea behind
SMC is that off designing a special function known as ‘sliding variable’ which when equated to
zero yields a ‘sliding manifold (or surface)’ in the state space.
An appropriately chosen sliding variable ensures suitable desired closed loop system
performance when the system’s state trajectory belongs to the sliding manifold [28]. The actual
SM control law is a high frequency switching discontinuous function that drives the system’s
trajectory to the sliding manifold in finite time and maintains it on the manifold thereafter.
Theoretically, the switching frequency of the discontinuous control is supposed to approach
infinity whereas sliding surface and state variables are smooth while the system moves on the
sliding surface. This motion is known as ideal sliding mode [26]. Thus in the ideal sliding mode
the equilibrium points of the system are self-sustained oscillations of output with zero amplitude
and infinite frequency caused by the high frequency switching control function[25].
9

The SM control law design involves obtaining the sliding variable dynamics by
computation of total time derivatives of the sliding variable, until the first explicit appearance of
the control input in the right hand side. Appropriate analysis of these sliding variable dynamics is
then applied in order to develop a control law that drives the sliding variable to zero in finite time.
The order of the total time derivative of the sliding variable that reflects the first appearance of
the control input in its equation is known as the ‘relative degree’ of the system with respect to the
sliding variable. Depending on the relative degree of sliding variable different SM control laws
can be designed that drive sliding variable and/or its first and higher order derivatives to zero.
Sliding mode techniques are categorized in following two important streams:
1) Conventional SMC: It drives sliding variable to zero in finite time with control input acting on
its first order time derivative. It requires relative degree of sliding variable to be 1. It is sometimes
also called as 1st order SMC (1-SMC).
2) Higher order SMC: An

order SMC (k-SMC) drives sliding variable and its k-1 derivatives

to zero in finite time. For a k-SMC relative degree of sliding variable is required to be equal to k.
Thus the two most important aspects of plant dynamics needed for SMC design include
bounds on external disturbances & model uncertainties and relative degree of the system with
respect to output (and hence sliding variable). Sliding mode can be regarded as a particular mode
in which a system achieves novel properties which show insensitivity towards external
disturbances and model uncertainties that are matched by the control function [28]. Other
interesting properties of sliding mode control (SMC) include:
 reduced order dynamics of the compensated system in a sliding mode, a phenomenon
known as ‘partial dynamical collapse’
 Finite time convergence.
10

3.1 Conventional Sliding Modes:
Consider the following nonlinear affine system linear in control given by [28]:
(3.1)
Where

Also,

are known functions and

Consider a custom designed function

is unknown bounded external disturbance.
such that the equation

defines the

desired system behavior in state space.
Where,

and

Also the condition
This variable

defines an n-dimensional surface in state space.

is known as ‘Sliding variable’ and when it is equated to zero it is called as

‘Sliding surface (manifold)’.
Thus the system is supposed to follow a desired trajectory in state space when sliding variable
becomes equal to zero i.e. when system’s motion is forced to slide along sliding surface.
The motion of system along sliding surface is known as ‘sliding mode’.Next let us try to analyze
the sliding variable dynamics.
Sliding variable dynamics ( -dynamics) are given by:
(3.2)
Where
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In order to maintain sliding variable
of

at zero we need to ensure that the complete time derivative

is equal to zero.

Thus
(3.3)

From the above equation an equivalent control function that is necessary to maintain

at zero can

be obtained as follows:
(3.4)

This equivalent control exists if and only if
The equivalent control function

is nonsingular.
depends on the unknown external disturbance

and hence cannot be precisely constructed. However, we can use this equivalent control to
determine the compensated dynamics and thus the stability of the closed loop dynamics can be
studied.
Substituting the expression for equivalent control in equation (3.1) we get the closed loop system
dynamics in the following form.

Thus we have following system dynamics,

(3.5)
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Now let us assume that the external disturbance

appears in the control channel and hence

can be expressed as follows
(3.6)
Here

is some unknown function.

Condition (3.6) is known as ‘Matching condition’ and disturbances following this condition are
known as ‘Matched disturbances’ [28].
Substituting this expression for disturbance in equation (3.5) we get,

Rearranging we get,

Here

is an identity matrix.

Thus equation (3.5) collapses to,
(3.7)
The compensated closed loop dynamics given by equation (3.7) are completely
independent of the unknown function

. Thus for the matched disturbance, the closed loop

dynamics are insensitive to the disturbance. This important property of sliding mode control
systems is known as ‘Invariance property’ [28].
Also in the sliding mode

which is a system of m algebraic equations that

gives us solutions for m state variables in terms of remaining n-m state variables.
These n-m state variables are governed by compensated dynamics given by equation (3.7).
13

Thus, dynamics in equation (3.7) are reduced order dynamics. This phenomenon in which
closed loop dynamics collapse to a reduced order of n-m is known as ‘Partial dynamical
collapse’ [28]. From equation (3.5) and the way it evolves into sliding mode dynamics given by
equation (3.7), it is clear that the selection of proper sliding surface is important in order to ensure
that sliding mode dynamics possess certain desired stable behavior. Thus selection of the sliding
surface is one of the key issues in the process of sliding mode control design.
The conventional sliding mode control law in the following form can be derived by the
Lyapunov analysis of the sliding variable dynamics. This control takes following form:
(3.8)
Here

is a vector given by:

Also

is the diagonal matrix of control gains.
The control law (3.8) provides finite time convergence of the sliding variable to zero in

the presence of bounded external disturbances and uncertainties due to the invariance property of
sliding modes. See

for the details of the derivation of this control law.

The control function (3.8) is a high frequency switching control. Theoretically in an ideal
sliding mode the frequency of switching is supposed to be infinite. However, due to the discrete
nature of the computer simulations, there are certain imperfections in the implementation of sign
function [28]. Due to these imperfections in simulations we get a finite frequency of control
function.
This finite frequency is inversely proportional to the time increment used for simulations.
This effect is known as ‘control chattering’ and is a major issue with the implementation of
sliding mode control.
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Control chattering is a highly undesirable phenomenon in certain applications where
control function is required to be continuous. Also chattering can lead to wear of actuators that
cannot withstand high frequency switching action. Many different approaches have been
suggested for chattering attenuation in conventional SMC: see for example [29, 20, 8, 17, 19, 18,
6, and 16]. This problem of chattering is also addressed in higher order sliding mode control
theory.

3.2 Second Order Sliding Mode Control (2-SMC):
As discussed in the previous section conventional sliding mode control provides robust
finite time convergence of sliding variable to zero. However chattering which is main
disadvantage of Conventional SMC makes it impractical for some applications. This problem can
be solved by the natural generalization of conventional SMC to the higher order SMC (HOSM).
In conventional SMC the sliding variable is selected in such a way that the control
appears in the first time derivative of the sliding variable. The discontinuous control function acts
on the first time derivative of sliding variable in order to drive it to zero and maintain it at zero.
Thus we can say that relative degree of the sliding variable in the conventional SMC is equal to
one. Hence conventional SMC is sometimes referred to as first order SMC (1-SMC).
A natural generalization of this approach is to select a sliding variable such that control
appears in the higher order time derivatives of the sliding variable.
This is approach is known as ‘Higher order sliding mode control’ (HOSM). In other
words higher order SMC can be said to be a technique in which the relative degree of the sliding
variable is greater than one.

15

Specifically a k-SMC will drive sliding variable and its k-1 derivatives to zero in finite time. In
this section we will discuss the ‘second order sliding mode control’ (2-SMC) and how we can
apply it to attenuate the chattering effect.
Consider a general nonlinear system, linear in control given by [28]:

For simplicity let us consider a scalar case such that,

.

Consider sliding variable given by:

Where
The functions f, b and s are assumed to have all the necessary derivatives. The total time
derivative of

is given by:
(3.9)

Where

and

The control appears in the first time derivative. Thus relative degree of

is one if and only if

.
Let us assume that

and determine the second order total time derivative of .

Thus we have.
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Second order derivative is given by:

(3.10)

Where

,

are second order partial derivatives and

is a second order mixed partial derivative.
We can express equation (3.10) in simplified form as follows:
(3.11)
Where

and

Thus relative degree ‘r’ of


r=1 if



r=2 if

is given by:

and

If relative degree r=1 then control appears in
conventional SMC can ensure that
appears in

is defined from remaining terms.

and discontinuous control in the form of

is driven to zero in finite time. Also if r=2 then control

and we can design a discontinuous control law (not conventional SMC) that drives
in finite time.

Now consider that relative degree is equal to 2 and equation (3.11) holds. Here it is assumed that
and

are some unknown smooth functions and are bounded globally by the

inequalities given in equation (3.12).

And
For some

,

and

.
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(3.12)

Then equations (3.11) and (3.12) imply a differential inclusion given by:
(3.13)
This inclusion does not depend upon the original system dynamics and is sensitive only to the
bounds

,

and

.

Thus the 2-SM control law of the form:

that drives trajectories of system (3.13) to origin of

-phase plane in finite time is robust

towards any kind of external disturbances and uncertainties that preserve the conditions in
equation (3.13).
Several important second order sliding mode controllers have been developed. Some of these are
listed below.


Twisting algorithm



Sub-optimal algorithm



Controller with prescribed convergence law



Quasi-continuous control algorithm



Super twisting algorithm

Details of these algorithms along with proofs can be found in [28].
Now let us consider one of these important second order sliding mode controllers which is
applied in this thesis.
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3.2.1 Twisting Controller:
The twisting controller [15, 24] is historically the first proposed 2-sliding mode controller.
Following theorem describes a twisting control law that drives sliding variable and its first order
time derivative to zero in finite time [28].

Theorem 3.1[28]:
Let

satisfy the conditions
And

(3.14)

Then the controller that guarantees the appearance of a 2-sliding mode
attracting the trajectories of the sliding variable dynamics (3.13) in finite time is given
by:
(3.15)

The controller (3.15) is known as ‘twisting controller’ and is historically first 2-SM controller. It
is clear from equation (3.15) that twisting control is a high frequency switching discontinuous
control.
The proof of this result is beyond the scope of this thesis. For detailed proof refer [28].
The total convergence time is estimated as:

(3.16)
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3.2.2 Chattering Attenuation with 2-SMC:
The problem of control chattering with discontinuous control laws such as twisting
controller can pose a major implementation problem. However 2-SMC ideas provide effective
tools for the reduction of chattering without compromising the benefits of conventional SMC: see
for example [3, 4, 8, 24, 23, 10, 9, 11].In this thesis chattering issue has been addressed with a
technique that can significantly attenuate the chattering effect and provide a reasonably
continuous control function. The idea is to design 2-SM controller in terms of the first order time
derivative of control function. Thus the actual control function applied to the plant is integration
of discontinuous control and hence continuous in nature. The approach is called as ‘chattering
attenuation’, since some periodic residual is observed after integration of high frequency
switching control function. The twisting controller designed in this way (in terms of control
derivative) is sometimes also called as ‘twisting as a filter’

Summary:
The fundamentals of SMC are explained along with important properties such as
‘invariance property’ and ‘partial dynamical collapse’. It is clear that the 2-SMC provides us
with more effective ways to achieve all the properties of conventional SMC due to various
available 2-SM algorithms. Also the chattering attenuation techniques make them practically
viable for applications involving continuous control functions.
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CHAPTER FOUR

CONCEPTS OF PERFORMANCE MARGINS IN SYSTEMS
WITH SLIDING MODE CONTROL

Conventional (1-SMC) and Second order sliding mode control (2-SMC) techniques
provide us with an effective way to control systems with bounded disturbances or uncertainties.
Their main advantage lies in their simplicity of implementation and their insensitivity to the
bounded perturbations. This objective of developing a robust system motion is achieved with a
high frequency control function as explained in previous chapter. Theoretically the switching
frequency of control function is expected to be infinite. Thus in SMC systems equilibrium points
of the plant are self-sustained oscillations of the output with theoretically zero amplitude and
infinite frequency. This is known as ideal sliding mode. However in real physical systems there
are two main factors that obstruct the ideal sliding mode motion to appear in practical
implementations [30]. First of these factors is the imperfect implementations of sign function.
Theoretically sign function switches with infinite frequency as the independent variable changes
its sign but in real implementations this is not possible and hence due to finite delay in the
switching of control ideal sliding mode degrades to a real sliding mode where there is a limit
cycle of nonzero amplitude and finite frequency in the output of the system.
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The second important factor that degrades ideal SM performance is the presence of parasitic
dynamics in real systems. The effects of parasitic dynamics are often attributed to the presence of
actuators and sensors necessary for practical implementation of controller.
These actuators and sensors usually come in series with plant and hence their presence
increases the relative degree of the plant. This effect of rise in the relative degree is not accounted
for in the controller design for which only principal plant dynamics are considered. Thus parasitic
dynamics can also degrade the ideal SM performance and induce self sustained oscillations in
system’s output.
The presence of self sustained oscillations with large amplitude and small frequency in
the system’s output is not desirable. Any practical system can tolerate output self sustained
oscillations with certain acceptable parameters like small amplitude

and high frequency

[25]. If the actual limit cycle introduced in the system’s output is within these acceptable
parameters then system’s performance is said to be acceptable. A detailed analysis of selfsustained oscillations (chattering) in 2-SM systems is given in [18, 17, 5, 19, 6, 7, 10, and 9].
Any practical controller needs to be certified before its implementation in real systems.
As far as linear controllers are concerned the concepts that enable a reliable certification are the
stability margins given in terms of Gain Margin (GM) and Phase Margin (PM). These stability
margins give us a measure of the robustness of the system towards unmodelled dynamics. In this
chapter the classical ideas of stability margins are extended towards performance margins that
measure the SMC system’s robustness towards parasitic dynamics. These performance margins
for SMC systems guarantee some acceptable loss of system’s performance when the parameters
of

parasitic

dynamics

are

within

some
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acceptable

performance

margins.

The development of performance margins is carried out through the frequency domain
analysis of SM controller for which Describing Function (DF) Analysis is applied (See
Appendix). The DF analysis of 2-SMC Twisting controller is addressed in this chapter. For a
more rigorous analysis of other SM controllers refer [25].

4.1 Performance Margins:
Consider the following Single input single output linear system [25]

(4.1)
Where

,

Here

,

and

acts as external disturbance bounded by value .
Assume that the system has relative degree equal to 2 which means the first appearance

of the input u occurs in the right hand side of equation for the second total derivative of output y.
Thus with relative degree 2 the system output can be made to follow some desired command
profile with 2-SMC like twisting control as follows:
(4.2)
Here

is a properly defined sliding variable that ensures desired error dynamics.
Values of

and

can be obtained by tuning. Now in an ideal 2-SMC system (4.1) is

insensitive to bounded disturbance
and infinite frequency

and output exhibits a limit cycle zero amplitude

.

In the presence of parasitic dynamics this ideal sliding mode degrades to real case where
and

. Thus we have to define some acceptable performance in terms of acceptable

parameters of limit cycle in the output given by

and
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.

Concepts of Performance Margins come into picture when we start thinking about what
are the limits on the changes in the system dynamics that will retain the acceptable performance.
Here it should be noted that due to insensitivity of SMC towards disturbances performance
analysis can be carried out assuming

.

The input output transfer function of the system dynamics in (4.1) with zero initial conditions can
be obtained as follows:

(4.3)
For a linear system (4.3) controlled by classical linear controller the stability margins in
terms of Phase Margin (PM) and Gain Margin (GM) can be identified using the Nyquist criterion
of stability .
However, when system (4.3) is controlled by nonlinear conventional SM controllers, we cannot
apply Nyquist criterion. In such a case we can apply Describing Function (DF) analysis and
Harmonic Balance (HB) method assuming the system has a low pass filter property [22].
For more details on DF analysis refer to the Appendix. DF analysis and HB method can
be used to predict the parameters of limit cycle induced in the output. The DF analysis can give
(predict) only the approximate limit cycle solution. A precise limit cycle analysis can be
undertaken in 2-sliding systems using the Locus of Perturbed Relay System (LPRS) technique
presented in [6].
This approach is illustrated in figure 4.1 where the intersection of Nyquist plot
system (4.3) and negative inverse of the Describing Function

of the controller

nonlinearity corresponds to the beginning of self sustained oscillations in the output.
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of

The parameters of the self-sustained oscillations in terms of amplitude and frequency are
given by the solution of Harmonic Balance equation.
In this chapter the concepts of phase margin (PM) and margins in terms of parameters of
parasitic dynamics are developed for twisting controller that guarantee the change in system
dynamics up to a point where the self sustained oscillations have some acceptable amplitude and
frequency.
Following are the precise definitions of both ideal and practical performance margins discussed in
this chapter.

Figure 4.1 DF analysis applied to linear systems with conventional SM controller
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4.1.1 Ideal Performance Margins:
The ideal performance margins that describe the robustness of system (4.3) considering ideal
sliding mode behavior are defined below [25].
Ideal Phase Margin (IPM):
The ideal phase margin in system controlled by r-SMC is the maximal additional phase in
plant transfer function
zero amplitude

that the system can tolerate while the ideal performance in terms of
and infinite frequency

still exists.

The ideal performance margins defined above describe the system’s robustness in ideal
sliding mode. Practically there always exists a limit cycle of nonzero amplitude and finite
frequency in the system output due to the effect of unmodelled dynamics. Thus IPM describes the
additional phase that is necessary to change the system performance from ideal case to a practical
case.
Ideal Gain Margin (IGM):
The ideal gain margin in system controlled by r-SMC is the maximal additional gain in
plant transfer function
zero amplitude

that the system can tolerate while the ideal performance in terms of
and infinite frequency

still exists.

The ideal performance margins defined above describe the system’s robustness in ideal
sliding mode. Practically there always exists a limit cycle of nonzero amplitude and finite
frequency in the system output due to the effect of unmodelled dynamics. Thus IPM and IGM
describe the additional gain and phase that is necessary to change the system performance from
ideal case to a practical case. Following are more realistic definitions of performance margins.
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4.1.2 Practical Performance Margins:
Let us consider that the system (4.3) is implemented practically with SMC controller,
then assuming the acceptable amplitude and frequency of the limit cycle in the output to be
and

respectively, the practical performance margins are defined below [25].

Practical Phase Margin (PPM):
The practical phase margin in system controlled by r-SMC is the maximal additional
phase in plant transfer function

that the system can tolerate while the acceptable

performance in terms of a limit cycle with amplitude
,

and frequency

still exists.

Practical Gain Margin (PGM):
The practical gain margin in system controlled by r-SMC is the maximal additional gain
in plant transfer function

that the system can tolerate while an acceptable performance in

terms of a limit cycle with amplitude

and frequency

,

still

exists.
Thus PPM and PGM provide us with a measure of robustness to parasitic dynamics in practical
scenario, with guaranteed performance within some acceptable range of tolerance.
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4.1.3 Performance Margins in Terms of Parameters of Parasitic Dynamics:
Suppose that parasitic dynamics

are connected in series with the plant

described in

equation (4.3). The transfer functions of the parasitic dynamics can be expressed in terms of their
natural frequency

as follows:

(4.4)

Now if the acceptable parameters of self sustained oscillations
performance margins can be defined in terms of parameter

and

are known then the

as follows [25]:

Performance Margins in Terms of Parameters of Parasitic Dynamics:
The performance margin in terms of parasitic dynamics in system (4.3) is the minimum
value of parameter

of

that the system can tolerate while the acceptable performance in

terms of a limit cycle with amplitude

and frequency

still

exists.
Thus performance margin in terms of parameters of parasitic dynamics provides us a way
to decide the acceptable range of parasitic dynamics that will ensure performance within
acceptable range of tolerance.
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4.2 Computation of Performance Margins:
In this section we will introduce a general method for the estimation of the practical performance
margins using Describing Function (DF) technique. Consider the following block diagram of the
closed loop system with SM controller.

Figure 4.2 Block Diagram of Closed loop system with SMC controller

In the above block diagram

is the plant transfer function given by equation (4.3),

is the transfer function of parasitic dynamics, u is the SM control input and y is the output. In
order to carry out DF analysis of this control system and study the limit cycles in the output we
have to make certain assumptions as follows [25]:


has low pass filter property, thus



is strictly proper, thus




for

and

for

SM controller block represents odd nonlinearity
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Here we assume that output y is a periodic signal whose amplitude and frequency are to be
determined. To achieve this task we need to compute the Describing Function of the nonlinearity
in the form of SM controller. This DF is given by:

(4.5)

Here

is the period of output y.

The amplitude

and frequency

of the output limit cycle can be predicted from the solution

of the Harmonic Balance (HB) equation which is given by:

(4.6)

This HB equation after simplification can be expressed as a system of two algebraic equations,
each equation representing relation for real and imaginary parts as given below:

And

These two algebraic equations in two unknowns

(4.7)

and

can be solved to obtain

parameters of the limit cycle in the output. Once the parameters of the limit cycle are obtained
definitions of performance margins can be applied. In the next section a Describing Function of
the Twisting controller is obtained.
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4.3 Describing Function of the Twisting Controller:
As explained in previous section twisting controller for the system (4.3) is given by equation (4.2)
as:
(4.8)
Let us assume that a limit cycle is exhibited by the output of the system with the twisting
algorithm. We need to determine the amplitude and frequency of this limit cycle.. The DF of the
twisting algorithm can be determined as the first harmonic of the periodic control signal divided
by the amplitude of sliding variable

using equation (4.5)[28].

(4.9)

Now substituting expression for

from equation (4.8) in the above equation we get:

(4.10)

Let us consider that,

(4.11)
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Now with sliding variable

we get:

Simplifying and rearranging we get:

(1.1)

Here the second term being an integral of odd function over a period is given by:

Thus we have,

After computing the integral we get:

(4.12)
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Similarly with sliding variable

we get:

Simplifying and rearranging we get:

Here the first term being an integral of odd function over a period is given by:

Thus we have,

After computing the integral we get:
(4.13)
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Thus combining equations (4.12) and (4.13) into equation (4.10) we get:

The above DF of the Twisting controller depends only on amplitude A and hence we can write:

(4.14)
The amplitude and frequency of the limit cycle in the output of system (4.3) can be determined by
solving Harmonic Balance equation (4.6).

(4.15)
Equation (4.15) is equivalent to the condition that the complex frequency response characteristic
of the open-loop system intersecting the real axis at the negative reciprocal of DF of twisting
controller

.

A graphical illustration of the technique of solving equation (4.15) is given in Figure 4.3. The
function

is a straight line whose slope depends on the ratio

. This line is located in

the second quadrant of the complex plane.
The point of intersection of this function and the Nyquist plot

provides the solution of the

Harmonic Balance equation. This point gives the frequency of the oscillation
amplitude

.
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and the

Figure 4.3 Graphical solution of Harmonic Balance equation

4.4 Identification of Practical Performance margins:
This section presents a method for estimation of practical performance margins by using
the DF technique and method of Harmonic Balance [25]. Once again let us assume that the
acceptable amplitude and frequency of the limit cycle in the output to be

and

respectively
A graphical method is provided for the identification of practical phase margin (PPM)
that gives maximal additional phase that can be added to the system before the loss of acceptable
performance. For the identification of performance margins in terms of parameters of parasitic
dynamics a straight forward method based on harmonic balance equation is followed.
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4.4.1 Practical Phase Margin (PPM) Identification:
In order to find the PPM for the system (4.3) with transfer function
added in series with

, the phase lag

is

.Thus the Harmonic Balance equation becomes:

(4.16)
It is required to find a domain given by:

so that the solution of equation (4.16) is given as follows:
Amplitude

and frequency

Then the PPM is
We can identify the PPM from either acceptable amplitude or acceptable frequency of limit
cycles using graphical method as shown in figure 4.4 below.
Two cases are illustrated for the graphical method. A circle with radius
maximum amplitude

and minimum frequency

are located on

is plotted and
and

respectively.
a) If the frequency

is located outside of the circle then the PPM is the angle formed

between the intersection of the circle with
b) If the frequency

and the plot of

.

is located inside of the circle then the PPM is the angle formed

between the vector associated to

and the plot of
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.

Figure 4.4 Practical Phase Margin Identification

4.4.2 Practical Gain Margin (PGM) Identification:
In order to find the PGM for the system (4.3) with transfer function
series with

, a gain

is added in

.Thus the Harmonic Balance equation becomes:

(4.17)
It is required to find a domain given by:

so that the solution of equation (4.17) is given as follows:
Amplitude

and frequency

Then the PGM is
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Following procedure shows identification of PGM when the acceptable amplitude of limit cycle
is given [1].
1) Consider the gain

in HB equation as follows:

2) Solve HB equation to obtain

3) Then

with

known

is PGM of the system for acceptable amplitude

.

Following figure 4.6 shows the Graphical identification of PGM.

Figure 4.5 Practical Gain Margin Identification
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4.4.3 Identification of Practical Margins in terms of Parasitic Dynamics:
Suppose that some parasitic dynamics

, which are expressed in the form of a transfer

function, parameterized in terms of natural frequency
series with

, given in equation (4.4) is connected in

. The Harmonic Balance equation becomes:

(4.18)
It is required to find a domain given by:

so that the solution of equation (4.18) is given as follows:
Amplitude

and frequency

Then the practical performance margin in terms of parasitic dynamics is
Thus Describing Function analysis along with Harmonic Balance method can be applied to
determine the practical performance margins in terms of Phase Margin and parameters of
parasitic dynamics as solutions of the system of algebraic equation obtained from HB equation.
In the next chapter we will move towards actual controller design so that these concepts can be
applied later to analyze the controller performance and its robustness towards parasitic dynamics.

Summary:
The concepts of performance margins for SMC systems are explained. The DF of the
twisting controller is determined and is dependent only on the amplitude of the self sustained
oscillations in the output. A step by step procedure for identification of performance margins is
given and their interpretation in terms of parameters of actuator dynamics is described.
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CHAPTER FIVE

THE TWISTING CONTROLLER DESIGN FOR ATTITUDE
CONTROL OF F-16 JET FIGHTER AND SIMULATIONS

In the previous chapters we have covered the necessary theoretical background for the
application of Sliding Mode control and determination of performance margins in the presence of
parasitic dynamics. In this chapter we will concentrate on the actual application of these
theoretical concepts for the flight control of an F-16 aircraft that is the focus of this thesis. We
have already discussed the detailed mathematical model describing nonlinear flight dynamics of
an F-16 aircraft in chapter 2. The equations (2.1), (2.2) and (2.3) describing pitch angle dynamics,
dynamics of the command angles and rotational rate dynamics respectively, are the principal
plant dynamics for the controller design process. It is clear that these equations of flight dynamics
are non-linear and contain uncertain terms. The uncertain terms described by equations (2.6),
(2.7) can be attributed to the deviations due to the battle damages in the form of 50% loss of
horizontal tail and rudder areas. In order to compensate for the nonlinear and uncertain terms, and
provide a robust, high accuracy tracking of command angle profiles described by the equation
(2.4), both before and after the damage to the aircraft, we will design a second order sliding mode
controller in the form of Twisting Controller.
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The controller will generate appropriate control signals in terms of aileron deflection,
elevator deflection and rudder deflection that correspond to the deflection of aerodynamic
surfaces. Computer simulations demonstrate highly accurate, robust command angle tracking of
aggressive commands with continuous control functions, in the presence of battle damages
without violation of actuator limits.

5.1 Flight Control Design Approach:
For convenience let us rewrite the nonlinear flight dynamics of the F-16 aircraft as follows:
=q

-r

=p+q

+r

==

(5.1)

=
=
=
Here

, , ,

= attitude angles and

, , = rotational rates

The structure of the aircraft considered for this problem is cascade, square structure. Thus the
terms

,

and

in the original model are all considered being equal to zero.

Thus in this configuration the dynamics of command angles are dependent on the actual control
inputs

,

and

through the rotational rate variables , , and rotational rate dynamics can

be directly controlled by the control inputs.
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For simplicity we can combine all the nonlinear and uncertain terms in above equations
into individual terms named

so that these terms can be treated as perturbations to be

compensated. The dynamics of the pitch angle described by first equation in the model (5.1) are
completely nonlinear with no linear terms. This will not affect our design because our control
objective does not include tracking of pitch angle commands. Also in order for the control
variables

,

and

to be part of the command angle dynamics we can differentiate equations

for command angles one more time and substitute derivative terms , , with their respective
equations in rotational rate dynamics.
Thus separating the linear and nonlinear terms we get simplified dynamics as follows:
=
=

(5.2)

Here
The terms labeled

is a state vector.
all represent the perturbation terms involving nonlinear and uncertain

terms to be compensated in the sliding mode.
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The formulas for these terms are given below
,

Here

,

,

In order to design control laws for

,

and

, we will consider dynamical equation for

each independent command angle to be governed by single control function disregarding the
effects of other control channels on it as perturbations. Thus dynamics of roll angle

are

controlled independently by aileron deflection

and

sideslip angle

by rudder deflection

, angle of attack

by elevator deflection

. We will differentiate the equations for command angles

once more to achieve second order differential equations, with rotational rate dynamics included
in these second order dynamics. Thus we will achieve simplified dynamics of each command
angle in the second order differential equation format with each command angle having relative
degree (with respect to control inputs) equal to 2.
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These simplified dynamics are given in equation (5.3).
=
(5.3)

Here the terms

,

and

are the perturbation terms which include nonlinear

and uncertain terms as well as terms with rotational rate variables and some control terms as
given below.

Here terms

are all perturbations from model given in (5.2) and are described with

detailed expressions. The derivatives

and

contain the uncertainties caused

by battle damages in the form of impulse functions obtained after differentiating corresponding
unit step functions.These perturbation terms can be compensated in the sliding mode and the
dynamics will be reduced to simple linear dynamics. Here Twisting Controller will be designed in
terms of control derivatives so that

,

and

are all continuous. This approach of designing

control derivatives as twisting control laws in order to achieve continuous control functions is
also known as ‘Twisting as a filter’.
The SM controllers will be designed to achieve reference profile tracking in the presence
of nonlinear and uncertain terms in the simplified model (5.3). Thus in the sliding mode, system
dynamics are insensitive to these perturbations and hence can be assumed to be equal to zero.
Thus the linear part of the dynamics can be expressed as transfer function.
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These transfer functions can be analyzed using DF analysis and HB method to determine
the practical performance margins in the presence of unmodelled actuator dynamics as parasitic
dynamics.
The identification of transfer functions and practical performance margins is the topic of
next chapter. In this chapter we will carry out detailed Twisting controller design for command
angle tracking of reference profiles.

5.2 SMC Design (Twisting Algorithm):
We know that the reference command angle profiles are defined by filters given by
equation (2.4) . For tracking of these reference profiles, we will design three twisting control laws
in terms of control derivatives
control functions

,

and

,

and

for each command angle tracking so that actual

are all continuous.

The error functions between reference profiles and command angles are given by:

From these error functions it is clear that second derivative of the error reflects the first
appearance of the controls

,

and

. Thus relative degree of the error is equal to two. For

twisting control design in terms of control derivatives

,

and

we need sliding variables

which reflect control derivatives in their second order derivatives, that is, relative degree of
sliding variables with respect to control derivatives should be equal to two. Thus let us consider
following sliding variables:

The control objective is to drive each of these sliding variables to zero in finite time and maintain
it thereafter.
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This choice of sliding variables gives us a way to achieve asymptotic convergence of tracking
error whose rate of decay can be determined by selecting a appropriate positive constant .
Now we will analyze the dynamics of each of the sliding variables in detail.
1) For roll angle we have,

From equation (5.3) we can substitute expressions for

and

as:

Let us assume that

.

And

Thus we have,

Now we can design control function

as sum of two controls, one compensating known

terms and the other one being the twisting control law (assuming
constant

for some

) compensating uncertain and nonlinear terms as:

(5.4)

Thus we get,
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Here the twisting control law

is insensitive to the variations

. Thus in the sliding

mode we have sliding variable dynamics as follows:
(5.5)

2)

For angle of attack we have,

From equation (5.3) we can substitute expressions for

Let us assume that

and

as:

.

And

Thus we have,

We can rearrange this equation to obtain sliding variable dynamics in a simplified form. To
achieve this we will add and subtract the reference profile terms with corresponding command
angle terms so that we can form corresponding error terms which when combined together will
give us the sliding variable terms.
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Thus we have,

)
Finally simplified sliding variable dynamics take the form:

Now we can design control function

as sum of two controls, one compensating known

terms and the other one being the twisting control law (assuming
constant

for some

) compensating uncertain and nonlinear terms as:

(5.6)

Thus we get,
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The twisting control law

is insensitive to the variations

. Thus in the sliding mode

we have following sliding variable dynamics:
(5.7)

3) For sideslip angle we have,

From equation (5.3) we can substitute expressions for

Let us assume that

and

as:

.

And

Thus we have,

Following the same procedure from previous analysis of angle of attack dynamics we can
rearrange this equation to obtain sliding variable dynamics in a simplified form.
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Now we can design control function

as sum of two controls, one compensating known

terms and the other one being the twisting control law (assuming
constant

for some

) compensating uncertain and nonlinear terms as:

(5.8)

Thus we get,

The twisting control law

is insensitive to the variations

. Thus in the sliding mode

we have following sliding variable dynamics:
(5.9)

The controller gain values in equations (5.4), (5.6) and (5.8) are fixed through tuning as follows:

= 10.5
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(5.10)

5.3 Simulations:
The desired flying qualities (reference profiles) which are to be tracked by the command angles
are defined by the filters given in equation (2.4) as explained in chapter 2.
Following figure shows the plots of these command angle reference profiles.

Figure 5.1 Reference profiles

The complete control system for command angle reference tracking with controls
as twisting control laws designed in terms of control derivatives in
equations (5.4), (5.6) and (5.8) is simulated. The simulation is carried out with fixed step size
(fundamental sample time) equal to

. Also the numerical ordinary differential equation solver

used for simulations is the ‘ode1 (Euler)’ from the simulink package of MATLAB. This solver
uses the Euler integration method to compute the model state at the next time step as an explicit
function of the current value of the state and the state derivatives.

51

The twisting control laws designed ensure the finite time convergence of the sliding
variables to zero. Also the choice of sliding variables in the form

guarantees

asymptotic convergence of errors to zero in the sliding mode. The exponential decay constant in
the equation for sliding variable is fixed to be
errors with a time constant

, so that an exponential decay of tracking

is achieved.

5.3.1 Output tracking for unperturbed system:
The complete control system is simulated with the nonlinear flight dynamics given by the
mathematical model described in chapter 2. Thus the mathematical model used for simulations
incorporates the battle damages in the form of 50% loss of horizontal tail and rudder area.
However the first order linear dynamics of the actuators are not included in the simulation model.
The twisting controller gains are tuned to following values as mentioned before:

With these conditions the simulations provide the robust, highly accurate unperturbed
(disregarding actuator dynamics) command angle tracking which is plotted in figure 5.2.

Figure 5.2 Command angle tracking
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The control functions in the form of aerodynamic surface deflections are plotted in figure
5.3. The control functions are all smooth and continuous due to the action of ‘twisting as a filter’.
From these control functions it can be observed that the actuator deflection limitations given in
equation (2.3) as:

are all preserved. Figure 5.4 shows the sliding

variables for all the three command angles. The twisting control laws ensure the finite time
convergence which can be observed from the plots.

Figure 5.3 Deflections of aerodynamic surfaces (Control functions)

Figure 5.4 Sliding Variables
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5.3.2 Effects of Parasitic Dynamics:
The parasitic dynamics in the form of actuators are the unmodelled dynamics and their
effects are not considered in the design of controller earlier. An actuator is a final control element
by which a physical control action is achieved. In real systems, the control signals can affect plant
dynamics only after passing through the actuators. In this section we will analyze the effect of
actuator dynamics on the controller performance.
The actuators considered here have first order linear dynamics given by:
(5.11)
Here

,

,

are constant parameters of actuator dynamics.

In order to analyze the effects of these actuator dynamics on controller performance, the
complete system along with plant and controller is simulated by adding the actuator dynamics in
series with plant. The respective control inputs will enter plant dynamics only after passing
through the actuators.
The system is simulated for different values of parameters

,

,

. The plots for

the command angle tracking and sliding variables are presented in following figures. From above
simulation results, the effect of the actuator dynamics on the tracking performance can be seen. It
is clear that the presence of actuator dynamics in the control system introduces self sustained
oscillations in each of the output command angles

and also in each of the sliding variables.

It can be observed that the amplitude and the frequency of the self sustained oscillations are
dependent on the parameters

,

,

of the actuator dynamics. It is clear from the

simulations that for the higher values of actuator parameters we get relatively smaller amplitudes
and higher frequencies of self sustained oscillations in the output command angles as well as
sliding variables.

54

Figure 5.5 Effects of Actuator dynamics on command angle tracking performance with

Figure 5.6 Effects of Actuator dynamics on sliding variables with
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Figure 5.7 Effects of Actuator dynamics on command angle tracking performance with

Figure 5.8 Effects of Actuator dynamics on sliding variables with
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Figure 5.9 Effects of Actuator dynamics on command angle tracking performance with

Figure 5.10 Effects of Actuator dynamics on sliding variables with
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Introduction of self sustained oscillations in the output is not desirable and signifies poor
performance of the control system. The fundamental reason behind this degradation of
performance can be attributed to the loss of the quality of sliding mode achieved.The quality of
achieved sliding mode in terms of convergence of sliding variables to zero value, directly
determines the tracking performance of the control system. Thus the extent to which the
deterioration of the ideal sliding mode occurs due to the effect of parasitic dynamics can serve as
an indicator of the performance of the control system. We can identify certain performance
margins for the designed controller so that these effects are within some acceptable range of
tolerance.
The amplitude and frequency of each of these limit cycles depends on the parameter
of the actuator dynamics. Thus if we know the acceptable range of tolerance for such effects in
the form of acceptable amplitude and frequency, then we can develop a performance margin in
terms of parameter

. This performance margin can serve as the measure of the robustness of

controller towards actuator dynamics. Thus with this margin we can set a limit on the parameters
of actuator dynamics that will guarantee controller performance within acceptable range of
tolerance. On the same lines other analogous performance margin can be identified in terms of
maximal additional phase shift that the system can tolerate. The concepts of these performance
margins have been already explained in Chapter 4. In the next chapter these concepts will be
applied for the control system we have designed
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Summary:
High accuracy robust 2-SM controller is designed in the form of twisting control law for
the command angle tracking of nonlinear flight dynamics of an F-16 aircraft before and after the
battle damages. The continuous control functions in the form of aerodynamic surface deflections
are ensured with the twisting control design in terms of control derivative. Finite time
convergence of sliding variables and asymptotic convergence of error variables to zero is
achieved. Also the sliding variable dynamics in simplified linear form are derived using the
invariance property, due to which the insensitivity of the twisting controller to the perturbations is
ensured in the sliding mode. The effects of linear first order actuator dynamics on the tracking
performance and sliding variables is analyzed for different values of parameters of actuator
dynamics. The results are verified through simulations.
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CHAPTER SIX

PERFORMANCE MARGINS IDENTIFICATION FOR ATTITUDE
CONTROL OF F-16 JET FIGHTER

The effect of actuator dynamics on the controller performance in the form of introduction
of self sustained oscillations in the output and sliding variables has been discussed in the last
chapter. This effect needs to be restricted to some acceptable range in order to ensure acceptable
performance. This can be achieved by restricting certain aspects of the parasitic dynamics such as
phase, gain and parameter

to a range that ensures acceptable performance. This range of

additional phase, gain and parameter

that the system can tolerate acts as a performance margin

that characterizes system’s robustness towards parasitic dynamics. In this chapter we will
determine these performance margins as Practical Phase Margin (PPM), Practical Gain Margin
(PGM) and margin in terms of parameters of actuator dynamics, for the controller designed in the
previous chapter for flight control of an F-16 aircraft.
The DF analysis and method of Harmonic Balance (HB) are applied to determine the
performance margins. The performance of the control system is analyzed in terms of quality of
the practical sliding mode achieved. Thus the performance margins are computed with reference
to the parameters of self sustained oscillations introduced in the sliding variables.
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The simplified linear sliding variable dynamics (5.5),(5.7) and (5.9) are considered for
this analysis. All the nonlinear uncertain terms are assumed to be equal to zero. These terms are
compensated by the sliding mode twisting controller and hence in the sliding mode, system
dynamics are insensitive to these perturbations.
The transfer functions for each pair of input and output for the linear part of the sliding
variable dynamics are obtained by using Laplace transforms. Also the DFs of all the three
twisting control laws are obtained.
These transfer functions and the Describing Functions are then used to obtain HB
equations to estimate parameters of the limit cycle. Finally PPM, PGM and margins in terms of
parameters of actuator dynamics are determined using these harmonic balance equations.

6.1 Transfer Functions for Simplified Linear Dynamics:
The simplified linear model for the sliding variable dynamics with compensated nonlinear
uncertain terms is given by (5.5), (5.7) and (5.9) in the following form.

From these equations we can obtain the input-output transfer functions for the sliding
variables

. After applying Laplace transform to each of the differential equations above

and simplifying, following expressions are obtained.

(6.1)
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(6.2)

(6.3)

Once the transfer functions are obtained, we will now determine the describing functions of
twisting controllers

designed in the previous chapter with fixed control

gains given by equation (5.10).

6.2 Describing Functions of the Twisting Controllers and the HB equations:
In chapter 4 we obtained Describing Function of the twisting algorithm in the following form:
(6.4)
With the control gains given by (5.10) following DFs are obtained for each controller.

(6.5)

(6.6)

(6.7)
The amplitude

and frequency

of the limit cycle in the sliding variables can be predicted

from the solution of the Harmonic Balance (HB) equation which is given as follows.
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The HB equations for the three sliding variables are given as follows:

(6.8)

(6.9)

(6.10)

6.3 Identification of Practical Performance Margins:
The HB equations obtained in the previous section can be used for predicting the
parameters of limit cycle in the respective sliding variables. Also using these equations practical
performance margins can be determined in terms of phase margin and margin in terms of
parameters of actuator dynamics as explained in chapter 4. In order to compute these performance
margins we need to fix a limit on the amplitude and frequency of the limit cycle in each of the
sliding variables that will guarantee some admissible amplitude and frequency of limit cycle in
the respective output attitude angles.
The parameters of limit cycle in the sliding variable determine the parameters of the limit
cycle in the output command angles. This is obvious because asymptotic tracking is achieved
when all the sliding variables are driven to zero in finite time.
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Thus any self sustained oscillation in the sliding variables implies presence of limit cycle
in the output. We can fix the limits on the parameters of self sustained oscillations in the sliding
variables so that desired tracking performance is achieved with certain admissible limit cycle in
the output attitude angles.
Following results provide us with the values of limit cycle parameters in the sliding
variables that guarantee corresponding parameters of output limit cycles. The results are obtained
through simulations and will be used as the acceptable parameters of self sustained oscillations in
the sliding variables.
These values of parameters of limit cycles in the sliding variables will serve as acceptable
parameters for computation of performance margins.
Table 6.1 Acceptable parameters of limit cycles in sliding variables and command angles

Parameters of limit cycle in the sliding
variables

Corresponding limit cycle parameters in the
controlled angles
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6.3.1 Practical Phase Margin (PPM):
The PPM can be estimated by adding an additional phase term in series with the plant
transfer function in the HB equation and solving this equation for acceptable amplitude
frequency

and

given in Table 6.1.

The HB equation after adding phase term is given by:

Now the PPM can be obtained by following the steps in the procedure explained in
section 4.4.1 of chapter 4. Thus the computed PPM is the angle between the vector associated
with the intersection between circle of radius
describing function that is

and

, if the frequency

For the case when the frequency

, and the negative inverse of the

is located outside the circle of radius

is located inside the circle, the PPM can be

computed as the angle between the vectors associated with the point on
the frequency

corresponding to

, and the negative inverse of the describing function.

The effect of the additional phase to the transfer function can be interpreted in terms of a
transport delay
e Ts

. This transport delay is added in series with the transfer function as

. The parameter ′ ′ is given by:

(6.11)
Here

is the frequency associated to the point where the PPM is calculated.

65

PPM for the sliding variable corresponding to roll angle dynamics (
For the compensated linear dynamics of the sliding variable
Nyquist plot

and the plot of

):

given by equation (6.1), the

are shown in the figure 6.1.

The acceptable parameters of limit cycle as given in Table 6.1 are:

Figure 6.1 PPM for sliding variable dynamics
The PPM for
=

(6.12)

Thus in the presence of an additional phase, the sliding variable dynamics
acceptable performance (with
additional phase is less than

and
.

66

can retain an
) if the

PPM for the sliding variable corresponding to angle of attack dynamics (
For the compensated linear dynamics of the sliding variable
Nyquist plot

and the plot of

):

given by equation (6.2), the

are shown in the figure 6.2.

The acceptable parameters of limit cycle as given in Table 6.1 are:

Figure 6.2 PPM for sliding variable dynamics
The PPM for
=

(6.13)

Thus in the presence of an additional phase, the sliding variable dynamics
acceptable performance (with
additional phase is less than

and
.
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can retain an
) if the

PPM for the sliding variable corresponding to side slip angle dynamics (
For the compensated linear dynamics of the sliding variable
Nyquist plot

and the plot of

):

given by equation (6.3), the

are shown in the figure 6.3.

The acceptable parameters of limit cycle as given in Table 6.1 are:

Figure 6.3 PPM for sideslip angle dynamics
The PPM for
=

(6.14)

Thus in the presence of an additional phase, the sliding variable dynamics
acceptable performance (with
additional phase is less than

and
.
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can retain an
) if the

The Practical phase margins (PPM) obtained in equations (6.12),(6.13) and (6.14) give us
an idea about the robustness of the designed control system towards additional phase in the linear
part of the sliding variable dynamics. If the additional phase is within these Phase Margins for
respective input-output pair then an acceptable performance (in terms of acceptable deterioration
of ideal sliding mode as an effect of introduction of limit cycle) is guaranteed.
6.3.2 Practical Gain Margin (PGM):
The Practical Gain Margin (PGM) can be estimated by adding a pure gain term in series
with the plant transfer function in the HB equation and solving this equation for some acceptable
amplitude

and frequency

.

The HB equation after adding the gain term is given by:

(6.15)
Now we can solve this HB equation for each of the sliding variables

,

,

given by equations (6.1),(6.2) and (6.3) respectively and the negative inverse of the
describing functions of their corresponding twisting controllers given by equations (6.8),(6.9) and
(6.10).
Instead of solving three HB equations for three sliding variables we will solve single HB
equation for a general case involving a general second order transfer function for
form:

Here

are some real constants.
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of the

With this general form of

the HB equation takes following form

Rearranging we get:

Separating real and imaginary parts we get system of two algebraic equations given by:

The right hand sides of above two equations are both equal and hence corresponding left
hand side terms can be equated with each other which yields an expression in terms of
constants

that can be solved to determine frequency . Here the term

gets cancelled

from the numerator of both expressions.

(6.16)
It is clear from this expression that the solution in the form of frequency
depend on the additional gain factor . Thus we can say that the additional gain

does not

has no effect

on the parameters of the self sustained oscillations which are the solutions of the HB equation.
This means that any increase in the gain

does not affect the system performance and hence the

Practical Gain Margin (PGM) can be identified to be infinite for all the three sliding variable
dynamics.
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6.3.3 Margins in terms of parameters of actuator dynamics:
The Margins in terms of parameters of actuator dynamics can be estimated by adding an
first order linear actuator in series with the plant transfer function in the HB equation and solving
this equation for some acceptable amplitude

and frequency

.

The actuator transfer function is given by:

(6.17)

The HB equation after adding actuator transfer function is given by:

(6.18)
Now the margins in terms of actuator dynamics can be obtained by solving this HB
equation. Substituting expressions for

from equation (6.17) and

from

equation (6.4) we get:

Now we can solve this HB equation for each of the sliding variables

,

,

given by equations (6.1),(6.2) and (6.3) respectively and the negative inverse of the
describing functions of their corresponding twisting controllers given by equations (6.8),(6.9) and
(6.10).
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Instead of solving three HB equations for three sliding variables we will solve single HB
equation for a general case involving a general second order transfer function for

of the

form:

Here

are some real constants.

With this general form of

the HB equation takes following form

Rearranging we get:

Separating real and imaginary parts we get system of two algebraic equations given by:

Solving these two equations we can find out an expression for
and frequency of the limit cycle

in terms of constants

as follows:

(6.19)
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If we know the minimum frequency

that guarantees acceptable tracking

performance then equation (6.19) can be used to calculate the minimal value of parameter

that

necessary to maintain this performance. Next we will determine performance margins in terms of
parameter

for the three sliding variables.

Performance margin parameter
For sliding variable

for sliding variable

:

, acceptable limit cycle parameters are:

Also corresponding transfer function is:

Thus with reference to equation (6.19) we have:
Also we know that
Thus minimal value of parameter

that is necessary to maintain this performance is

calculated as:
(6.20)

Performance margin parameter
For sliding variable

for sliding variable

:

, acceptable limit cycle parameters are:
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Also corresponding transfer function is:

Thus with reference to equation (6.19) we have:
Also we know that
Thus minimal value of parameter

that is necessary to maintain this performance is

calculated as:
(6.21)

Performance margin parameter
For sliding variable

for sliding variable

, acceptable limit cycle parameters are:

Also corresponding transfer function is:

Thus with reference to equation (6.19) we have:
Also we know that
Thus minimal value of parameter

that is necessary to maintain this performance is

calculated as:
(6.22)
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The Performance margin parameter

obtained in equations (6.20),

(6.21) and (6.22) give us an idea about the robustness of the designed control system towards first
order linear actuator dynamics. All the results obtained for PPM and performance in terms of
parameters of actuator dynamics are summarized in the following Table 6.2.

Table 6.2 Summary of Performance margins identification results

Sliding Variable
And corresponding acceptable
limit cycle parameters

Practical Phase Margin
(PPM) and corresponding
transport delay
=

=

=

The actuator dynamics can be expressed in the following form:
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Performance Margin in terms
of actuator parameter

In this form the parameter

is called the time constant of the actuator. It is the time

required for the step response of the actuator to rise to 63.2% of its final value. Thus performance
margin

tells us, how fast the actuator dynamics should be, in order to achieve the desired

performance. From the performance margins we have identified in Table 6.2 we can calculate the
performance margins as time constants of the actuators as follows:



For

,



For

,



For

,

From above values of time constants of actuators it is clear that actuators needed to maintain the
performance for

and

have to be faster than that for

.

Practically it can be difficult to design actuators with time constants as low as 4.41
milliseconds and 4.1 milliseconds. Thus with these performance margins, although a very high
quality tracking performance is guaranteed, it is practically difficult to implement this control
design. Hence in order to make the control design practically more feasible, we will relax the
constraints on acceptable performance so that a reasonably good tracking performance is possible
with performance margins which are practically more viable.
Following Tables 6.3, 6.4 and 6.5 show the performance margins for more relaxed
conditions. The same procedure as described previously is applied to determine these new
performance margins.
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Table 6.3 Performance Margins for various acceptable limit cycle parameters for

Acceptable limit cycle
parameters

Practical Phase Margin
(PPM)

Performance Margin in terms
of actuator parameter

=

32.73

=

21.875

Table 6.4 Performance margins for various acceptable limit cycle parameters for

Sliding Variable
And corresponding acceptable
limit cycle parameters

Practical Phase Margin
(PPM)

Performance Margin in terms
of actuator parameter

=

206.2244

=

137.4
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Table 6.5 Performance margins for various acceptable limit cycle parameters for

Sliding Variable
And corresponding acceptable
limit cycle parameters

Practical Phase Margin
(PPM)

Performance Margin in terms
of actuator parameter

=

174.3775

=

139.5527

6.4 Simulations:
The verification of these results obtained in terms of performance margins is carried out
through simulations. The simulation is carried out with fixed step size (fundamental sample time)
equal to

. Also the numerical ordinary differential equation solver used for simulations is the

‘ode1 (Euler)’ from the simulink package of MATLAB.

Simulations show that the acceptable

tracking performance is preserved as long as the additional phase and the parameters of first order
linear actuator dynamics do not violate the performance margins determined The simulation
results are presented in two separate subsections. In the first subsection the verification of
practical phase margin (PPM) and corresponding control performance is presented. In the second
subsection the verification of performance margins in terms of parameters of actuator dynamics
and corresponding control performance is presented.
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6.4.1 Verification of Practical Phase Margin (PPM):
The complete system is simulated with the additional phase in the form of a transport
delay in series with plant dynamics. The results of simulations are presented in figures 6.4, 6.5
and 6.6. The amplitude and frequency of the limit cycles in the sliding variables for three
different cases of practical phase margins (PPM) determined in the previous section can be
observed from these results.
From these simulation plots for sliding variables it can be observed that the deterioration
of ideal sliding mode into practical one is comparatively smaller for more stringent performance
requirements. As the performance requirements are relaxed the loss in the quality of sliding mode
can be observed in terms of increase in the amplitude and decrease in their frequency of self
sustained oscillations.

.Figure 6.4 Limit cycles in sliding variable

for different values of transport delays
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.Figure 6.5 Limit cycles in sliding variable

for different values of transport delays

.Figure 6.6 Limit cycles in sliding variable

for different values of transport delays
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The loss in the quality of ideal sliding mode results in the loss of tracking performance,
thus giving rise to self sustained oscillations in the command angles. Figures 6.7,6.8 and 6.9
present the limit cycles introduced in the tracking performance of all the three command angles
for different values of additional phase interpreted in terms of transport delay.
The tracking performance corresponding to the practical phase margin (PPM) for
relatively stringent performance requirements is better due to the obvious fact that the quality of
the achieved sliding mode is better in that particular case.

.Figure 6.7 Limit cycles in Roll angle

for different values of transport delays
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.Figure 6.8 Limit cycles in Angle of attack

for different values of transport delays

.Figure 6.9 Limit cycles in sideslip angle

for different values of transport delays

Figures 6.10,6.11 and 6.12 show us the control functions in terms of aerodynamic surface
deflections for three different cases of practical phase margin in terms of transport delay.
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Figure 6.10 Aerodynamic surface deflections for different transport delays (Case 1)

Figure 6.11 Aerodynamic surface deflections for different transport delays (Case 2)
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Figure 6.12 Aerodynamic surface deflections for different transport delays (Case 3)

6.4.2 Verification of Performance Margins in terms actuator dynamics:
The complete system is simulated with the first order linear actuator dynamics in series
with plant dynamics. The results of simulations are presented in figures 6.13, 6.14 and 6.15. The
amplitude and frequency of the limit cycles in the sliding variables for different values of
parameter

can be observed from these results.

In the case of performance margins in terms of parameters of actuator dynamics the
quality of achieved sliding mode decreases as the value of parameter
performance margin for a more relaxed performance requirement.
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decreases indicating a

Figure 6.13 Limit cycles in sliding variable

for different values of actuator parameter

.Figure 6.14 Limit cycles in sliding variable

for different values of actuator parameter
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.Figure 6.15 Limit cycles in sliding variable

for different values of actuator parameter

The loss in the quality of ideal sliding mode, due to decrease in the value of parameter

, results

in the obvious loss of tracking performance. This can be observed from the figures 6.16, 6.17 and
6.18 for all the three command angles and corresponding.

Figure 6.16 Limit cycles in Roll angle

for different values of actuator parameter
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Figure 6.17 Limit cycles in angle of attack

for different values of actuator parameter

Figure 6.18 Limit cycles in sideslip angle

for different values of actuator parameter

Figures 6.19, 6.20 and 6.21 show us the control functions in terms of aerodynamic surface
deflections for three different cases. A very small increase in the oscillations of control variables
can be observed with the decreasing parameter
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Figure 6.19 Aerodynamic surface deflections for different values of actuator parameter

Figure 6.20 Aerodynamic surface deflections for different values of actuator parameter
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Figure 6.21 Aerodynamic surface deflections for different values of actuator parameter

6.4.3 Accuracy of the DF analysis

The comparison of results from DF analysis and those from simulations is presented in
Tables 6.3 and 6.4. From this comparison it is clear that DF analysis provides us with a way to
have an approximate prediction of the self sustained oscillations in the sliding variables. However
the results of DF analysis are sufficiently accurate for the analysis of practical systems.
Table 6.6 Prediction of limit cycle parameters with additional phase

Limit cycle:

Limit cycle:

DF Analysis
Simulations
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Limit cycle:

Table 6.7 Prediction of limit cycle parameters with actuator dynamics

Limit cycle:

Limit cycle:

Limit cycle:

DF Analysis
Simulations

Summary:
In this chapter we have obtained input output transfer functions of the linear sliding
variable dynamics with twisting control being the input of these transfer functions. Also we have
determined the describing functions of the three twisting controllers. Using the harmonic balance
method the performance margins for the designed control system are identified in terms practical
phase margin (PPM) and margins in terms of parameters of actuator dynamics. The results have
been verified through simulations. Simulations results are close enough to the ones predicted by
DF analysis establishing the practical viability of the results.
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CHAPTER SEVEN

CONCLUSIONS

A twisting algorithm based second order sliding mode controller has been designed for
the command angle tracking of nonlinear dynamics of an F-16 fighter aircraft before and after
battle damages. The control design is carried out in terms of control derivative so that the original
control functions are all continuous thus making it a controller with twisting as a filter algorithm.
The twisting algorithm guarantees finite time convergence of sliding variables. Also asymptotic
tracking performance is achieved, preserving the actuator deflection limitations. The fundamental
property of sliding mode controller of being insensitive towards matched disturbances and
uncertainties is utilized to compensate for the nonlinear and uncertain terms (due to battle
damages) in the flight dynamics.
Performance margins that indicate robustness of the control system towards unmodelled
dynamics are identified. The compensation of the nonlinear and uncertain terms in the sliding
mode, enables us to identify these performance margins in terms of maximal phase lag and first
order linear actuator dynamics with minimal fundamental frequency, that can be added to the
frequency characteristic of the linear part of the open loop sliding variable dynamics.
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These performance margins yield acceptable loss of system’s performance in terms of admissible
parameters of self sustained oscillations. Three cases each one with different acceptable
performance criteria, are considered for performance analysis. It can be concluded from the
results that faster actuator dynamics guarantee for the satisfaction of more stringent performance
requirements.
The performance margins identified for the specified performance criteria can serve as
reliable results necessary for certification of the twisting algorithm based 2-SM controllers
designed for flight control. In future there is considerable scope for the research on the similar
lines. The performance analysis for the same control problem can be carried out with the second
or higher order linear actuator dynamics as parasitic dynamics. Also the performance margins for
2-SM controllers based on algorithms other than twisting algorithm can be determined and based
on the results a comparison of their robustness towards parasitic dynamics can be presented. One
more possible development can be application of more advanced technique for the limit cycle
analysis using locus of a perturbed relay system (LPRS)[19]. This approach can provide more
accurate results compared to DF analysis but is computationally more intensive.
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APPENDIX

DESCRIBING FUNCTION ANALYSIS

The main purpose of Describing Function (DF) technique [2],[18], and [163] is in studying the
stability of the nonlinear systems, in particular prediction of limit cycles in nonlinear systems. A
system with zero input that contains only one combined nonlinearity is shown in figure A.1

Figure A.1 Block diagram of a nonlinear system
It is assumed that there exists a periodic solution.
(A.1)
where ω is a frequency of self-sustained oscillations (limit cycle).
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The output u of the nonlinear block will be given by the Fourier series:

(A.2)

Where

for odd nonlinearities and

(A.3)

Assume that the transfer function of the plant, G(s), has low-pass filter characteristics
with respect to higher harmonics in the signal e (t). It means that |G(s)| is assumed to be small
with respect to the higher harmonic components for n = 2, 3 ... of the signal u (t) given by eq.
(A.2) compared to the value of |G(s)| with respect to a fundamental component for n = 1. In this
case the fundamental output u (t) of the nonlinearity can be computed as:

(A.4)

This assumption is the foundation of the Describing Function Technique. The describing
function of the nonlinearity is defined as the fundamental output (presented in a complex function
format) divided by the input amplitude. This is in a Cartesian format:

(A.5)
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In polar coordinates we have:
(A.6)

where

(A.7)

In order to analyze the possibility of occurrence of limit cycles in nonlinear closed loop
system (Figure A.1) we assume that the transfer function of the plant G(s) has low-pass filter
characteristics and the input e (t) of the nonlinearity is sinusoidal and given by equation (A.1).
Then the nonlinearity in Figure A.1 is replaced by its describing function N (A, ω) given by
equations (A.5) or (A.6) and (A.7), and the sinusoidal signals e (t) and u (t) are presented in a
phasor format. Resulting system is presented in Figure A.2

Figure A.2 Block diagram of nonlinear system with describing function in frequency
domain
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A steady state sinusoidal analysis is performed next. The nonlinear system will have a
limit cycle if there exists a harmonic balance in this system. It means that the sinusoidal signal at
the input of the nonlinearity will propagate through the cascade of the nonlinear block and the
linear plant, and being negated at a negative feedback will regenerate itself. Therefore, we obtain
in frequency domain:
(A.8)

Rearranging equation (A.8) we get:

(A.9)

This is known as the harmonic balance equation. If equation (A.9) is satisfied for some
and

, then these values give the amplitude and frequency of the predicted limit

cycle. If equation (A.9) does not have a real valued positive solution, the limit cycle is not
predicted. We have to acknowledge that due to the Low Pass Filter Hypothesis, and due to taking
into account only the fundamental harmonics when performing the harmonic balance, we can
only predict the limit cycle. The prediction is supposed to be verified via simulations. Thus
describing function technique provides only an approximate prediction of the limit cycle in the
output
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