A Numerical technique for solving carrier-mediated transport problems by Jain, Ravi & Schultz, Jerome S.
,Journal of Membrane Science, ll(l982) 79-106 
Elsevier Scientific Publishing Company, Amsterdam - Printed in The Netherlands 
79 
A NUMERICAL TECHNIQUE FOR SOLVING CARRIER-MEDIATED 
TRANSPORT PROBLEMS 
RAVI JAIN and JEROME S. SCHULTZ* 
Department of Chemical Engineering, The University of Michigan, Ann Arbor MI 48109 
(U.S.A.) 
(Received September 25,198l; accepted in revised form November 5,198l) 
Summary 
A numerical technique and a computer program based on the met&d of orthogonal 
collocation on finite elements for solving steady state carrier-mediated transport problems 
is presented. The method is especially suitable in solving boundary layer type of problems 
as arise in carrier-mediated transport. The method uses an efficient LU decomposition of 
a blockdiagonal matrix. A residual criterion is used for the placement of elements which 
can be easily implemented using an interactive feature inthe computer program. Numerical 
results for three different systems; a system with simple kinetics and equal diffusivitiee 
for carrier and its complex, a system with simple kinetics and unequal diffusivities and a 
system with complex kinetics and equal diffusivities, indicate that the method is very 
versatile and has very good convergence properties. The method can be used very easily 
for all these systems by making minor modifications to the computer program. 
Introduction 
The phenomenon of carrier-mediated transport, which involves diffusional 
transport coupled with chemical reactions, has been known for a long time. 
The major impetus for the work in this area was provided by the Scholander’s 
[l] study of oxygen transport in hemoglobin solutions. It has since become 
an important area of study for engineers due to its applicability to various 
biological and non-biological systems [ 2-71. The analysis of carrier-mediated 
transport involves the solution of a system of second order non-linear differ- 
ential equations of the boundary value type and has enjoyed considerable 
attention since no exact analytical solutions exist. Two approaches have 
been used for the solution; semi-analytical and numerical. The semi-analytical 
methods involve the techniques based on matched asymptotic expansions 
[ 8-111, singular perturbation method [ 301, regular perturbation method 
131,321 and techniques involving other approximations to the differential 
equations [12-l 41. The numerical methods involve the quasi-linearization 
technique [ 15,161, a finite difference technique with non-uniform mesh 
*To whom all correspondence about the paper should be addressed. 
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points [32] and a technique based on the Gale&in method [ 171. The semi- 
analytical solutions are elegant and easy to apply provided their validity has 
been established, usually by some numerical solution. Their range of applica- 
bility is also 6ft.en not known beforehand, The numerical methods, on the 
other hand, can be used as general purpose tools for solving these problems. 
In this paper, we describe a technique based on orthogonal collocation on 
finite elements introduced by Carey and Finlayson [18] and a computer 
program based on the technique. The method is particularly suitable for 
solving the boundary layer type of problems which usually arise in the analysis 
of carrier-mediated transport systems. The method uses a very efficient storage 
and computational scheme as is discussed later. The method can also be applied 
to a diverse class of carrier-mediated transport problems, some of which are the 
facilitated transport in composite membranes [ 19-211, facilitated transport 
with competing permeants [ 22, 191, facilitated transport involving reversible 
as well as irreversible reaction [23] and the classical carrier-mediated transport 
problem [ll]. The use of the technique is demonstrated in this paper using 
three different carrier-mediated transport systems. Comparisons with other 
numerical techniques are also made. Applications of the technique to other 
situations will be discussed in a forthcoming paper. 
Mathematical description of the carrier-mediated transport problem 
We start by considering the situation in which a reversible chemical reac- 
tion takes place between a permeant, A, and a carrier, B, to form a carrier- 
permeate complex, AB. The carrier and its complex are constrained to stay 
within a membrane of thickness, L. The diffusion reaction equations de- 
scribing the system can be written as: 
d2Ci 
D1 - = 
dx2 
ri (i = A,B,AW 
where Ci, Dt and ri are the concentrations, diffusivities and reaction rates, 
respectively, and 
rA = rB = -rAa = k,CACB-k2CAB (2) 
kI and k2 are the forward and the reverse rate constants for the reaction 
A+B + AB 
The boundary conditions are 
CA = CA0 atx=O 




G dcAB --_--_ 0 atx=O&L 
dx dx 
All ofthese conditions are not independent and an extra condition is ob- 
tained by making a balance on the total amount of carrier in free and the 
associated forms. The balance equation can be written as 
(c, + CAB) dx = CT L (4) 
where CT is the average total concentration of B in all its forms. Writing eqn. 
(1) for i= B and AB, adding the resulting equations, integrating across the 






Further integration gives, 
DBCB + DAB CAB = C* 
where C* is an integration constant. Equation (6) can be rewritten as: 
(6) 
DAB (CAB+CB) +(DB-DAB)CB =C* 
Substitution of the value of (CAB + Ca) from eqn. (7) in eqn. (4) and re- 
arrangement gives the defining relation for C* : 
C* = D-CT + (DB iDAB) 7 CB dX . 
0 
(7) 
Eqn. (7) is the balance equation for the total amount of carrier for general 
case of non-equal diffusivities. In most of the cases treated in the literature 
the carrier and its complex are of about the same size and the equal diffusiv- 
ity assumption can be used with little error, i.e. DB = DAB, and application 
of eqn. (8) to eqn. (7) for this case gives: 
Ca+CM =Cr. (3) 
The numerical procedure developed in this paper is illustrated for the case 
of equal, as well as unequal diifusivities. For either case we have an algebraic 
relation between Ca and CAB, and eqn. (1) need be solved only for the com- 








- = k, c, c, - kz (c, - c,) 
De-dimensionalization of eqns. (10) and (11) gives : 
d2c, _ _ 
- = P(QCACB-T+cB) 
dZ2 
and 
d2Ca _ _ 






P= k2L21DA, S = k2L2/DB, Q = k&/k2 and T = C&,0. 
P and S are the two DamkShler numbers for the system. The relations between 
the de-dimensionalized and the original variables are: 
C-- = C,&;& = CB/Ci and 3 =X/L. 
The boundary conditions reduce to 
Ek = 1 atX=O 






The physical quantities of interest after solving these equations are the 
total flux of the permeating species, A, and the facilitation factor, F, defined 
as the ratio of the facilitated flux and the flux due to the simple physical 
diffusion alone. These can be obtained by subtracting eqns. (10) and (ll), 
integrating and applying the boundary conditions in eqn. (3) and then 
integrating once more as illustrated by Smith et al. [ 111. The procedure 
gives following relation for the total flux, NA, of the per-meant: 
where 
F: JC,” = CAL/c;. 
The facilitation factor, F, is given as 
(14 
F 
DB (XT; 4;) =- 
DA (I- c,Lfc;) 
WV 
Thus both the flux and the facilitation factor can be calculated once the 
boundary concentrations of free carrier are determined, i.e. ci and ci. 
The method of orthogonal collocation on finite elements 
In the method of orthogonal collocation on finite elements, the domain 
over which the solution is to be obtained is divided in a number of elements 
(which for the present case involves dividing the line 0 =Gx 91 in segments of 
different lengths). The method involves the application of the method of 
global orthogonal collocation for each element. The solutions for different 
elements are joined together by requiring the continuity across the elements. 
A brief discussion of the methods of orthogonal collocation [ 24,25,33] and 
orthogonal collocation on finite elements [ 181 is given next. 
Consider a second order ordinary differential equation: 
d2y 
- = f(X,Y) * 
dx2 
(17) 
The boundary conditions for the differential equation are assumed to be 
known. The method of orthogonal collocation consists in representing the 
solution to the differential equation by a linear combination of orthogonal 
polynomials in the interior of the interval. A typical solution is, 
y(X) = a + bX +X(1-X) 6 UiPi-l(X) m 
i=l 
where Pi_l(x)‘s are the orthogonal polynomials of (i -1)th order defined over 
the interval of interest and the first two terms are added to account for the 
boundary conditiops, Shifted Legendre polynomials defined over the interval 
0 Q x < 1 were chosen in this work. The Nth degree polynomial has N roots 
in the interval. Equation (,l8) contains ~+2cunknown constants and can 
alternatively be written as: * i _) , :, 
!, ’ N+2 
y(x) = c c&x’-’ *- 
i=l 
,) , , ’ 
. ,- 
(19) 
where dl’s are N+ 2 unknown constants. The roots of the polynomial PN(x) 
in the interior of the domain are taken as the collocation points. The reason 
for doing this is explained after setting up the equations for the system. If 
we, for a moment, assum&hat.the solutions y (xi)‘6 at the collocation points 
Xj’s are known, eqn. (19) can be rewritten as: 
N+2 
Y(Xj) = C di Xii-l. 
i=1 
This equation can be used to derive the expressions for the first and second 
derivatives at the collocation points in terms of the solutions at the colloca- 
tion points and the roots of the orthogonal polynomials. Successive differ- 
entiations of eqn. (19) and evaluations at x = x1 give: 
$(Xj) = g di (i-l)x,Kli-2 
i=l 
d2y N+2 
dxl (Xj) = c df (i-l) (i-2) x,i-3 
f=l 
(21) 
Equations (20) and (21) can be written in matrix form as 
9 = &j, =_z;i md 3 
dx - dx2 
= j.7.a 
where (22) 
Dj, = X,i-l, ’ 2 Eji = (i-I)~j - and Fit = (i-l) (i-2)xj i-3 
From eqn. (22) we have 
a = 8-17 (23) 
and hence 




j?.E-’ ji = 3.7 
(24) 
(25) 
The square matrices A and B are dependent solely on the roots of the ortho- 
gonal polynomials and hence can be calculated once and for all as soon as 
the orthogonal polynomials are selected. This is a direct consequence of 
choosing the roots of orthogonal polynomials as the collocation points. An 
arbitrary choice of collocation points would require reevaluation of A and B 
matrices for each problem. It is also seen in (ref. 25) that with this proce- 
dure, the solution converges very rapidly as the order of polynomial, N, is 
increased. This is another reason for choosing the roots as the collocation 
points. 
If the integral of the solution vector Y is desired, it can be evaluated using 
the quadrature formula, 




Equation (26) with y1 = x ‘-I gives 
-53 
W*D = B 
where 
Gi = l/i 
so 
jff7= &B-l (27) 
The matrices A, B, and the vector W are given by Finlayson [ 25,331. The 
derivatives can now be substituted in the differential eqn. (17) to form the 
algebraic equations of the type 
N+2 
C BjiYi-f(3,Yj) = Cl j = 2,N+l (28) 
i=l 
These equations are known as the residual equations. Two more equations 
can be obtained if the boundary conditions are specified. If, for example, 
y = a at x = 0 and dy/dr = b at x = 1, we have two additional equations. 
Y1 = c 
and 
N+2 
CA N+Z.i YI = b 
i=l 
(2% 
Equations (28) and (29) represent a set of N+ 2 equations in N+ 2 un- 
knowns and can be solved to obtain the values of yi. The solution thus ob- 
tained satisfies the differential equation exactly at the collocation points. 
The difference is usually small at other points. As the order of the polynomial, 
N, is increased, the differential equation is satisfied at more and more points 
and the error in the solution decreases consequently. Application of this 
method to several problems [ 25,331 has indicated that the solutions obtained 
even with small N are fairly accurate. However, in problems involving boundary 
layer type of solutions where the solution changes very rapidly over a small 
interval, as is the case with the most carrier-mediated transport problems, the 
usual orthogonal collocation procedures just outlined do not work well. This 
is due to the fact that even with very large N, very few, if any, collocation 
points are located in the boundary layer region where the solution is the most 
important. However if the domain is divided into number of elements, enough 
points can be located in the boundary layer region by locating the elements 
there and fairly accurate solutions can be found. The idea is illustrated by 
applying it to the carrier-mediated transport problem discussed in the previous 
section. Following Carey and Finlayson [ 181, the domain from x = 0 to 1 is 
divided into M elements of length AX,, 2 = 1, M. A new variable, u, is defined 
in each element, u’ = (x -x,)/AX, and AX, = xl+, - XI. The variable u goes 
from 0 to 1 in each element and the collocation points are the roots of PN( u) = 
0, where PN(u) are the shifted Legendre polynomials defined over the interval 
0 to 1. The bars on the concentrations will be omitted from now on for con- 
venience. It should, however, be kept in mind that these variables are still 
dimensionless. The residual equations for the finite element formulation can 
be written as: 
--& Ng B,, CA; = P(QC,:C,:-T+C,$ I-1 ,..., M;j=2 ,..., N+l (30) 
1 111 
A similar equation holds for CB . The boundary conditions reduce to: 
c$ = 1 
M 
%+z = CAL/CA’ (31) 
& Ns&,C~; =0 and 
1 i=l 
& “! AN+z& = 0 
I 
The continuity of the dependent variables and the first derivatives across 
the elements leads to: 
1+1 




AN+z,&A; ----& z A~,~c~~+~ = 0 l=l,...,M-1 (32) 
9 
A similar equation can be written for Cx. Equations (30)-(32) represent a 
blockdiagonal system of equations as is discussed in detail by Carey and Fin- 
layson [18]. The solution to these equations represents the solution to the 
original problem for M number of elements. As one places additional elements 
in appropriate places according to the criterion discussed later, the true solu- 
tion is approached fairly rapidly. The method of solution is discussed next. 
The method of solution 
An orthogonal collocation procedure with 3 interior collocation points in 
each element (solution being represented by a fourth order polynomial) was 
used in this-work. Before attempting the solution of the system of non-linear 
equations just discussed, the various unknowns CAf and Ca! must be arranged 
in a single solution vector. This can be done as illustrated in Fig. 1 for 2 
equally spaced elements. The numerical values of the actual collocation points 
are also shown in the figure. We remark that the collocation points are not 
equally spaced in each element. The yi’s in Fig. 1 represent th&solution vector 
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0 .056 .25 .444 .5 .556 .75 .944 1.0 
0 X x-x X Xd 
1 




cA3 'A; 'A; 
2 2 
'8, 'B2 '6: 'B: 
$, : Y, Y3 Y5 y7 y9 91 y13 Y15 y17 
cB : Y2 Y4 y6 y8 YlO y12 y14 YlG y18 
Fig. 1. Location of collocation and element end points and arrangement of solution vector. 
(0, the element end points and the boundary points; X, the collocation points). 
for the entire system. This kind of staggered arrangement is very helpful in 
writing the computer program. The approach can be easily generalized for 
more than two equations. 
The Newton-Raphson method of Carnahan et al. [26] was used for the 
solution of the system of non-linear equations as large gradients in concentra- 
tions near the boundaries were anticipated. If the equation set is written as: 
F(S) = 0 
The Newton-Raphson procedure gives 
J= pk+l - yk) = -F(yk) (34) 
where J is the Jacobian matrix for the system (also blockdiagonal) and 7 k, 
Y -‘+’ are the values of 9 after kth and (lz +l)th iteration respectively. Equation 
(34) represents a blockdiagonal system of linear equations. The major ad- 
vantage of the present finite element method results from an efficient solu- 
tion to this system of equations. For this purpose, an efficient general purpose 
routine to perform LU (lower-upper) decomposition with row equilibration 
and partial pivoting for blockdiagonal matrices was written. The method 
consists in applying the LU decomposition procedures [ 271 for dense matrices 
to each block in turn. Precautions are taken to ensure that no fills are 
generated outside the individual blocks during the elimination procedure. 
The diagonal blocks of the J matrix and its LU decomposition are overstored 
over each other in a three dimensional array. The storage requirements and 
the computational efforts remain proportional to the number of elements 
with this procedure and the higher order solutions (solutions with large num- 
ber of elements) do not become very expensive. 
Once the solution to eqn. (34) is obtained, the new solution can be calcu- 
lated. The procedure is continued until the difference between the successive 
iterates (y’+l - Yk) becomes fairly small. This then represents the solution 
to the problem for M number of elements at the collocation and the contin- 
uation points. To obtain solution at other points one can interpolate for 
each element using the following equation, similar equation being valid for 
CBS 
N+2 
c;(x) = g qw-’ (35) 
i=l 
Knowing the solution at the collocation and continuation points one can cal- 
culate the coefficients d: and hence the solution at other points. The solution 
can be improved upon by calculating the mean squared residual for each ele- 
ment as discussed by Carey and Fmlayson [ 181. However, as pointed out by 
them, the maximum residual is likely to occur at the continuation points. 
So the evaluation of residual at the continuation points suffices in most 
cases. This can be done by evaluating eqn. (30) for j = 1 or N + 2. Once the 
residuals at element end points have been calculated, additional elements are 
placed where the residuals are large. The collocation points for the new solu- 
tion can then be calculated and the new starting guesses can be found using 
the interpolation formulae such as eqn. (35) calculated for the previous solu- 
tion. The procedure is continued until the solution converges. 
As mentioned earlier, the method of orthogonal collocation on finite ele- 
ments with 3 interior collocation points in each element was used. A method 
with more interior points in each element would probably lead to a faster 
convergence requiring lesser number of elements for the final convergent 
solution but the consequent increase in the matrix size for individual blocks 
(10 X 10 for N = 3 to 14 X 14 for N = 5) increases the computational costs 
offsetting the advantage. The lower order method also has a lower round-off 
error, making it more desirable to use. A brief discussion of the computer 
program used in the solution is given next. 
The computer program 
The computer program, CARMED*, for the solution of the carrier-mediated 
transport problem consists of a set of thirteen routines, including the MAIN 
program. The arrangement of various subroutines is shown in Fig. 2 below. 
A downward sloping line indicates that a lower order subroutine is called by 
a higher order one. The functions of various subroutines are summarized 
below. 
*A copy of the computer program and the users’ manual is available from the authors. 
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Fig. 2. Arrangement of varioue routines in the computer program, CARMED. 
MAIN 
The main program reads the input data, calls routine PARAM to calculate 
the parameters of the differential equations such as P, Q etc., calls routine 
CALCN to set up the jacobian matrix, and the vector of the function values. 
It then calls routines BLDIAG and SOLVE to calculate the change in the 
solution vector, checks for the convergence and if the convergence is obtained 
calls routine RES to calculate the residuals at the continuation points and 
routine RINTRP to calculate the interpolating polynomials. Routine DIFCOR 
is called next if the diffusivities of carrier and its complex are not same. The 
MAIN program then reads the location of the additional elements interactive- 
ly and calls routine REORDR to calculate the new starting solution. The 
whole process is then repeated until an exit route is taken. 
CALCN 
This routine sets up the jacobian matrix and the vector of function values 
for the blockdiagonal system of equations. Repeated calls to routine KINET 
are made to calculate the elements of the jacobian matrix and the function 
values corresponding to the boundary conditions and the reaction rate terms. 
BLDIA G 
This routine performs LU decomposition of a blockdiagonal matrix. Row 
equilibration and partial pivoting are performed in each block to reduce the 
roundoff errors. 
SOLVE 
This routine solves the blockdiagonal system of equations using the L and U 
matrices calculated by BLDIAG. Backward and forward substitution 
algorithms are used for this purpose. 
RES 
This routine calculates the residuals at the continuation points using the 
solution vector calculated by SOLVE. Routine FUNC is called to calculate 
the reaction rates at the collocation points. 
RINTRP 
This routine sets up the equations to calculate the interpolating polynomials 
for all the elements and then calls BLDIAG and SOLVE (with M = 1) to solve 
them. 
REORDR 
This routine receives the location and the number of additional elements 
from MAIN program and using the interpolating polynomials from RINTRP, 
calculates the starting guesses in the Newton-Raphson procedure for the new 
set of equations. 
KINET 
This routine calculates the elements of the jacobian matrix, by calling 
routine PDERV, and the function values for the boundary conditions and 
the reaction rate terms, by calling routines FUNC & BNDRY. 
PARAM 
This routine calculates the dimensionless parameters of the differential 
equations using the physical constants supplied by the MAIN program. 
FUNC 
This routine calculates the values of the kinetic expressions (right hand 
side of the differential equations) for various components. 
PDER V 
This routine calculates the partial derivatives of the kinetic expressions. 
BNDR Y 
This routine is used to define the boundary concentrations of the 
permeant. 
DIFCOR 
This routine is used to make corrections when the diffusivities of the 
carrier and its complex are not same. 
Routines PARAM, PDERV, BNDRY 8~ DIFCOR are the ones that need 
to be changed for problems with different kinetic schemes. The procedure 
to construct these routines is illustrated in the Appendix. The users’ manual 
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contains these routines and complete set of data for three examples discussed 
in this paper. 
Results of the numerical calculations 
The computer program was tested for three different physical systems. 
The numerical results for two of these systems are available in the literature. 
The calculations were done on Amdahl470 V/8 computer at the University 
of Michigan. The machine has a 16 digit accuracy in double precision. The 
major features of the present computational procedure are illustrated using 
the case of CO diffusion through hemoglobin solution. The other two sys- 
tems (CO2 diffusion through bicarbonate solution and NO diffusion through 
ferrous chloride solution) are used to illustrate the additional features as well 
as the application to situations not covered for CO facilitation. The results of 
the numerical calculations are discussed next. 
1. Carbon monoxide diffusion through membranes containing hemoglobin 
solution 
This system was experimentally studied by Mochizuki and Forster [22] 
and Wittenberg [28]. Numerical [15,32] as well as approximate analytical 
[ 11,29,30] solutions are available. We first solved the equations describing 
the system using physical constants of Kutchai et al. [ 151. Table 1 compares 
our results with the results of Kutchai et al. [ 151. It can be clearly seen from 
this table that very large membrane thicknesses of about 2 cm are needed 
for CO-Hb system to reach facilitations close to the asymptotic limit of 
TABLE 1 
The dependence of CO facilitation* on layer thickness (Pco(O) = 5 mmHg and Poe(L) = 0) 
L iI4 cB(o)/c," c&)/c; Ft FB 
(rm) (X lo-“) (x10-l) 
10 7 0.579 0.876 0.743 0.750 
50 10 0.448 1.96 3.77 3.75 
100 11 0.415 2.87 6.15 6.13 
150 13 0.400 3.56 7.89 7.84 
300 15 0.379 5.00 11.55 11.44 
500 15 0.368 6.23 14.65 14.44 
1000 19 0.357 7.96 19.01 - 
2000 19 0.349 9.53 22.95 - 
5000 23 0.344 11.02 26.70 - 
10000 26 0.341 11.69 28.38 - 
20000 26 0.340 12.08 29.34 - 
*Equilibrium facilitation factor = 30.0.‘ 
*Numerical solution using orthogonal collocation on finite elements. 
SNumerical solution using quasi-linearization method. 
equilibrium facilitation. The fact that we were able to solve the equations 
even for such thick films represents a considerable extension in our capability 
to handle such systems. The effort involved does not increase substantially 
as the film thickness changes from 10 pm (7 elements needed for the final 
convergent solutions) to 2.0 cm (26 elements needed for the final convergent 
solution). This is due to the ability of the present procedure to locate the ele- 
ments where the solution is the most important. Table 2 illustrates how this 
was done for a membrane thickness of 2.0 cm. The element locations were, 
of course, decided by examining the residuals at the element end points. 
The procedure does not require any prior knowledge of the boundary layer 
region. The boundary region is selectively scanned until enough elements 
are located in the boundary layer region to give very accurate results. Smith 
et al. [ll] estimate (Fig. 5 of their paper) that the boundary layer thicknesses 
for this case are of the order of 1 pm. A procedure such as the one used by 
Kutchai et al. [ 151 where grid points were equally spaced would obviously 
require a large number of grid points to have any at all in the boundary layer 
region (about 20,000 for a membrane thickness of 2 cm) where the solution 
is the most important. A comparison of our results with theirs indicates that 
although the difference is small (<2% in all cases), it does increase as the 
membrane thickness increases as expected. 
Recently a new numerical procedure for solving these problems has been 
introduced by Nedelman and Rubinow (32). The procedure uses finite differ- 
ence method with non-uniform grid points which allows the grid points to 
be concentrated in the boundary region. The procedure, however, does not 
incorporate any systematic way to adjust the location of grid points whereas 
in the finite element method the element locations can be systematically 
adjusted to get fast and accurate results. In the method of Nedelman and 
Rubinow, the two differential equations were combined in one by introducing 
two unknown parameters. These parameters have to be guessed at each stage 
of solution, resulting non-linear equations have to be solved iteratively and 
the new guesses for the parameters have to be found. The procedure is con- 
TABLE 2 




1 o., 1.0 
2 0.. .l, .9, 1.0 
3 o., .Ol, .05, .I, .5, .9, .95, .99,1.0 
4 o., .OOl, .005, .Ol, .05, .l, .3, .5, .7, .9, .95, .99, .995, .999,1.0 
6 o., .oool, .0005, .OOl, .005, .Ol, .05, .l, .2, .3, .4, .5, .6, .7, .9, .95, .99, 
.995, .999, .9995, .9999,1.0 
6 O., .OOOl, .0005, .OOl, .005, .Ol, .03, .05, .075, .l, .16, .2, .25, .3, 
.4, .5, .6, .7, .8, .9, .95, .99, .996, .999, .9995, .9997, .9999, 1.0 
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tinued until the convergence is obtained. This procedure requires many itera- 
tions and a large computational effort. In contrast, finite elements procedure 
requires iterative solution of non-linear equations just once. Both the quasi- 
linearization methods of Kuchai et al. and finite difference methods of 
Nedelman and Rubinow require good starting guesses. The present finite 
element method is capable of generating solutions even with poor starting 
guesses fairly inexpensively if the procedure explained below is followed. 
From Table 2 we see that the solution was started at fairly small number 
of elements. One must follow this scheme to save on the computational costs. 
The reason for starting with small number of elements is that even though the 
lower order solutions are not very accurate (as is discussed later), they are 
important in guiding the solution in the right direction with considerable 
saving in computational effort. A starting solution such as cz = Cr/Ci and 
Z?* = 1.0, throughout the membrane for a small number of elements would 
converge for a fairly low computational cost. The converged solution would 
be a good guess for the next higher number of elements and would conse- 
quently reduce the number of iterations required for the higher order solu- 
tions where each iteration is more expensive due to larger system size. If a 
starting solution such as the one just mentioned was used for a large number 
of elements it would require large number of iterations (at a considerable 
computational cost) and may not converge at all. Each of the solutions 
listed in Table 1 required less than 2.0 set in CPU time and the Newton- 
Raphson procedure converged in 3-5 iterations in each case, following the 
procedure just outlined. 
The procedure described above can also be used to study the effect of 
various parameters on the solution. To study the effect of various parameters 
one uses the final converged solution for one set of parameters as the startii 
solution for the new set of parameters. The solution thus obtained would 
then be the solution for the new set of parameters. This procedure would be 
satisfactory if changing the parameters does not alter the solution substantial- 
ly, otherwise the improvements in the solution would have to be made using 
the residual criterion. 
Figure 3 illustrates how the error in the solution obtained by our method 
decreases as the number of elements increase. The results are plotted with 
membrane thickness as a parameter. The results indicate that initially the 
error does not decrease as rapidly but as additional elements are placed in 
appropriate locations, the error in the solution decreases very rapidly. This 
behaviour is obviously a desirable one. It also lends confidence to the lower 
order solutions. One can also observe another trend from Fig. 3. As the 
membrane thickness is increased, higher and higher order solutions are needed 
to obtain results of similar accuracy. This is not unexpected because as the 
membrane thickness increases, boundary layer thickness becomes propor- 
tionately smaller and the problem becomes more difficult to solve. 
The approximate solutions of Smith et al. [ll] and Kruezer and Hoofd 
[29] match well the results of Kutchai et al. [15], which are fairly close to 
rxlo’ 
NO. OF ELEMENTS 
Fig. 3. Fractional error in flux as a function of number of ~1 
(1,L=10pm;2,L=50pm;3,L=100pm;4,L=150pm 
for CO facilitation 
300 pm; 6, L = 500 pm). 
our results (Table 1). However, as Kutchai et al. [15] pointed out that they 
were not able to explain the experimental results of Mochizuki & Forster 
[ 221 with the set of physical constants used by them. Kruezer and Hoofd 
[29] tried to explain the results of Mochizuki and Forster [22] using a new 
set of physical constants. Table 3 compares the result8 obtained using their 
approximate method and our exact numerical solution for the experimental 
condition8 of Mochizuki and Forster. The results of the Kruezer-Hoofd’s 
approximate solution would appear to have a satisfactory agreement with 
the experimental results. But comparison with the exact numerical solution 
indicate8 that the results of their calculations-are in substantial error (up to 
70%). 
Ke8Uk8 of these calculation8 point out that an approximate method which 
work8 in one situation (compare result8 of Kruezer-Hoofd method with the 
numerical results of Kutchai et al.) may become fairly inaccurate in a 
seemingly similar situation. They also point out that even thougls~ an approx- 
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TABLE 3 
Summary of results on CO facilitation (Physical constants from Kruezer & Hoofd [ 291) 
P F* F** F++* % Error in 
(W atm) KruezerHoofd 
method? 
0.065 23.3 28.4 22.5 26.2 
0.27 5.00 6.00 5.06 18.6 
0.68 2.91 3.00 2.03 47.8 
1.67 0.70 0.70 0.41 70.7 
*Experimental results of Mochizuki and Forster [22], Fig. 2. 
**Approximate method of Eruezer and Hoofd [29], Fig. 3. 
***Numerical results using orthogonal collocation on finite elements. 
TThe error in Eruezer-Hoofd’s method was calculated by comparing their results with 
the results using orthogonal collocation. The comparison with the experimental results 
was not made because in actual experiments downstream concentration of CO was not 
zero, while both Eruezer-Hoofd’e method and the present numerical procedure use thii 
value in the calculations. 
imate solution may agree with the experimental results, it is not a sufficient 
condition for its validity. Why does the Kruezer-Hoofd method fail in this 
case while comparing favorably with the numerical results of Kutchai et al. 
for a similar case? We believe the explanation lies in the fact that the value 
of the forward rate constant used by Kruezer and Hoofd in this case is two 
orders of magnitude higher than the value used in the calculations of Kutchai 
et al. [15] with other parameters remaining nearly the same. This pushes 
the system towards the so called “near diffusion or low facilitation regime” 
where the Kruezer and Hoofd [ 291 method is no longer accurate. This 
explanation is also supported by the results in Table 3 where error in 
Kruezer-Hoofd method is seen to increase as the facilitation factor decreases 
or the upstream CO partial pressure increases. We expect that as upstream 
CO partial pressure is increased further, the KruezerHoofd method will 
become much worse because as we will see later the facilitation factor de- 
creases very rapidly as upstream CO partial pressure is increased. 
This example obviously points out the importance of numerical methods. 
Unlike Kruezer-Hoofd’s [ 291 method some approximate methods have 
their own criterion of validity [8,11,32], but these criteria are so broad that 
except in extreme cases one does not know how good an approximate solu- 
tion is going to be, and one has to use the numerical methods to obtain 
reliable solutions. 
We next discuss the effect of high upstream partial pressures on facilitated 
CO transport using the parameters of Kruezer and Hoofd [ 291. The results 
are shown in Fig. 4. We find that the facilitation factor decreases very rapidly 
as the upstream CO partial pressure increases. Similar results are reported by 
Nedelman and Rubinow [ 321 for a different set of parameters. This should 
Fig. 4. Effect of upstream CO partial pressure on facilitation factor (Physical constants of 
Kruezer and Hoofd [ 29 ] ). 
account for no facilitations observed by Wittenberg [ 281 in his experiments. 
We have also solved the equations for facilitated transport of oxygen by 
hemoglobin. The equations are identical to the ones for carbon monoxide. 
The physical constants of Kutchai et al. [15] were used for this case also. 
Comparisons of our results with Kutchai et al.‘s results again indicated that 
as membrane thickness was increased the difference between the two results 
increased. A plot of fractional error in flux as a function of number of ele- 
ments with layer thickness as a parameter had characteristics very similar to 
the same plot for CO (Fig. 3). 
2. The facilitation of carbon dioxide by bicarbonate solutions 
This example is included here to illustrate the use of the numerical tech- 
nique for a system with complex kinetics. The equations solved correspond 
to uncatalyzed kinetic scheme for facilitated CO2 transport as given by 
Suchdeo and Schultz [31]. Equation (26) of their paper can be re-written 
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~=PCA-Q~_~~ !+R )( 





~x~=SCA-Q~_~~ l+R )( 
1 - En 
cB 1 
where CA = CA/C,0 and ca = C&r. 
The boundary conditions can be written as 
CA = 1.0, 
d?&, 








The correspondences between various quantities in these equations and the 
ones in the original paper (using the nomenclature used therein) are given below: 
-A = z, = C&o 
En = CJ = e,/e,o 
CA” = elo and C,” = p&O (39) 
Cr = C6” 
P= aI2 = k,L2/DA 
Q=M= 
2 &“/wK PO 
Rzn= WMk~k, 
and 
S = --alzIg, where g = D3~60/2(D1H1)Po 
These equations were solved for conditions corresponding to Fig. 1 of 
Suchdeo and Schultz [ 311. The routines needed for this case are included in 
the users’ manual. Facilitation factor values for different diffusion reaction 
resistances, (Y~‘s, are plotted in Fig. 5. The numerical values of the results are 
included in Table 4. This table indicates that the computational effort is small 
even for very thick membranes. It can also be seen that equilibrium facilita- 
tion has not been achieved even for a membrane thickness of 20 cm. Figure 6 
shows the concentration profiles as a function of number of elements for a 
layer thickness of 1 cm. It is clear that as the number of elements are increased 
the concentration profiles converge very rapidly again indicating that the 
lower order solutions are also fairly accurate. The fractional error in the flux 
P 
Fig. 5. Facilitation factor, F, against diffusion-reaction resistance Q, , curve for CO, facilita. 
tion. q , points where the computations were made. 
TABLE 4 
The dependence of the CO, facilitation* on layer thickness (Pco, (0) = 30 mm Hg and 
J’co, (L) = 3 mm Hg) 
L aI M cB(o)/cT cB(L)/cT F 
(cm) 
0.01 0.47 4 0.9659 
0.02 0.94 7 0.9681 
0.05 2.35 9 0.9747 
0.1 4.70 10 0.9784 
0.2 9.40 12 0.9799 
0.5 23.6 13 0.9808 
1.0 47.0 15 0.9812 
2.0 94.0 17 0.9814 
5.0 235.0 19 0.9815 
10.0 470.0 19 0.9816 
20.0 940.0 22 0.9817 













Fig. 6. Concentration profiles for CO, facilitation as a function of number of elements for 
layer thickness of 1.0 cm. 
in all cases was found to decrease very rapidly as the number of elements were 
increased. This trend isvery similar to the case of CO facilitation. Suchdeo 
and Schultz reported that at high values of 0~~ (values greater than 20) con- 
vergence could not be obtained with their quasi-linearization procedure. 
However as Table 4 indicates that we were able to obtain solutions for much 
higher values of 0~~ without much difficulty. This again indicates the 
superiority of the present method. The results obtained using two methods, 
for the range they are available, are comparable in accuracy. 
3. The facilitation of NO through ferrous chloride solutions 
This case was first solved using the values of the physical constants used 
by Ward [ 171, who computed the results for various carrier concentrations. 
The results indicated that a fairly small number of elements (<8) were needed 
to solve equations for this case. Good agreement was found between numerical 
and experimental results. A plot of fractional error in flux vs. number of 
elements with carrier concentration as a parameter showed no obvious depen- 
dence of carrier concentration on the error in flux. 
We next solved the equations for this system using a hypothetical set of 
physical constants. These constants were same as used by Ward [ 171 except 
for the diffusivity of FeNOZ’. Instead of assuming DFez+ = DFeNOz+ = 2 X lob6 
cm2/sec, we used &z+ = 2 X low6 cm2/sec and DFeNOg+ = 1 X 10V6 cm2/sec. 
This case then falls under the category in which the diffusivities of the carrier 
and its complex are not same. The de-dimensionalized equations for this case 
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are written below: 
d2CA 
- = P(QCACB - T+R~& 
dz2 (40) 
and 
d’?$, _ _ 
- = S(QC,C,-T+RcB) 
da2 
where 
P = kzL2/DA, S = k2L2/DB, Q = (k,/k2)C,o, 
R = DB/DAB and T = @=/DAB CA0 
The boundary conditions are given by eqn. (14). 
The procedure to solve for the concentration profiles and the flux for this 
case involves obtaining a guess value of C* from eqn. (6) by substituting 
DB=DAB=(DAB + &)/2 and Cn f CAB = Cr. The computational procedure 
is then started for a small number of elements. Once this solution converges, 
another value for C* is obtained using eqn. (8). The value of C* to be used 
for next higher number of elements is found by comparing the calculated 
and assumed values of C*. This procedure is continued until the residuals at 
element end points are fairly small. The convergence in the values of C* 
would probably be obtained by then. If that is not the case, one has to 
0.00 0 20 0.40 0.60 0.80 1.00 
X/L 
Fig. 7. Concentration profiles for NO facilitation as a function of number of elements for 
a carrier cont. of 0.1 M (unequal diffusivities case). 
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iteratively vary the value of C* till the values converge. The equations for 
this system were solved for a carrier concentration of 0.1 M. Use was made 
of routine DIFCOR to make corrections for the differences in the diffusiv- 
ities. Figure ‘7 shows the concentration profiles for various passes through 
the computer program. It is clear from this figure that the concentration 
profiles in this case also converge very rapidly. The numerical values of the 
results for this case are included in Table 5. The results indicate that both 
the flux and the value of C* converge very rapidly. This example illustrates 
that the present computational procedure can handle the unequal diffusiv- 
ities case as efficiently as the equal diffusivities case. None of the computa- 
tional procedures in the literature have attempted the solution of carrier- 
mediated transport equations for the case of unequal diffusivities which is 
an important case for facilitation involving small molecules. The complete 
set of routines required for this case are also included in the users’ manual. 
TABLE 5 
Summary of the results for NO facilitation for the unequal diffusivity case (CT = 0.1 M) 
M c* x lOL0 c* x 1O’O Flux x lOlo F 
(assumed) (calculated) (moles/cm’ set) 
(moles/cm set) (moles/cm set) 
1 1.5 1.61262 8.004 1.098 
3 1.623 1.53127 9.277 1.431 
5 1.533 1.63486 9.320 1.443 
7 1.536 1.53593 9.332 1.446 
8 1.53591 1.53691 9.332 1.446 
Conclusions 
The versatility of the method of orthogonal collocation in solving the 
boundary layer type of problems involving carrier-mediated transport sys- 
tems has been demonstrated. Comparison with other numerical methods 
indicates that the method is more efficient and has very good conver- 
gence properties. The efficiency in storage results from the blockdiag- 
onal nature of the equations and efficient LU decomposition of 
blockdiagonal matrices leads to the efficiency in computations. The residual 
criterion enables the placement of the elements in appropriate places leading 
to a very fast convergence. The interactive nature of the computer program 
for the method allows a very easy implementation of the residual criterion 
and the solutions can be easily obtained without any prior knowledge. 
Applications to three different physical systems (CO transport through 
hemoglobin solutions, CO2 transport through bicarbonate solutions, and 
NO transport through ferrous-chloride solutions) shows that the calculations 
can be made for a wide variety of situations fairly easily. Unlike the semi- 
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analytical solutions which are not always reliable, the present numerical 
method can be used with confidence for all situations. The computer 
program for the method can be used for systems with unequal diffusivities 
for carrier and its complex or for systems with different kinetics by making 
minor modifications and has a wider applicability in solving steady state 
problems involving diffusion and chemical reaction. 
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Appendix 
The construction of various user supplied routines needed for the computer 
program, CARMED, is illustrated in this Appendix. Equation (12)-(14) of 
the text are used for this purpose. A listing of various user supplied routines 
is included in Fig. 8. 
The routine PARAM calculates the dimensionless parameters of the system 
such as P, &, S and T in eqns. (12) and (13). The values of the physical con- 
stants are passed to this routine via a COMMON block PCOM. This routine 
also calculates premultipliers, Z1 and & , which when multiplied by (pi - CL) 
and (c,’ - ci) would give unfacilitated and facilitated fluxes respectively. 
COMMON block QCOM in this routine contains the dimensionless parameters. 
The routine FUNC is used to define the kinetic expressions (right hand 
side of eqns. (12) and (13)). It uses the dimensionless parameters calculated 
by routine PARAM which are passed to it via COMMON block QCOM. 
The routine PDERV is used to evaluate the partial derivatives of the 
kinetic functions FX(1) and FX(2) with respect to the concentrations CA 
and CB. We have DX(1,I) = aFX(I)/ZA and DX(2,I) = aFX(I)/aCB. 
The routine BNDRY is used to define the boundary concentrations of CA. 
We have CABND (1) = CL/C: and CABND (2) = Cz/Ct . 
The routine DIFCOR is used to calculate the integral in eqn. (8) of the text 
when DB # DAB. The complete version of this routine for example 3 is in- 
cluded in the users’ manual. However, since for the present case DB = DAB, 
a dummy routine is substituted to satisfy the loader. 
When a problem different than the one discussed here is to be solved, one 
has to rewrite routines PARAM, FUNC and PDERV as explained above. 
COMMON block PCOM has to be redefined in routine BNDRY and COMMON 
blocks PCOM and QCOM have to be re-defined in the MAIN program. Besides 
these the READ statements in the MAIN program have to be changed to read 
sll the physical constants of the system. 
This example illustrates how easily the computer program can.be used for 
different systems. 
SUBROUTINE PARAWCOEF~I 
THIS SUBROUTINE CALCULATES THE PARMETERS OF THE OIFFEREIITIAL 
EOUATIOWS USIM THE PM’SICAL COWSTAWS SUPPLIED BY THE MAIM 





P - M2*AL*ALIDA 
f - fKKLK2'CA 
S : AK2*AL*ALIDB 
MITE~6,2DOlAKl.M2.AL.DA.DB,CT,CA.CAL 
CDEFF = .FALSE. 
. ..CALCULATE THE PREMJLTIPLIERS FOR THE FLUX EXPRESSIONS, 
II FOR (CAD-CALI LWD 22 FOR ICBL-CBOI... 
21 - DA+CAIAL 
22 = DB*CAIAL 
.FDRRAT FOR THE DLITPUT STATENEWT. . . 
200 ibR#ATill' Kl = ',lPE14.4l' K2 = ',lPE14.41' L - ', 
1 lPEl4 41' DA = ',lPE14.41' DB = ',lPE14.41' CT - ', 
1 lPEl4 4l'CA = '.IPEII.II' CAL = ',IPE14.4lI 
RETIIR~ ._ _ 
EN0 
SUt?ROUTINE FUWCICA. CB. FXI 
THIS RODlINE CALCULATES THE KIMTIt EXPRESSIOWS FOR COWOUEWTS 






(ill = P*ID*CA+CB - T + I.31 
FX12l = S*IQ*CA*CB - T + CBI 
RETURN 
END 
SUBRDUTIHE PDERVICA. CB, DXI 
THIS RDUTINE CALCULATES THE PAWIAL DERIVATIVES OF THE KINETIC 




DXIl,ll = P*Q'CB 
0X11.2) = P*IQ*CA + I.001 
0X12.11 = S*P*CB 








CABWDIll = CM 



















































Coefficients of the series (eqn. (18)), also the boundary conditions 
(eqn. (29)). 
Coefficients of the series in eqn. (18). 
Square matrices dependent on the roots of the orthogonal poly- 
nomials (eqns. (24) and (25)). 
An integration constant. 
Concentration of the species i (moles/cm3). 
Dimensionless concentration of species i. 
Total carrier concentration (moles/cm3). 
Concentrations of species i at x = 0 and L (moles/cm3). 
Dimensionless concentrations of species i at 3 = 0 and 1. 
Values of CA and Ca at the ith collocation point in the Ith element. 
A function denoting the value of Ci in Ith element. 
A vector defined by eqn. (23). 
Constants in eqns. (19) and (20). 
Coefficients of the interpolating polynomial in Ith element (eqn. 
(35)). 
Diffusion coefficient of species i (cm’/sec). 
Square matrix defined by eqn. (22). 
Square matrix defined by eqn. (22). 
A function of x and y (eqn. (17)). 
Facilitation factor. 
A vector representing the blockdiagonal system of equations. 
Square matrix defined by eqn. (22). 
Vector defined by eqn. (27). 
Jacobian matrix for the blockdiagonal system of equations. 
Forward rate constant (cm3/moles set). 
Reverse rate constant (see-‘). 
Membrane thickness (cm). 
Number of elements. 
Number of interior collocation points in each element. 
Flux of the per-meant A (moles/cm2 set). 
DamkShler number (eqn. (13)). 
Partial pressure of the component i (mmHg). 
Orthogonal polynomial of it..h order. 
A dimensionless parameter (eqn. (13)). 
Reaction rate for species i (moles/cm’ set). 
DamkShler number (eqn. (13)). 
A dimensionless parameter (eqn. (13)). 
A transformed distance coordinate. 
Vector defined by eqn. (27). 
A distance coordinate. 
Dimensionless distance coordinate. 
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A& Length of the Zth element. 
7 The solution vector. 
--k 
Y The solution vector after kth iteration in the Newton-Raphson 
procedure. 
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