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CURVATURES FOR UNIONS OF WDC SETS
DUSˇAN POKORNY´
Abstract. We prove the existence of the curvature measures for a class of
UWDC sets, which is a direct generalization of UPR sets studied by Rataj and
Za¨hle. Moreover, we provide a simple characterisation of UWDC sets in R
2 and
prove that in R2 the class of UWDC sets contains essentially all classes of sets
known to admit curvature measures.
1. Introduction
One of the important tasks of modern curvature theory is to extend the notion
of curvature to sets with singularities beyond convex sets. This has been done by
Federer by constructing the curvature measures for the sets of positive reach ([3]),
by Fu in the case of subanalytic sets ([6]), by Za¨hle and Rataj for certain locally
finite unions of sets of positive reach called UPR sets ([15]) and also for the so called
Lipschitz manifolds of bounded curvature ([17],[16]). Recently, the existence of the
curvature measures has been proven for the class of (locally) WDC sets ([13],[7]).
The aim of the present paper is to extend the curvature theory to the class
of UWDC sets, which is formed by special locally finite unions of WDC sets (see
Definition 3.1) that relates to WDC sets the same way UPR sets relate to the sets
of positive reach. Since WDC sets are a direct generalisation of the sets of positive
reach, UWDC sets are a generalisation of UPR sets.
The plan of the paper is the following. First we recall some basic definitions and
some facts mostly about WDC sets (Section 2). Next we prove our first main result,
the existence of the normal cycle for UWDC sets (Theorem 3.6) and we also prove the
Kinematic Formula for the corresponding curvature measures (Theorem 3.7). In
Section 4 we prove our second main theorem that provides a geometric description
of UWDC sets in R2 (Theorem 4.13). The main part of the theorem (equivalence
(A)⇐⇒ (B)) says that a compact setM ⊂ R2 is UWDC if and only if its complement
has finitely many connected components and ∂M is a union of finitely many DC
graphs (see Section 2.4 for the definition). In the last section we add some other
observations about UWDC sets in plane, mainly that every compact subanalytic set
in R2 is UWDC and also that compact Lipschitz manifolds of bounded curvature of
Rataj and Za¨hle are also UWDC (and actually even WDC). We in fact believe that
in R2 the class of UWDC sets is the maximal integral geometric class (in the sense
of [7], cf. also [8]).
2. Preliminaries
2.1. Notation and basic definitions. We will use the notation Ac for the com-
plement of a set A. In any vector space V , we use the symbol 0 for the zero element
and spanM for the linear span of a set M . By a subspace of V we always mean
a linear subspace, unless specified otherwise. The symbol U(x, r) (B(x, r)) denotes
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the open (closed) ball with centre x and radius r > 0 (in Rd). Tan (A, a) denotes the
tangent cone of A ⊂ X at a ∈ X (u ∈ Tan (A, a) if and only if u = limi→∞ ri(ai−a)
for some ri > 0 and ai ∈ A \ {a}, ai → a). For a convex set K ⊂ Rd the symbol
Nor (K,x) denotes the unit normal cone of K at x.
We shall work mostly in the Euclidean space Rd with the standard scalar product
u · v and norm |u|, u, v ∈ Rd. The unit sphere in Rd will be denoted by Sd−1. We
denote by ΠV the orthogonal projection to V . The angle between two vectors
v, w ∈ Sd−1 (defined as usual by the formula arctan(v ·w)) will be denoted ρ(v, w).
The set of all Euclidean motions on Rd will be denoted Gd and the unique Haar
measure on Gd will be denoted γd. For t ∈ R and v ∈ Sd−1, Hv,t will denote the
halfspace in Rd defined by {y ∈ Rd : y · v ≤ t}. For A ⊂ Rd and ε > 0 we define
the set Aε := {y ∈ Rd : |x − y| ≤ ε} and call it the parallel set of A (with a
radius ε). If K,M ⊆ Rd are non-empty compact sets we denote by distH(K,M)
the Hausdorff distance between K and M . Recall that for ε > 0
(2.1) distH(K,M) ≤ ε ⇐⇒ M ⊆ Kε and K ⊆Mε.
A mapping is called K-Lipschitz if it is Lipschitz with a constant K. If H is
a finite-dimensional Hilbert space, U ⊆ H open, f : U → R locally Lipschitz and
x ∈ U , we denote by ∂f(x) the Clarke subdifferential of f at x, which can be defined
as the closed convex hull of all limits limi→∞ f
′(xi) such that xi → x and f ′(xi)
exists for all i ∈ N (see [1, §1.1.2]). Since we identify H∗ with H in the standard
way, we sometimes consider ∂f(x) as a subset of H . For a real function f defined
on a neighbourhood of a point x ∈ R the symbols f ′+(x) and f ′−(x) will denote the
one-sided derivatives at x from the right and the left, respectively. We say that a
mapping f : [a, b] → Rd is C2 if there is a Cd mapping f˜ : (c, d) → Rd for some
(c, d) ⊃ [a, b] such that f˜ |[a,b] = f .
For n ∈ N we denote by Σn the system of all nonempty subsets of {1, . . . , n} and
we put Σ0n = Σn ∪ {∅}. The cardinality of a set A will be denoted by |A|.
For a curve γ : [a, b] → Rd we denote the image of γ by ℑ(γ) (i.e. ℑ(γ) =
γ([a, b])).
The symbol χ(A) will denote the Euler-Poincare´ characteristic of a set A.
2.2. Legendrian and normal cycles. We follow the notation and terminology
from the Federer’s book [4]. Given an open subset U of Rd and 0 ≤ k ≤ d an
integer, let Ik(U) denote the space of k-dimensional integer multiplicity rectifiable
currents in U . Each current T ∈ Ik(U) can be represented by integration as
(2.2) T = (Hk W (T )) ∧ ιTaT ,
whereW (T ) is a (Hk, k)-rectifiable subset of U (“carrier” of T ), aT is a unit simple
tangent k-vectorfield of W (T ) and ιT is an integer-valued integrable function over
W (T ) (“index function”) associated with T . Note that the carrier W (T ) is not
uniquely determined and need not be closed, in contrast with the support sptT
which is closed by definition.
The mass norm M(T ) of a current T is defined as the supremum of values T (φ)
over all differential forms φ with |φ| ≤ 1.
Definition 2.1. A Legendrian cycle is an integer multiplicity rectifiable (d − 1)-
current T ∈ Id−1(Rd × Sd−1) with the properties:
∂T = 0 (T is a cycle),(2.3)
T α = 0 (T is Legendrian),(2.4)
where α is the contact 1-form in Rd acting as 〈(u, v), α(x, n)〉 = u · n (cf. [6]).
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Let v ∈ Sd−1 and t ∈ R be given. We shall say that the current T touches the
halfspace Hv,t (or, equivalently, that Hv,t touches T ) if there exists a point x ∈ Rd
such that (x,−v) ∈ sptT and x · v = t.
Definition 2.2. ([13, Definition 4.2]) We say that a compact set A ⊂ Rd admits a
normal cycle T if T is a Legendrian cycle satisfying
(2.5) almost all halfspaces do not touch T
and
(2.6) 〈T, pi1,−v〉(Hv,t × Sd−1) = χ(M ∩Hv,t) for Hd-almost all (v, t) ∈ Sd−1 × R.
Such a T is then unique (see [6, Theorem 3.2] and [13, Lemma 4.4]), we write
T = NA and call it the normal cycle of A.
Remark 2.3. There are various classes of sets known to admit the normal cycle,
such as (compact) sets with positive reach [19], UPR sets defined in [15], subanalytic
sets (see [6]), the so-called Lipschitz manifolds with locally bounded inner curvature
MBd defined and studied in [17] and [16], or (locally) WDC sets defined in [13]
(see Section 2.3 for more details).
We will not need the exact definitions of subanalytic sets or of the classMBd, we
will only use their following (well known) properties. We start with two definitions.
Definition 2.4. (cf. also [7, Conjecture 5.2]) For d ∈ N we define the class N (Rd)
of compact sets A ⊂ Rd with the property that there exists a monotone sequence
M1 ⊃ M2 ⊃ · · · of compact C2-smooth domains
⋂
nMn = A, where the masses of
NMn are bounded by a fixed constant.
Definition 2.5. Suppose that M ⊂ Rd admits the normal cycle NM with the cor-
responding index function iM . We will say that M satisfies condition (I) if iM has
the following property: if
U ∩ ∂M ⊂ K and x ∈ U ∩ ∂M ∩ ∂K
for some U ⊂ Rd non-empty open and K convex, then
iM (x, v) 6= 0
for almost every v ∈ Nor (K,x).
Proposition 2.6. Let M be a nonempty compact subanalytic set in Rd. Then
M ∈ N (Rd).
Proof. This is a well known fact, see e.g. the proof of [12, Lemma 3.1] 
Proposition 2.7. LetM ⊂ Rd be a compact set belonging toMBd, thenM satisfies
condition (I).
Proof. Follows immediately from [16, Lemma 3]. 
2.2.1. Curvature measures via normal cycles. The existence of the normal cycle of
a set M allows us to define the so-called curvature measures of M as follows: given
k ∈ {0, . . . , d− 1}, let ϕk be the k-th Lipschitz-Killing differential (d − 1)-form on
R2d which can be described by
〈a1 ∧ · · · ∧ ad−1, ϕk(x, n)〉
= O−1d−k−1
∑
∑
i
σ(i)=d−1−k
〈piσ(1)a1 ∧ · · · ∧ piσ(d−1)ad−1 ∧ n,Ωd〉,
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where ai are vectors from R2d, pi0(x, n) = x and pi1(x, n) = n are coordinate
projections, the sum is taken over finite sequences σ of values from {0, 1}, Ωd
denotes the volume form in Rd and Od−1 = Hd−1(Sd−1) = 2pid/2/Γ(d2 ).
The k-th curvature measure of A, Ck(A, ·), k = 0, . . . , d− 1, is then defined by
Ck(A,F ) = (NA (F × Rd))(ϕk), F ⊂ Rd.
We also define the kth (total) curvature of A by NA(ϕk) = Ck(A) and, finally, the
variational measure of Ck(A, ·) is denoted by Cvark (A, ·). Finally, for completeness
we also define Cd(A,F ) = Hd(A ∩ F ).
2.3. Delta convex functions and (locally) WDC sets. A real function f de-
fined on an open convex set is called DC (delta-convex) when it can be expressed
as a difference of two convex functions. A function f defined on an open set U
is said to be locally DC, if for every x ∈ U there is an open convex set V ⊂ U
containing s such that f |V is DC. Note that every DC function is locally Lipschitz
and that every semi-convex (or semi-concave) function is also DC. A mapping F
(to Rd) defined on a convex set is called a DC mapping if every component of F is
a DC function.
A function f (or a mapping F ) defined on an interval [a, b] is called DCR if there
is a DC function g (DC mapping G) defined on some interval (c, d) ⊃ [a, b] such
that f = g|[a,b] (F = G|[a,b]).
It is well known that for two DC functions f, g all the functions f + g, fg,
max(f, g) and min(f, g) are DC. Also, if F,G are two DC mappings and F ◦ G
makes sense then F ◦ G is a DC mapping as well (see [18] and [9]). Apart from
those basic properties, we will also need the following results about DC functions.
Lemma 2.8. [18, Lemma 4.8.] Suppose that K ⊂ Rd is open convex and let
fi : K → R, i = 1, . . . ,m, be DC functions and f : K → Y a continuous function
such that f(x) ∈ {f1(x), . . . , fm(x)} for each x ∈ K. Then f is DC on K.
Let f be a Lipschitz function on an open set U ⊂ Rd. A real number c is called
a weakly regular value of f if whenever xi → x as i → ∞, with f(xi) > f(x) = c
and ξi ∈ ∂f(xi), i ∈ N, then ξi 6→ 0. This is equivalent to the condition that for
every K ⊂ U compact there is an ε > 0 such that the inequality |v| ≥ ε holds for
every x ∈ K satisfying c < f(x) < c+ ε and v ∈ ∂f(x).
A compact set A ⊂ Rd is called WDC (weakly delta-convex) if there is a DC
function f : Rd → [0,∞) with a weakly regular value 0 such that A = f−1({0}).
Note that any compact set A ⊂ Rd with positive reach (see [3]) is WDC. Indeed,
the distance function dA(x) = dist (x,A) is locally semiconvex on an open neigh-
bourhood of A (cf. [10, Satz (2.8)]) and locally semiconcave on Rd \A and therefore
DC, and 0 is a weakly regular value of dA since dA has unit gradient at all points
x with 0 < dA(x) < reach (A), see [3, Theorem 4.8]. In particular, compact convex
sets are WDC.
We call a set A ⊂ Rd locally WDC if for every x ∈ A there is Ux, an open
neighborhood of x, and a WDC set Ax such that A ∩ Ux = Ax ∩ Ux.
The following results about WDC were proven in [13] and [7].
Theorem 2.9. [13, Theorem 1.2] Any compact WDC set in Rd admits the normal
cycle.
Note that there are sets in Rd admitting the normal cycle that are not WDC.
A simple example of such set is B((−1, 0), 1)∪B((1, 0), 1) ⊂ R2, which is clearly a
UPR set, but cannot be WDC by [14, Lemma 7.8].
The normal cycles of the WDC sets also have the additivity property, i.e.
(2.7) NA +NB = NA∩B +NA∪B
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whenever A, B, A ∪B and A ∩B are all WDC (cf. [13, Theorem 8.8]).
The corresponding curvature measures also satisfy other classical formulas of
the integral geometry such as the Crofton formula ([13, Theorem 1.3]) and the
kinematic formula ([7, Theorem B]. In this paper we will only need the following
special case of the kinematic formula which one obtains by applying [7, (1.2)] for
(M,G) = (Rd, SOd), βi being the Lipschitz-Killing forms ϕi and φ and ψ being the
characteristic functions of U and V , respectively:
Theorem 2.10 (Kinematic formula for WDC sets). Let A and B be two compact
WDC sets in Rd and let 0 ≤ k ≤ d − 1. Then A ∩ g(B) ∈ UWDC for almost every
g ∈ Gd and
(2.8)
∫
Gd
Ck(A ∩ g(B), U ∩ g(V )) dg =
∑
i+j=d+k
γd,i,jCi(A,U)Cj(B, V ),
where γd,i,j are constants depending only on d, i and j.
Proposition 2.11. Let M and K be finite nonempty collections of WDC sets in
Rd. Then {M ∩ g(K) : M ∈ M, K ∈ K} is again a collection of WDC sets for
almost every g ∈ Gd.
In particular, if r > 0 then {M ∩B(x, r),M ∈ M} a collection of WDC sets for
almost every x ∈ Rd.
Proof. PickM ∈M and K ∈ K. By [7, Proposition 4.1] we know thatM ∩g(K) is
WDC for almost every g ∈ Gd. Since bothM and K are finite (and so in particular
countable),M ∩g(K) is WDC for almost every euclidean motion g on Rd and every
M ∈M and K ∈ K.
The second part of the lemma follows directly form de construction of the Haar
measure on Gd. 
2.4. Lipschitz and DC graphs. A set M ⊂ Rd is called a Lipschitz (DC) graph
in the direction v ∈ Sd−1 if there is a closed convex set K ⊂ v⊥ and a Lipschitz
(DCR) function f : K → span(v) such that
M = {t+ f(t) : t ∈ K}.
We will say that M is an L-Lipschitz graph in the direction v, if the function f in
the definition above can be found L-Lipschitz. We also say thatM is a Lipschitz (L-
Lipschitz) graph, if it is an L-Lipschitz graph in the direction v for some v ∈ Sd−1.
The following results will be useful.
Lemma 2.12. [14, Lemma 7.3] Let P be a DC graph in R2 and 0 ∈ P . Suppose
that Tan (P, 0) is a 1-dimensional space and (0, 1) /∈ Tan (P, 0). Then there exists
ρ∗ > 0 such that, for each 0 < ρ < ρ∗, there exist α < 0 < β and a DCR function
f on (α, β) such that P ∩B(0, ρ) = graph f |(α,β).
Lemma 2.13. Suppose that M ⊂ Rd, v ∈ Sd−1 and L > 0. Then the following
conditions are equivalent:
(a) M is an L-Lipschitz graph in the direction v,
(b) Πv(M) is convex and
|(A−B) · v| ≤ L√
1 + L2
|A−B|
for every A,B ∈M .
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Proof. Suppose that v ∈ Sd−1, K ⊂ v⊥ and f : K → span(v). Then
(2.9)
√
1 + L2 |(A−B) · v| ≤ L|A−B| ⇐⇒ |f(s)− f(t)| ≤ L|s− t|,
whenever A = s + f(s) and B = t + f(t), s, t ∈ K. Indeed, the definition of f
implies
|(A−B) · v| = |[s− t+ f(s)− f(t)] · v| = |(f(s)− f(t)) · v| = |f(s)− f(t)|
and
|A−B|2 = |f(s)− f(t)|2 + |s− t|2.
So we can write the following series of equivalences.
(2.10)
|f(s)− f(t)| ≤ L|s− t| ⇐⇒ |f(s)− f(t)|2 ≤ L2|s− t|2
⇐⇒ |f(s)− f(t)|2 ≤ L2(|A−B|2 − |f(s)− f(t)|2)
⇐⇒ (L2 + 1)|f(s)− f(t)|2 ≤ L2|A−B|2
⇐⇒ (L2 + 1)|(A−B) · v|2 ≤ L2|A−B|2
⇐⇒
√
L2 + 1|(A−B) · v| ≤ L|A−B|.
Which is what we want.
Now, to prove the implication (a) =⇒ (b), suppose that M is an L-Lipschitz
graph with corresponding v ∈ Sd−1, K ⊂ v⊥ and f : K → span(v). Clearly Πv(M)
is convex since Πv(M) = K and K is convex. Moreover, the L-Lipschitzness of f
and (2.9) imply (b), which concludes the proof on the implication.
To prove the opposite implication assume (b) and put K = Πv(M). By (b) we,
in particular, know that Πv is injective on M . Indeed, it Πv was not injective on
M , there would be A,B ∈M and α ∈ R such that B = A+ αv. Then (b) implies
|α| = |(A−B) · v| ≤ L√
1 + L2
|A−B| < |A−B| = |α|,
which in not possible.
Therefore we can define f : K → span(v) by f(s) = Π−1v (s) ∩M − s. Now, if
A,B ∈ M then there are s, t ∈ K such that A = s + f(s) and B = t + f(t) and
so we can again use (2.9) to obtain that f is L-Lipschitz and so M is a Lipschitz
graph. 
Remark 2.14. Suppose that P is a DC graph in R2 with K = v⊥. Then the
following is true (see [14, Remark 7.1] for the proof, note that Lipschitzness of f is
not needed in the proof): for a = c+ ϕ(c) ∈ P there exist DC graphs P1, P2 ⊂ R2
such that P ⊂ P1∪P2, a ∈ P1∩P2 and Tan (Pi, a) is a 1-dimensional space, i = 1, 2.
2.4.1. Lipschitz domains. Similarly to the definition of the Lipschitz graph we say
that ∅ 6= A ⊂ Rd is a Lipschitz domain if it can be locally represented as subgraph
of a Lipschitz function (cf. [13, Section 3.1], or [17], where the term d-dimensional
Lipschitz manifold was used).
We will need the following easy observation about Lipschitz domains:
Lemma 2.15. Let M be a nonempty compact Lipschitz domain in R2 then
(a) each connected component of ∂M is a Jordan curve,
(b) if γ : [a, b] → R2 is a Jordan curve as in (a) then there is a partition
D := {a = t0 < · · · < tn = b} such that the image of γ restricted to [ti, ti+1]
is a Lipschitz graph for every i = 0, . . . , N − 1.
Proof. Part (a) follows from [11, Theorem 6.1] and part (b) directly from the com-
pactness of M (and the definition of a Lipschitz domain). 
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2.5. Curves of finite turn. A curve γ : [a, b]→ Rd is said to have a finite turn if
there is a constant K ∈ R such that
n−1∑
k=1
ρ
(
γi(xk)− γi(xk−1)
|γi(xk)− γi(xk−1)| ,
γi(xk+1)− γi(xk)
|γi(xk+1)− γi(xk)|
)
< K
for every partition a = x0 < · · · < xn = b of [a, b] such that the sum on the left
hand side makes sense. The above definition can be equivalently formulated that
there is a constant K ∈ R such that
n−1∑
k=1
∣∣∣∣ γi(xk)− γi(xk−1)|γi(xk)− γi(xk−1)| − γi(xk+1)− γi(xk)|γi(xk+1)− γi(xk)|
∣∣∣∣ < K
for every partition a = x0 < · · · < xn = b such that the sum on the left hand side
makes sense. Note that in [2] the latter is used as a definition of a curve with a
finite turn, whereas our definition of finite turn is (in [2]) referred to as a curve of
a finite angular turn. We will use the following results:
Lemma 2.16. Let γ : [a, b]→ R be a curve of finite turn and suppose that ℑ(γ) is
a Lipschitz graph. Then ℑ(γ) is a DC graph.
Proof. Without any loss of generality we may assume that γ(t) = (t, f(t)), t ∈ [a, b],
for some Lipschitz function f : [a, b]→ R.
Pick T ∈ [a, b] and define ϕ : [a, b]→ R by the formula ϕ(t) := ∫ tT √1 + (f ′(s))2 ds.
Put [c, d] := ϕ[a, b] Then γ ◦ ϕ−1 is the arc length parametrisation of γ. Moreover,
since for a < u < t < b
|ϕ(t)−ϕ(u)| =
∣∣∣∣∫ t
T
√
1 + (f ′(s))2 ds−
∫ u
T
√
1 + (f ′(s))2 ds
∣∣∣∣ = ∣∣∣∣∫ t
u
√
1 + (f ′(s))2 ds
∣∣∣∣
and
|t− u| ≤
∣∣∣∣∫ t
u
√
1 + (f ′(s))2 ds
∣∣∣∣ ≤ |t− u|√1 + L2,
we have that both ϕ and ϕ−1 are biLipschitz.
By [2, Proposition 5.7 (i)] we know that γ ◦ϕ−1 is (as an arc length parametriza-
tion of a curve with a finite turn) DCR and so both ϕ−1 and f ◦ ϕ−1 are (as its
coordinates) also DCR. Moreover, [2, Remark 5.6 (i)] and the fact that ϕ−1 is
biLipschitz imply that ϕ is also DCR. So (by [2, Remark 5.6 (ii)]) f = f ◦ ϕ−1 ◦ ϕ
is DC, which concludes the proof. 
3. UWDC sets ant their normal cycles
Definition 3.1. A set M ⊂ Rd belongs to UWDC(Rd) (or is a UWDC set) if for
every x ∈ M there is a neighbourhood U of x and sets M1, . . . ,Mj such that
M ∩ U = U ∩⋃ji=1Mi and such that each set MI := ⋂i∈IMi, I ∈ Σj , is WDC.
We will also define an auxiliary class UGWDC of the sets M =
⋃N
i=1Mi ⊂ Rd such
that each set MI :=
⋂
i∈IMi, I ∈ ΣN , is compact WDC.
Remark 3.2. (a) We will sometimes omit the argument Rd and just write
M ∈ UWDC (M ∈ UGWDC) if the dimension d is already specified. We will
also often write M =
⋃j
i=1Mi ∈ UGWDC implying that the sets Mi are the
corresponding sets in the definition of a UGWDC set (related to M).
(b) Due to the local nature of the notion of UWDC sets, it makes no difference if
the assumption that MI is WDC in the definition of UWDC sets is replaced
with the assumption that MI is locally WDC.
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(c) Note that it follows directly from the definition above that each UWDC set
is immediately also a UPR set (since the definition of UPR sets is essentially
the same except the sets MI are assumed to have a positive reach which
means that they are locally WDC as well)
(d) It is easy to see that (by Proposition 2.11) a set M ⊂ Rd is UWDC if and
only if for every x ∈M there is a closed ball B containing x in the interior
(but not necessarily centred at x) such that M ∩B is UGWDC.
Lemma 3.3. Every M ∈ UWDC is locally contractible.
Proof. This is essentially the proof of [15, Proposition 2.1]. Pick x ∈M and suppose
thatMi, i = 1, . . . , j, are as in the definition of UWDC set for some neighbourhood U
of x. Due to Proposition 2.11 we can assume that x ∈ ⋂ji=1Mi. By [14, Lemma 3.1]
there is an ε > 0 together with a (strong) deformation retractions ΦI : GI× [0, 1]→
MI :=
⋂
i∈IMi, I ∈ Σj , with (MI)ε ⊂ GI and GI open. Those induce projections
PI : GI → MI defined by PI(z) = ΦI(z, 1). Using those projections we will define
a projection P : B(x, ε)→M as follows.
For z ∈ B(x, ε) denote di(z) := dist (z,Mi), i = 1, . . . , j. For σ, a permutation
on {1, . . . , j}, define
Mσ :=
{
z ∈ B(x, ε) : dσ(i)(z) ≤ dσ(i+1)(z), i = 1, . . . , j − 1
}
.
Denote Iσi = {σ(1), . . . , σ(i)}, i = 1, . . . , j. For σ, a permutation on {1, . . . , j}, and
z ∈Mσ put zσj = PIσj (z) and define
zσi = PIσi
((
1− di(z)
di+1(z)
)
PIσ
i
(z) +
di(z)
di+1(z)
zσi+1
)
, i = 1, . . . j − 1.
Note that if dσ(i)(z) = dσ(i+1)(z) then z
σ
i = z
σ
i+1 and so z
σ
i = z
τ
i , i = 1, . . . , j,
whenever z ∈Mσ∩Mτ . Therefore the mapping P (z) := zσ1 , z ∈Mσ is well defined.
The mapping P is also continuous on eachMσ due to the continuity of all mappings
PI and so P is continuous on B(x, ε). To conclude the proof it remains to define a
contraction Ξ : (M ∩ B(x, ε)) × [0, 1] 7→ {x}. This can be done in a standard way
by Ξ(z, t) = P ((1− t)z + tx). 
Corollary 3.4. Let M,K,M ∩ K ∈ UWDC then χ(M), χ(K), χ(M ∩ K) and
χ(M ∪K) are all well defined and
χ(M) + χ(K) = χ(M ∩K) + χ(M ∪K).
Proof. The proof is exactly the same as the one of [15, Proposition 2.2]. 
Consider M =
⋃N
i=1Mi ∈ UGWDC. Then NMI , the normal cycle of MI :=⋂
i∈IMi ∈ WDC, exists (by Theorem 2.9) for every I ∈ ΣN and we can define
an integral current T (M) as
(3.1) T (M) :=
N∑
n=1
(−1)n+1
∑
|I|=n
NMI .
Clearly, T (M) is a Legendrian cycle. Let S :=
⋃
I suppTMI . Then suppT (M) ⊂ S
and therefore if a half space H does touch neither of NMI it does not touch T (M)
either. Denote the system of all half spaces H that touch neither NMI by H. Since
the currents NMI are normal cycles H is of full measure and so T (M) satisfies (2.5).
Moreover, for every I ∈ ΣN there is a set HI ⊂ Sd−1×R of a full d-dimensional
Hausdorff measure such that MI ∩Hv,t is WDC and that
(3.2) 〈TM , pi1,−v〉(Hv,t × Sd−1) = χ(M ∩Hv,t).
holds for every (v, x) ∈ HI .
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To prove that T (M) is the normal cycle of M , it is enough to show that (2.6)
holds for every (x, v) ∈ ⋂I∈ΣN HI =: H˜. To do that pick some (x, v) ∈ H˜ and we
want to prove that (3.2) holds.
First note that the right hand side of (3.2) makes sense since
M˜ :=M ∩Hv,t =
N⋃
i=1
(Mi ∩Hv,t) =:
N⋃
i=1
M˜i
is UWDC by the that each of the sets M˜I defined by
M˜I =
⋂
i∈I
M˜i = Hv,t ∩
⋂
i∈I
Mi
is WDC. Now,
〈T (M), pi1,−v〉(Hv,t × Sd−1) =
〈
N∑
n=1
(−1)n+1
∑
|I|=n
NMI , pi1,−v
〉
(Hv,t × Sd−1)
=
N∑
n=1
(−1)n+1
∑
|I|=n
〈NMI , pi1,−v〉 (Hv,t × Sd−1)
=
N∑
n=1
(−1)n+1
∑
|I|=n
χ(MI ∩Hv,t)
= χ(M ∩Hv,t).
Thus we obtain the following:
Lemma 3.5. Every compact M =
⋃N
i=1Mi ∈ UGWDC admits the normal cycle NM .
Moreover, NM is satisfies the formula
(3.3) NM =
N∑
n=1
(−1)n+1
∑
|I|=n
NMI
This allows us to prove our first main result.
Theorem 3.6. Each compact UWDC set admits the normal cycle.
Proof. Pick a compact set M ∈ UWDC(Rd). We may assume that M 6= ∅. By the
compactness ofM and the definition of a UWDC set there are n ∈ N, x1, . . . , xn ∈M ,
r1, . . . , rn > 0, i1, . . . , in ∈ N and M ji ⊂ Rd, j = 1, . . . , n, i = 1, . . . , ij such that:
(a) M ∩B(xj , 3rj) =
(⋃ij
i=1M
j
i
)
∩B(xj , 3rj) for every j = 1, . . . , n,
(b) M ⊂ ⋃nj=1 B(xj , rj),
(c) M jI :=
⋂
i∈IM
j
i is WDC for every I ∈ Σij and every j = 1, . . . , n.
Next we claim that we can find balls Bk = B(yk, 2rk), k = 1, . . . , n such that for
every for every k = 0, . . . , n the following conditions hold:
(A) if k > 0 then B(xk, rk) ⊂ B(yk, 2rk) ⊂ B(xk, 3rk)
(B) the system
(3.4) Mk :=
{
{BJ ∩M jI : J ∈ Σk, I ∈ Σij} ∪ {M jI : I ∈ Σij} if k > 0
{M jI : I ∈ Σij} if k = 0
is a system of WDC sets, where we denote BJ =
⋂
j∈J Bj , J ∈ Σk.
This will be done by induction.
For k = 0 we just need to verify condition (B), but that follows directly from con-
dition (c). For the induction step assume that we have balls B1, . . . , Bk constructed
with both conditions (A) and (B) satisfied for some k ∈ {0, . . . , n− 1}.
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Using the second part of Proposition 2.11 with r = 2rk+1 and M =Mk (which
is possible by the induction procedure) we can find Bk+1 such that (A) holds and
such that
M˜ =: {Bk ∩K : K ∈ Mk}
is a system of WDC sets. Now it is enough to observe that Mk+1 = M˜ ∪ Mk
which proves the claim.
For J ∈ Σn define
LJ :=M ∩BJ .
Then
LJ =
ij⋃
i=1
BJ ∩M ji
whenever j ∈ J by (a). Since BJ ∩M jI ∈Mn, I ∈ Σij , we obtain (by (B)) that LJ
is UGWDC, J ∈ Σn.
Moreover,
M =
⋃
|I|=1
LI
by (b) and (A). Therefore we can again define an integral current
(3.5) T (M) :=
N∑
n=1
(−1)n+1
∑
|I|=n
NLI .
The fact that T (M) is indeed the normal cycle of M follows the same way as in
the proof of Lemma 3.5. 
Theorem 3.7 (Kinematic formula). Let M and K be two compact UWDC sets in
Rd and let 0 ≤ k ≤ d− 1. Then M ∩ g(K) ∈ UWDC for almost every g ∈ Gd and
(3.6)
∫
Gd
Ck(M ∩ gK,U ∩ gV ) dg =
∑
i+j=d+k
γd,i,jCi(M,U)Cj(K,V ),
where γd,i,j are constants depending only on d, i and j.
Proof. We first prove the case M =
⋃p
i=1Mi ∈ UGWDC(Rd) and K =
⋃q
j=1Kj ∈
UGWDC(Rd). Denote as usual MI :=
⋂
i∈IMi, I ∈ Σp, and KJ :=
⋂
j∈J Kj , J ∈ Σq.
First note that the set g(K) is again UGWDC for every Euclidean motion g. This is
because g(K) =
⋃q
j=1 g(Kj) and
⋂
j∈J g(Kj) = g(KJ) ∈WDC, J ∈ Σq.
Next we prove that M ∩ g(K),M ∪ g(K) ∈ UGWDC for almost every g ∈ Gd.
Proposition 2.11 applied for M := {MI : I ∈ Σp} and K := {KJ : J ∈ Σq} implies
that there is G0 ⊂ Gd of full measure such that MI ∩ g(KJ) ∈ WDC whenever
g ∈ G0, I ∈ Σp, J ∈ Σq. Since M ∩ g(K) =
⋃
i,jMi ∩ g(Kj) one can easily see
that M ∩ g(K) ∈ UGWDC, g ∈ G0, since every intersection of a nonempty and finite
collection of the sets Mi ∩ g(Kj) is of the form KI ∩ g(KJ) ∈ WDC. Similarly,
M ∪ g(K) ∈ UGWDC since M ∪ g(K) = (
⋃
iMi) ∪
(⋃
j g(Kj)
)
and again every
intersection of a nonempty and finite collection of the sets in the union is of the
formMI , g(KJ) orMI∩g(KJ ), I ∈ Σp, J ∈ Σq, which are all WDC sets. Note that
this can be also expressed in a more convenient way (which we will also use later) by
MI ∩ g(KJ) ∈WDC, I ∈ Σ0p, J ∈ Σ0q, |I|+ |J | ≥ 1, where we put M∅ = K∅ := Rd.
Denote
L :=
∫
Gd
Ck(M ∩ g(K), U ∩ g(V )) dg and P :=
∑
i+j=d+k
γd,i,jCi(M,U)Cj(K,V ).
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We want to prove L = P . Applying ϕk to both sides of (3.3) we obtain
Ck(M, ·) =
p∑
n=1
(−1)n+1
∑
|I|=n
Ck(MI , ·) =
∑
I∈Σp
(−1)|I|+1Ck(MI , ·)
and
Ck(K, ·) =
∑
J∈Σq
.(−1)|J|+1Ck(KJ , ·),
Similarly, one can also see that
Ck(M ∪ g(K), ·) =
∑
I∈Σ0p,J∈Σ
0
q,
|I|+|J|≥1
(−1)|I|+|J|+1Ck(MI ∩ g(KJ), ·),
whenever g ∈ G0. Hence,
L =
∫
Gd
Ck(M,U ∩ g(V )) dg +
∫
Gd
Ck(g(K), U ∩ g(V )) dg
−
∫
Gd
Ck(M ∪ g(K), U ∩ g(V )) dg
=
∫
Gd
∑
I∈Σp
(−1)|I|+1 Ck(MI , U ∩ g(V )) +
∑
J∈Σq
(−1)|J|+1Ck(g(KJ), U ∩ g(V )) dg
−
∫
Gd
Ck(M ∪ g(K), U ∩ g(V )) dg.
Also
P =
∑
i+j=d+k
γd,i,j
∑
I∈Σp
(−1)|I|+1Ci(MI , U)
 ·
∑
J∈Σq
(−1)|I|+1Cj(KJ , V )

=
∑
i+j=d+k
γd,i,j
∑
I∈Σp,J∈Σq
(−1)|I|+|J| Ci(MI , U) · Cj(KJ , V )
=
∑
I∈Σp,J∈Σq
(−1)|I|+|J|
∑
i+j=d+k
γd,i,j Ci(MI , U) · Cj(KJ , V )
=
∑
I∈Σp,J∈Σq
(−1)|I|+|J|
∫
Gd
Ck(MI ∩ g(KJ), U ∩ g(V )) dg
=
∫
Gd
∑
I∈Σp,J∈Σq
(−1)|I|+|J|Ck(MI ∩ g(KJ), U ∩ g(V )) dg,
Where the second to last equality holds by Theorem 2.10. Moreover, for g ∈ G0,
Ck(M ∪ g(K), ·) =
∑
I∈Σ0p,J∈Σ
0
q,
|I|+|J|≥1
(−1)|I|+|J|+1Ck(MI ∩ g(KJ), ·)
=
∑
I∈Σp,J∈Σq
(−1)|I|+|J|+1Ck(MI ∩ g(KJ), ·)
+
∑
I∈Σp
(−1)|I|+1 Ck(MI , ·) +
∑
J∈Σq
(−1)|J|+1Ck(g(KJ), ·),
and applying this to U ∩ g(V ) and integrating over Gd we obtain that L = P which
concludes the proof. 
12 DUSˇAN POKORNY´
4. UWDC sets in plane
In this section we aim to provide a simple geometric characterization of compact
WDC sets in R2 (Theorem 4.13). We start with some simple observations and few
definitions.
Proposition 4.1. Let A ⊂ Rd and let B1, . . . , BN be a finite covering of A. Suppose
that A ∩Bi has finitely many connected components relatively in A ∩Bi for every
i = 1, . . . , N . Then A has finitely many connected components.
Proof. Let Cji be the connected components of A∩Bi and denote the system of all
Cji by C. Let A be the system of all connected components of A. For each D ∈ A
pick some open (relatively in A) set UD such that D ⊂ UD and that UD ∩UE = ∅
whenever D,E ∈ A, D 6= E. Since every C ∈ C is connected and the system
U := {UD : D ∈ A} is an open covering (relatively in A) of A we know that there
is a unique UC ∈ U such that UC ∩ C 6= ∅. Moreover, for each U ∈ U there is at
least one C ∈ C such that C ∩U 6= ∅ (this is because the system C is a covering of
A) and so the mapping C 7→ UC maps C onto U . Hence, |A| = |U| ≤ |C| <∞. 
We will also use the following easy fact which we state without a proof.
Proposition 4.2. Let A be a subset of a metric space M such that A∩C 6= ∅ for
every C a connected component of M . If A has N connected components, then M
has at most N connected components.
Let us recall some definitions and notation from [14, Definition 7.4]. If z ∈ R2
and v ∈ S1 we denote by γz,v the unique orientation preserving isometry on R2 that
maps 0 to z and (1, 0) to z + v. If K ⊂ R and f : K → R is a function, then hyp f
and epi f will be used for hypograph and epigraph of f , respectively;
hyp f := {(x, y) ∈ R2 : x ∈ K, y ≤ f(x)}, epi f := {(x, y) ∈ R2 : x ∈ K, y ≥ f(x)}.
Further, for u > 0, s ∈ (0,∞], z ∈ R2 and v ∈ S1, we define
Aus := {(x, y) : 0 ≤ x < s,−xu ≤ y ≤ xu} and Aus (z, v) := γz,v(Aus ).
Definition 4.3. ([14, Definition 7.4]) Let M ⊂ R2 and r, u > 0. We say that
(i) M is a T˜ 1r,u-set if M ∩A2ur = {0}.
(ii) M is a T˜ 2r,u-set if M ⊃ A2ur .
(iii) M is a T˜ 3r,u-set if there is a DCR function U : [0, r)→ R such that U ′+(0) =
0, graphU ⊂ Aur and M ∩ A2ur = hypU ∩ A2ur .
(iv) M is a T˜ 4r,u-set if there is a DCR function L : [0, r)→ R such that L′+(0) =
0, graphL ⊂ Aur and M ∩A2ur = epiL ∩A2ur .
(v) M is a T˜ 5r,u-set if there are DCR functions U,L : [0, r)→ R such that L ≤ U
on [0, r], U ′+(0) = L
′
+(0) = 0, graphU, graphL ⊂ Aur , and M ∩ A2ur =
hypU ∩ epiL.
(vi) M is of type T i (i = 1, 2, 3, 4, 5) at x ∈M in direction v ∈ S1 if the preimage
(γx,v)
−1(M) is a T˜ ir,u-set for some r, u > 0.
Then we have (see [14, Lemma 7.8])
Lemma 4.4. Let M be a closed locally WDC set in R2, x ∈ ∂M and v ∈ S1. Then
there exists 1 ≤ i ≤ 5 such that M is of type T i at x in direction v.
For the purpose of characterising UWDC(R2) sets we will use the following version
of the definition above.
Definition 4.5. Let M ⊂ R2 and r, u > 0. We say that
• M is a T˜ 1r,u-set if M ∩ A2ur = {0}.
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• M is a T˜ 2r,u-set if M ⊃ A2ur .
• M is a T˜ 3r,u-set if ∂M ∩A2ur ⊂ Aur and there are n ∈ N and DCR functions
f1, . . . , fn : [0, r) → R such that fi ≤ fi+1 on [0, r), i = 1, . . . , n − 1,
(fi)
′
+(0) = 0, i = 1, . . . , n and such that
(4.1) ∂M ∩Aur =
⋃
i
graphfi
and
(4.2) {x ∈ (0, r) : fi(x) = fi+1(x)} 6= ∅ =⇒ hyp fi+1 ∩ epi fi ⊂M,
i = 1, . . . , n− 1.
• M is of type T i (i = 1, 2, 3) at x ∈M in a direction v ∈ S1 if the preimage
(γx,v)
−1(M) is a T˜ ir,u-set for some r, u > 0.
Remark 4.6. (a) Clearly, if M is a T˜ ir,u-set (resp. of type T i at x in direction
v), then i is uniquely determined.
(b) If M is a T˜ ir,u-set, then M is a T˜ ir′,u-set for every r′ < δ.
(c) If M is a T˜ ir,u-set and u > u′ > 0 and δ > 0, then M is a T˜ ir′,u′ -set for some
r′ < δ (here we use that (fi)
′
+(0) = 0 in Definition (4.5)).
Lemma 4.7. Let M be a closed set in R2, x ∈ M and v ∈ S1. Suppose that
there are closed sets Mj, j = 1 . . . , N with M =
⋃N
j=1Mj and such that the set
MI :=
⋂
j∈IMj, I ∈ ΣN , is of type Ti at x in direction v for some i = 1, . . . , 5 for
every I ∈ ΣN . Then M is of type Ti at x in direction v for some i = 1, 2, 3.
Proof. We will prove the lemma by induction with respect to N .
The case N = 0 follows directly from what the definitions of the set of type Ti
and Ti. So suppose that the statement of the lemma is true for N up to some n,
we will prove that it holds for N = n+ 1 as well.
Without any loss of generality we can assume that x = 0, v = (1, 0) and (by
Remark 4.6) that there are r, u > 0 such that each set MI is a T˜
i
r,u-set for some
i (depending on I). We can also assume that each Mj is a T˜
i
r,u-set for i = 3, 4, 5.
Indeed, if some Mk was a T˜
2
r,u-set, then M would be clearly a T˜ 2r,u-set, and if some
Mk was a T˜
1
r,u-set, thenM ∩A2ur =
(⋃
j 6=kMj
)
∩A2ur and we can use the induction
procedure.
For a simplicity of the notation we will assume that each Mj is a T˜
5
r,u-set, the
general case can be proved in a similar manner. By the definition a T˜ 5r,u-set we
know that there are Ui, Li : [0, r) → R, i = 1, . . . , N such that Li ≤ Ui on [0, r),
(Ui)
′
+(0) = (Li)
′
+(0) = 0, graphUi, graphLi ⊂ Aur , and M ∩A2ur = hypUi ∩ epiLi.
We also know that each MI then has to be either a T˜
1
r,u-set, or a T˜
5
r,u-set, with the
corresponding functions of the form U = minj∈I Uj and L = maxj∈I Lj.
First note that we can suppose that there are j, k ∈ {1, . . . , N}, j 6= k, such that
M{j,k} is a T˜
5
r,u-set. If not then we can reindex the sets Mi isn such a way that
(4.3) L1 ≤ U1 < L2 ≤ · · · ≤ UN−1 < LN ≤ UN
on (0, r), in which case it is easy to verify that M is a T˜ 3r,u-set, where we define
f2j−1 := Lj and f2j := Ui, j = 1, . . .N (note that (4.2) follows from (4.3)).
So assume that there are j, k ∈ {1, . . . , N}, j 6= k, such that M{j,k} is a T˜ 5r,u-
set. Possibly reindexing the sets we can assume j = n and k = n + 1. Put
M˜n = Mn+1 ∪Mn and M˜l = Ml, l = 1, . . . n − 1. We are done (by the induction
procedure) if we can prove that each M˜I is a T˜
1
r,u-set or a T˜
5
r,u-set, I ∈ Σn. The
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only situation we need to check is if n ∈ I and |I| ≥ 2. Put J = I \ {n} ∈ Σn.
Since M{n,n+1} is a T˜
5
r,u-set we know that
(4.4) Un ≥ Ln+1 and Un+1 ≥ Ln,
which, in particular, implies that M˜n is a T˜
5
r,u-set as well with the corresponding
functions U = max(Un, Un+1) and L = min(Ln, Ln+1).
If M˜J is a T˜
1
r,u-set we are done since M˜I is then a T˜
1
r,u-set as well. If M˜J is not
a T˜ 1r,u-set it has to be a T˜
5
r,u-set. Put U˜ := minj∈J Uj and L˜ := maxj∈J Lj. Then
(4.5) MJ = epi L˜ ∩ hyp U˜ and L˜ ≤ U˜ .
Now,
(4.6) M˜I = M˜n ∩ M˜J =MJ∪{n} ∪MJ∪{n+1}.
Hence, if either of the sets MJ∪{n} or MJ∪{n+1} is a T˜
1
r,u-set we are done. If both
of them are T˜ 5r,u-sets then Ln, Ln+1 ≥ U˜ and Un, Un+1 ≥ L˜ U ≥ L˜ which implies
U˜ ≥ L and so
M˜I = M˜n ∩ M˜J = epimax(L, L˜) ∩ hypmin(U˜ , U).
Hence MI is a T˜
5
r,u-set which concludes the proof. 
Lemma 4.8. Let r > 0 and let f1, . . . , fn : (−r, r) → R be DC functions. Then
there are DC functions g1, . . . , gn : (−r, r) → R such that gi ≤ gi+1 on (−r, r),
i = 1, . . . , n− 1 and such that
(4.7)
⋃
i
graph fi =
⋃
i
graph gi.
Proof. For x ∈ (−r, r) define the values g1(x), . . . , gn(x) as follows. Let σ be some
permutation on {1, . . . , n} such that
(4.8) fσ(1)(x) ≤ fσ(2)(x) ≤ · · · ≤ fσ(n)(x).
Then we put gi(x) := fσ(i)(x). It is easy to see that the definition of gi(x) is
independent of the choice of σ and that (4.7) holds, and it remains to show that
the functions gi are DC on (−r, r). By Lemma 2.8 (and (4.7)) it is enough to show
that each gi is continuous. To do that fix x ∈ (−r, r) and i ∈ {1, . . . , n}. Let ε > 0.
We want to find a δ > 0 such that |gi(x) − gi(y)| < ε whenever |x − y| < δ and
y ∈ (−r, r). Put
D := min{|fk(x) − fl(x)| : k, l = 1, . . . , n, fk(x) 6= fl(x)}.
By the continuity of each fi we can find δ1 > 0 such that |fk(x) − fk(y)| < D2
whenever |x− y| < δ1 and k ∈ {1, . . . . , n}. Similarly, we can find δ2 > 0 such that
|fk(x)− fk(y)| < ε whenever |x− y| < δ2 and k ∈ {1, . . . . , n}. Put δ := min(δ1, δ2).
Suppose that |x−y| < δ and let j be such that gi(y) = fj(y). We first claim that
gi(x) = fj(x). To prove the claim consider l such that fj(x) > fl(x) then (using
δ ≤ δ1) we obtain
D ≤ fj(x)− fl(x) = fj(x)− fj(y) + fj(y)− fl(y) + fl(y)− fl(x)
< 2 · D
2
+ fj(y)− fl(y).
Similarly D < D + fl(y)− fj(y), provided fj(x) < fl(x). Therefore
fj(x) > fl(x) =⇒ fj(y) > fl(y) and fj(x) < fl(x) =⇒ fj(y) < fl(y).
Since there is at most i − 1 indices l such that gi(y) = fj(y) > fl(y) we obtain
that there is at most i− 1 indices l such that fj(x) > fl(x) and so we know (using
(4.8)) that gi(x) ≥ fj(x) and similarly, there is at most n − i indices l such that
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fj(x) < fl(x) and so gi(x) ≤ fj(x). Hence, gi(x) = fj(x). Using the claim and also
the fact that δ ≤ δ2 we can write
|gi(x) − gi(y)| = |fj(x)− fj(y)| < ε,
which completes the proof of the lemma. 
Lemma 4.9. Let M ⊂ R2 be a compact set such that M c has finitely many com-
ponents and ∂M is a union of finitely many DC graphs. Suppose that x ∈ ∂M and
v ∈ S1. Then M is of type T i at x in direction v for some i = 1, 2, 3.
Proof. Without any loss of generality we may assume that x = 0 and v = (0, 1).
By the assumptions of the lemma, ∂M is a union of finitely many DC graphs
P1, . . . , Pn. Put I = {i : 0 ∈ Pi}. Clearly I 6= ∅ (x ∈ ∂M), so we can suppose that
I = {1, . . . , N} for some N ∈ N.
Put I˜ = {i : Tan (Pi, 0) ⊃ {(1, 0)}}. If I˜ = ∅, then there exist r, u > 0 such that
∂M ∩ A2ur = {0} and so M is either a T˜ 1r,u-set or a a T˜ 2r,u-set. If I˜ 6= ∅, we can
again suppose that I˜ = {1, . . . , N˜} for some N˜ ∈ N. We will prove that M is an
T˜ 3r,u-set for some u, r > 0.
Due to Remark 2.14 we can find DC graphs Q1, . . . , QN˜ such that
(4.9) Tan (Qi, 0) = span{(1, 0)}
and such that
(4.10) Qi ∩ {(x, y : x ≥ 0)} = Pi ∩ {(x, y : x ≥ 0)}, i = 1, . . . , N˜ .
Using Lemma 2.12 we obtain that there exist u, ρ ∈ (0,∞) such that for each
1 ≤ i ≤ N˜ there is a DCR function ϕi on (−ρ, ρ) such that Qi ∩ A2ur = graphϕi
for every 0 < r < ρ. Note that also (ϕi)
′(0) = 0 by (4.9). Using (4.10) we obtain
∂M ∩ A2ur =
 N˜⋃
i
graphϕi
 ∩ A2ur
for every 0 < r < ρ. Since (ϕi)
′(0) = 0 we may additionally assume (perhaps by
making ρ smaller) that ∂M ∩ A2ur ⊂ Aur for every 0 < r < ρ. Moreover, using
Lemma 4.8 we can find DCR functions f1, . . . , fN˜ : (−ρ, ρ)→ R such that
N˜⋃
i
graphϕi =
N˜⋃
i
graph fi,
f ′i(0) = 0 and that fi ≤ fi+1, i = 1, . . . , N˜ − 1. It remains to prove that (4.2) holds
for some 0 < r < ρ. To do that put
Hi := {x ∈ (0, ρ) : fi+1(x) = fi(x)}
and suppose for a contradiction that for some i condition (4.2) does not hold for
any 0 < r < ρ. Fix some such i. Then there are xj , yj ∈ Hi, j ∈ N, satisfying
yj+1 < xj < yj and fi+1 > fi on (xj , yj), j ∈ N. But this is a contradiction with the
assumption that M c has only finitely many connected components since each set
of the form {(x, y) : x ∈ (xj , yj), fi+1 > y > fi}, j ∈ N, is a connected component
of M c. 
Lemma 4.10. Let a > 0 and let g, h be two DCR functions on [0, a], g ≥ h on
[0, a]. Then the set subgr g ∩ epih ⊂ R2 is WDC.
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Proof. Pick L > 0 such that both g and h are L-Lipschitz on [0, a]. Define functions
g˜, h˜ : R → R by g˜(x) = g(x) and h˜(x) = h(x), x ∈ [0, a], g˜(x) = g(a) and
h˜(x) = h(a), x ∈ [a,∞) and g˜(x) = g(0) and h˜(x) = h(0), x ∈ (−∞, 0]. Then g˜ and
h˜ are L-Lipschitz DC functions on R such that g˜|[0,a] = g, h|[0,a] = h and g˜ ≤ h˜ on
R. Denote M := subgr g ∩ epih, A = [0, a] × R and B := subgr g˜ ∩ epi h˜. Clearly
M = A ∩B.
Define, for (x, y) ∈ R2, F (x, y) := 2Lmax(0, x − a,−x), G(x, y) := max(0, y −
g(x), h(x) − y). and H := F +G. We will prove that H is a DC aura for M . It is
easy to see that H is DC and that M = H−1({0}). It remains to show that 0 is a
weakly regular value of H .
Note that if (x, y) ∈ R2 \M , then one of the conditions x > a, x < 0, y > g(x)
or y < h(x) holds. Pick (x, y) ∈ R2 \M and v ∈ ∂H(x, y). Now, if x > 0 then
v1 ≥ L, if x < 0 then v1 ≤ −L, if y > g(x) then v2 = 1 and, finally, if y < h(x)
then v2 = −1. In either case |v| ≥ min(1, L) > 0 which proves that 0 is a weakly
regular value of H . 
Definition 4.11. A set M ⊂ R2 is called a DC cone if there are a > 0, two DCR
functions on [0, a], g ≥ h on [0, a], and a rotation γ on R2 such thatM = γ(subgr g∩
epih).
Corollary 4.12. Let M be a set in R2 such that for every x ∈ ∂M and v ∈ S1,
there exists 1 ≤ i ≤ 3 such that M is of type T i at x in direction v. Then M is
UWDC.
Proof. Pick x ∈ M . We want to find a UGWDC set K ⊂ R2 and ρ > 0 such
that M ∩ B(x, ρ) = K ∩ B(x, ρ). This is enough to prove that M is UWDC by
Remark 3.2 (d).
First of all we can assume that x ∈ ∂M (since otherwise x ∈M◦ and it is enough
to pick any ρ > 0 such that B(x, ρ) ⊂M and K = B(x, ρ)).
First we claim that there are finitely many v1, . . . , vN ∈ S1 and u, r > 0 such
that
(A) M is a T˜ 3r,u-set at x in direction vj for every j = 1, . . . , N ,
(B)
∂M ∩B
(
x,
r
2
)
⊂
N⋃
j=1
Aur (x, vj)
(C) A2ur (x, vj) ∩ A2ur (x, vk) = {x} whenever j 6= k.
Let V3 ⊂ S1, be the set of all v such that M is of type T 3 at x in the direction
v. Note that the set V3 is finite (if not, then there would be a sequence {vi} ⊂ V3
converging to some v ∈ S1, but then M cannot be of type T i at x in direction v
for any i = 1, 2, 3). Let V3 = {v1, . . . , vN} and let rl and ul, l = 1, . . . , N be such
that (γx,vl)
−1(M) is a T˜ 3rl,ul-set. By Remark 4.6, (b) and (c) we may assume that
there are some r′, u > 0 such that rl = r
′ and ul = u, l = 1, . . . , N , and also that
(A) and (C) hold for every 0 < r < r′.
It remains to prove (B). To do this assume (aiming to a contradiction) that for
every n ∈ N there is yn ∈ ∂M ∩B(x, 1n ) such that
(4.11) yn 6∈
N⋃
j=1
Aur (x, vj).
Define wn :=
yn−x
|yn−x|
. We can assume (possibly by passing to a subsequence) that
wn → w ∈ S1 as n→∞. Then one one hand w ∈ V3 (Auρ(x,w) ∩ ∂M 6= ∅ for any
u, ρ > 0), but on the other hand (4.11) implies that w 6∈ V3, a contradiction.
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Pick now v1, . . . , vN ∈ S1 and u, r > 0 as in the claim above. For every i =
1, . . . , N we have
M ∩ A2ur (x, vj) = K−j ∪K+j ∪K0j ,
where
K+j :=M ∩ γx,vj ({(z, y) : 0 ≤ z ≤ r, zu ≤ y ≤ 2zu}),
K−j :=M ∩ γx,vj ({(z, y) : 0 ≤ z ≤ r,−zu ≥ y ≥ −2zu})
and
K0j :=M ∩ Aur (x, vj).
Put
M3 :=
(
M ∩B
(
x,
r
2
))
\
q⋃
j=1
(A2ur (x, vj))
◦.
Then it is easy to see that (by (B) and (C)) M3 is a union of finitely many closed
convex circular sectors S1 . . . , Sp.
First note that each set K±j is convex (in fact it is always either a singleton {x},
or a triangle with vertices x, γx,vj (r,±ur) and γx,vj(r,±2ur)). Moreover, by (C),
(4.12) K0j ∩K±l = {x}, j 6= l
and
(4.13) K0j ∩K0l = {x}, j 6= l.
Also,
(4.14) Si ∩K0l = {x}, for every i = 1, . . . , p and l = 1, . . . , N.
Next we claim that for every j ∈ {1, . . . , N} there are q(j) ∈ N and Kj,m ⊂ R2,
m = 1, . . . , q(j) such that
(i) each Kj,m is WDC,
(ii) K0j = A
u
r (x, vj) ∩
⋃q(j)
m=1Kj,m,
(iii) Kj,m ∩Kj,l = {x}, m 6= l,
(iv) Kj,m ∩K±j is convex for each m.
To prove the claim pick some such j. We can assume that vj = (1, 0) and so M
is a T˜ 3r,u-set. Let f1, . . . fn be the corresponding functions from the definition of
T˜ 3r,u-set. Put f0(x) := −ux and fn+1(x) := ux.
Denote gi as a continuous extension of fi (which is defined on [0, r)) to [0, r],
n = 0, . . . , n + 1. Clearly each gi is DCR on [0, r]. Let I be the system of those
m ∈ {0, . . . , n} that satisfy {(a, b) ∈ M : fm(a) < b < fm+1(a)} 6= ∅ and let J
be the system of all m ∈ {1, . . . , n} satisfying both m − 1 /∈ I and m /∈ I. Put
q(j) = |J |+ |I|. Pick some bijections κ : {1, . . . , |I|} → I and τ : {1, . . . , |J |} → J
and define Kj,m := graph gτ(l), l = 1, . . . , |J | and
Kj,|J|+l := epi gκ(l) ∩ subgr gκ(l)+1, l = 1, . . . , |I|.
Now, Lemma 4.10 implies (i), (4.1) implies (ii) and (iii) follows from (4.2). Also,
since Kj,m ∩K±j is either a line segment (this can only happen when κ(m) = n or
κ(m) = 0) or a singleton {x} (in all other cases) we obtain (iv).
Put
Ks = {K±1 , . . . ,K±N}, S = {Si : i = i, . . . p},
K3 = {Kj,m : j = 1, . . . , N, m = 1, . . . , q(j), },
K = Ks ∪ S ∪ K03 and K =
⋃
K.
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Note that both Ks and S are collections of convex sets while K3 is a collection
of WDC sets. We claim that K is UGWDC. This is enough to finish the proof ot the
theorem since K ∩ U (x, r2) =M ∩ U (x, r2).
Pick ∅ 6= K′ ⊂ K and put K ′ = ⋂K′. We want to prove that K ′ is WDC. First
of all, if |K′| = 1, then we are done since K ′ is either convex (if K′ ⊂ Ks ∪ S) or
WDC by (i). If |K′| > 1 then K ′ is always convex by (4.12), (4.13), (4.14), (iii) and
(iv) (recall that S and Ks contain only convex sets). Of course, each convex set is
WDC. 
Theorem 4.13. Let M ⊂ R2 be a compact set. Then the following conditions are
equivalent.
(A) M ∈ UWDC,
(B) M c has finitely many connected components and ∂M is a union of finitely
many DC graphs,
(C) for every x ∈ ∂M and v ∈ S1, there exists 1 ≤ i ≤ 3 such that M is of type
T i at x in direction v.
Proof. We start with the implication (A) =⇒ (C). Pick x ∈ ∂M and v ∈ S1.
By the definition there is a neighbourhood U of x and sets M1, . . . ,Mj such that
M ∩U = U ∩⋃ji=1Mi and such that each set MI := ⋂i∈I Mi, I ∈ Σj is WDC. By
[14, Lemma 7.8] we know that each MI is of type Tj for some j = 1, . . . , 5 and so
M is of type T i at x in direction v (for some i ∈ {1, 2, 3}) by Lemma 4.7 and we
are done.
The implication (C) =⇒ (A) follows from Corollary 4.12 and the implication
(B) =⇒ (C) follows directly from Lemma 4.9.
Now we prove the implication (C) =⇒ (B).
Analogously to the proof of Corollary 4.12 we can find for every x ∈ ∂M some
u(x), r(x) > 0, N(x) ∈ N and vx1 , . . . , vxN(x) ∈ S1 such that
(a) for every j = 1, . . . , N(x) there is i ∈ {1, 2, 3} such that (γx,vx
j
)−1(M) is a
T˜ ir(x),u(x)-set at x in direction vxj ,
(b)
B(x, r(x)) ⊂
N(x)⋃
j=1
A
2u(x)
r(x) (x, v
x
j ).
Since ∂M is compact we know that there are x1, . . . , xp such that ∂M is covered
by balls B(xi, r(xi)), i = 1, . . . , p. Therefore there is some ρ > 0 such that the
parallel set (∂M)ρ is also covered by balls B(xi, r(xi)), i = 1, . . . , p.
By (b) we have that (∂M)ρ is therefore covered by the system
A :=
{
A
2u(xl)
r(xl)
(xl, v
xl
j ) : l = 1, . . . , p, j = 1, . . . , N(xl)
}
.
First note that A is a finite cover of ∂M and that (by (a)) ∂M ∩ A is a union
of finitely many DC graphs for every A ∈ A and so ∂M is a union of finitely many
DC graphs as well.
Moreover, by (a) we also know that A \M has only finitely many connected
components relatively in A for each A ∈ A.
Since A is a finite covering of ⋃A we know by Proposition 4.1 that the number
of connected components of
⋃A (relatively in ⋃A) is finite. And, finally, since⋃A contains a neighbourhood of ∂M = ∂(M c) we know that each connected com-
ponent ofM c has nonempty intersection with
⋃A and so the number of connected
components of M c is finite by Proposition 4.2 . 
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5. Nested sets in plane
Lemma 5.1. Let {Aki }∞k=1, i = 1, . . . , N , be sequences of a nonempty compact sets
in Rd and suppose that Aki → Ai as k → ∞ (in the Hausdorff distance) for some
Ai ⊂ Rd, i = 1, . . . , N . Put
Ak :=
N⋃
i=1
Aki , k ∈ N and A :=
N⋃
i=1
Ai.
Then Ak → A as k →∞.
Proof. Pick ε > 0. We need to prove that for some m ∈ N, distH(Ak, A) ≤ ε
whenever k ≥ m which is the same that Ak ⊂ Aε and A ⊂ (Ak)ε whenever k ≥ m.
Since Aki → Ai there is some mi ∈ N such that Aki ⊂ (Ai)ε and Ai ⊂ (Aki )ε
whenever k ≥ mi. Therefore if k ≥ m := maximi we have
(Ak)ε =
( N⋃
i=1
Aki
)
ε
=
N⋃
i=1
(Aki )ε ⊃
N⋃
i=1
Ai = A
and
Ak =
N⋃
i=1
Aki ⊂
N⋃
i=1
(Ai)ε =
( N⋃
i=1
Ai
)
ε
= Aε,
which concludes the proof 
Lemma 5.2. Let L > 0 and let fi : [ai, bi] → [0,∞] be L-Lipschitz C2 functions
such that
∫ bi
ai
|f ′′i (t)| dt < L, i ∈ N. Suppose that there is a non-empty compact set
M ⊆ R2 such that graph fi → M in the Hausdorff distance as ı → ∞. Then there
are −∞ < a ≤ b <∞ and a DCR function f on [a, b] such that M = graphf .
Proof. First note that since graph fi → M in the Hausdorff distance and since all
sets graphfi are connected, we have that [ai, bi] = ΠV (graph fi)→ ΠV (M) =: [a, b]
in the Hausdorff distance, where V := span((1, 0)). In particular, ai → a and
bi → b. Since all fi are Lipschitz with the same constant we easily obtain that Mx
is a singleton for every x ∈ [a, b]. So we can define f : [a, b] → R in such a way
that {y : (x, y) ∈ M} = {f(x)}, x ∈ [a, b]. Therefore M = graphf and it remains
to prove that f is DCR on [a, b]. The trivial case a = b is obvious and so we will
assume a < b.
It is not difficult to see that we can extend/restrict functions fi to obtain L-
Lipschitz C2 functions f˜i : [a, b] → R such that graph f˜i → graph f and such that∫ b
a
|(f˜i)′′(t)| dt < L, i ∈ N. Note that graph f˜i → graph f implies that f˜i → f
uniformly on [a, b].
Define for x ∈ [a, b]
gi(x) :=
∫ x
a
∫ t
a
((f˜i)
′′(s))+ ds dt and hi(x) :=
∫ x
a
∫ t
a
((f˜i)
′′(s))− ds dt.
Then fi = gi − hi + φi, where φi(x) = (fi)′+(a) · (x − a) + fi(a). Moreover,
gi and hi are convex and (b − a)L-Lipschitz C2 functions on [a, b] and φi is L-
Lipschitz affine function on [a, b], i ∈ N. Additionally, gi(a) = hi(a) = 0 and
φi(a) → f(a) and so the sequences {gi}, {hi} and {ψi} are uniformly bounded.
Hence, by a standard (multiple) application of the Arzela`-Ascoli theorem, we can
find convergent subsequences {gik}, {hik} and {φik} converging to functions g, h
and ψ, respectively. Clearly, g and h are convex Lipschitz, and φ is affine. Since
gik − hik + φik = fik → f as k → ∞ we obtain that f = g − h + φ and so f is
DCR. 
Proposition 5.3. N (R2) ⊂ UWDC(R2).
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Proof. Pick M ∈ N (R2). By Theorem 4.13 it is enough to prove that M c has
finitely many connected components and that ∂M is a union of finitely many DC
graphs.
Let Mi, i ∈ N, be compact C2 smooth domains such that
(5.1)
∞⋂
i=1
Mi =M
and such that
(5.2) M(NMi) ≤ L <∞.
First observe that by (5.2) there is N ∈ N such that C˜var0 (Mi) ≤ N , i = 1, . . . ,
which, in particular, implies that
(5.3) Ci ≤ N, i = 1, . . . ,
where Ci is the number of connected components of ∂Mi. Since the number of
connected components of M ci is bounded by Ci and therefore by N we obtain
(using (5.1)) that M c has finitely many connected components.
It remains to prove that ∂M is a union of finitely many DC graphs. By (5.3)
we can find constant subsequence {Cik}. Let C be the constant value of that
subsequence and let M lk be the components of M
c
ik
, k = 1, . . . , l = 1, . . . , C.
Next we claim that the boundary of eachM lk is a union of at most 5N 1-Lipschitz
graphs.
To do that pick some k and l as above and put S := ∂M lk. Then there is a
1-periodic C2 curve γ : R→ R2 such that S = ℑ(γ) and that γ|[0,1) is injective. Let
ν : R→ S1 be such that ν(t) is a outer normal to M lk at γ(t). Note that
(5.4) C˜var0 (M
l
k, γ((a, b))) ≥
H1(ν((a, b)))
2pi
≥ ρ(ν(a), ν(b))
2pi
for any a ≤ b.
Put t1 := 1 and define
tj+1 := min
{
t ≥ tj : ρ(ν(tk), ν(t)) ≥ pi
2
}
, j ∈ N, j ≥ 2.
Note that we can take the minimum in the above definition since ν is continuous.
Clearly ρ(ν(tk), ν(tk+1)) =
pi
2 , k ∈ N, and so (5.4) implies that
(5.5) N ≥ C˜var0 (M lk, γ((0, 1))) ≥
m∑
j=1
C˜var0 (M
l
k, γ((tj , tj+1))) ≥
m
4
,
provided tm+1 ∈ [0, 1). Put Gkl,j := γ([tj , tj+1]), clearly S ⊂
⋃5N
j=1G
k
l,j by (5.5).
To finish the proof of the claim it is enough to prove that Gkl,j is always a 1-
Lipschitz graph. To do this pick 1 ≤ j ≤ 5N and let ν˜ be the middle point
of the shortest arc connecting ν(tj) and ν(tj+1). Then ρ(ν˜, ν(t)) ≤ pi4 for every
ν ∈ ν([tj , tj+1]). Without the loss of generality we can assume that ν˜ = (0, 1).
Pick (sinα, cosα) = ν(t) for some t ∈ [tj , tj+1] and suppose that γ = (γ1, γ2) is
parametrized by the arc length. Then γ′(t) = (cosα,− sinα) with α ∈ [−pi4 , pi4 ] and
so
(5.6)
∣∣∣∣γ′2(t)γ′1(t)
∣∣∣∣ = | tanα| ≤ 1.
Define f(u) = γ2(γ
−1
1 (u)), u ∈ [γ1(tj), γ1(tj+1)]. The function f is well defined
since by the above γ1 is increasing. Easy computation gives us f
′(u) =
γ′2(γ
−1
1
(u))
γ′
1
(γ−1
1
(u))
and so by (5.6) we have |f ′| ≤ 1 and so f is 1-Lipschitz on [γ1(tj), γ1(tj+1)]. Clearly
Gkl,j = graph f and the proof of the claim is finished.
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Define Akm, k ∈ N, m = 1, . . . , 5NC, by
Ak5N(l−1)+j := G
k
l,j , l = 1, . . . , C, j = 1, . . . , 5N.
By the construction Ak := ∂Mik =
⋃5NC
m=1 A
k
m. Passing to a subsequence (at most
5NC times) we may assume that each sequence {Akm}, m = 1, . . . , 5NC, converges
in the Hausdorff distance with a limit Am as k → ∞. We also have ∂Mik → ∂M
and so Lemma 5.1 implies that M =
⋃5NC
m=1Am. Therefore to complete the proof
of the lemma it is enough to prove that each Am is a DC graph.
Fix m ∈ {1, . . . , 5NC}. First we prove that there is some v ∈ S1 and a subse-
quence Aklm such that A
kl
m is a 2-Lipschitz graph in the direction v for every l.
Let vm ∈ S1 be such that Akm is a 1-Lipschitz graph in the direction vk. Then
there is a subsequence vkl and some v ∈ Sd−1 such that |v− vkl | ≤ 110 , l ∈ N. Then
by Lemma 2.13
|(A−B) · v| ≤ |(A−B) · vkl |+ |(A−B) · (v − vkl)|
≤ 1√
2
|A−B|+ |A−B| · |v − vkl | ≤
(
1√
2
+
1
10
)
|A−B|
≤ 2√
5
|A−B|
whenever A,B ∈ Aklm, and so (again by Lemma 2.13) each Aklm is a 2-Lipschitz graph
in the direction v.
Next pick such subsequence and such v and denote Bl := A
kl
m. We may assume
that v = (0, 1), which in other words means that there are intervals [al, bl] and
2-Lipschitz functions fl : [al, bl] → R such that Bl = graph fl, l ∈ N. We may also
assume that fl ≥ 0 for every l.
Since γm is a C2 curve we know that each fl is also C2. Moreover,
L ≥ C˜var0 (M, graph fi) =
∫ bi
ai
|f ′′|
(1 + (f ′)2)
3
2
≥
∫ bi
ai
|f ′′|
(1 + 22)
3
2
.
and so the sequence fl satisfies the assumptions of Lemma 5.2. Since Am is the
limit of the sequence {graphfl} in the Hausdorff distance, we obtain that Am is a
DC graph, which concludes the proof of the theorem. 
Corollary 5.4. Let M be a compact subanalytic set in R2. Then M is UWDC.
Proof. SinceM ∈ N (R2) by Proposition 2.6 we can just apply Proposition 5.3. 
Lemma 5.5. Let M ⊂ R2 be a compact Lipschitz domain. Suppose that M admits
the normal cycle and that M satisfies condition (I). Then M is UWDC.
Proof. By Lemma 2.15 (a) we can find pairwise disjoint Jordan curves γi : [0, 1]→
R2, i = 1, . . . , j such that ∂M =
⋃
i γi. Pick i ∈ {1, . . . , j}. We want to prove that
γi has finite turn. We start by proving the following claim.
Claim: suppose that 0 ≤ s < t < u < 1. Put A := γi(t), A− := γi(s) and
A+ := γi(u). Then
Cvar0 (M,γi(s, u)) ≥ ρ(α, β)
where
α =
A+ −A
|A+ −A| and β =
A−A−
|A−A−| .
To prove the claim pick some 0 ≤ s < t < u < 1 and put K = co γi([s, u]) and
T = co{A−, A,A+}. Note that K is compact since γi is continuous. First note that
H1(Nor (T,A)) = ρ(α, β) and therefore it is enough to prove that
Cvar0 (M,γi(s, u)) ≥ H1(Nor (T,A)◦).
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Choose some v ∈ Nor (T,A)◦. Put
L := {x ∈ K : x · v = min{y · v : y ∈ K}}.
First note that v ∈ Nor (K,x) for every x ∈ L. Moreover, L is a compact line
segment and L ⊂ K \ {A±} (since clearly A · v > A± · v). Let x be an endpoint of
L. From the definition of K we obtain that x ∈ γi([s, u]) \ {A±} = γi((s, u)) and
so there is s < p < u such that γi(p) = x. Due to the continuity of γi there is r > 0
such that ∂M ∩ U(x, r) ⊂ γi((s, u)) ⊂ K. Also, x ∈ U(x, r) ∩ ∂M ∩ ∂K.
To prove the claim it is now sufficient to use the fact that M satisfies condition
(I) together with a well known fact that
Cvar0 (M,X) ≥ H1({v : ∃x ∈ X, ıM (x, v) 6= 0}).
Next pick a partition 0 = x0 < x1 < · · · < xn = 1. Without any loss of generality
we may assume that n = 2j for some j ∈ N. By the claim
n−1∑
k=1
ρ
(
γi(xk)− γi(xk−1)
|γi(xk)− γi(xk−1)| ,
γi(xk+1)− γi(xk)
|γi(xk+1)− γi(xk)|
)
≤
n−1∑
k=1
Cvar0 (M,γi(xk−1, xk+1))
≤
n−1∑
k=1
Cvar0 (M,γi(xk−1, xk+1))
=
j−1∑
k=0
Cvar0 (M,γi(x2k, x2(k+1))) +
j−1∑
k=1
Cvar0 (M,γi(x2k−1, x2k+1))
≤ 2Cvar0 (M,γi(0, 1)) <∞.
Hence γi has a finite turn and the proof is finished.
Fix i ∈ {1, . . . , j} again. Since M is a Lipschitz domain and ∂M is compact,
there is (by Lemma 2.15 (b)) a partition {0 = x0 < · · · < xn = 1} of [0, 1] such
that, denoting ξk := γ|[xk,xk+1], ℑ(ξk) is a Lipschitz graph. Since γi has a finite
turn, each ξk has finite turn as well. By Lemma 2.16 we obtain that each ℑ(ξk) is
a DC graph.
Hence ∂M is a union of finitely many DC graphs. Using the fact that M c has
only finitely many components (since M admits the normal cycle) we obtain that
M is UWDC by Theorem 4.13. 
Corollary 5.6. Suppose that M ∈MB2 is compact, then M is UWDC.
Proof. Follows from Lemma 5.5 and Proposition 2.7. 
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