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Abstract
In this article, a three-time levels compact scheme is proposed to solve the partial integro-
differential equation governing the option prices under jump-diffusion models. In the proposed
compact scheme, the second derivative approximation of unknowns is approximated by the
value of unknowns and their first derivative approximations which allow us to obtain a tri-
diagonal system of linear equations for the fully discrete problem. Moreover, consistency and
stability of the proposed compact scheme are proved. Due to the low regularity of typical
initial conditions, the smoothing operator is employed to ensure the fourth-order convergence
rate. Numerical illustrations for pricing European options under Merton and Kou jump-
diffusion models are presented to validate the theoretical results.
Keywords: Compact schemes; European options; jump-diffusion models; option pricing.
1 Introduction
F. Black and M. Sholes derived a partial differential equation (PDE) governing the option prices
in the stock market assuming that the dynamics of the underlying asset are driven by geometric
Brownian motion with constant volatility [1]. Later, numerous studies found that these assump-
tions are inconsistent with the market price movements. Various approaches have been considered
to overcome the shortcomings of Black-Scholes model. In one of these approaches, Merton ex-
tended the Black-Scholes model to incorporate the jumps into the dynamics of the underlying
asset in order to determine the volatility skews and it is known as Merton jump-diffusion model
[2]. In another approach, the volatility is considered to be a stochastic process and these models
are known as stochastic volatility models [3, 4]. Apart from these, the volatility is also assumed to
be a deterministic function of time and stock price. This so-called deterministic volatility function
approach was pioneered in [5]. Bates combined the jump-diffusion model with stochastic volatil-
ity approach to capture the typical features of market option prices [6]. Moreover, Anderson and
Andreasen combined the deterministic volatility function approach with jump-diffusion model and
proposed a second-order accurate numerical method for valuation of options [7]. In contrast to
Merton jump-diffusion model where jump sizes follow Gaussian distribution, Kou proposed an-
other jump-diffusion model assuming that jump sizes have double exponential distribution and it
is called as Kou jump-diffusion model [8].
The prices of European options under Merton and Kou jump-diffusion models can be evaluated
by solving a partial integro-differential equation (PIDE). Various numerical methods have been
proposed by several authors to solve the PIDE accurately and efficiently. The viscosity solution of
the PIDE is discussed in [9] and an explicit finite difference method is proposed to solve the PIDE
with certain stability condition. Cont and Voltchkova proposed implicit-explicit (IMEX) scheme
for pricing European and barrier options and proved the stability and convergence of the proposed
scheme [10]. d’Halluin et al. proposed a second-order accurate implicit method which uses fast
Fourier transform (FFT) for evaluating the convolution integral [11]. They also proved the stability
and the convergence of the fixed-point iteration method. An excellent comparison of various
approaches for option pricing under jump-diffusion models is given in [12]. An IMEX Runge-
Kutta method for the time integration is proposed in [13] to solve the integral term of the PIDE
explicitly. This method provides high-order accuracy under certain time step restriction. Sachs
and Strauss used some transformation technique to eliminate the convection term from the PIDE
and proposed a second-order accurate finite difference method for the solution of new PIDE [14].
A three-time levels second-order accurate implicit method using finite difference approximations
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is proposed in [15] for European put options under jump-diffusion models. A family of IMEX
time discretization schemes is proposed in [16] to solve the PIDE under jump-diffusion models.
They discussed the stability of the schemes via Fourier analysis and showed that the schemes are
conditionally stable. A second-order accurate IMEX time semi-discretization scheme for pricing
European and American options under Bates model is discussed in [17]. They explicitly treated the
jump term using the second-order Adams-Bashforth method and rest of the terms are discretized
implicitly using the Crank-Nicolson method. Recently, Kadalbajoo et al. proposed a second-order
accurate IMEX schemes along with cubic B-spline collocation method for European option pricing
under jump-diffusion models [18]. They discussed the stability, convergence and computational
complexity of all schemes.
It is observed that the inclusion of more grid points in computation stencil in order to increase
the accuracy of finite difference approximations becomes computationally expensive. Therefore,
finite difference approximations have been developed using compact stencils (commonly known
as compact finite difference approximations) at the expense of some complication in their evalua-
tion. Compact finite difference approximations provide high-order accuracy and better resolution
characteristics as compared to finite difference approximations for equal number of grid points
[19]. Compact finite difference approximations have also been used for option pricing problems
[20, 21, 22]. In particular, Lee and Sun considered the original PIDE as an auxiliary equation to
derive a compact scheme for option pricing under jump-diffusion models [22]. They used IMEX
schemes for temporal semi-discretization to avoid the inverse of a dense matrix and Richardson
extrapolation is applied to obtain the fourth-order convergence rate. Recently, a fourth-order
accurate compact scheme for option pricing under Bates model is derived in [23] and stability of
the compact scheme is observed numerically. Moreover, compact schemes have been extensively
studied for compressible flows problems [24] and for computational aeroacoustic problems [25]. A
detailed study about various order compact finite difference approximations is given in [26].
In this article, a three-time levels compact scheme is proposed to solve the PIDE under jump-
diffusion models. The novelty of the proposed compact scheme is that it does not require the
original equation as an auxiliary equation unlike the compact scheme proposed in [22]. Moreover,
consistency and stability of the proposed three-time levels compact scheme are proved. Since
initial conditions for jump-diffusion models have low regularity, the smoothing operator given in
[27] is employed to smoothen the initial conditions in order to achieve the fourth-order convergence
rate. Simpson’s rule for numerical integration is used and a Toeplitz-like structure is obtained in
order to use FFT for efficient matrix-vector multiplication. Moreover, the CPU times for proposed
compact scheme and finite difference scheme are calculated for a given accuracy and it is shown
that proposed compact scheme outperforms the finite difference scheme.
The rest of the paper is organized as follows. In Section 2, the continuous model problem is
discussed. Fourth-order compact finite difference approximations for first and second derivatives
along with a brief discussion on Fourier analysis are discussed in Section 3. In Section 4, three-
time levels scheme for temporal semi-discretization and fourth-order compact approximations for
spatial discretization are discussed for continuous PIDE. The consistency and stability of proposed
three-time levels compact scheme are proved in Section 5. In Section 6, numerical examples are
presented to validate the theoretical results.
2 The Continuous Problem
In this section, the mathematical model for pricing European options under jump-diffusion models
is discussed. First we introduce the Le´vy process in the following definition.
Definition 2.1. Let (Ω,F ,Ft,P) be a probability space with filtration Ft. A stochastic process
(Xt)t≥0 is a Le´vy process on (Ω,F ,Ft,P) if
1. X0 = 0 almost surely.
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2. It is stochastically continuous i.e. for all a > 0 and for all s ≥ 0
lim
t→s
P (|X(t)−X(s)| > a) = 0.
3. For any s, t ≥ 0, the distribution of Xt+s−Xs does not depend on s (stationary increments).
4. For any s ≥ 1 and 0 ≤ t0 < t1 < ... < ts, the random variables Xt0 , Xt1−Xt0 ,..., Xts−Xts−1
are independent (independent increments).
5. The sample paths of Xt are right continuous with left limits almost surely.
The Poisson process ((Nt)t≥0) and the Brownian motion ((Wt)t≥0) are the examples of Le´vy
processes. Suppose that the stock price process follows an exponential jump-diffusion model
St = S0e
rt+Xt , where r is the risk-free interest rate, S0 is the stock price at t = 0 and (Xt)t≥0 is
a jump-diffusion Le´vy process. The jump-diffusion Le´vy process (Xt)t≥0 is defined as
Xt := at+ σWt +
Nt∑
i=1
Gi, (1)
where a and σ > 0 are real constants and Gi are independent and identically distributed random
variable with density function g(x). Furthermore, Wt, Gi, and Nt are assumed to be mutually
independent. In Merton jump-diffusion model, Gi follows Gaussian distribution with density
function
g(x) =
1√
2πσ2J
e
−
(x−µJ )
2
2σ2
J , (2)
where µJ and σJ > 0 represents mean and standard deviation respectively. In case of Kou jump-
diffusion model, Gi follows double exponential distribution with density function
g(x) = (1− p)λ+e−λ+x1x≥0 + pλ−eλ−x1x<0, (3)
where 1A is the indicator function with respect to a set A, λ− > 0, λ+ > 1 and 0 ≤ p ≤ 1. The
price of European options under jump-diffusion models (V (S, t)) is obtained by solving a PIDE
which is discussed in the following theorem [15].
Theorem 2.1. Let the Le´vy process (Xt)t≥0 has the Le´vy triplet (σ
2, γ, ν), where σ > 0, γ ∈ R
and ν is the Le´vy measure. If
σ > 0 or ∃ β ∈ (0, 2) such that lim inf
ǫ→0
ǫ−β
∫ ǫ
−ǫ
|x|2ν(dx) > 0,
then the value of European option with the payoff function Z(ST ) is obtained by V (S, t), where
V : [0,∞)× [0, T ]→ R,
(S, t) 7→ V (S, t) = e−r(T−t)E[Z(ST )|St = S],
is a continuous map on [0,∞)× [0, T ], C1,2 on (0,∞)× (0, T ), and satisfies the following PIDE
−∂V
∂t
(S, t) =
σ2S2
2
∂2V
∂S2
(S, t) + rS
∂V
∂S
(S, t)− rV (S, t)
+
∫
R
[
V (Sex, t)− V (S, t)− S(ex − 1)∂V
∂S
(S, t)
]
ν(dx),
(4)
on (0,∞)× [0, T ) with the final condition
V (S, T ) = Z(S) ∀ S > 0.
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Let us consider the following transformation in the above PIDE (4)
τ = T − t, x = ln
(
S
S0
)
and u(x, τ) = V (S0e
x, T − τ).
Then, u(x, τ) is the solution of the following PIDE with constant coefficients
∂u
∂τ
(x, τ) = Lu, (x, τ) ∈ (−∞,∞)× (0, T ],
u(x, 0) = f(x) ∀ x ∈ (−∞,∞),
(5)
where
Lu =
σ2
2
∂2u
∂x2
(x, τ ) +
(
r −
σ2
2
− λζ
)
∂u
∂x
(x, τ )− (r + λ)u(x, τ ) + λ
∫
R
u(y, τ )g(y − x)dy, (6)
λ is the intensity of the jump sizes and ζ =
∫
R
(ex − 1)g(x)dx. The initial condition for European
call options is
f(x) = max(S0e
x −K, 0) ∀ x ∈ R, (7)
and the equations describing the asymptotic behaviour of European call options are
lim
x→−∞
u(x, τ) = 0 and lim
x→∞
[u(x, τ) − (S0ex −Ke−rτ)] = 0. (8)
Similarly, the initial condition for European put options is
f(x) = max(K − S0ex, 0) ∀ x ∈ R, (9)
and the asymptotic behaviour of European put options is described as
lim
x→−∞
[u(x, τ) − (Ke−rτ − S0ex)] = 0 and lim
x→∞
u(x, τ) = 0. (10)
3 Fourth-Order Compact Finite Difference Approximations
for First and Second Derivatives
Compact finite difference approximations for first and second derivatives are discussed in this
section. From Taylor series expansion, second-order accurate finite difference approximations for
first and second derivatives can be written as
∆xui =
ui+1 − ui−1
2δx
, ∆2xui =
ui+1 − 2ui + ui−1
δx2
, (11)
where ui is the value of u at a typical grid point xi. Moreover, fourth-order accurate compact
finite difference approximations for first and second derivatives [19] are
1
4
uxi−1 + uxi +
1
4
uxi+1 =
1
δx
[
−3
4
ui−1 +
3
4
ui+1
]
, (12)
1
10
uxxi−1 + uxxi +
1
10
uxxi+1 =
1
δx2
[
6
5
ui−1 − 12
5
ui +
6
5
ui+1
]
, (13)
where uxi, uxxi are first and second derivatives of unknown u at grid point xi. If first derivative
is also considered as a variable then from Equation (12) we can write
1
4
uxxi−1 + uxxi +
1
4
uxxi+1 =
1
δx
[
−3
4
uxi−1 +
3
4
uxi+1
]
. (14)
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Eliminating uxxi−1 and uxxi+1 from Equations (13) and (14), compact finite difference approxi-
mation for second derivative is
uxxi = 2
ui+1 − 2ui + ui−1
δx2
− uxi+1 − uxi−1
2δx
. (15)
Substituting the values from Equation (11) into Equation (15), we get
uxxi = 2∆
2
xui −∆xuxi . (16)
It is observed that Equations (12) and (16) provide fourth-order accurate compact finite difference
approximations for first and second derivatives. The value of uxi in Equation (16) is obtained from
Equation (12). One-sided compact finite difference approximations are discussed in [28] for non-
periodic boundary conditions. It is shown in Figure 1 that lesser number of grid points are required
with compact finite difference approximation as compared to finite difference approximation to
obtain high-order accuracy.
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Figure 1: Number of grid points required for first derivative approximation : (a). - - - - - - - -
(xi−1, xi, xi+1) : (δx
4) compact finite difference approximation, (b). ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆⋆ (xi−1, xi, xi+1)
: O(δx2) finite difference approximation and (c). ++++++++ (xi−2, xi−1, xi, xi+1, xi+2) :
O(δx4) finite difference approximation.
3.1 Fourier analysis
In this section, the wave numbers and the modified wave numbers for first and second derivative
approximations are discussed in brief. A detailed discussion on the resolution characteristics of
various order compact finite difference approximations is given in [19]. The trial function for
this one on a periodic domain is u(x) = eIωx, where I =
√−1 and ω is known as wavenumber.
The relations between ω (wave number), ω′ (modified wave number for first derivative) and ω′′
(modified wave number for second derivative) for finite difference approximations and proposed
compact finite difference approximations are given in [29]. The wave numbers versus modified
wave numbers are plotted in Figures 2(a) and 2(b) for first and second derivative approximations
and it is observed from figures that compact finite difference approximations have better resolution
characteristics as compared to the finite difference approximations.
4 The Fully Discrete Problem
The domain of the spatial variable is restricted to a bounded interval Ω = (−L,L) for some fixed
real number L in order to solve the PIDE (5) numerically. For given positive integers M and N ,
let δx = 2L/N and δτ = T/M and in this way we define xn = −L + nδx (n = 0, 1, ...., N) and
τm = mδτ (m = 0, 1, ...,M). Let us first introduce the numerical approximation for
∂u
∂τ
. The
5
0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
2
2.5
3
Wave number (ω) 
M
od
ifi
ed
 w
av
e 
nu
m
be
r (
ω
’
 
)
 
 
Exact differentiation
Fourth−order Pade scheme
Fourh−order finite difference
Second−order finite difference
(a)
0 0.5 1 1.5 2 2.5 3
0
1
2
3
4
5
6
7
8
9
Wave number (ω)
M
od
ifi
ed
 w
av
e 
nu
m
be
r (
ω
’
’
 
)
 
 
Exact differentiation
Fourth−order Pade scheme
Fourh−order finite difference
Second−order finite difference
Present compact scheme
(b)
Figure 2: Modified wave number and wave number for various finite difference schemes: (a) First
derivative approximation, (b). Second derivative approximation.
second-order accurate finite difference approximation for ∂u
∂τ
at each grid point (xn, τm) is given
by
∂u
∂τ
(xn, τm) =
um+1n − um−1n
2δτ
+O(δτ2), for m ≥ 1, (17)
where umn = u(xn, τm). The operator L in Equation (6) can be written as
Lu(x, τ) = Du(x, τ) + Iu(x, τ) − (r + λ)u(x, τ), (18)
where
Du(x, τ) =
σ2
2
∂2u
∂x2
(x, τ) + (r − σ
2
2
− λζ)∂u
∂x
(x, τ),
Iu(x, τ) = λ
∫
R
u(y, τ)g(y − x)dy.
(19)
Now, the numerical approximations for the differential operator D is discussed. If Dδ represents
the discrete approximations for the operator D then
Dumn ≈ Dδ
(
um+1n + u
m−1
n
2
)
,
where
Dδu
m
n =
σ2
2
umxxn +
(
r − σ
2
2
− λζ
)
umxn , (20)
umxn and u
m
xxn
are the first and second derivative approximations of umn respectively. Substituting
the value of umxxn from Equation (16) into the Equation (20), we get
Dδu
m
n =
σ2
2
(
2∆2xu
m
n −∆xumxn
)
+
(
r − σ
2
2
− λζ
)
umxn . (21)
In this way, we eliminate the compact finite difference approximations of second derivative using
the unknowns and their first derivative approximations.
Now, the discrete approximation for the integral operator I using fourth-order accurate com-
posite Simpson’s rule is discussed. Integral operator Iu(x, τ) given in Equation (19) is divided
into two parts namely on Ω = (−L,L) and R\Ω. The value of integration over R\Ω for Merton
jump-diffusion model is given as
Υ(x, τ, L) = Ke−rτΦ
(
−x+ µJ + L
σJ
)
− S0ex+
σ2
J
2 +µJΦ
(
−x+ σ
2
J + µJ + L
σJ
)
, (22)
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where Φ(x) is the cumulative distribution function of standard normal distribution. Similarly, the
value of integration over R\Ω for Kou jump-diffusion model is given as
Υ(x, τ, L) = K(1− p)e−rτ−λ−(L+x) − S0(1− p) λ−
λ− + 1
e−λ−x−(λ−+1)L. (23)
The value of integral Iu(x, τ) on the interval Ω using composite Simpson’s rule is given as
∫
Ω
u(y, τm)g(y − xn)dy =
δx
3

um0 gn,0 + 4
N
2∑
i=1
u
m
2i−1gn,2i−1 + 2
N
2
−1∑
i=1
u
m
2ign,2i + u
m
Ngn,N


+O(δx4),
(24)
where gn,i = g(xi − xn). In order to write the above integral approximation (24) in matrix-vector
multiplication form, we define
Bg =
δx
3


4g(x1 − x1) 2g(x2 − x1) 4g(x3 − x1) . . . 4g(xN−1 − x1)
4g(x1 − x2) 2g(x2 − x2) 4g(x3 − x2) . . . 4g(xN−1 − x2)
4g(x1 − x3) 2g(x2 − x3) 4g(x3 − x3) . . . 4g(xN−1 − x3)
. . . . . . . . . . . . . . .
4g(x1 − xN−1) 2g(x2 − xN−1) 4g(x3 − xN−1) . . . 4g(xN−1 − xN−1)

 ,
um =


um1
um2
...
umN−1

 , Pm =
δx
3


um0 gn,0
0
...
umNgn,N

 .
The matrixBg can be transformed into a Toeplitz matrix by transferring the coefficient [4, 2, 4, ..., 2, 4]
T
to the vector u as follows
B˜g =
δx
3


g(x1 − x1) g(x2 − x1) g(x3 − x1) . . . g(xN−1 − x1)
g(x1 − x2) g(x2 − x2) g(x3 − x2) . . . g(xN−1 − x2)
g(x1 − x3) g(x2 − x3) g(x3 − x3) . . . g(xN−1 − x3)
. . . . . . . . . . . . . . .
g(x1 − xN−1) g(x2 − xN−1) g(x3 − xN−1) . . . g(xN−1 − xN−1)

 ,
and
u˜m =
[
4um1 , 2u
m
2 , .., 2u
m
N−2, 4u
m
N−1
]T
.
The above matrix-vector product (B˜gu˜
m) is obtained with O(N logN) complexity by embedding
the matrix Bˆg in a circulant matrix and using FFT for matrix-vector multiplication [30, 31].
Therefore, the discrete approximation (Iδu) for the integral operator (Iu) is
Iδu
m = λ
(
B˜gu˜
m + Pm +Υ(x, τ, L)
)
. (25)
If Lδ denote the discrete approximation of operator L (defined in Equation (18)) then
Lδu
m
n = Dδ
(
um+1n + u
m−1
n
2
)
+ Iδu
m
n − (r + λ)umn . (26)
The above three-time levels discretization (26) of integro-differential operator L is used for the
solution of PIDE (5). We find Umn (the approximate value of u
m
n ) which is the solution of following
problem
Um+1n − Um−1n
2δτ
= Dδ
(
Um+1n + U
m−1
n
2
)
+ IδU
m
n − (r + λ)Umn , for 1 ≤ m ≤M − 1, (27)
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with suitable initial and boundary conditions. Using the value of DδU
m
n from Equation (21) in
Equation (27), we obtain
Um+1n − Um−1n
2δτ
=
1
2
[
σ2
2
(
2∆2xU
m+1
n −∆xUm+1xn
)
+
(
r − σ
2
2
− λζ
)
Um+1xn
]
+
1
2
[
σ2
2
(
2∆2xU
m−1
n −∆xUm−1xn
)
+
(
r − σ
2
2
− λζ
)
Um−1xn
]
+ IδU
m
n − (r + λ)Umn , for 1 ≤ m ≤M − 1.
(28)
Re-arranging the terms, we get
(I − δτ σ
2
2
2∆2x)U
m+1
n = δτ
[
−σ
2
2
∆xU
m+1
xn
+
(
r − σ
2
2
− λζ
)
Um+1xn
]
+ δτ
[
σ2
2
(
2∆2xU
m−1
n −∆xUm−1xn
)
+
(
r − σ
2
2
− λζ
)
Um−1xn
]
+ Um−1n + 2δτIδU
m
n − 2δτ(r + λ)Umn , for 1 ≤ m ≤M − 1.
(29)
Let us introduce the following notation
Um = (Um1 , U
m
2 , ..., U
m
N−1)
T and Umx = (U
m
x1
, Umx2 , ..., U
m
xN−1
)T ,
the resulting system of equations corresponding to the difference scheme (29) can be written as
AUm+1 = F (Um,Um−1,Um−1x ,U
m+1
x ). (30)
The presence of Um+1x on the right hand side of the Equation (30) bind us to use a predictor
corrector method. Therefore, correcting to convergence approach is used and also summarized in
the following algorithm [32].
Algorithm for Correcting to Convergence Approach
1. Start with Um.
2. Obtain Umx using Equation (12).
3. Take Um+1old = U
m, Um+1xold = U
m
x .
4. Correct to Um+1new using Equation (29).
5. If ‖Um+1new −Um+1old ‖∞ < ǫ, then Um+1new = Um+1old .
6. Obtain Um+1xnew using Equation (12).
7. Take Um+1old = U
m+1
new , U
m+1
xold
= Um+1xnew and go to step 4.
The stopping criterion for inner iteration can be set at ǫ = 10−12 in above approach. Approxi-
mately four iterations are needed at each time interval to get ‖Um+1new −Um+1old ‖∞ < 10−12. Since
the proposed compact scheme (30) is three-time levels, two initial values on the zeroth and first
time levels are required to start the computation. The initial condition provides the value of u at
τ = 0 and the value of u at first time level is obtained by IMEX-scheme used in [10].
5 Consistency and Stability Analysis
5.1 Consistency
The consistency of the proposed three-time levels compact scheme (29) is proved in the following
theorem.
Theorem 5.1. Let u ∈ C∞ ([−L,L]× (0, T ]) satisfy the initial and boundary conditions (9)- (10).
Then for sufficiently small δτ and δx,
∂u
∂τ
(xn, τm)− Lu(xn, τm)−
(
u(xn, τm+1)− u(xn, τm−1)
2δτ
− Lδu(xn, τm)
)
= O(δτ 2 + δx4), (31)
where L and Lδ are defined in Equations (6) and (26) respectively and (xn, τm) ∈ (−L,L)×(0, T ].
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Proof. The second-order accurate finite difference approximation for ∂u
∂τ
at each grid point (xn, τm)
can be written as∣∣∣∣∂u∂τ (xn, τm)−
u(xn, τm+1)− u(xn, τm−1)
2δτ
∣∣∣∣ ≤ δτ
2
6
sup
τ∈[τm−1,τm+1]
∣∣∣∣∂
3u
∂τ 3
(xn, τ )
∣∣∣∣ . (32)
Since the compact finite difference approximations for first and second derivatives (discussed in
Section 3) are fourth-order accurate, therefore
∣∣∣∣∂
2u
∂x2
(xn, τm+1)− um+1xxn
∣∣∣∣ = O(δx4),
∣∣∣∣∂
2u
∂x2
(xn, τm−1)− um−1xxn
∣∣∣∣ = O(δx4),
∣∣∣∣∂u∂x(xn, τm+1)− um+1xn
∣∣∣∣ = O(δx4),
∣∣∣∣∂u∂x (xn, τm−1)− um−1xn
∣∣∣∣ = O(δx4).
Let us now discuss the first and second derivatives in operator Du. From Taylor series expansion
for second derivative, we write∣∣∣∣∂
2u
∂x2
(xn, τm)−
1
2
[
∂2u
∂x2
(xn, τm+1) +
∂2u
∂x2
(xn, τm−1)
]∣∣∣∣ ≤ δτ
2
2
sup
τ∈[τm−1,τm+1]
∣∣∣∣ ∂
4u
∂x2∂τ 2
(xn, τ )
∣∣∣∣ .
The following relation can be deduced for compact finite difference approximation for second
derivative
∂2u
∂x2
(xn, τm)−
1
2
[
u
m+1
xxn + u
m−1
xxn
]
=
∂2u
∂x2
(xn, τm)−
1
2
[
u
m+1
xxn + u
m−1
xxn
]
−
1
2
∂2u
∂x2
(xn, τm+1)
+
1
2
∂2u
∂x2
(xn, τm+1)−
1
2
∂2u
∂x2
(xn, τm−1) +
1
2
∂2u
∂x2
(xn, τm−1),
=
∂2u
∂x2
(xn, τm)−
1
2
[
∂2u
∂x2
(xn, τm+1) +
∂2u
∂x2
(xn, τm−1)
]
+
1
2
[
∂2u
∂x2
(xn, τm+1)− u
m+1
xxn
]
+
1
2
[
∂2u
∂x2
(xn, τm−1)− u
m−1
xxn
]
,
= O(δτ 2 + δx4).
From Taylor series expansion for the first derivative, we get∣∣∣∣∂u∂x (xn, τm)−
1
2
[
∂u
∂x
(xn, τm+1) +
∂u
∂x
(xn, τm−1)
]∣∣∣∣ ≤ δτ
2
2
sup
τ∈[τm−1,τm+1]
∣∣∣∣ ∂
3u
∂x∂τ 2
(xn, τ )
∣∣∣∣ .
The compact finite difference approximation for first derivative provides the following relation
∂u
∂x
(xn, τm)−
1
2
[
u
m+1
xn + u
m−1
xn
]
=
∂u
∂x
(xn, τm)−
1
2
[
u
m+1
xn + u
m−1
xn
]
−
1
2
∂u
∂x
(xn, τm+1)
+
1
2
∂u
∂x
(xn, τm+1)−
1
2
∂u
∂x
(xn, τm−1) +
1
2
∂u
∂x
(xn, τm−1),
=
∂u
∂x
(xn, τm)−
1
2
[
∂u
∂x
(xn, τm+1) +
∂u
∂x
(xn, τm−1)
]
+
1
2
[
∂u
∂x
(xn, τm+1)− u
m+1
xn
]
+
1
2
[
∂u
∂x
(xn, τm−1)− u
m−1
xn
]
,
= O(δτ 2 + δx4).
Therefore, the error between the operators Dδu and Du is
Du(xn, τm)− Dδ
(
u(xn, τm+1) + u(xn, τm−1)
2
)
= O(δτ2 + δx4). (33)
Further, Equation (24) provides the error between the integral operator Iu and Iδu as
Iu(xn, τm)− Iδu(xn, τm) = O(δx4). (34)
From Equations (32), (33) and (34), result follows.
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5.2 Stability
The stability of the proposed compact scheme is proved using von-Neumann stability analysis.
Consider a single node
Umn = p
meinθ, (35)
where i =
√−1, pm is the mth power of amplitude at time levels τm, and θ = 2π/N . The integral
operator (19) can be re-written in an equivalent form as
Iu(x, τ) = λ
∫ L
−L
u(y + x, τ)g(y)dy.
Fourth-order accurate composite Simpson’s rule for above equation provides
Iδu = δx
N∑
k=0
wkU
m
k+ngk,
= δx
N∑
k=0
wkp
meiθ(k+n)gk,
≡ pmeiθnGk,
where
Gk = δx
N∑
k=0
wke
iθkgk and gk = g(xk). (36)
The following Lemma is proved for numerical quadrature Gk given in Equation (36).
Lemma 5.1. The numerical quadrature Gk satisfies the following
|Gk| ≤ 1 + cδx4,
where c is a constant.
Proof. Using the property of a density function we can write∫
Ω
g(x)dx ≤
∫ ∞
−∞
g(x)dx = 1. (37)
The application of fourth-order accurate composite Simpson’s rule in the above Equation (37)
gives
δx
N∑
k=0
wkgk ≤ 1 + cδx4. (38)
From Equations (36) and (38), we have
|Gk| = |δx
N∑
k=0
wke
iθkgk|,
≤ 1 + cδx4.
(39)
For the sake of simplicity, we denote σ
2
2 = a and
(
r − σ22 − λζ
)
= b in the rest of this section.
The fully discrete problem (29) can be written in terms of a and b as follows
(I − 2aδτ∆2x)Um+1n = (I + 2aδτ2∆2x)Um−1n + 2δτ
[
b
2
− a
2
∆x
]
Um+1xn
+ 2δτ
[
b
2
− a
2
∆x
]
Um−1xn − 2δτ(r + λ)Umn + 2δτλGkUmn .
(40)
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The following relations are obtained from [33] in order to prove the stability of the proposed
compact scheme (40)
∆xU
m
n = i
sin(θ)
δx
Umn ,
∆2xU
m
n =
2cos(θ)− 2
δx2
Umn ,
Umxn = i
3sin(θ)
δx(2 + cos(θ))
Umn .
(41)
Using Equation (41) in the difference scheme (40), we get
[
1− 4aδτ
(
cos(θ)− 1
δx2
)]
U
m+1
n =
[
1 + 4aδτ
(
cos(θ) − 1
δx2
)]
U
m−1
n + δτ
[(
a
sin(θ)
δx
+ ib
)
3sin(θ)
δx(2 + cos(θ))
]
U
m+1
n + δτ
[(
a
sin(θ)
δx
+ ib
)
3sin(θ)
δx(2 + cos(θ))
]
U
m−1
n − 2δτ (r + λ)U
m
n + 2δτλGkU
m
n ,
(42)
After re-arranging the terms, the above Equation (42) is written as
[
1− δτ
(
a
cos2(θ) + 4cos(θ)− 5
δx2(2 + cos(θ))
+ ib
3sin(θ)
δx(2 + cos(θ))
)]
U
m+1
n =
[
1 + δτa
cos2(θ) + 4cos(θ)− 5
δx2(2 + cos(θ))
+iδτb
3sin(θ)
δx(2 + cos(θ))
]
U
m−1
n
− 2δτ (r + λ)Umn + 2δτλGkU
m
n .
(43)
Using Equation (35) in above Equation (43), the amplification polynomial Θ(δx, δτ, θ) can be
written as
Θ(δx, δτ, θ) = γ0p
2 − 2γ1p− γ2, (44)
where
γ0 =
[
1− δτ
(
a
cos2(θ) + 4cos(θ)− 5
δx2(2 + cos(θ))
+ ib
3sin(θ)
δx(2 + cos(θ))
)]
,
γ1 = [λδτGk − δτ(r + λ)] ,
γ2 =
[
1 + δτ
(
a
cos2(θ) + 4cos(θ)− 5
δx2(2 + cos(θ))
+ ib
3sin(θ)
δx(2 + cos(θ))
)]
.
(45)
The following lemma is needed to prove the stability of a three-time levels difference scheme, see
[34].
Lemma 5.2. A finite difference scheme is stable if and only if all the roots, pu, of the amplification
polynomial Θ satisfies the following condition:
1. There is a constant C such that |pu| ≤ 1 + Cδτ .
2. There are positive constants a0 and a1 such that if a0 < |pu| ≤ 1+Cδτ then |pu| is simple root
and for any other root pv, following relation holds
|pv − pu| ≥ a1,
as δx, δτ→ 0.
Proof. For the proof of above Lemma, see [34].
Now, we prove the above Lemma 5.2 for the proposed three-time levels compact scheme for
the PIDE in the following theorem.
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Theorem 5.2. The fully discrete problem (29) is stable in the sense of von-Neumann for δτ ≤
1/(4λ+ 2r).
Proof. Firstly, some properties of the coefficients γ0, γ1 and γ2 of amplification polynomial Θ(δx, δτ, θ)
are proved. Using Lemma 5.1 in Equation (45), it is observed that
|γ1| < δτ(2λ+ r).
Further, the coefficient γ0 from Equation (45) can be written as
|γ0| = |(1−A)− iB|, (46)
where
A = a
cos2(θ) + 4cos(θ)− 5
δx2(2 + cos(θ))
, and B = b
3sin(θ)
δx(2 + cos(θ))
.
Since a > 0 =⇒ A < 0, which gives |γ0| > 1. Moreover, from Equations (45) and (46), we have
∣∣∣∣γ2γ0
∣∣∣∣
2
=
1 +A2 + 2A+B2
1 +A2 − 2A+B2 ,
which implies
∣∣∣γ2γ0
∣∣∣ < 1. Now, roots of the amplification polynomial Θ(δx, δτ, θ) are
|p| =
∣∣∣∣∣
γ1 ±
√
γ21 − γ0γ2
γ0
∣∣∣∣∣ ,
≤
∣∣∣∣γ2γ0
∣∣∣∣
1
2
+ 2
∣∣∣∣γ1γ0
∣∣∣∣ ,
≤ 1 + 2δτ(r + 2λ).
(47)
Hence, first part of the Lemma 5.2 is proved for constant C = 2(r + 2λ). Let us assume that
p1 and p2 are two roots of amplification polynomial Θ(δx, δτ, θ) and the constant a0 = 1 which
implies p1 > 1, then
|p1 − p2| ≥ 2|p1| − |p1 + p2|,
≥ 2− 2δτ(2λ+ r). (48)
If δτ satisfies the given condition, we have
|p1 − p2| ≥ 1,
and this prove the second part of the Lemma 5.2 with a1 = 1. This completes the proof.
6 Numerical Results
In this section, the applicability of the proposed compact scheme for pricing European options
under jump-diffusion models is demonstrated. According to [27], fourth-order convergence cannot
be expected for non-smooth initial conditions. Since the initial conditions given in Equations (7)
and (9) have low regularity, therefore suitable smoothing operator is required to smoothen the
initial conditions. For this purpose, the smoothing operator φ4 given in [27] is employed to
smoothen the initial conditions and it’s Fourier transform is define as
φˆ4(ω) =
(
sin(ω/2)
ω/2
)4 [
1 +
2
3
sin2(ω/2)
]
.
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As a result, the following smoothed initial condition (u˜0) is obtained
u˜0(x1) =
1
δx
∫ 3δx
−3δx
φ4
( x
δx
)
u0(x1 − x)dx, (49)
where u0 is the actual non-smooth initial condition and x1 is the grid point where smoothing is
required. The smoothed initial conditions obtained from Equation (49) tends to the original initial
conditions as δx→ 0. The parameters considered for pricing European options under Merton and
Kou jump-diffusion models are listed in Table 1. The parabolic mesh ratio ( δτ
δx2
) is fixed as 0.4
in all our computations, although neither the von Neumann stability analysis nor the numerical
experiments showed any such restriction. The ℓ2 error ‖U(δx, δτ)−U( δx2 , δτ2 )‖ℓ2 is used to examine
the numerical convergence rate of the proposed compact scheme, where U(δx, δτ) represents the
solution at the step sizes δx and δτ and U
(
δx
2 ,
δτ
2
)
represents the solution after halving the step
sizes.
Merton jump-diffusion model Kou jump-diffusion model
Parameters Values Parameters Values
λ 0.10 λ 0.10
T 0.25 T 0.25
r 0.05 r 0.05
K 100 K 100
σ 0.15 σ 0.15
µJ −0.90 λ+ 3.0465
σJ 0.45 λ− 3.0775
p 0.3445
Table 1: The values of parameters for pricing European options under Merton and Kou jump-
diffusion models.
S=90 S=100 S=110
Reference values 9.285418 3.149025 1.401185
Proposed compact scheme 9.285420 3.149114 1.401176
Table 2: Values of European put options using proposed three-time levels compact scheme under
Merton jump-diffusion model with N = 1536 for different stock prices.
S=90 S=100 S=110
Reference values 0.527638 4.391246 12.643406
Proposed compact scheme 0.527636 4.391244 12.643408
Table 3: Values of European call options using proposed three-time levels compact scheme under
Merton jump-diffusion model with N = 1536 for different stock prices.
S=90 S=100 S=110
Reference values 9.430457 2.731259 0.552363
Proposed compact scheme 9.430448 2.731252 0.552361
Table 4: Values of European put options using proposed three-time levels compact scheme under
Kou jump-diffusion model with N = 1536 for different stock prices.
Example 1. (Merton jump-diffusion model for European put options)
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Figure 3: Values of European put options using proposed three-time levels compact scheme under
Merton jump-diffusion model: (a) As a function of stock price, (b) As a function of stock price
and time.
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Figure 4: Rate of convergence: Error between the numerical solutions versus number of grid points
for European put option under Merton jump-diffusion model.
S=90 S=100 S=110
Reference values 0.672677 3.973479 11.794583
Proposed compact scheme 0.672672 3.973476 11.794584
Table 5: Values of European call options using proposed three-time levels compact scheme under
Kou jump-diffusion model with N = 1536 for different stock prices.
The reference values in Table 2 for European put options under Merton jump-diffusion model
are obtained from the infinite series given in [2]. It can be observed from Table 2 that option prices
obtained from the proposed compact scheme for different stock prices are in excellent agreement
with the reference values. The initial condition and the numerical solution of the PIDE for
European put option under Merton jump-diffusion model are presented in Figure 3(a). Moreover,
the values of option as a function of stock price and time are plotted in Figure 3(b). The ℓ2 error
(Error = ‖U(δx, δτ) − U(δx/2, δτ/2)‖ℓ2) versus number of grid points is presented in Figure 4
and it is observed that proposed compact scheme exhibit fourth-order convergence rate.
The analytic solution for European put options under Merton jump-diffusion model is obtained
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Figure 5: The difference between the numerical and analytic solution for European put options
under Merton jump-diffusion model as a function of stock price and time: (a) Using finite difference
scheme with non-smooth initial condition, (b) Using proposed compact scheme with non-smoothing
initial condition, (c) Using finite difference scheme with smoothed initial condition, and (d) Using
proposed compact scheme with smoothed initial condition.
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Figure 6: Efficiency: CPU time in seconds versus error using finite difference scheme and proposed
compact scheme for pricing European put options under Merton jump-diffusion model.
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Figure 7: Rate of convergence: Error between the numerical solutions versus number of grid points
for European call option under Merton jump-diffusion model.
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Figure 8: Values of European call options using proposed three-time levels compact scheme under
Merton jump-diffusion model: (a) As a function of stock price, (b) As a function of stock price
and time.
from [2]. The error between the analytic and numerical solution with non-smooth initial condition
is presented as a function of time and stock prices in Figures 5(a) and 5(b). It is observed from the
Figures 5(a) and 5(b) that proposed compact scheme provides lesser error as compared to finite
difference scheme. Similarly, the error between analytic and numerical solution after applying the
smoothing operator to the initial condition is plotted as a function of time and stock prices in
Figures 5(c) and 5(d). It is shown in Figures 5(c) and 5(d)that less oscillations are produced in
the solution near the strike price with the proposed compact scheme.
Efficiency of proposed compact finite difference scheme:
In order to compare the efficiency of the proposed compact scheme with finite difference scheme,
the PIDE (27) is also solved using finite difference scheme. The error between numerical and
analytic solutions in ℓ2 norm versus CPU time is presented in Figure 6. It is observed that
proposed compact scheme is significantly efficient as compared to the finite difference scheme for
a given accuracy.
Example 2. (Merton jump-diffusion model for European call options)
The option prices obtained from the proposed compact scheme and the reference values from
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Figure 9: Values of European put options using proposed three-time levels compact scheme under
Kou jump-diffusion model: (a) As a function of stock price, (b) As a function of stock price and
time.
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Figure 10: Rate of convergence: Error between the numerical solutions versus number of grid
points for European put option under Kou jump-diffusion model.
[11] are given in Table 3. It can be observed from Table 3 that proposed compact scheme is
accurate for pricing European call options. The error (Error = ‖U(δx, δτ) − U(δx/2, δτ/2)‖ℓ2)
versus number of grid points is plotted in Figure 7 and fourth-order convergence of the proposed
compact scheme is shown. The initial condition and numerical solution is presented in Figure 8(a).
Moreover, the option prices as a function of stock price and time is shown in Figure 8(b).
Example 3. (Kou jump-diffusion model for European put options)
The option prices obtained from the proposed compact scheme and reference values from [15]
for different stock prices are presented in Table 4. It can be observed from the Table 4 that option
prices obtained from the proposed compact scheme are similar to the reference values. The initial
condition and numerical solution for European put options is presented in Figure 9(a). The value
of option as a function of stock price and time is plotted in Figure 9(b). Moreover, fourth-order
convergence rate of the proposed compact scheme is observed from Figure 10.
Example 4. (Kou jump-diffusion model for European call options)
The option prices obtained from the proposed compact scheme and reference values from [11]
are presented in Table 5. It can be observed from the Table 5 that option prices obtained from
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Figure 11: Values of European call options using proposed three-time levels compact scheme under
Kou jump-diffusion model: (a) As a function of stock price, (b) As a function of stock price and
time.
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Figure 12: Rate of convergence: Error between the numerical solutions versus number of grid
points for European call option under Kou jump-diffusion model.
the proposed scheme are in excellent agreement with the reference values. The initial condition
and numerical solution for European call option is plotted in Figure 11(a). The values of option
as a function of stock price and time are presented in Figure 11(b). Moreover, it can be observed
from Figure 12 that proposed compact scheme exhibit fourth-order convergence rate.
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