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MENSHOV’S ”ADJUSTMENT THEOREM” WITH RESPECT TO GENERAL
MEASURES
THEMIS MITSIS
Abstract. We prove Menshov’s theorem in the setting of arbitrary Borel measures.
A classical theorem of Menshov asserts that a Lebesgue measurable real function on
[0, 2π] can be modified on a set of arbitrarily small Lebesgue measure so that the resulting
function is continuous and has uniformly convergent Fourier series. Menshov’s intricate
proof appeared in [3]. Ko¨rner gave a different proof in [2]. A highly readable account of
Menshov’s original proof may be found in Bary [1].
Note that if we replace the requirement that the modified function should have uniformly
convergent Fourier series with the requirement that it should be merely continuous, then
we get Lusin’s theorem which easily holds with any positive, finite Borel measure in place
of Lebesgue measure. So it is natural to ask whether Menshov’s theorem holds for arbitrary
measures as well. The purpose of this paper is to answer this question in the affirmative.
Namely we prove the following.
Theorem. If f : [0, 2π] → R is Borel measurable and µ is a positive, finite Borel measure
on [0, 2π], then for every ε > 0 there exists a continuous g : [0, 2π] → R with uniformly
convergent Fourier series so that µ({ f , g}) < ε.
We first note that this is plainly true if µ is purely atomic, that is if µ =
∑
+∞
n=1 anδxn ,
where δxn are Dirac deltas and an are positive numbers with
∑
n an < +∞. So it suffices to
consider the case where µ is non-atomic, that is µ({x}) = 0 for all x.
Let us very briefly go through Menshov’s proof to see what the difficulty is if we try to
replace Lebesgue measure with an arbitrary measure. By Lusin’s theorem we can assume
that f is continuous. Then we approximate f with step functions. The heart of the proof is
the following lemma on page 500 in [1].
Lemma (Menshov’s Lemma). Let [c, d] ⊂ [0, 2π], γ ∈ R, ε > 0, and ν ∈ N with ν > 8.
Then there exists a continuous piecewise linear function ψ supported in [c, d], a Borel set
E ⊂ [c, d], and an absolute constant B > 0 so that
(1) |ψ| ≤ 2ν|γ|.
(2) ψ = γ in E.
(3)
∣∣∣∣∣∣
∫ ξ
0
ψ
∣∣∣∣∣∣ < ε, for all ξ ∈ [0, 2π].
(4)
∣∣∣∣∣∣
∫ 2π
0
ψ(t) sin j(t − x)
t − x
dt
∣∣∣∣∣∣ < Bν|γ|, for all j ∈ N, x ∈ [0, 2π].
The set E is constructed as follows. We take r to be an integer so that q = rν satisfies
4|γ|(d − c)/q < ε
and we let
• δ = d−cqn .
• cs = c + δνs, s = 0, 1, . . . , q, c0 = c, cq = d.
• as = cs − δ.
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• a′ = c + 2 d−c
ν
, b′ = d − 2 d−c
ν
.
Then
E = [a′, b′] r
q−2r⋃
s=2r+1
[as, cs].
The Lebesgue measure of E is at least (d − c)(1 − 5
ν
), and so for large ν it can be made as
close to the measure of [c, d] as we please.
By means of Menshov’s lemma, a step function is modified on a set of small measure to
get a suitable continuous and piecewise linear function. Combining such functions we can
complete the proof. The ”small” set is a finite union of sets like the complement of the set E
in Menshov’s lemma. This set is a finite union of intervals whose endpoints are arithmetic
progressions and, of course, its Lebesgue measure can be trivially calculated by just adding
up lengths. However, it is not obvious how to estimate its µ-measure. Surprisingly, the
following result shows that such a set inside an interval, asymptotically occupies the same
proportion of the interval’s µ-measure as its Lebesgue measure.
Proposition. Let µ be a positive, finite, non-atomic Borel measure on [0, 2π], I = [a, b] ⊂
[0, 2π], n ∈ N and σ, τ positive numbers so that σ + τ < 1. Define
An =
n−1⋃
k=0
[
a + (k + σ)b − a
n
, a + (k + σ + τ)b − a
n
]
.
Such a set is called an M-set. Then for every m ∈ N there exists a subset Λ˜ ⊂ mN such
that
lim
n∈Λ˜
µ(An) = τµ(I).
Proof. For any real number x let (x) = x − [x], where [·] is the integer part. Note that if ℓ
is the affine map which takes [0, 1] onto I, then
An = ℓ(Bn) ∩ I,
where
Bn = {x : (nx) ∈ [σ, σ + τ]} .
We normalize µ by defining the measure
ν(E) = µ(ℓ(E) ∩ I)
µ(I) .
If
ν̂( j) =
∫
e−2πi jt dµ(t), j ∈ Z,
then by Wiener’s theorem, since ν is non-atomic, we get that
lim
N→+∞
1
N + 1
N∑
n=0
∣∣∣ ν̂(nk)∣∣∣2 = 0,
for every k. Now let
Λ j,k =
{
n :
∣∣∣ ν̂(nk)∣∣∣ ≤ 1j
}
.
Then ∣∣∣∣Λ∁j,k ∩ [0, N]∣∣∣∣
N + 1
≤
j2
N + 1
N∑
n=0
∣∣∣ ν̂(nk)∣∣∣2 .
Cosequently, Λ j,k has density 1, therefore there exists a set Λk with density 1 so that Λk r
Λ j,k is finite. Hence
lim
n∈Λk
ν̂(nk) = 0,
2
for all k. We conclude that there is a set Λ with density 1 so that
lim
n∈Λ
ν̂(nk) = 0,
for all k. Now if T = {z ∈ C : |z| = 1} is the unit circle, we define Fn : R→ T by
Fn(x) = e2πinx.
Then
lim
n∈Λ
∫
Fkn(x) dν(x) = lim
n∈Λ
ν̂(nk) = 0.
for all k. Next, let λ be normalized Lebesgue measure onT, and for every Borel set E ⊂ T,
let
Pn(E) = ν(F−1n (E))
be the distribution of Fn. But then∫
Fkn dν(x) =
∫
T
zk dPn(z),
so
lim
n∈Λ
∫
T
zk dPn(z) = 0,
for all k, and therefore
lim
n∈Λ
∫
T
ϕ(z) dPn(z) = 0,
for every trigonometric polynomial ϕ. We conclude that
lim
n∈Λ
∫
T
f (z) dPn(z) =
∫
T
f (z) dλ(z),
for every continuous function f on T. Consequently
lim
n∈Λ
Pn(E) = λ(E)
for every E whose boundary has Lebesgue measure zero. In particular, if
E =
{
e2πit : t ∈ [σ, σ + τ]
}
,
we obtain
ν(Bn) = Pn(E) −→
n∈Λ
λ(E) = τ.
To finish the proof, we let Λ˜ = Λ ∩ mN. 
We are now in a position to prove Menshov’s theorem for the measure µ. A careful
reading of the argument on pages 506-507 in [1] shows that it is enough to prove the
following.
Claim. Let ϕ : [0, 2π] → R be a step function, ν ∈ N with ν > 8, and εk a positive
sequence. Then there exist
• a finite partition of [0, 2π] into disjoint intervals Jk = [cˆk, ˆdk], so that ϕ is constant
on Jk and ϕ|Jk = γk,
• continuous piecwise linear functions ψk supported in Jk,
• a Borel set E ⊂ [0, 2π] with µ(E) ≥ (1 − 7/ν)µ([0, 2π])
such that
(1) |ψk | ≤ 2ν|γk|, for all k.
(2) ψk = γk in E.
(3)
∣∣∣∣∣∣
∫ ξ
0
ψk
∣∣∣∣∣∣ < εk, for all ξ ∈ [0, 2π] and all k.
(4)
∣∣∣∣∣∣
∫ 2π
0
ψk(t) sin j(t − x)t − x dt
∣∣∣∣∣∣ < Bν|γk|, for all j ∈ N, x ∈ [0, 2π] and all k.
3
To prove the claim we can assume that the step function ϕ is constant on ρ intervals
of equal length. We further subdivide these intervals to take ρκ intervals of equal length.
These are the Jk’s. κ will be determined later. We apply Menshov’s lemma to the triple Jk,
γk, εk to get the function ψk and a set Ek ⊂ [a′k, b′k] ⊂ Ik, where
a′k = cˆk + 2
ˆdk − cˆk
ν
, b′ = ˆdk − 2
ˆdk − cˆk
ν
.
Note that [a′k, b′k] r Ek is an M-set in [a′k, b′k] with τ = 1ν , consisting of (ν − 4)r intervals
(r is as in the statement of Menshov’s lemma). Therefore by our Proposition, if r is large
enough then
µ(Ek) ≥
(
1 − 2
ν
)
µ([a′k, b′k]).
Now we let
E =
⋃
k
Ek.
Then
µ(E) ≥
(
1 − 2
ν
)
µ
⋃
k
[a′k, b′k]
⋃
k[a′k, b′k] is an M-set in [0, 2π] with τ = 1 − 4ν , consisting of ρκ intervals. So again by our
Proposition, for κ large enough we have
µ
⋃
k
[a′k, b′k]
 ≥
(
1 − 5
ν
)
µ([0, 2π]).
We conclude that
µ(E) ≥
(
1 − 7
ν
)
µ ([0, 2π]) .
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