In dynamical systems with many degrees of freedom the Lyapunov exponent is not always able to characterize, even in a qualitative way, the main spatio-temporal or macroscopic behavior. We study two examples which show the inadequacy of the standard Lyapunov analysis. We introduce a`spatial' Lyapunov exponent to characterize the spatial complex behavior of non-chaotic but convectively unstable ow systems. This quantity gives a relation between the sensitivity on the boundary conditions and the co-moving Lyapunov exponent. We also study systems of coupled maps in which some global quantities with typical times much longer than the inverse of the Lyapunov exponent appear. A generalization of the Lyapunov exponent for nite perturbations can characterize, in a consistent way, such a macroscopic behavior, even in the absence of explicit equations for the time evolution of these global observables.
Introduction
The widely accepted de nition of chaos { and its most popular manifestation { is the sensitive dependence of the evolution on the initial conditions, i.e. a small uncertainty x(0) in the initial state grows exponentially in time: j x(t)j j x(0)jexp( 1 t), where 1 is the maximal Lyapunov exponent 1 . The condition 1 > 0 implies a limited predictability, that is a dynamical randomness, thefore it is a signal of an interesting behavior. However many non trivial behaviors can appear in systems which are not chaotic, i.e. with 0. Let us brie y mention the systems with asymptotically stable xed points, but with fractal boundaries of the attraction basins 2 , the chaotic scattering 3 (where the \chaos" is just transient) and the noisy systems where even if < 0 one can have severe limitations for the predictability 4 . In the following we consider two di erent phenomena, arising in highdimensional systems, which cannot be characterized by means of the usual Lyapunov exponent.
In Section 2 we study open-ow systems, i.e. systems with a privileged direction, along which the ow takes place and the perturbations are advected. This kind of systems are natural candidates for the description of boundary layers, thermal convection, wind-induced water waves and open TaylorCouette ow 5 . After the seminal contribution of Deissler and Kaneko 6 , we know that, even if < 0, when a convective instability is present an external noise can have a relevant role and rather complex spatial structures can arise. We shall show that, in the case of non chaotic but convectively unstable systems, it is possible to provide a quantitative characterization of the spatial complexity in terms of the sensitivity on the spatial boundary conditions 7 . This \spatial" Lyapunov exponent has a strong relation with the co-moving Lyapunov exponents.
Section 3 deals with macroscopic chaos in globally coupled maps. With macroscopic chaos we indicate the (hydrodynamical-like) irregular behavior of some global observables 8;9 , such as the center of mass, with typical times much longer than the \microscopic" one, as given by 1= . Since the Lyapunov exponent is related to the full \microscopic" dynamics, it is not able to capture the essential features of the macroscopic behavior. On the contrary, the Finite Size Lyapunov Exponent 10 (FSLE), that was originally introduced in the context of the predictability problem for fully developed turbulence, and which is a generalization of the Lyapunov exponent for nite perturbations, is able to characterize a macroscopic behavior even if the evolution laws for the macroscopic observables are not known 11 .
Open ows
We study the open ow systems described by a chain of maps with unidirectional coupling:
x n (t + 1) = (1 ? c)f a (x n (t)) + cf a (x n?1 (t)); (1) where t is the discrete time, n = 1; 2; 3; : : :; is a spatial index and x 0 (t) is a given boundary condition. We take as f a (x) the logistic map f a (x) = a x (1 ? x), and following Pikovsky 12 we use a quasi periodic boundary con We may give a description of the phenomenology of ow systems in terms of the maximumLyapunov exponent and of the comoving Lyapunov exponent. The absolute stability, which corresponds to laminar motion, is identi ed by the condition (v) < 0 for all v > 0; the convective instability corresponds to 1 < 0 and (v) > 0 for some velocities v > 0 and nally standard chaos is present when 1 
The convective instability is the most interesting case, because even if the maximum Lyapunov exponent is negative the behaviour of the system may be very hard to predict, as gure 1 suggests. Figure 1 . Evolution of a state of the system (1) of logistic maps with quasi-periodic boundary conditions, with a = 3:85 and c = 0:7 (in this case 1 < 0 but the system is convectively unstable).
For this kind of spatial \complexity" up to now, as far as we know, there is not a simple and systematic characterization. A rst explanation for these features may be found in the sensitivity of convective unstable systems on small perturbations at the beginning of the chain (always present in physical system), which grow exponentially while they are transmitted along the ow. This simple intuition can be made more quantitative de ning an indicator which measures the degree of sensitivity on the boundary conditions 7 . We wonder how an uncertainty x 0 (t) = O( ) in the knowledge of the boundary conditions will a ect the system. We consider only the case of in nitesimal perturbations, so that we may safely assume that x n evolves according to the tangent vector equations of the system (1):
For the moment we do not consider, for sake of simplicity, intermittency e ects, that is, we neglect nite time uctuations of the comoving Lyapunov exponents. The uncertainty x n (t), on the determination of the variable at the site n, is given by the superposition of the evolved x 0 (t? ) with = n=v:
Since we are interested in the asymptotic spatial behavior, i.e. the large n one, we can write:
x n (t) e n ; (4) where, in the particular case of a non intermittent system, one has: (5) is a link between the comoving Lyapunov exponent and the \spa-tial" Lyapunov exponent , i. e. a relation between the convective instability of a system and its sensitivity to the boundary conditions. The quantity can be considered a sort of spatial-complexity-index and a more precise and operative de nition of it is given by:
where the brackets mean a time average. Equation (5) holds exactly only in the absence of intermittency. In the general case the relation is rather more complicated. We introduce the e ective comoving Lyapunov exponent,~ t (v), that gives the exponential changing rate of a perturbation, in the frame of reference moving with velocity v, on a nite time interval t. According general arguments 13 one has h~ t (v)i = (v).
Then, instead of (3) we obtain 
In a generic case, because of the uctuations, it is not possible to write in terms of (v). Nevertheless one can obtain a lower bound
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The evaluation of the function (v) needs a heavy computational e ort, however one can nd good approximations of the quantity . A rst simple approximation for it, actually a lower bound, is given by
where v is the velocity at which attains its maximum value. The analysis of the long time behavior of many impulsive perturbations makes it possible to obtain v and (v ) without the knowledge of (v) as a function of v. An improvement of this approximation can be performed using the numerical evidence that typically the shape of (v) is not very far from a parabola In Fig. 2 we show , , 1 and p versus a at a xed value of c (c = 0:7), for the logistic map with the quasi-periodic boundary condition. There is a large range of values of the parameter a for which is rather far from ; for instance, at a = 3:74 we have = 0:28 and = 0:26. The di erence is an e ect of the intermittency; this may be pointed out either looking at what happens with the map f a (x) = ax mod 1 or introducing the generalized spatial Lyapunov exponents, L s (q) 7 . We stress that the de nition (6) and the bound (9) have a general validity. In fact, to derive (6) and (9), one just uses the concept of comoving Lyapunov marsi: submitted to World Scienti c on March 29, 1999 exponents (and e ective comoving Lyapunov exponents) which can be easily introduced also in continuous systems (as in the case of the asymmetric Ginsburg-Landau equation).
We note nally that all the results above do not depend too much on the details of the boundary conditions, i. e. on using for x 0 (t) a quasi-periodic or a chaotic function.
Macroscopic chaos
Recently the emergence of non trivial collective behaviours in highdimensional dynamical systems has gathered much attention 14;11;8;15;9;16 . An interesting limit case of macroscopic coherence is the global synchronization of all the parts of the system. Beyond synchronization there exist much more interesting phenomena involving non trivial coherence, among which we just mention: clustering 14 and collective 11;8;15;9 motion in globally coupled maps (GCM). The latter behavior, in the case that we call macroscopic chaos 11 , is the subject of this Section.
Let us consider a GCM system, i. e. a collection of elements x n evolving according to the equation:
where N is the total number of elements, t is the discrete time and f a (x) is a nonlinear function depending on a parameter a, e.g. the logistic map (1?ax   2   ) or the tent map (a(1=2 ? jx ? 1=2j).
At varying and a in eq. (11), in the regions where the maximum (microscopic) Lyapunov exponent is positive ( 1 > 0), and by looking at the evolution of a macroscopic variable such as, for instance, the center of mass:
one can observe di erent behaviours In the case of macroscopic chaos one has irregular behaviour of some global variables (e.g. the center of mass) which evolve with typical times much longer than the characteristic time of the full dynamics (i.e. the microscopic dynamics); the order of magnitude of the latter time may be estimated by 1= 1 . From a conceptual point of view, the macroscopic chaos for GCM is the analogous of the hydrodynamical chaos for molecular motion. Where, in spite of a huge microscopic Lyapunov exponent ( 1 1= c 10 11 s ?1 , c being the collision time), one can have rather di erent behaviors at a hydrodynamical (coarse grained) level, i.e.: laminar motion ( hydro = 0) or turbulent motion (0 < hydro 1 ). If one knows the hydrodynamical equations, one can characterize the macroscopic behaviour by means of the standard dynamical system techniques. However, in generic CML, as far as we know, there are no general systematic methods to build up the macroscopic equations, a part in very particular cases 8;9 . Therefore, we chose to study the macroscopic behaviour of the system relying upon the full microscopic level description.
As discussed in the Introduction, in spite of their deep conceptual relevance, the Lyapunov exponents cannot give a complete characterization of realistic dynamical systems, such as intermittent systems 13 or systems with many (di erent) characteristic times 10 . In particular, in the case of macroscopic motion, the usual Lyapunov analysis can only give the maximum (microscopic) Lyapunov exponent of the system, which does not characterize the macroscopic behaviour. In order to overcome such di culties a new indicator has been recently introduced, in the context of predictability in turbulent ows: the nite size Lyapunov exponent 10 (FSLE). The de nition of FSLE may be given in terms of the predictability time T r ( ), de ned as the time a perturbation of size takes to grow by a factor r > 1. The perturbation of size is supposed to be already aligned with the most unstable direction. The FSLE is thus de ned from a suitable average 
where T r ( ) is the minimum time such that the distance r between the two realizations is greater or equal to r . To practically compute the FSLE, rstly one has to de ne a series of thresholds n = r n 0 (n = 1; : : :; M), and to measure the times T r ( n ) that a perturbation of size n takes to grow up to n+1 . The times T r ( n ) are obtained by following the evolution of a perturbation from its initial size min < 0 up to the largest threshold M , where M < saturation so that all the thresholds can be attained. This can be done by integrating two trajectories starting at an initial distance min . In general, one must choose min 0 10 .
We have computed the FSLE (13) looking only at the evolution of j m(t)j which is initialized at the value m(t) = min by shifting all the elements of the unperturbed system by the quantity min (i.e. x 0 i (0) = x i (0) + min ), for each realization. The computation has been performed by using as local map the tent map, but similar results can be obtained for other kind of maps 15;11 . Figure 3 shows ( ) versus in the case with macroscopic chaos. One has two plateaux: at small values of ( 1 ), as expected from general considerations, ( ) = 1 ; for 2 one has another plateau which can fairly be called \macroscopic" Lyapunov exponent, ( ) = macro . Moreover, 1 . Therefore we can argue that the macroscopic motion is well de ned in the limit N ! 1 and one can conjecture that in this limit the microscopic signature in the evolution of m(t) completely disappears in favor of the macroscopic behaviour.
It is worth to remark an important technical aspect: because of the complex structure of the phase space of this system, one has coexistance of di erent attractors 8 . Therefore, choosing random initial conditions while increasing N, one likely obtains di erent values for the macroscopic and/or microscopic Lyapunov exponents. Therefore, in order to maintain the system on the same attractor, one has to use some precautions 11 . In the case of standard chaos ( macro < 0) one has only the microscopic plateau and then a fast decreasing of ( ) 11 . Also in the cases of periodic or quasi-periodic behaviors (i.e. macro = 0), we nd only the microscopic plateau followed by a decreasing up to the saturation. Indeed, ( ), by denition, is not able to distinguish between < 0 and = 0, see eq. (13) .
One can wonder if it is possible to compute the macroscopic Lyapunov exponent by looking only at hlnj mji vs. t. The macroscopic regime is expected to appear as a change of slope when the size of the perturbation becomes O(1= p N). In Ref.
11
we observed for small m(t) an exponential growth with slope 1 up to m(t) O(1= p N), then, for larger m(t), a second (macroscopic) slope which is in fair quantitative agreement with the FSLE computation. However, in general, because of the intermittency, the macroscopic regime can start at di erent times and with di erent rates, therefore the average at xed delay times can give spurious laws; see Ref. 10 for a discussion of these e ects.
Conclusions
We have shown that even in highly non-trivial systems with many degrees of freedom, a suitable generalization of the Lyapunov exponent can characterize some of the di erent aspects of the complexity. In the case of non-chaotic but convectively unstable open ows, the spatial complexity is due to the strong sensitivity on the boundary conditions and can be measured in terms of a \spatial" Lyapunov exponent. In the case of globally coupled maps, the macroscopic chaos, at hydrodynamical level, is described quantitatively by means of a \macroscopic" Lyapunov exponent, i.e. the FSLE, computed for suitable values of the perturbation.
