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4226 Ridge Lea Road, Amherst, New York 14226 
A generalized version of the firing squad synchronization problem is in- 
vestigated. The  generalization consists of allowing the linear array of automata 
to grow (by division of  automata into two or more) while it is trying to syn-  
chronize itself. A solution is presented for the ease in which the growth takes 
place at the ends of  the array, with possibly different rates. 
l .  INTRODUCTION 
The firing squad synchronization problem (from now on FSSP) is so 
well known that we shall not give a detailed statement of it. Many of the 
references mentioned below will provide the reader with a detailed discussion. 
A concise statement of the problem is the following: 
"Find a two-input, two-output automaton (Moore type) with three 
distinguished states (s, i, and f, say) and an arbitrary but finite number 
of additiona! states, such that a one-dimensional array of such automata 
(with the end automata constantly receiving one special input each, which 
shows them that they are end automata) will have the following properties: 
(i) I f  all the automata re in state s, they will all remain in state s. 
(ii) I f  one of the end automata is in state i, while the rest of the automata 
are in state s, the array will undergo a series of transitions ending up with 
all the automata being in state f. Furthermore, no automaton will be in 
state f prior to all the others being in state f . "  
The FSSP originates from J. Myhill, and, according to Moore (1964), 
it first arose in connection with causing all parts of a self-reproducing 
machine to be turned on simultaneously. I t was first solved by M. Minsky 
and J. McCarthy. Waksman (1966) gave a solution which for an array of n 
automata chieves ynchronization i  2n - -  2 steps. I t  can easily be shown 
that this time cannot possibly be made shorter. Balzer (1967) gave such 
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a minimal time solution using only eight states. Varshavsky, Marakhovsky, 
and Peschansky (1970) discuss some generalized versions of the FSSP. 
The generalizations include allowing the initial disturbance, i, to take place 
anywhere in the array; allowing different ypes of automata in the array, 
each type having a different speed of reaction to the initiating signal; allowing 
a fixed number of delays between the automata which are required to 
synchronize irrespective of the number of delays; and allowing a random 
reconnection of the automata in the array before each step (i.e., in each 
step, the automata re randomly partitioned into pairs, and each automaton 
will influence in that step only its partner in the pair). In all these generaliza- 
tions, the total number of automata remains fixed during the synchronization 
process. Smith (1971) made repeated use of solutions of the FSSP in his 
two-dimensional pattern recognizing cellular automata. Herman (1972) 
gave a solution to the FSSP where the automata were symmetric, i.e., they 
could not distinguish between their left and right inputs. 
In this paper we shall consider a generalization of the FSSP in which 
the array is allowed to grow during the synchronization process. Growth 
will take place by allowing the individual automata to divide into two or 
more automata. For this reason, rather than the more traditional type of 
cellular automata (see, e.g., Codd, 1968), we shall use the models proposed 
by Lindenmayer (1968a,b), and since then developed by many workers 
(see, e.g., Herman and Rozenberg, 1974). These models allow an automaton 
to divide anywhere in the array, provided that it and its two neighbors 
are in appropriate states. 
The reason for the generalization to growing arrays is a logical extension 
of the original motivation. It is reasonable to assume that an organism, 
all of whose parts we wish to turn on simultaneously, is still growing during 
the synchronization process. More specifically, our attention was brought 
to this generalization by the study of molluscan pigmentation patterns. 
In an earlier study (Baker and Herman, 1972), we have shown how the 
pigmentation pattern originally studied by Waddington and Cowe (1969) 
can be discussed in terms of Lindenmayer models. We wished to extend 
this study to include pigmentation patterns found on the shells of different 
kinds of sea snails. We found that many of these (see Herman and Liu, 1973) 
have recurring in them dark areas which get uniformly wider as growth 
takes place, and then suddenly disappear, giving us shapes of the type shown 
in Fig. 1. I f  such shapes are to be explained on the basis of interactions 
(rather than on the basis of an external influence), we must conclude that 
the glands which are depositing the dark region must have succeeded in 
synchronizing their action to stop creating the dark pigment at the same 
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FIG. 1. Shape of a typical dark area in a pigmentat ion pattern. 
time, even though their number was growing during the synchronization 
process. (The mechanisms used in creating pigmentation patterns are 
discussed by Wanscher, 1970, 1971. Many molluscan pigmentation patterns 
can be seen in the Wanscher papers, as well as in Marsh and Rippingdale, 
1964.) 
In the next section, we give a precise statement of a version of the 
generalized FSSP in terms of Lindenmayer models. In Section 3, we discuss 
the important preliminary problem of synchronizing the two end automata 
of a growing array with automata in the middle of the array. In Section 4, 
we discuss our solution to the problem in Section 2, with growth taking 
place only at the ends. In Section 5, we discuss the implementation on a 
computer of our solution. In Section 6 we outline a further problem about 
growth and regulation in biological systems, which can be solved by 
techniques imilar to the ones introduced in Section 2. 
2. DEFINITIONS AND PROBLEM STATEMENT 
I f  G is a nonempty finite set, G* denotes the set of all finite sequences 
of elements of G. G* includes the empty sequence, which is denoted by ¢. 
ALindenmayer model L is a quadruple (G, g, 3, F),  where G is a nonempty 
finite set of states, g a G is called the standard environmental input, 3 is a 
function mapping the states of any three consecutive automata (cells) into 
the sequence of states of the automata (cells) by which the middle one is 
replaced (3: G x G × G ~ G*), and F is a subset of G. 
A Lindenmayer model is said to be propagating if, and only if, 3(a, b, e) ~ ¢, 
for any a, b, c ~ G. So in a propagating Lindenmayer model cells cannot 
simply disappear. We shall only be discussing propagating Lindenmayer 
models. 
I f  L = (G, g, 3, F )  is a Lindenmayer model, any element of G* is said 
to be a filament of L. (From now on we shall always refer to the individual 
automata s cells, and linear arrays of the states of automata s filaments.) 
It is biologically interesting (see, e.g., Herman, 1971, 1972) to investigate 
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whether synchronization is possible with a model in which the individual 
cells lack polarity, i.e., they are symmetric. This notion is made precise 
by the following definitions. 
A Lindenmayer model L = (G, g, ~, F )  is said to be externally symmetric 
if, and only if, ~ has the property that 
~(a, b, c) = S(c, b, a), 
for all a, b, c ~ G. L is said to be internally symmetric if, and only if, ~ has 
the property that 
~(a, b, c) = [8(a, b, c)] ~, 
for all a, b, c ~ G. (pR denotes the filament p written in reverse order.) 
L is said to be symmetric if, and only if, it is both externally symmetric 
and internally symmetric. 
It  was seen that the standard environmental input is an element of G. 
It  is a basic assumption of Lindenmayer models that the environment 
affects a filament only at the end cells, and its effect can be described by 
elements of G. Herman (1970) proved that by systematically changing 
the environment, one can induce practically any type of behavior in a 
filament. Since we want a filament to synchronize due to the interaction 
between its cells, and not due to environmental changes, we shall from 
now on assume that all development takes place in a constant environment. 
In view of this, we can give the following definitions. 
For any filament p of a Lindenmayer model L = (G, g, B, F) ,  we define 
AL(p) (or h(p) when L is understood), the successive filament as follows. 
I f  p is of the form ala 2 "" ak (k >~ 2), then A(p) = qlq2 "'" qe,  where 
q i=~(a~- l ,as ,a i+ l ) ,  for 2~i~<k- -1 ,  
ql = S(g, a l ,  a~), 
q~ = ~(a~_l , a te ,g ) .  
I f  p : e, then h(p) = e, and if p E G, then ~(p) : ~(g, p,g).  
For any nonnegative integer n we define AL~(p) (or An(p)), the n-th 
successive filament of p, by 
A°(p) = p, 
An+l(p) = A(An(p)). 
For what follows, it will be useful to measure the length of a nonempty 
filament as the number of cell diameters from the middle of its left end 
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cell to the middle of its right end cell. Hence for m >~ 1 the length of a 
filament ala 2 ... a~ is m -- 1. For any nonempty filament p, let ~L'°(p) denote 
the length of p. 
I f  we have a filament which grows at the rate of p cells in q units of time 
at one end, r cells in t units of time at the other end, and its length is initially l, 
then its length after n units of time will be 1 
+ + [-7 + 
We now state a version of the generalized FSSP, in which it is assumed 
that growth takes place only at the ends with the rates mentioned above. 
The generalized FSSP. Given any integers p, q, r, t, 0 ~p < q, 
0 ~- - r  ~ t, find a propagating Lindenmayer model L : :  (G ,g ,  8,F),  
such that s and i are elements of G (distinct from each other and from g) 
and L has the following properties. 
(i) For any nonnegative integers l and n, there exist a nonnegative 
integer k ~ l and symbols a and b in G, such that hn(ss~s) = as~b. 2
(ii) For any nonnegative integers l and n, 
~°(~(ss~s)) = ~(~(is~s)) - -  ¢ (p ,  q, ] r I, t, l + 1, n), 
(iii) For any nonnegative integer l, there exists a positive integer m, 
such that, for all positive integers n ~ m, A~(is~s) does not contain a symbol 
from F, but for n >~ m, An(isis) eF* .  
In this problem statement, (i) tells us that a filament in which all cells 
are in state s will remain stable except, possibly, at the ends. We exclude 
the ends, in order to allow the growth described in (ii), p/q and r/t being 
the respective growth rates. The negativeness of r indicates growth from 
right to left. The synchronization f the filament, after an initial disturbance i 
at the left end of the filament, is stated in (iii). 
The restriction that p < q and [ r [ < t is introduced for the following 
reason. Suppose that growth takes place at the ends by cell division, so 
that the right end grows p cells in time q. A disturbance set up by i at the 
left end of the filament can propagate at most with the speed of one cell 
1 For any rational integer x, [x] denotes the greatest integer which is not greater 
than x. 
2 For any symbol s in G and any nonnegative integer l, s ~ denotes a sequence of l 
instances of s. For any rational number , [ r I denotes the absolute value of r. 
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per unit time. I f  p >/q, then such a disturbance can never reach the right 
end, let alone lead to a synchronization of the whole filament. 
Our solution to the generalized FSSP has the following basic form. At 
the beginning there is a preparatory stage, followed by a number of standard 
stages. At the beginning of each of the standard stages the filament has 
the following properties. It contains a number of cells which are "markers." 
These markers occur either singly or in pairs but, except for the beginning 
of the last stage, there are never more than two consecutive markers. In 
particular the two end cells are markers. The number of consecutive non- 
marker cells is the same everywhere in the filament, i.e. the markers divide 
the filament into subfilaments of equal length. Furthermore, except for the 
last stage, if the length of these subfilaments i l then the length of the 
subfilaments at the beginning of the next stage is [//2]. This implies that 
irrespective of the length of the initial filament we arrive at a stage at the 
beginning of which the number of consecutive nonmarker cells is everywhere 
0, i.e., the whole filament is made up of markers. Furthermore, this is the 
first time that there is a marker cell in the filament such that both its 
neighbors are also markers. Thus if we require the firing state to appear 
if and only if the cell under consideration is a marker with both its neighbors 
also markers, then synchronization will be achieved. 
What we have described above applies equally to standard solutions of 
the FSSP (Waksman, 1966; Balzer, 1967; Varshavsky et al., 1970; Herman, 
1972). However in that problem the filament is not growing, and so the 
number of subsegments at the beginning of each stage is twice the number 
of subsegments at the beginning of the previous stage. Due to the growth 
this will no longer be the case for the generalized problem discussed in 
this paper. The placing of markers to achieve the finer and finer subdivisions 
becomes therefore a somewhat more complicated process. A thorough 
discussion of this process for the problem which has been precisely stated 
above will be the subject matter of the next three sections. 
3. SYNCHRONIZATION OF A GROWING FILAMENT: PREPARATORY STAGE 
We are now discussing a filament which grows at the rate p cells in q 
steps at the right end and - - r  cells in t steps at the left end. 
In order to discuss how such a growth rate can be achieved let us con- 
centrate on the right end. One of the components of the state of the end 
cell is a counter whose value is initially 0. Suppose at the end of a step the 
value of this counter is u. Then in the next step the cell checks whether 
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u -1- p >/ q/2. I f  that is not the case, the cell does not divide, and the counter 
is updated to have value u -}- p. On the other hand if u + p ~ q/2 then 
the cell divides into two. The value of the counter in the right most of these 
two cells (the new right end cell) is set to u @ p - -  q. 
Clearly, at the end of q steps there will have been exactly p cell divisions 
and the value of the counter will again be 0. In this way the required rate 
of growth is achieved. By a similar mechanism we can grow the left end 
at the required rate. The implementation of this process will be described 
in Section 5. 
For example, consider the case when r = --1, t = 2, p = 2 and q = 3. 
Figure 2 shows the development in this case, with the values of the counters 
in the end cells indicated. Successive rows in the figure indicate successive 
stages of the development of the filament. Note that by connecting up 
the centers of the end cells at the beginning and at the end, Fig. 2 gives 
rise to Fig. 1. 
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Growth mechanism in a filament of cells. 
We use communication between each cell and its neighbors to achieve 
the eventual synchronization of the whole filament, and we describe this 
communication i  terms of "waves" moving through the filament. By this 
we mean the following. Suppose for simplicity that each cell has just two 
states, 0 and 1, that a cell in state 1 changes to state 0, and that a cell in 
state 0 takes on the same state as its left-neighbor, and that the left environ- 
ment is a 0. Then a filament of such cells, which initially has the leftmost-cell 
in state 1 and the other cells in state 0 will appear to have a 1-state moving 
to the right along it at the rate of one cell in unit time. We call this a wave 
of rate one. 
I f  each cell has more than two states, we can cause waves to move at a 
different rate through a filament. A slower wave, such as the one represented 
by line 2 in Fig. 3, moves at a rate of one cell in n units of time. Thus the 
wave stays in a cell for n time units, then moves to the next cell. We can 
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picture the wave as being in the left 1In of a cell, then in position 2In in 
the cell at the next time instant, and so on up to position n/n, then in the 
left 1/n of the next cell. 
The preparatory stage is initiated by a disturbance in the left cell. At 
the end of the preparatory stage, i.e., at the start of the first-standard stage, 
markers appear simultaneously at the ends and in the middle of the filament. 
The method of synchronization of the two end cells with the middle is 
indicated in Fig. 3. Waves 1, 2 and 3 start at the left end cell at exactly 
the same time, while waves 4 and 5 start at the right end cell at the time 
when wave 1 meets the right end cell of the filament. The rates are chosen 
so that wave 2 meets the right end cell, wave 4 meets the left end cell and 
waves 3 and 5 meet in the middle of the filament at exactly the same time. 
FIG. 3. 
-rxt l Pl p(x-q}! 
t q 
t 
x 
[ -rx q~+]}  ~.(~l  -rx . Px , i ) q  ~_{ ~.+ 
Preparatory stage in the synchronization f a growing filament. 
Before we begin discussing the exact rates of the waves in order to achieve 
what we want, we have to pay some attention to a problem caused by the 
discreteness of the cellular array. In Fig. 3, since the waves are represented 
by straight lines, two waves moving at different speeds will meet at exactly 
one point. However, Fig. 3 is an idealization of the real situation, just as 
Fig. 1 is an idealization of Fig. 2. I f  waves are propagated by the mechanism 
indicated in Fig. 2, then it is possible for two waves moving at different 
speeds to occupy the same cell or neighboring cells for a number of steps. 
I f  we superimpose Fig. 1 on Fig. 2, we see that the boundary waves in 
Fig. 1 go through the centers of boundary cells in Fig. 2 exactly at those 
times when the counter in the cell is 0. We simplify our programming by 
choosing the rates of the waves so that whenever, in a continuous diagram 
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such as Fig. 3, a wave meets an end of the filament, then in the corresponding 
filament of discrete cells the wave is deemed to meet the end when it reaches 
the middle of the end cell. Similarly, whenever two waves meet inside a 
filament hey do so in the middle of a cell if a single marker is to be created, 
or on the edge between two cells if two adjacent markers are needed. In 
making this simplification, we increase the time needed for synchronization 
of the whole filament. 
Let Yi be the speed of propagation of the i-th wave in Fig. 3. (If Yi 
propagates from right to left, then it shall have a negative value.) We choose 
the rates of the waves to be 
l+p  
Y l  - -  q 
q +px 
Y2 - -  qx 
rqx + ptx  + tq 
Ya = 2tqx ' 
rx  - -  p t  - -  t 
Y4 - -  t (x  - -  q) " and 
ptx  + rqx - -  2pqt - -  tq 
Y~ = 2tq(x - -  q) 
where x is the least positive integer such that q and t each divide x and 
ly41 ~1.  
The reasons for our choice are as follows. Since we wish wave 1 to meet 
the right end of the filament in the middle of a cell, the time of this event 
must be a multiple of q, irrespective of the length l of the original filament. 
Clearly this time is also proportional to l. Our choice of Yl ensures that 
the time is ql. The time at which wave 2 meets the right end is also propor- 
tional to 1. Suppose it is xl. Since xl  must be divisible by both q and t for 
any l, we must have that both q and t divide x. Using x, we can easily work 
out the values of Y2, Ya, Y~ and y~ from Fig. 3. 
Since no wave can move through the filament with rate greater than one, 
we must check that each [Yi I ~ 1. Since p < q and p and q are integers 
we have l Yl 1 ~ 1. Since p ~ q, q ~ x and p and q are integers we have 
[Y~ I ~ 1. Since Ya must be less than the maximum of [ r / t  ] and 1 Y2 I we 
have ]Ya ] ~ 1. Our choice of x ensures that ]Y4 [ ~ 1, so it is clear from 
Fig. 3 that [y~[ ~< 1. 
By implementing waves with the rates of propagation specified above, 
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we can achieve that after xl steps the filament has a marker at the left end, 
a marker at the right end and one or two markers exactly in the middle, 
depending on whether the number of cells at the time is odd or even. This 
is the beginning of the first standard stage. 
For example, consider Fig. 3. In that figure, r = --1, t = 2, p = 2 and 
q=3.  Therefore, Yl = 1, x= 12, Y2 =3/4 ,  yz = 1/8, Y4=- - I  and 
Y5 ----- --1/6. I f  the length of the initial filament is 3 cells (l = 2), then the 
preparatory stage will require 24 steps. At the beginning of the first standard 
stage there will be 31 cells, three of which are markers, dividing the filament 
into two equal subsegments, and the length of each subsegment (including 
the adjacent marker cells) will be 15. 
4. SYNCHRONIZATION OF A GROWING FILAMENT: STANDARD STAGE 
Let us assume that we are at the beginning of a standard stage. That is, 
the two end cells are markers, the number of consecutive markers is not 
more than two anywhere in the filament, and the length of each subsegment 
is everywhere the same. Let l denote this distance (see Fig. 4). Then the 
number of consecutive nonmarker cells is 1 --  1. 
Because one may find markers both singly and in pairs, it is easier to 
think of the segments between the markers as the primary concept, and 
to talk about the end-markers of a segment. A marker may be the end-marker 
wt 7" I 
rn 
[ 
FIG. 4. 
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Standard stage in the synchronization f a growing filament. 
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of one or two segments. In what follows, we shall talk about the waves 
initiated by the left end-marker and the right end-marker of a certain 
segment. I f  a cell is an end-marker for two segments, it simultaneously 
generates waves for both segments. 
Consider the right end segment of the filament after time wl, where w 
is the least common multiple of q and t, such that its leftmost cell is the 
original left end-marker of the rightmost subsegment. The length of this 
segment is l[(pw/q) + 1]. Since this is a multiple of l, it is possible to divide 
it into equal subsegments of length [//2]. The number of these subsegments 
will be 
m = 2[(pw/q) + 1]. 
Note that m does not depend on I. 
Consider the points (marked 0, 1, 2,..., m in Fig. 4) which divide the 
segment under consideration into m equal parts. Since l is an integer and 
the distance between two consecutive points of this type is 1/2, these points 
fall either exactly in the center of a cell or exactly on the boundary of two 
cells. We make our model such that, if one of these points is in the middle 
of a cell, then that cell becomes a marker, and if the point is on the boundary 
of two cells, both cells become markers. To show that this results in sub- 
segments where the distance between the end-markers i [//2], we distinguish 
between the cases when I is even and when 1 is odd. I f  I is even, all the points 
0, 1, 2,..., m fall in the middle of the cells, and the distance between them 
is I/2. I f  l is odd, the points 0, 2 ..... m fall in the middle of a cell, which 
becomes a marker, the points 1, 3,..., m -- 1, fall on the boundary of two 
cells, both of which become markers. Thus, the length of a subsegment 
is [//2]. 
It follows that, provided we can identify the points 0, 1, 2,..., m at time wl, 
we shall have the situation desired for the beginning of the next standard 
stage, at least in the indicated right end segment of the filament. Each of 
the points 0, 1, 2,..., m is identified by the help of two waves, one from 
the left end marker of the right-most segment and one from the right end 
marker of the right-most segment at the beginning of the standard stage 
under consideration. I f  zj and zj, denote, respectively, the rates of propagation 
of the two waves which determine the point j, ii: is easy to show that we 
must have 
J 
z~. --  2w ' 
j - -2  
z j ' - -2w,  
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for 0 ~<j ~ m. Note that, since w >~ q > p, and p andq are integers, 
we have lz J]  ~< 1 and ]z~,l ~ 1, for a l l0  ~<j~m.  
In summary, at the beginning of the standard stage the right end marker 
of the right-most segment initializes m -[- 1 waves with rates z o, , z 1, ,..., z,~,, 
respectively, and the left end marker of the right-most segment initializes 
m -]- 1 waves with rates z0, z 1 .... , z~,  respectively. For 0 ~j  ~ m, the 
wave from the left end marker with rate z~ meets the wave from the right 
end-marker with rate z~., at time wl at the point marked by j in Fig. 4. The 
meeting of these waves sets up the markers for the beginning of the next 
standard stage exactly in the way we desired to do it for our induction. 
The situation for the left-most segment is exactly analogous. There are 
+ 1 waves from both the left end-marker and the right end-marker 
of the left-most segment. These move with rates z i and z (  where 
( rw ) 
N=2 - - - - / - -} -  1 , 
J 
z~-  2w ' 
j - -2  
z~, = 2w 
For all the intermediate segments we need only three waves initiated 
from each of the end-markers. From the left end-marker we need waves 
which propagate at rates z 0 , z 1 and z2, from the right end-marker we need 
waves that propagate at rates z 0, , z 1, , and ze, .  I t  is quite easy to show 
(see Fig. 4) that after wl steps, the waves from the left end-marker which 
propagate at rates Zo, z l ,  and ze ,  respectively, meet the waves from the 
right end-marker which propagate at rates Zo, , zl ,  , and z 2, , respectively. 
The meeting points of two of these three pairs of waves are precisely the 
centers of the cells which were the left end-marker and right end-marker 
of the segment under consideration at the beginning. These again become 
markers for the beginning of the next stage. The meeting point of the third 
pair of waves is precisely the center of this segment, and it either falls into 
the center of a cell (if l is even), turning it into a marker, or on the boundary 
of two cells (if l is odd), turning both into markers. In either case the number 
of consecutive nonmarker cells at the beginning of the next stage is [(l - -  2)/2], 
and the length of a subsegment is [//2]. 
This completes the description of how we get from the beginning of 
one standard stage to the beginning of the next. I f  at the beginning of some 
standard stage 2 ~< l ~ 3 (and this situation must arise sooner or later), 
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then after wl steps each cell becomes a marker. This is the situation which 
causes all cells to enter the firing state simultaneously. 
A complete example of the whole process is given in Fig. 5. In this 
example r = --1, t = 2, p ~ 1 and q = 4. It therefore follows (see Figs. 3 
and 4 and the formulas in the last and present sections) that x = 12, 
3 Yl =½,  Y2=1,  Y3- -  ~2, Y~=- - I ,  Ys - -  s ,  m=4,  ~=6,  
z~-- j /16,  for 1 ~<j~4,  zj, = ( j - -2 ) /16 ,  for 0 ~<j~3,  z r~- - j /16 ,  
for 1 ~<j ~< 6, and z f  = - - ( j - -  2)/16, for0  ~<j ~< 5. In Fig. 5 the length 
FIG. 5. A complete xample of the synchronization process in a growing filament. 
of the initial filament is 1 (i.e., two cells). The first standard stage begins 
after 12 steps, the length of the filament at that time is 10, and it is subdivided 
into two subfilaments of length 5 each by two markers at the ends and one 
in the middle. Since the least common multiple of t and q is 4, the next 
standard stage begins after another 4 × 5 = 20 steps. At that time, the 
filament is of length 25 and it is subdivided into 10 subfilaments, each of 
length 2, separated by markers which appear alternatively in singles and 
in pairs. The next standard stage should begin after 4 × 2 ~ 8 steps. 
At this time the filament is of length 31 and it is subdivided in such a way 
that each of the 32 cells is a marker. This, therefore, is the end of the 
synchronization process. 
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5. IMPLEMENTATION 
Our solution to the generalized FSSP has been implemented using a 
special-purpose imulation program called CELIA,  for cellular linear iterative 
array simulator. To clarify our method, we give here a brief description 
of the relevant features of CELIA.  (For a more detailed discussion see 
Baker and Herman, 1972, and Herman and Liu, 1973.) 
CEL IA  is written in FORTRAN,  and provides a general framework 
for simulating linear arrays in which individual ceils can develop, split into 
two or more cells, or die. The user of CEL IA  specifies the developmental 
rules for one typical cell, and CEL IA  applies these rules in parallel to all 
of the cells in the model. The developmental rules may be written for CEL IA  
either as a state transition table or, for more complicated simulations, as 
a FORTRAN subroutine. CEL IA  allows simulations in which the state of 
a cell is composed from several attributes. For example, in a biological 
simulation a cell might have an age, a length, and it might contain different 
concentrations of several chemicals. The values of these attributes then 
determine the state of the cell. 
In implementing our solution to the generalized FSSP, we met with 
several problems of representation. We now describe some of these, together 
with the solutions which we have found. 
Firstly, we need a way of representing one or more waves in a cell. We 
have decided to have one CEL IA  attribute to hold this information about 
a cell. We call this attribute the TYPE of the cell. TYPE is internally 
represented as a string of bits whose length is the number of waves. Each 
wave is coded in a unique bit position in TYPE, and if there are several 
waves in a cell this is represented by the presence of ones in the appropriate 
positions. 
Secondly, as indicated in Section 3, we need a counter over a finite range 
associated with growth of each end of the filament, and we also need similar 
counters for each of the internal waves in the filament. A direct implementa- 
tion would require that each cell should have a large number of counter 
attributes. To avoid this difficulty we have found the following indirect 
implementation. Instead of having a separate counter for each wave, we use 
one counter for all of the left-moving waves in a cell (we call this attribute 
T IMEL) ,  and one counter for all of the right-moving waves (T IMER).  
Thus we need altogether only the three CEL IA  attributes TYPE, T IMEL  
and T IMER per cell. However, to make this scheme workable, we must 
use a special method of up-dating in order to avoid interference between 
different waves which are being driven by the same counter. This is done as 
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follows. Suppose the rate of movement of a wave is //j. Initially we find 
the least common multiple, k, of all of the denominators j of all the rates. 
During the simulation, we update each counter by 1, modulo k. At each 
instant we can compute, from i , j  and the relevant counter value, whether 
or not a wave with rate i/j is to move from one cell to another. (Note that 
every wave is in the middle of a cell when the counter is 0.) 
Thus our method of implementation uses a large but finite number of 
states for each cell, and for convenience in programming these states are 
3-tuples; that is they are coded into 3 CEL IA  attributes. There are many 
ways in which the number of states could be reduced, but each would lead 
to a more involved simulation. Our aim here is conceptual simplicity, not a 
minimal-state solution. 
Our representation makes it convenient to specify the rules for the behavior 
of a cell to CEL IA  in terms of a FORTRAN subroutine, which we call 
DELTA.  In order to do this we first set up a table of information about 
the rates at which waves move, and another table which specifies what 
happens when pairs of waves meet. CEL IA  then uses the DELTA routine 
to simulate the growth and synchronization of the filament. There are 
some subtleties in the DELTA routine. For instance, two waves which 
are due to meet may occupy the same cell for some time before the actual 
meeting takes place. Also, in the case where a meeting is to create two markers 
in adjacent cells, the plan shown in Figs. 3 and 4 calls for two waves to 
FIG. 6. 
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CELIA implementation f a preparatory stage (corresponding to Fig. 3). 
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FIG. 7. CELIA implementation of  a standard stage (corresponding to Fig. 4). 
meet on the edge between two cells. In our DELTA routine we make the 
convention that a right-moving wave which would be on an edge in the 
overall plan, is in fact in the right cell (and a left-moving wave is in the 
left cell), and we have a special predicate which detects this situation. 
Figures 6, 7 and 8 show the CELIA print-outs which correspond to the 
situations described in Figs. 3, 4 and 5, respectively. In the figures we have 
not, for obvious reasons, instructed CELIA to print all of the attributes 
of a cell. Rather, we have displayed only the TYPE attribute. Our convention 
is that a period (.) represents a cell containing no waves, an asterisk represents 
a cell which is a marker, and F represents the final synchronized state. 
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FIO. 8. CELIA implementation of a complete example of the synchronization 
process in a growing filament (corresponding to Fig. 5). 
In the other cases, CEL IA  has been instructed to print a letter or symbol 
representing the wave with the rightmost code bit in the cell. 
In our programmed solution to the generalized FSSP, we instruct CELIA 
to take as input the four numbers p, q, r, t and the length of the initial 
filament. Control is then transferred to a preparatory routine which, from 
p, q, r and t, calculates the number of internal waves which will be needed, 
and the rates at which the waves are to move. The preparatory routine 
also sets up entries in a table to show which waves will meet, and what 
new waves are to be created when they do so. Then, control is passed to 
the main developmental simulation mechanism of CELIA. Thus our method 
is a general one for any rational rates of growth p/q and r/t (satisfying the 
constraints mentioned in Section 2), and for any length of the initial filament. 
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6. SUMMARY AND RELATED PROBLEMS 
We have shown that the technique of sending out waves from the original 
disturbance and from meeting points of already established waves can be 
successfully implemented to solve a generalization of the FSSP for growing 
filaments. Our solution works for equal or unequal growth at the ends 
and for all rational rates of growth less than one cell per unit time. We 
have also found and implemented a solution to the generalized FSSP with 
the additional requirement hat the Lindenmayer model produced be 
symmetric, but we do not present his solution here for reasons of space. 
The techniques described in the paper are quite general, and they can 
be used to solve other problems. Here we mention one example. 
The French flag problem, originated by Wolpert (1968), is a problem 
of regulation. In the terminology of iterative automata, this problem is 
to program afinite state automaton i such a way that a finite one-dimensional 
iterative array of such automata, started initially in identical states except 
for an end cell disturbance, will always turn into a French flag. This means 
that some of the states will be associated with red, some with white and 
some with blue, and the array will eventually be such that the one end 
third is red, the middle third is white and the other end third is blue. 
Furthermore, the automaton has to be programmed so that if the array 
is broken into two at any point at any time, then both of the smaller arrays 
will turn into French flags, with the same orientation as the original. This 
is usually referred to by saying that the array of automata is regulating. 
The problem represents abstractly certain observed biological phenomena 
(see Wolpert, 1968). Following Arbib (1969) one may think of red as the 
head, white as the body and blue as the tail portion of a worm. Both Wolpert 
(1968) and Arbib (1969) gave solutions to this problem. 
A precise statement of the French flag problem in terms of Lindenmayer 
models has been given by Herman (1972). The same paper discussed the 
importance, from the biological point of view, of a solution using a symmetric 
Lindenmayer model, and gave a detailed escription of a symmetric solution. 
Clearly, the techniques developed in this paper for solving the generalized 
FSSP can be incorporated into Herman's olution of the French flag problem, 
to provide us with a symmetric solution of the French flag problem for 
growing arrays of automata. 
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