Abstract. This work presents a distributed algorithm for online negotiations of an optimal control policy between dynamical systems. We consider a network of self-interested agents that must agree upon a common state within a specified finite-time. The proposed algorithm exploits the distributed structure of the corresponding dual problem and uses a "shrinking horizon" property to enforce the finite-time constraint. It is shown that this algorithm evolves like a time-varying and linear dynamical system, parameterized by a scalar variable analogous to the step-size rule in sub-gradient methods. The convergence and performance properties of the system are studied in the context of error systems between the algorithm trajectories and a sequence of centralized optimal control trajectories. This analysis provides a simple LMI condition for choosing a proper step-size rule, and also gives conditions for when no step-size rule can guarantee uniform convergence of the error systems. These conditions are shown to be functions of communication graph Laplacian eigenvalues, and the state and control weights of each agent. We also provide a lower bound on the horizon time that guarantees that the terminal state generated by the algorithm is δ-close to an agreement state. The results are then demonstrated via a few numerical simulations.
Introduction.
Distributed algorithms for large-scale optimization problems are becoming increasingly important for a broad range of applications. These algorithms are motivated by scenarios where access to global information is either unavailable or unattainable due to the constraints of the system. These include limited computational resources, communication bandwidth, and power restrictions. While the study of distributed algorithms is not new, it has gained recent attention in the systems and controls community for its relevance to multi-agent systems.
In multi-agent systems, it is often the goal of a team of agents to achieve through cooperation and coordination some global objective. Due to the same constraints listed earlier, this team objective must be reached using distributed protocols for the control and decision making of each agent. One of the most well-studied problems related to this is known as the consensus, or agreement protocol [9, 11, 14] . In agreement problems, each agent must agree upon a common value of interest (e.g., the heading or velocity of a team of autonomous vehicles). Within the controls community, a primary focus is on the application of these distributed protocols to physical systems.
The elegance of the agreement protocol lies in its simplicity. It comes as no surprise that this algorithm also applies to other classes of problems beyond the control of physical systems. In fact, the origins of the agreement protocol can be traced to distributed computation and optimization problems [2, 17] . More recently, sub-gradient algorithms have become a focal point for research in distributed optimization [10, 6, 20] . Although the consensus problem and distributed optimization problems are strongly related, a major difference is that in the latter the agents are not physical entities but processing nodes.
There has been some recent work lying at the intersection of these two fields focusing simultaneously on the control of physical systems and distributed solutions to global optimization problems. Such a scenario has been considered in [7] where each agent negotiates a consensus value based on some cost function using a distributed optimization algorithm denoted x = x, x 1/2 . Similarly, the spectral norm of a matrix A is denoted A . The ith canonical basis vector for the Euclidean vector space R m is denoted e i,m ; that is e i,m ∈ R m and [e i,m ] j = 1 if j = i, and is '0' otherwise. The communication structure between agents is captured by a graph G with node set V = {v 1 , . . . , v n } and edge set E. A spanning tree is a connected graph with |V| − 1 edges and does not contain cycles. The incidence matrix of the graph G, E ∈ R n×|E| , is a {0, ±1}-matrix with rows and columns indexed by the vertices and edges of G such that [E] ik has the value '+1' if node i is the initial node of edge k, '-1' if it is the terminal node, and '0' otherwise [5] . In this work we consider only fixed topologies, and for notational convenience write only E for the incidence matrix.
The Preference-Based Agreement Problem.
We study the problem of a group of self-interested dynamical agents that must agree upon a common state at the end of a given time horizon. The agents are modeled as a group of n single integrator systems,
with i = 1, . . . , n and x i (t) ∈ R. The state and control vector for all n agents are denoted as x(t) = [x 1 (t), . . . , x n (t)] ′ and u(t) = [u 1 (t), . . . , u n (t)] ′ . Agents can communicate with each other according to a fixed communication graph G, assumed to be a spanning tree. Furthermore, we only consider synchronous communication, where all agents communicate at the same time instant.
The self-interest of each agent is modeled as a quadratic objective, attaining its minimum at a specific individual preference value ξ i . Each agent aims to minimize the objective J i (t 0 , T, x i , u i ) = 1 2
where q i , r i ∈ R > are the state and control weights. The individual agents are coupled by a requirement to achieve agreement at the end of the time horizon T ; that is there is a terminal time constraint,
From a centralized perspective, the preference-based agreement problem can be stated as the optimal control problem with terminal constraint
We collect the entire state and control trajectories of each agent into the row vectors x i = x i (t 0 + 1) · · · x i (T ) and u i = u i (t 0 ) · · · u i (T − 1) . As we are considering a team of n agents, we introduce further notation to streamline the presentation. The boldface vectors x = (x 1 )
) denote the complete trajectories for the state and control of the entire ensemble of agents, and (x, u) denotes the optimal trajectory generated by the solution of OCP (t 0 , T, x 0 ).
At times, we will be interested in the state or control trajectory value for all agents at a particular time τ ; we will denote this by x(τ ) ∈ R n×1 and u(τ ) ∈ R n×1 .
Note that problem OCP (t 0 , T, x 0 ) can be reformulated as a static quadratic program. Using the new notation, the objective for each agent can be stated as
, and the dynamic constraint as the linear equation
Here, B T −t0 ∈ R T −t0×T −t0 is defined such that [B T −t0 ] kl = 1 for k ≥ l and zero otherwise.
Throughout this paper, we will not only rely on the primal problem formulation (2.4), but we will often consider the dual problem. The dual problem is obtained by relaxing the coupling constraint with a multiplier µ into the objective to obtain the Lagrangian,
The dual function is obtained by minimizing (2.6) subject to the dynamic constraint (2.5),
The dual problem can thus be stated as
We denote the optimal solution of the primal and dual problems as (x, u, µ). As OCP (t 0 , T, x 0 ) is a strictly convex problem (a quadratic program with linear constraints), we have strong duality which implies that g(µ) = J(t 0 , T, x, u) [15] .
Shrinking Horizon OCP.
As a precursor to the main results of this work, we briefly discuss the solution of OCP as the problem parameters vary. In particular, we will be interested in how OCP evolves as the time horizon shrinks and the initial conditions change. For a given initial time t, we denote the time horizon asT = T − t. We denote the optimal solution of the primal and dual problem associated with OCP (t, T, x(t)) by the triple
When the initial condition used in OCP (t, T, x(t)) is unambiguously understood, we use the shorthand notation x t , u t and µ t for the state and control trajectories and dual multipliers of all agents. Figure 2 .1 gives an interpretation of our adopted notation.
Using our notation, we formally state the celebrated principle of optimality for dynamic programming in the context of OCP. This corresponds to solving a sequence of OCP problems where the initial condition of the subsequent problem is chosen to be along the optimal trajectory of the system. LEMMA 2.1 (Principle of Optimality). The optimal trajectories generated by OCP (t, T, z) and OCP (t + 1, T, w), with w = z + u (t,z) (t) satisfy
Proof. Concerning the primal solution, the initial condition for OCP (t + 1, T, w) corresponds to the point x (t,z) (t + 1). The remaining statement is a direct application of the
(1)
Illustration of notations for optimal trajectories generated by OCP .
principle of optimality for dynamic programming [1] , and its uniqueness is due to the strict convexity of the problem statement. The statement concerning the dual solution is a direct consequence of the first statement; in particular, we have
The corresponding system of equations admits a unique solution since the communication graph G is restricted to a spanning tree.
Distributed Dual Sub-gradient Solution Method.
The original problem we aim to solve is OCP (t 0 , T, x 0 ). Note that the problem OCP (t 0 , T, x 0 ) is completely separable in its objective and is only coupled through the terminal time constraint (2.3). A standard procedure for solving OCP (t 0 , T, x 0 ) in a distributed fashion is thus through a dual decomposition sub-gradient algorithm [15] , that we review here. The algorithm solves the dual problem, based on the Lagrangian,
Since µ is associated with each edge in G, we can consider instead the variable associated with each agent by defining
The Lagrangian can be written as a function of γ as
As we have already mentioned, the dual function is obtained by minimizing (2.9) subject to the dynamic constraint (2.5), g(γ) = min x t 0 ,u t 0 L(x t0 , u t0 , γ). The important feature of this formulation is that the dual function q(γ) is completely separable across each agent. This then motivates the dual sub-gradient algorithm, which can be stated as follows. At each iteration step k of the algorithm, the dual function is computed for a fixed value ofγ [k] (for k = 0 the multiplier is initialized to some arbitrary value). That is, each agent solves the following quadratic program,
Here we have temporarily abused our notation to facilitate this discussion. The superscript, as in γ [k] , denotes the iteration count for the sub-gradient algorithm, and the notation (x
i ) denotes the optimization variables for QP i (k). While ensuring that the initial values of the dual variables satisfy γ
[0] = Eµ [0] , the next step is then to update the multiplier using the sub-gradient asγ
The sub-gradient for the edge multiplier µ is precisely E ′x[k] (T ), and using (2.8) leads to (2.12). The matrix EE ′ is the graph Laplacian of G [5] . The choice of the step-size α [k] is critical for the convergence properties of this algorithm. While there are many step-size rules that can guarantee convergence of this algorithm, tuning the step-size to achieve desirable convergence rates can be non-trivial. With a suitable choice for the step-size, the sub-gradient algorithm will converge to the optimal solution of OCP (t 0 , T, x 0 ),
For a more detailed discussion of appropriate step-size rules and sub-gradient methods the reader is referred to [15] . The appeal of this method is that the update rule (2.12) is inherently distributed. That is, each agent can compute the value γ i (T ) to all neighboring agents. While the sub-gradient algorithm is attractive due to its distributed and relatively simple architecture, we note that this algorithm must be performed before each agent can begin moving along its optimal trajectory. Indeed, for good convergence of the algorithm, it may be required to run for a time significantly longer than the desired horizon time T . This then motivates the question if it is possible to derive an algorithm that can be implemented on-line. That is, we would like to develop an algorithm where each iteration step corresponds to the actual physical time, while additionally propagating the agents along a calculated trajectory. Such an algorithm should also negotiate the final consensus value in real-time and, if possible, satisfy the terminal time constraint at the real time T while simultaneously minimizing the local performance index for each agent.
In this direction, we propose a real-time preference-based agreement algorithm inspired by the sub-gradient algorithm. The general strategy of this algorithm is to physically propagate the states forward at each iteration. The corresponding sub-problem to be solved at the next time step is the quadratic program QP i (t), described in (2.10), but with the horizon window reduced; instead of minimizing from t = 0 to the horizon T , we minimize from t = 1. It can be considered as a "shrinking-horizon" sub-gradient algorithm. Here we recall that the state signal x i (t) corresponds to the true physical state of agent i at time t, and the vectorsx t i andû t i correspond to the optimization variables associated with problem QP i (t). Note also that as time progresses, the window is shrinking, andx
See Algorithm 1 for a description.
Algorithm 1: Shrinking Horizon Preference Agreement Algorithm
Data: Initial conditions x i (0) = x i0 and µ(0) = µ 0 ; t = 0.
min
The physical state and multipliers are propagated forward using the solution of QP i (t):
where α(t) satisfies some step-size rule.
At the discrete time instant t < T , each agent i solves an optimal control problem with the finite horizonT = T − t, using the given µ(t) for the estimated terminal constraint multiplier value. The optimal solution of QP i (t) is then used to propagate the actual physical system state, x i (t), forward. The new state is then used as the initial condition for the subsequent iteration. The key point here is that at each step of the algorithm, the agents are physically moving along the optimal trajectory calculated for a given multiplier value.
The relation of the SHPA algorithm to the dual sub-gradient methods should be clear from the update equation of the multiplier µ(t). The primary difference, as already mentioned, is that at each time step the physical state of the system is changing, and the corresponding sub-problem QP i (t) is also modified. In this way, the SHPA algorithm can be interpreted as a dynamic negotiation protocol to determine the consensus value. The multipliers γ i (t) can then be considered as a kind of estimate by each agent of the preferences of neighboring agents.
A main result of this work is that the trajectories produced by Algorithm 1 are equivalent to the trajectories of a linear time-varying dynamical system. The following theorem summarizes this result. THEOREM 3.1. Algorithm 1 is equivalent to the linear dynamical system
. . , r n } the weights of the optimization problem, and
with each component satisfying the recursion
The proof of the theorem is fairly lengthy and is therefore presented in Appendix A. The main effort for the proof is the derivation of the recursion expressions for the constants P i (T ) and K i (T ). We also make use of the analytic solutions forû
, which can be derived directly from the quadratic program sub-problem in the SHPA algorithm; we present the expresions here for completeness.
System (3.4) has strong similarities to the classical finite horizon LQR control problem. In fact, the time-varying constants P i (T ) are precisely the time-varying finite-horizon LQR gains. The details of the proof are omitted for brevity, noting the equivalence can be obtained directly from the LQR Riccati and controller recursions [8] .
Although the similarity of the x(t) dynamics to a finite horizon LQR problem is not too surprising, it is remarkable that the same controller gains reappears in the update rule for the multipliers µ(t). Note that these gains can be computed off-line and independently of the algorithm, as they require no knowledge of the global objective or communication topology. Furthermore, the LQR gains associated with each agent are in fact unrelated to the general statement of our control problem; there is no information contained in those gains about the team objective.
The structure of (3.4) also shows that each agent is driven by its deviation from it's preference state (the term P (T )(x(t) − ξ)), and a terminal state correction term via the multiplier γ(t) (the term R −1 K(T )Eµ(t)). We also note that the update equation for the multiplier values resembles that of the standard consensus protocol. The µ(t) dynamics contain the term E ′ Q −1 P (T )E which is a weighted edge Laplacian of the graph G. Dynamics induced by the edge Laplacian were shown to be equivalent to the standard consensus problem in [19] .
The LTV representation (3.4) of Algorithm 1 is compelling for a few reasons. With this representation we are able to directly analyze the stability and convergence properties of the algorithm using tools from linear systems theory. In particular, we note that the only free parameter in (3.4) is the step-size α(t). 2 The proper choice for α(t) can then be cast as a stabilization and performance problem for the system in (3.4).
Having established that the shrinking horizon algorithm evolves like a linear time-varying system with a consensus-like structure, it remains to analyze the convergence properties of the algorithm, which we show in the sequel.
Performance and Convergence Analysis.
Recall that the coupling constraint of the problem OCP requires all agents to agree upon a common state at the end of the horizon T , as stated in (2.3). A reasonable measure for the performance of this algorithm, therefore, is how far the agents are from consensus at the horizon time T . This is captured by the norm of the consensus state,
Note that for the centralized solution (e.g., problem OCP (t, T, x)) this quantity is precisely zero. In this direction, we observe that at each time t and state x(t), there is a corresponding optimal multiplier value, µ t , associated with the centralized optimal control problem, OCP (t, T, x(t)), that will lead to perfect consensus. This value will, in general, be different than µ(t), generated by (3.4). Therefore, the error between µ t and µ(t) is an indicator of the performance of the SHPA algorithm.
We can make this statement more explicit by first deriving an explicit expression for the multiplier associated with OCP (t, T, x(t)). We use the fact that the optimal control input and the optimal terminal state can be computed from the expressions (3.7) and (3.8) by replacing the multiplier µ(t) with the optimal multiplier µ t , i.e.
. The optimal multiplier values µ t corresponding to the problem OCP (t, T, x(t)) is given as
Proof. The primal feasibility of the problem OCP (t, T, x(t)) guarantees the satisfaction of the terminal time constraint, E ′ x (t,x(t)) (T ) = 0. The terminal state value as a function of the optimal multiplier µ t can be computed directly from (3.8) and (4.2). The invertability of the matrix
E is a weighted edge-laplacian of a tree, having only non-zero eigenvalues [19] .
The key feature, that we restate here, is at each time-horizon and state pair, there exists a unique optimal multiplier µ (t,x(t)) leading to perfect consensus. If the multipliers generated by (3.4) are able to track the multipliers µ t associated with a sequence of OCP problems varying along the state trajectories of (3.4), then the terminal constraint can be met exactly. We are now prepared to consider the multiplier estimation error between the system (3.4) and the optimal multiplier values µ t ,
for performance analysis. For notational convenience we will sometimes write ǫ(t) in place of ǫ(T , x(t)). This highlights a significant difference between an implicit objective of the shrinking horizon agreement algorithm, and the static dual decomposition sub-gradient algorithm used to solve OCP (t 0 , T, x 0 ). In particular, for the dual decomposition sub-gradient algorithm, it is desired that the multiplier at each iteration k, µ [k] converges to the multiplier for the centralized problem,
. In contrast, with the shrinking horizon agreement algorithm, we want the multiplier estimate to satisfy
We can now analyze how the error ǫ(t) evolves along the trajectories of the system (3.2), (3.3). A main result of this work, therefore, is the observation that the error evolves as a time-varying linear system, with the step-size α(t) as a parameter. We summarize the result in the following theorem. THEOREM 4.2. The error ǫ(t) = µ(t) − µ (t,x(t)) evolves according to the time-varying linear dynamics
The proof is provided in the appendix.
The LTV presentation of the error dynamics highlights the important role of the step-size α(t). Indeed, a poorly chosen step-size can in fact destabilize the system. This mirrors the same difficulties encountered with choosing step-sizes for sub-gradient methods. However, considering the real time version of the dual sub-gradient algorithm gives rise to a novel phenomenon, which has no correspondence in the static case. In this direction, we first present a definition describing a basic notion of stability for finite horizon discrete time systems. DEFINITION 4.3. The autonomous finite horizon discrete-time system x(t+1) = A(t)x(t) for t = 0, . . . , T − 1 is said to be uniformly decreasing if x(t + 1) < x(t) for each time t and independent of the initial condition.
The existence of a desirable step-size can be stated as a feasibility problem of a corresponding semi-definite program. In particular, if the eigenvalues of the state-matrix for (4.5) lie strictly in the unit disc for all time, then the error will be uniformly decreasing over the time horizon. This can be stated as an LMI condition. 
Proof. The state matrix in (4.5) is similar to the symmetric matrix L
The LMI in (4.6) ensures the eigenvalues of (4.5) lie in the interval (−1, 1) .
It is worth emphasizing that this LMI condition depends only on the communication graph and the LQR gains of each agent. For the special case where each agent has identical state and control weights, but different preference values, we can obtain an analytic condition indicating whether the LMI in (4.6) is feasible. COROLLARY 4.5. Assume Q = qI and R = rI. Then there exists a step-size α(t) such that (4.5 
) is uniformly decreasing if and only if
The proof is provided in Appendix C. When this condition is satisfied, we obtain the following interval for step-sizes leading to uniformly decreasing error dynamics.
In fact, the lower and upper bounds can be obtained explicitly from the recursion (3.5). Due to the monotonicity of the recursion, the lower and upper bounds will be obtained at either the beginning or end of the recursion (i.e., at P (1) and P (2) or P (T − 1) and P (T − 2)), and this depends on whether the ratio r i q
is greater or less than unity. This result is compelling for a few reasons. On the one hand, it provides a relatively easy and tractable way to find (if one exists) a step-size. This is in stark-contrast to static subgradient methods, where the choice of the step-size can be non-trivial. On the other hand, and contrary to static sub-gradient methods, this highlights that under certain conditions there will not be a step-size that can guarantee a uniformly decreasing error dynamics. Furthermore, the importance of the communication graph itself is highlighted in this result. Indeed, for general graphs including cycles, the eigenvalue ratio is related to graph expanders [5] . For the case of spanning trees, this ratio has not been explored much in the literature, and this result points to an interesting connection between optimization performance and structural properties of the graph.
The above results relate to the performance of the error system for the multiplier values. It is also worth investigating how this impacts the error of the primal system, and in particular, the error of the terminal state as described in (4.1). Recall that the algorithm computes at each time step a prediction of the terminal statex t (T ) and uses the next-step optimal control to propagate the state forward at each time. Therefore, the terminal state x(T ) is precisely equal to the predicted statex T −1 (T ) at the last step in the algorithm. This motivates a study of the "predicted disagreement" for the system,
It is clear that E ′ x(T ) = e(T − 1). THEOREM 4.6. The predicted disagreement e(t) = E ′xt (T ) evolves according to the linear time-varying dynamics
Proof. Using (3.8), we can express the predicted disagreement at time t, e(t) = E ′xt (T ), in terms of the multiplier value µ(t). Alternatively, we can express this term as a function of the estimation error ǫ(t) as
Eǫ(t).(4.10)
Note that if the optimal multiplier µ (T ,x(t)) is used to compute the state trajectories at time t, then the final consensus error will be identically zero (this is equivalent to the centralized solution to OCP (t, T, x(t))). Therefore, all terms except the last one in (4.10) vanish, and what remains is an expression relating the predicted terminal state error as a function of the multiplier error, ǫ(T , x(t)),
Propagating the error state forward and using the dynamics for the multiplier error dynamics in (4.5) leads to the desired result. This result can be used to determine bounds on the agreement error (4.1) by examining the state-transition matrix. We note that these bounds will depend explicitly on the parameter α(t), the properties of the graph, and the LQR gains for each agent. In this work, we focus on how this result leads to a new condition for the step-size rule α(t) that guarantees the error e(t) is uniformly strictly decreasing.
COROLLARY 4.7. The predicted terminal disagreement e(t) is uniformly decreasing if and only if
where
)E) is the largest eigenvalue of the positive definite matrix
Proof. For α(t) satisfying (4.12) all eigenvalues of the symmetric matrix
This result has several implications. Depending on the problem parameters it might be impossible to achieve a uniform decrease of the dual error ǫ(t) , while still possible to achieve a uniform decrease of the predicted final disagreement e(t) . However, in order to achieve perfect agreement, e.g., E ′ x(T ) = 0, it is necessary that ǫ(T − 1) = 0. This suggests that although a step-size can be chosen to ensure the consensus error decreases at all time, it can not guarantee that the error be made arbitrarily small in finite time.
As with the multiplier error dynamics, we are also able to state a stronger result when the control and state weights for each agent are identical. COROLLARY 4.8. Assume Q = qI and R = rI.
Then there exists a step-size α(t) that achieves a uniform decrease of e(t) if and only if
, t = 0, . . . , T − 1.
Here we observe that the largest eigenvalue of the graph Laplacian will limit the range of allowable step-sizes. This is in contrast to the case for the multiplier error dynamics, which also depends on the smallest eigenvalue.
Our discussion until now has assumed the horizon time is given in the problem formulation. It is also worth investigating the complementary question asking what is the minimum horizon time that can guarantee the SHPA terminates with a terminal disagreement less then some bound. COROLLARY 4.9. Consider the SHPA algorithm over a fixed spanning-tree G with a constant step-size α satisfying Corollary 4.7. For any δ > 0 with δ < e(0) , there exists a T (δ) satisfying
with 0 < P ≤ P (T ) for all t, such that for any T ≥ T (δ), the terminal disagreement error e(T − 1) = E ′ x(T ) satisfies the bound e(T − 1) < δ.
Proof. The critical horizon time T (δ) can be obtained directly from the dynamics of the predicted disagreement (4.9). In particular, we have that
and using the sub-multiplicative property of the spectral norm we obtain
It is straightforward to verify that there exists a lower-bound on the recursions given in (3.5) that depends only on the weights q i and r i and is independent of the horizon T . Stated in another way, there exists a matrix P > 0 that depends only on q i and r i such that P ≤ P (T ) for all t and T . This, in turn, implies that
Taking the logarithm of the above expression and solving for T leads to the desired bound.
Corollary 4.9 provides a condition for determining if a specified horizon is "long-enough" for the SHPA algorithm to terminate within a certain tolerance of an agreement state. Note that this bound will depend explicitly on the choice of the spanning tree, the control and state weights of each agent, and the initial conditions. In fact, as λ min (E ′ Q −1 P E) corresponds to the smallest non-trivial eigenvalue of a weighted Laplacian matrix [19] , one can conclude that trees with large algebraic connectivity will lead to shorter horizon times for a given bound on δ.
We conclude this section with a brief discussion on the optimality gap between the trajectories generated by OCP (t 0 , T, x(t 0 )) and the SHPA algorithm. As discussed, the SHPA can not be expected to achieve an exact consensus in T steps. However, Corollary 4.9 also implies that as the horizon time grows, the terminal agreement error can be arbitrarily close to zero. This mimics the behavior of the traditional sub-gradient methods that only achieve the optimal solution asymptotically.
To compare the different trajectories in a meaningful way, we must consider the evaluation of the Lagrangian function (2.6) along the different trajectories. To simplify the discussion, we denote the optimal trajectories generated by OCP (t 0 , T, x(t 0 )) as (x, u), and the trajectories generated by the SHPA algorithm as (x(t), u(t)). 4 For evaluating the Lagrangian, we also use the optimal multiplier value associated with OCP (t 0 , T, x(t 0 )), denoted µ. The first observation that follows directly from the discussion of §2.1 is if the multiplier state in the SHPA algorithm is initialized as µ(t 0 ) = µ, then the generated trajectories will be optimal; that is L(x, u, µ) = L(x, u, µ). For any other initial condition, one must have that L(x, u, µ) < L(x, u, µ). Therefore, the optimality gap can be characterized by the ratio,
The performance of the SHPA algorithm can be measured using this gap, and will depend on the horizon time T , the state and control weights for each agent, and the spectrum of the communication graph. The saddle-point property stated above guarantees that this ratio will always be greater than unity, providing a clear measure of sub-optimality. The effects of these system parameters will be explored in the sequel via simulation.
Simulation Results.
We provide two different simulations to support our results. In both studies we simulate a system with 6 agents over a time horizon of 30 steps. The communication graph is chosen as a random tree in each simulation. Each agent has a unique initial condition, preference state, and individual weights for its state and control, which are all chosen randomly. We use a constant step-size which is chosen such that, at the initial time, the eigenvalues of E ′ Q −1 P (1)E are contained in the unit disc. For the first simulation, which is shown in Figures 5.1 and 5.2 , the values of q i and r i are chosen randomly as integers from the interval [0, 10]. The constant step-size used for the simulations is α = 3.4025. Figure 5 .1 shows the x(t) and µ(t) trajectories produced by the Algorithm 1. Note that the agents approach the consensus state, but do not attain it exactly. Figure 5 .2 shows the two error functions, ǫ(t) and e(t). Both functions are uniformly decreasing. One can verify that both conditions 4.12 and 4.6 are satisfied at all times.
The second simulation, illustrated in Figures 5.3 and 5.4, show a different result. The problem setup is similar, i.e. initial conditions, preferences and state weights q i are randomly chosen in the same order of magnitude as for the first simulation. But the control weights r i are now chosen as integers from the interval [0, 10 4 ]. The step-size used for this simulation is α = 36.2263. The primal trajectories x(t) still approximate a consensus state at the end of the horizon. However, it can be clearly seen that the dual error ǫ(t) is increasing as the time is approaching the end of the horizon. It can be verified that the LMI condition 4.6 is infeasible for t > 20. However, condition 4.12 is satisfied at all times and the error e(t) is uniformly decreasing. These results are fully according to the theoretical analysis provided in §4.
Finally, we provide a simulation illustrating the implications of Corollary 4.9 and the discussion on the optimality gap ∆ given in (4.13). Figure 5 .5 plots ∆ as a function of the horizon time T for different trajectories using three different graphs: the path graph, the star graph, and a random graph (all on 5 nodes). Observe that as the horizon increases, the ratio approaches unity, while the structure of the communication graph affects the rate of convergence.
6. Concluding Remarks. This work presented a real-time and distributed algorithm for solving a finite-time preference-based consensus problem. In this setting, the finite-time horizon becomes a critical feature that motivated our proposed algorithm. In particular, the algorithm negotiates the consensus value in real-time while simultaneously propagating the physical state of each agent along a trajectory believed to be optimal. This is in contrast to methods that require the consensus state to be negotiated before the agents are able to move along their trajectories.
The SHPA algorithm is closely related to dual sub-gradient methods. We showed that our proposed algorithm is equivalent to a LTV dynamical system, parameterized by a step-size variable. The LTV system also contains a set of augmented states representing a dynamic version of the Lagrange multiplier associated with the terminal constraint. Analysis of the SHPA algorithm reveals a close connection between the Lagrange multiplier associated with a centralized version of the preference-based agreement protocol, and the trajectories of the multipliers generated by the LTV description. This leads to a LTV error system description for both the multipliers and the terminal state estimate. Analysis of these systems provide conditions for when a step-size rule exists that can guarantee the error is uniformly decreasing. In particular, we show that for certain instances of the problem, e.g. certain communication graphs and state and control weights, no step-size rule exists that guarantees uniform decreasing of the multiplier error dynamics. One of the more salient features of this work is the numerically tractable and conceptually simple guideline for checking for the existence of and choosing a step-size rule for achieving good performance. This is in stark contrast to general methods for sub-gradient algorithms, where choice of the step-size rule can be non-trivial. Furthermore, the role the communication graph plays in this setting points to a new role for the largest and smallest eigenvalues of the graph Laplacian. The presented work provides a foundation to consider various extensions, including the effects of a state-dependent or switching communication structure and more general agent dynamics.
We can now expressû
The matrix Γ i (T ) for each agent, parameterized by the horizonT appears in the analytic solution of QP i (t), and is defined as
Note that these expressions are functions of the current state x i (t), the preference value ξ i , and the multiplier value associated with each node γ i (t). We can improve this analytic description by noting that the elements of the matrix Γ −1 i (T ) used in (A.1) and (A.2) evolve according to a recursion. Therefore, we now examine the following four time-dependent constants,
The structure of BT allows us to precisely characterize Γ
To begin, we employ the matrix inverse identity
We now note that BT B ′T −1
is a tridiagonal matrix (this is shown, e.g., in [18] ),
We focus the analysis now on the four expressions related to the matrix F −1 i (T ),
Each of these expressions selects a specific element or a row sum of the matrix F −1 i (T ). We aim to derive recursive formulas of the form P i (T + 1) = f (P i (T )) for the computation of the four variables. Our approach utilizes ideas presented in [16, Chap. 17] for the derivation of Kalman filters. First observe that F i (T + 1) is related to F i (T ) via a rank-one matrix update and bordering by one row and column.
The inverse is given as
Computing F −1 i (T + 1) requires computation of T −1 . One can use the Sherman-MorrisonWoodbury-Schur formula [16] to express T −1 as follows
This leads to an expression of F
eT ,T and note that
.
By considering additionally that
, we have found a recursive formula for the computation of P i (T ). Following a similar procedure, recursions for the other three variables can be defined, and are summarized in Table A. 1. Additionally we introduce a fifth variable, which allows further simplifications later on. Define
A recursion for K i (T ) can be directly derived form the recursion for U i (T ) and is given in Pi(T + 1) =
The variables in 
Proof. i) It can be directly seen that both obey the same recursion, since
. ii) We show the statement by induction. We have already shown the base case holds, W i (1) = P i (1), so we proceed to the inductive step, assuming P i (T ) = W i (T ). We work with the expression W i (T + 1) using the recursion
We now invoke (A.9) and (A.10) stating S i (T ) = q i r
) along with the inductive step to obtain
We show in the next step, that P i (T )(1 + r i q −1 i P i (T )) = U i (T )(2 − U i (T )) which implies that the term This diagonalized system can be used to determine a range for α(t) that guarantees the eigenvalues are inside the unit disc for all times t = 0, . . . , T − 1, q λ i (E ′ E)P (T ) P (T ) P (T − 1) − 1 ≤ q λ j (E ′ E)P (T ) P (T ) P (T − 1) + 1 .
for i, j = 1, 2, . . . , n − 1. The bound in (4.7) follows directly from above. Observing that P (T ) >P (T − 1) and that the inequality should hold for all time and all combination of graph eigenvalues leads us to the following inequality,
P (T ) −P (T − 1) .
Using the recursion relationship forP (T ), we arrive at the statement of the corollary.
