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Abstract
We prove a local version of Gowers’ Ramsey-type theorem [21], as well as lo-
cal versions both of the Banach space first dichotomy (the “unconditional/HI”
dichotomy) of Gowers [21] and of the third dichotomy (the “minimal/tight” di-
chotomy) due to Ferenczi–Rosendal [18]. This means that we obtain versions of
these dichotomies restricted to certain families of subspaces called D-families, of
which several concrete examples are given. As a main example, non-Hilbertian
spaces form D-families; therefore versions of the above properties for non-Hilbertian
spaces appear in new Banach space dichotomies. As a consequence we obtain new
information on the number of subspaces of non-Hilbertian Banach spaces, making
some progress towards the “ergodic” conjecture of Ferenczi–Rosendal and towards
a question of Johnson.
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1 Introduction and background
In this paper, we will only consider real Banach spaces; however, all of our results trans-
pose to the complex case. Unless otherwise specified, when writing about a Banach space
(or simply a space), we shall mean an infinite-dimensional Banach space, by subspace of
a Banach space, we shall mean infinite-dimensional, closed vector subspace, and by direct
sum, we shall mean topological direct sum. By operator, we shall always mean bounded
linear operator. By Hilbertian space we mean a space which is linearly isomorphic (but
not necessarily isometric) to a Hilbert space. For all other unexplained notation, see the
end of this introduction.
1.1 Ergodic Banach spaces
A Banach space is said to be homogeneous if it is isomorphic to all of its (closed, infinite-
dimensional) subspaces. A famous problem due to Banach, and known as the homoge-
neous space problem, asked whether, up to isomorphism, ℓ2 is the only homogeneous
Banach space. The answer turned out to be positive; this problem was eventually solved
in the 1990’s by a combination of results by Gowers–Maurey [22], Komorowski–Tomczak-
Jaegermann [30], and Gowers [21].
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The homogeneous space characterization of the Hilbert space shows that, as soon as a
separable Banach space X is non-Hilbertian, it should have at least two non-isomorphic
subspaces. Thus, the following general question was asked by Godefroy:
Question 1.1 (Godefroy). How many different subspaces, up to isomorphism, can a
separable, non-Hilbertian Banach space have?
This question seems to be very difficult in general, although good lower bounds for
several particular classes of spaces are now known. The seemingly simplest particular
case of Godefroy’s question is the following question by Johnson:
Question 1.2 (Johnson). Does there exist a separable Banach space having exactly two
different subspaces, up to isomorphism?
Even this question is still open. More generally, it is not known whether there
exist a separable, non-Hilbertian Banach space with at most countably many different
subspaces, up to isomorphism. It seems to be believed that such a space does not
exist. In the rest of this paper, a separable Banach space having exactly two different
subspaces, up to isomorphism, will be called a Johnson space.
It turns out that the right setting to study Godefroy’s question is the theory of the
classification of definable equivalence relations. This theory studies equivalence relations
E on nonempty standard Borel spaces X which, when seen as subsets of X2, have a
sufficiently low descriptive complexity (in general, Borel or analytic). Recall that a
Polish space is a separable and completely metrizable topological space. A standard
Borel space is a set X equipped with a σ-algebra B such that B is the Borel σ-algebra
associated to some Polish topology on X. When X is a standard Borel space, the Xn’s,
for n ě 1, will always be endowed with the product σ-algebras; this makes them standard
Borel spaces as well. A subset A of a standard Borel space pX,Bq is said to be Borel if it
is an element of B, analytic if it is the projection of a Borel subset of X2, and coanalytic
if its complement is analytic. A Borel mapping between two standard Borel spaces is
a mapping for which the preimage of every Borel set is Borel, and an isomorphism is
a Borel bijection (it automatically follows that its inverse is Borel). It is a classical
fact in descriptive set theory that all uncountable standard Borel spaces are isomorphic,
and that a Borel subset of a standard Borel space is itself a standard Borel space when
equipped with the induced σ-algebra. For proofs of all the forementioned facts, see [29].
We can define a notion of complexity for equivalence relations on standard Borel spaces,
using the following notion of reduction:
Definition 1.3. Let X,Y be nonempty standard Borel spaces, and E,F be equivalence
relations on X and Y respectively.
• it is said that E Borel-reduces to F , denoted by pX,Eq ďB pY, F q (or simply
E ďB F ) if there is a Borel mapping f : X ÝÑ Y (called a reduction) such that
for every x, y P X, we have xE y ô fpxqF fpyq.
• it is said E and F are Borel-equivalent, denoted by E ”B F , if E ďB F and
F ďB E.
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• we denote by E ăB F the fact that E ďB F and E ıB F .
Saying that E reduces to F means that E is at most as complex as F , and that if
we “know how to classify” F , then we can, in some sense “compute” E from F through
the reduction. Hence, the Borel-reducibility relation defines a hierarchy of complexities
on the class of all equivalence relations on standard Borel spaces, the complexity classes
being the equivalence classes of ”B .
Observe that a reduction f from pX,Eq to pY, F q induces a one-to-one mapping
X{E Ñ Y {F , and in particular, if E ďB F , then |X{E| ď |Y {F |. Thus, classes of
complexity can be seen as Borel cardinalities: studying the complexity of an equivalence
relation gives us at least as much information than counting it classes. If E is analytic
and has at most countably many classes, then E is actually Borel and E ďB F ô
|X{E| ď |Y {F |. Thus, for such an E, the complexity of E and the number of its
classes agree. However, for relations with uncountably many classes, it turns out that
the complexity of the relation gives strictly more information than the number of its
classes. The classification of relations with exactly continuum many classes is extremely
complex and is actually the main focus of the theory.
We now define a particular equivalence relation that will be important in the rest of
this paper. Denote by ∆ the Cantor space, that is, t0, 1uN with the product topology
and the associated standard Borel structure.
Definition 1.4. The equivalence relation E0 on ∆ is defined as follows: two sequences
pxnqnPN and pynqnPN are E0-equivalent if and only if xn “ yn eventually.
It can easily be shown that p∆,“q ăB p∆,E0q; in particular, E0 and the equality
on the Cantor space are examples of two inequivalent equivalence relations both having
continuum-many classes. The two following dichotomies give more information about
the place of E0 is the hierarchy:
Theorem 1.5 (Silver, [46]). Let E be a coanalytic equivalence relation on a standard
Borel space X. Then either pX,Eq ďB pN,“q, or p∆,“q ďB pX,Eq.
Theorem 1.6 (Harrington–Kechris–Louveau, [24]). Let E be a Borel equivalence rela-
tion on a standard Borel space X. Then either pX,Eq ďB p∆,“q, or p∆,E0q ďB pX,Eq.
Theorem 1.5 says that the equality on the Cantor space is minimum among all
coanalytic equivalence relations having uncountably many classes. (Note that, since all
uncountable standard Borel spaces are isomorphic, all the equivalence relations of the
form pX,“q, where X is such a space, are Borel-equivalent to this relation.) Similarly,
Theorem 1.6 says that E0 is minimum among all Borel equivalence relations strictly
above the equality on the Cantor space. In particular, the following family of equivalence
relations:
p1,“q ăB p2,“q ăB p3,“q ăB . . . ăB pN,“q ăB p∆,“q ăB p∆,E0q
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is an initial segment of the whole hierarchy of Borel equivalence relations, in the sense
that every Borel equivalence relation E is either Borel-equivalent to some element of this
hierarchy, or is strictly above E0. Note that this is not true anymore when E is only
supposed analytic (an analytic counterexample to Theorem 1.5 is given in [46]; it is easy
to see that this is also a counterexample to Theorem 1.6). For a complete presentation
of the theory of the classification of definable equivalence relations, see [28]; note for
example that E0 is still quite low in the whole hierarchy.
One of the main applications of this theory is the study of the complexity of clas-
sification problems in mathematics. When one wants to classify a class C of objects
up to isomorphism, it is often possible to equip C with a natural Borel structure, for
which the isomorphism relation is, in general, analytic. Knowing the complexity of this
isomorphism relation gives an indication on the difficulty of the associated classification
problem. For instance, in measurable dynamics, Bernoulli shifts can be classified by real
numbers, their entropies: two shifts are isomorphic if and only if their entropies are equal
(see [37]). The fact that the entropy of a shift can be naturally computed implies that
the entropy mapping is Borel; thus, this mapping is a reduction from the isomorphism
relation between Bernoulli shifts to the equality on R. Conversely, if the isomorphism
relation on some class C is not reducible to the equality on R (or equivalently, on ∆), this
implies that this class is not classifiable by real numbers, and thus that the classification
problem for this class is quite complex.
This theory can also be used to study the classification problem for closed vector-
subspaces of a given separable Banach space X. To do this, we first need to put a
standard Borel structure on SubpXq; this was first done by Bossard [8]. We refer to his
paper for more details and proofs. The set SubpXq is endowed with the Effros Borel
structure, that is, the σ-algebra generated by sets of the form tY P SubpXq | Y XU ‰ ∅u,
where U ranges over all open subsets of X. This makes it a standard Borel space, on
which the isomorphism relation is analytic. It is clear from the definition that this Borel
structure on SubpXq only depends on the isomorphic structure of X; in particular, if
T : X Ñ Y is an isomorphism between two separable Banach spaces, then T induces a
Borel isomorphism between SubpXq and SubpY q. It is also easy to see that if Y is a
subspace of X, then the Effros Borel structure on SubpY q coincides with the trace on
SubpY q of the Effros Borel structure on SubpXq. We also mention the following lemma,
which will be useful in applications. Here, PpNq is identified with the Cantor space.
Lemma 1.7. Let X be a separable Banach space and let pxnqnPN be a sequence of ele-
ments of X. Then the mapping j : PpNq Ñ SubpXq defined by jpAq “ rxn | n P As is
Borel.
Proof. Let U be an open subset of X; we prove that V :“ tA P PpNq | jpAqXU ‰ ∅u is
an open subset of PpNq, which is enough to conclude. Let A P V. Then since U is open,
U contains a finite linear combination of the xn’s, n P A, so there is a finite s Ď A such
that rxn | n P ss X U ‰ ∅. In particular, the open neighborhood tB P PpNq | s Ď Bu of
A is entierly contained in V.
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Let us mention that the Effros Borel structure can also be used to study the iso-
morphism relation on the class of all finite- and infinite-dimensional separable Banach
spaces. Indeed, using the fact that the separable Banach space Cp∆q is isometrically
universal for this class, we can identify the class of all finite- and infinite-dimensional
separable Banach spaces with SubpCp∆qq. Using this coding, it has been shown by Fer-
enczi, Louveau and Rosendal [15] that the isomorphism relation on the class of all finite-
and infinite-dimensional separable Banach spaces is analytic-complete, that is, is max-
imum for ďB among all analytic equivalence relations on standard Borel spaces. This
gives a formal proof of the heuristic fact that there is no reasonable classification of
separable Banach spaces, up to isomorphism.
We can also simply study the complexity of the isomorphism relation on SubpXq for
any separable Banach space X; this complexity gives strictly more information that the
number of different subspaces of X, up to isomorphism, including the finite-dimensional
ones. So Godefroy’s question can be generalized by asking, for spaces X with infinitely
many different subspaces up to isomorphism, what is the complexity of the isomorphism
relation of SubpXq. In their investigation on this question, Ferenczi and Rosendal defined
the following class of separable Banach spaces in [16]:
Definition 1.8. A separable Banach spaceX is said to be ergodic if E0 is Borel-reducible
to the isomorphism relation on SubpXq.
In particular, ergodic Banach spaces have continuum many pairwise non-isomorphic
subpaces, and their subspaces cannot be classified by real numbers, up to isomorphism.
Immediate consequences of this definition are that ℓ2 is non-ergodic, that a subspace of
a non-ergodic space is itself non-ergodic, and that the notion of ergodicity is invariant
under isomorphism. Ergodic Banach spaces are quite complex and on the contrary, non-
ergodic spaces are expected to be regular in some sense. Ferenczi and Rosendal have
shown several regularity properties for non-ergodic spaces. For instance:
Theorem 1.9 (Ferenczi–Rosendal, [17, 40]). Let X be a non-ergodic Banach space with
an unconditional basis. Then X is isomorphic to X ‘ Y for every subspace Y spanned
by a (finite or infinite) subsequence of the basis. In particular, X is isomorphic to its
square and to its hyperplanes.
Theorem 1.10 (Ferenczi–Rosendal, [16]). Let X be a non-ergodic separable Banach
space. Then X has a subspace Y with an unconditional basis, such that Y is isomorphic
to Y ‘ Z for every block-subspace Z of Y .
All these results led them to the following conjecture:
Conjecture 1.11 (Ferenczi–Rosendal). Every separable non-Hilbertian Banach space is
ergodic.
This conjecture is still open. Several partial results have been proved, and all of
them support the conjecture. We quote some of the most relevant ones below.
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Definition 1.12. A Banach space X is said to be minimal if it embeds isomorphically
into all of its subspaces.
The notion of minimality was based on the classical examples of the ℓp’s, 1 ď p ă
8, and c0 (and their subspaces). Later on the dual of Tsirelson’s space, and then
Schlumprecht’s arbitrarily distortable space where added to the list, see [10, 44].
Theorem 1.13 (Ferenczi, [12]). Every non-ergodic separable Banach space contains a
minimal subspace.
It is a consequence of Kwapien’s theorem [31] that a space is Hilbertian if and only
if there exists a constant K such all its finite-dimensional subspaces are K-isomorphic
to a Euclidean space. This property may be relaxed as follows:
Definition 1.14. A Banach spaceX is said to be asymptotically Hilbertian if there exists
a constant K such that for every n P N, there exists a finite-codimensional subspace Y
of X all of whose n-dimensional subspaces are K-isomorphic to ℓn
2
.
Theorem 1.15 (Anisca, [3]). Every asymptotically Hilbertian, non-Hilbertian separable
Banach space is ergodic.
A generalization of the last result will be proved in this paper (see Theorem 5.24),
using a different method than Anisca’s original one.
Theorem 1.16 (Cuellar Carrera, [9]). Every non-ergodic separable Banach space has
type p and cotype q for every p ă 2 ă q.
This last result is particularly significant since it shows that counterexamples to
Conjecture 1.11 should be geometrically very close to be Hilbertian. In particular, the
ℓp’s, 1 ď p ‰ 2 ă 8 and c0 are ergodic (this had already been shown by Ferenczi and
Galego [13] for the ℓp’s, 1 ď p ă 2, and c0). A consequence of this, combined with James’
theorem, is that non-ergodic spaces having an unconditional basis should be reflexive.
We refer to the survey [19] for more details. It lists, in particular, better estimates
on the complexity of the isomorphism relation between subspaces for several classical
Banach spaces.
On the path to possible answers to Johnson’s Question 1.2 and of Ferenczi–Rosendal’s
Conjecture 1.11 we identify two weaker conjectures to be studied in the present paper.
Conjecture 1.17. Every Johnson space has an unconditional basis.
Conjecture 1.18. Every non-ergodic non-Hilbertian separable Banach space contains a
non-Hilbertian subspace having an unconditional basis.
Conjectures 1.17 and 1.18 are important because they allow to reduce Johnson’s and
Ferenczi–Rosendal conjectures to the case of spaces having an unconditional basis, for
which, as we saw above, we already know many properties. We shall not solve these
conjectures, but we make significant progress on them as will appear in Section 6.
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1.2 Gowers’ classification program
In order to motivate our forthcoming definitions, we first present the main steps of the
solution of the homogeneous space problem. We start with a definition.
Definition 1.19 (Gowers–Maurey, [22]). A Banach space X is hereditarily indecompos-
able (HI) if it contains no direct sum of two subspaces.
HI spaces exist; they were first built by Gowers and Maurey [22], as a solution to
the unconditional basic sequence problem: they were the first spaces known to contain
no subspace with an unconditional basis. The combination of the following three results
solves positively the homogeneous space problem:
Theorem 1.20 (Gowers–Maurey, [22]). An HI space is isomorphic to no proper subspace
of itself.
Theorem 1.21 (Komorowski–Tomczak-Jaegermann, [30]). Every Banach space either
contains a subspace without unconditional basis, or an isomorphic copy of ℓ2.
Theorem 1.22 (Gowers’ first dichotomy, [21]). Every Banach space either contains a
subspace with an unconditional basis, or an HI subspace.
Gowers’ first dichotomy is especially important, since it allows to restrict the homo-
geneous space problem to two special cases, the case of spaces with an unconditional
basis and the case of HI spaces. In both of these radically opposite cases, we dispose of
specific tools allowing us to solve the problem more efficiently. Based on this remark,
Gowers suggested in [21] a classification program for separable Banach spaces “up to
subspace”. The goal is to build a list of classes of separable Banach spaces, as fine as
possible, satisfying the following requirements:
1. the classes are hereditary: if X belongs to a class C then all subspaces of X also
belong to C (or, in the case of classes defined by properties of bases, all block-
subspaces of X belong to C);
2. the classes are pairwise disjoint;
3. knowing that a space belongs to a class gives much information about the structure
of this space;
4. every Banach space contains a subspace belonging to one of the classes.
Such a list is in general called a Gowers list. The most difficult property to prove among
the above is in general 4.; Gowers’ first dichotomy proves this property for the two
classes of spaces with an unconditional basis and HI spaces, thus showing that these two
classes form a Gowers list. In the same paper [21], Gowers suggests that this list could
be refined by proving new dichotomies in the same spirit, and himself proves a second
dichotomy. Three other dichotomies were then proved by Ferenczi and Rosendal [18],
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leading to a Gowers list with 6 classes (all of whose are now known to be nonempty)
and 19 possible subclasses.
All of these dichotomies draw a border between a class of “regular” spaces (that
are, spaces sharing many properties with classical spaces such as the ℓp’s, 1 ď p ă 8,
or c0), and a class of “pathological” or “exotic” spaces. These dichotomies are often
important in the study of the problem of the complexity of the isomorphism relation
between subspaces of a space X; when X is on the “pathological” side, we expect this
relation to be rather complex. We present below the most important of the dichotomies
by Ferenczi and Rosendal (called “third dichotomy” in [18]), which will be particularly
relevant in this paper.
Definition 1.23 (Ferenczi–Rosendal).
1. Let penqnPN be a basis of some Banach space. A Banach space X is tight in the
basis penq if there is an infinite sequence of nonempty intervals I0 ă I1 ă . . . of
integers such that for every infinite A Ď N, we have X Ę ren |n R
Ť
iPA Ii s.
2. A basis penqnPN is said to be tight if every Banach space is tight in it. A Banach
space X is tight if it has a tight basis.
Note that there is a more intuitive characterization of tightness, see [14]. Namely X
is tight in penq when the set of A Ď N such that X embeds into ren | n P As is meager
(in the natural topology on PpNq obtained by identifying it with the Cantor space).
However the definition with the intervals Ii is more operative, allowing for example to
distinguish form of tightness according to the dependence between X and the associated
sequence of intervals pIiq.
Theorem 1.24 (Ferenczi–Rosendal). Every Banach space either has a minimal sub-
space, or has a tight subspace.
This dichotomy will be refered as the minimal/tight dichotomy in the rest of this
paper. Here, the “regular” class is the class of minimal spaces, and the “pathological”
class is the class of tight spaces: these spaces are isomorphic to very few of their own
subspaces. An example of a tight space is Tsirelson’s space (see [18]). The minimal/tight
dichotomy is a generalization of Theorem 1.13: indeed, it can be shown quite easily that
tight spaces are ergodic, which, combined with the dichotomy, shows that non-ergodic
separable spaces should have a minimal subspace.
Ferenczi–Rosendal’s definition of tightness is restricted to Schauder bases. This was
not a relevant loss of generality for Theorem 1.24. For our local versions of this di-
chotomy, however, it will be important to extend the notion to FDD’s. To give a concrete
example of our need to use FDD’s, note that one may force a space to be non-Hilbertian
just by imposing restrictions on the summands of an FDD, without condition on the
way they “add up”; this would of course not be possible with bases. The definition is
straightforward, and properties of tight bases extend without harm to tight FDD’s:
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Definition 1.25 (Tight FDD’s).
1. Let pFnqnPN be an FDD of some Banach space. A Banach space X is tight in pFnq
if there is an infinite sequence of nonempty intervals I0 ă I1 ă . . . of integers such
that for every infinite A Ď N, we have X Ę rFn |n R
Ť
iPA Ii s.
2. An FDD pFnqnPN is said to be tight if every Banach space is tight in it.
It is clear from the definition that if a space is spanned by a tight FDD, then it has
a tight subspace.
1.3 Local Ramsey theory
Dichotomies such as Gowers’ or Ferenczi–Rosendal’s present drawbacks if one wants to
deal with problems related to ergodicity. Indeed, ℓ2 always belongs to the “regular” class
defined by those dichotomies, which makes them useless to apply to spaces containing
an isomorphic copy of ℓ2. Typically, if a space is ℓ2-saturated, but non-Hilbertian, then
these dichotomies are void and do not provide information on the structure of the space
itself.
For this reason, it would be interesting to have dichotomies similar to Gowers’ or
Ferenczi–Rosendal’s, but which avoid ℓ2, that are, dichotomies of the form “every non-
Hilbertian Banach space X contains a non-Hilbertian subspace either in R, or in P”,
where R is a class of “regular” spaces, and P is a class of “pathological” spaces. Proving
such dichotomies is the main goal of this paper.
Gowers’ and Ferenczi–Rosendal’s dichotomies are proved using combinatorial meth-
ods, and especially Ramsey theory. Here, for an infinite M Ď N, we denote by rM s8
the set of infinite subsets of M ; we see rNs8 as a subset of the Cantor space, endowed
with the induced topology.
Theorem 1.26 (Silver, [45]). Let X Ď rNs8 be analytic. Then there exists an infinite
M Ď N such that either rM s8 Ď X , or rM s8 Ď X c.
The proofs of both Gowers’ dichotomies in [21] are based on a version of Theorem
1.26 in the context of Banach spaces, known as Gowers’ Ramsey-type theorem for Banach
spaces. Here, N is replaced with a separable Banach space X, the set X becomes a set of
normalized sequences in X, and the monochromatic set M becomes a subspace of X. In
this context, a result exactly similar to Theorem 1.26 does not hold, and the conclusion
has to be weakened, using a game-theoretic framework. The exact statement of Gowers’
Ramsey-type theorem is a bit technical and will be given in Section 2 (Theorem 2.10);
a more comprehensive presentation of this theory can be found in [6], Part B, Chapter
IV. The proofs of the dichotomies of Ferenczi and Rosendal in [18] use either Gowers’
Ramsey-type theorem, or similar methods based on Ramsey theory and games.
If one wants to prove Banach-space dichotomies where the outcome space lies in
some prescribed family of subspaces (for instance, non-Hilbertian subspaces), one should
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dispose of adapted Ramsey-theoretic results. Fortunately, such results exist in classical
Ramsey theory; they form a topic usually called local Ramsey theory. Here, the word
local refers to the fact that we want to find a monochromatic subset locally ; meaning, in
a prescribed family of subsets. We present below the local version of Silver’s Theorem
1.26, due to Mathias [34]. A complete presentation of local Ramsey theory can be found
in [48], Chapter 7.
Definition 1.27.
1. A coideal on N is a nonempty subset H Ď rNs8 satisfying, for all A,B P PpNq:
(a) if A P H and A Ď B, then B P H;
(b) if AYB P H, then either A P H or B P H.
2. The coideal H is said to be P` if for every decreasing sequence pAnqnPN of elements
of H, there exists A8 P H such that for every n P N, A8 Ď˚ An (meaning, here,
that A8zAn is finite).
3. The coideal H is said to be selective if for every decreasing sequence pAnqnPN of
elements of H, there exists A8 P H such that for every n P N, A8zJ0, nK Ď An.
Theorem 1.28 (Mathias). Let H be a selective coideal on N, and let X Ď rNs8 be
analytic. Then there exists M P H such that either rM s8 Ď X , or rM s8 Ď X c.
A local Ramsey theory in Banach spaces has already been developed by Smythe in
[47]. There, he proves an analogue of Gowers’ Ramsey-type theorem where the outcome
space is ensured to lie in some prescribed family H of subspaces of the space X in which
we work. The conditions on the family H are similar to those in the definition of a selec-
tive coideal. However, in the context of Banach spaces, these conditions become quite
restrictive and it is not clear that they are met by “natural” families in a Banach-space-
theoretic sense. Smythe’s theory seems to be more adapted to dealing with problems of
genericity, as illustrated in [47].
In this paper, we shall prove a local version of Gowers’ Ramsey-type theorem for
families H satisfying weaker conditions, which are closer to the definition of P`-coideals
(Theorem 4.1). This theorem has a weaker conclusion than Smythe’s theorem; however,
the range of familiesH to which it applies is much broader and includes “natural” families
in a Banach-space-theoretic sense, for instance the family of non-Hilbertian subspaces of
a given space. These families, called D-families, will be defined and studied in Section
3. In order to motivate their definition, we state below a sufficient condition for being
a P`-coideal which is well-known to set-theoreticians. This fact is folklore; it is, for
instance, an easy consequence of Lemma 1.2 in [36].
Lemma 1.29. Let H be a coideal on N. If H is Gδ when seen as a subset of the Cantor
space, then H is P`.
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1.4 Organization of the paper
After the introductory Section 1, Section 2 is still mainly a background section, present-
ing the formalism of Gowers spaces, as well as their approximate versions, developed by
de Rancourt [11] as a generalization of Gowers Ramsey-type theory in Banach spaces,
and necessary to prove local dichotomies.
In Section 3 we define and study the notion of D-family, Definition 3.2. In similarity
to Lemma 1.29, a set of subspaces of a Banach space X will be called a D-family if it is
closed under finite-dimensional modifications and is Gδ for a certain rather fine topology
on the set of subspaces of X. This will ensure on one hand that such families have a
diagonalization property similar to the P`-property, and on the other hand that they
have a good behavior relative to FDD’s, so that “local” Ramsey theorems, i.e. restricted
to subspaces in the D-family, may be hoped for. The concrete examples of D-families are
associated to the important notion of degree d, Definition 3.15, by which we formalize
quantitative estimates relating the finite-dimensional subspaces F of a space X, and
X itself. A subspace Y of X is d-small, Definition 3.16, when the degrees dpY, F q are
uniformly bounded for F Ď Y , and d-large otherwise; the conditions on the definition
of degree imply that the family of d-large subspaces of X is a D-family, Proposition
3.24. Several classical properties of Banach spaces are equivalent to being d-small for a
well-chosen degree d, for instance being Hilbertian, having a certain fixed type or cotype,
or having Gordon-Lewis local unconditional structure [20], Examples 3.17.
In Section 4, we concentrate on the formalism of approximate Gowers spaces to prove
our local version of Gowers’ Ramsey-type theorem (Theorem 4.1) for analytic games.
Then we deduce from it a local version of Gowers’ first dichotomy (Theorem 4.4). This
“first dichotomy” in the case of a D-family induced by a degree d may be stated as
follows:
Theorem 1.30 (see Theorem 4.5). Let X be a d-large Banach space. Then X has a
d-large subspace Y such that:
1. either Y is spanned by a UFDD;
2. or Y contains no direct sum of two d-large subspaces.
The first alternative is stronger than containing an unconditional basic sequence, and
the second one, a “pathological” property, is weaker than the HI property.
In Section 5, we will then prove a local version of the minimal/tight dichotomy,
Theorem 5.5. In the case of a degree d, this dichotomy may be stated as follows:
Theorem 1.31 (see Theorem 5.6). Let X be a d-large Banach space. Then X has a
d-large subspace Y such that:
1. either Y isomorphically embeds into all of its d-large subspaces;
2. or Y is spanned by an FDD in which every d-large Banach space is tight.
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The property satisfied by Y in the first alternative will be called d-minimality. The
proof of Theorem 1.31 is more delicate than for the first local dichotomy; it is inspired
by a proof by Rosendal of a variant of the classical minimal/tight dichotomy [42] and
relies on the formalism of Gowers spaces. Quite importantly towards the questions of
Godefroy and Johnson, we prove that the relation between tightness and ergodicity still
holds in the local version. Our precise result, in the case of a degree d, is the following:
Theorem 1.32 (see Theorem 5.16). Let X be a d-large Banach space spanned by an
FDD in which every d-large Banach space is tight. Then X is ergodic.
Consequently a d-large and non-ergodic separable space must contain a d-minimal
subspace, Corollary 5.17, and the study of d-minimal spaces turns out to be quite rele-
vant. We end the section with additional observations about the d-minimality property,
and consequences. For example we generalize the result by Anisca that non-Hilbertian
spaces which are asymptotically Hilbertian must be ergodic (Theorem 1.15), to the case
of d-large spaces which are “asymptotically d-small”, Theorem 5.24.
Finally in Section 6, we consider the Hilbertian degree d2pF q, defined as the Banach-
Mazur distance of F to the euclidean space of the same dimension, and for which the
class of d-small spaces is exactly the class of Hilbertian spaces. In this case the two
dichotomies immediately translate as:
Theorem 1.33. Every non-Hilbertian Banach space contains a non-Hilbertian subspace
which:
1. either is spanned by a UFDD, or does not contain any direct sum of non-Hilbertian
subspaces,
2. either isomorphically embeds into all its non-Hilbertian subspaces, or has an FDD
in which every non-Hilbertian space is tight.
We therefore give some applications of the theory developped in the previous sections
for the study of ergodicity and Johnson’s question, applying these new dichotomies using
only non-Hilbertian subspaces. We reproduce two of our results below as an illustration:
Theorem 1.34 (see Corollary 6.16). Let X be a Johnson space. Then X has a Schauder
basis; moreover, X has an unconditional basis if and only if it is isomorphic to its square.
Theorem 1.35 (see Theorems 6.5 and 6.23). Let X be a separable, non-Hilbertian, non-
ergodic Banach space. Then X has a non-Hilbertian subspace Y which isomorphically
embeds into all of its non-Hilbertian subspaces, and which moreover satisfies one of the
following two properties:
1. Y has an unconditional basis;
2. Y contains no direct sum of two non-Hilbertian subspaces.
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We moreover conjecture that the second alternative in Theorem 1.35 cannot actually
happen, Conjecture 6.26. We end the section by identifying non trivial examples of
spaces which do not contain direct sums of non-Hilbertian subspaces, Example 6.21 and
Example 6.22, and giving a list of open problems.
1.5 Definitions and notation
This subsection lists the main classical definitions and notation that will be needed
in this work. We denote by N the set of nonnegative integers, and by R` the set of
nonnegative real numbers. We denote by Ban8 the class of all (infinite-dimensional)
Banach spaces, by Bană8 the class of finite-dimensional normed spaces, and we let
Ban “ Ban8YBană8. Given a Banach space X, we denote by Sub8pXq the set of
(infinite-dimensional, closed) subspaces of X, by Subă8pXq the set of finite-dimensional
subspaces of X, and we let SubpXq “ Subă8pXq Y Sub8pXq. For Y,Z P SubpXq, we
will say that Y is almost contained in Z, and write Y Ď˚ Z, when a finite-codimensional
subspace of Y is contained in Z.
When writing about a Banach space X, we will in general assume that it comes with
a fixed norm, that we will usually denote by } ¨ }. The unit sphere of X for this norm
will be denoted by SX , and if necessary we will denote by δ}¨} the distance induced by
this norm. For x P X and r ě 0, we denote by Bpx, rq the open ball centered at x with
radius r.
Given two finite- or infinite-dimensional Banach spaces X and Y , the space of con-
tinuous linear operators from X to Y will be denoted by LpX,Y q, or simply by LpXq
when X “ Y . It will be equipped by the operator norm coming from the norms of X
and Y , and this norm will also be usually denoted by } ¨ }. For C ě 1, a C-isomorphism
between X and Y is an isomorphism T : X Ñ Y such that }T } ¨ }T´1} ď C. The
Banach-Mazur distance between X and Y , denoted by dBM pX,Y q is the infimum of the
C ě 1 such that there exists a C-isomorphism between X and Y (if X and Y are not
isomorphic, then dBM pX,Y q “ 8). A space will be called Hilbertian if it is at finite
Banach-Mazur distance to a Hilbert space, and ℓ2-saturated if every subspace of X has a
Hilbertian subspace. A C-isomorphic embedding from X into Y is an embedding which
is a C-isomorphism onto its image. We write X Ď Y if X isomorphically embeds into
Y , and X ĎC Y if X C-isomorphically embeds into Y .
Two families pxiqiPI and pyiqiPI of elements of a Banach space X are said to be C-
equivalent, for C ě 1, if for every family paiqiPI of reals numbers with finite support, we
have:
1
C
¨
›››››ÿ
iPI
aiyi
››››› ď
›››››ÿ
iPI
aixi
››››› ď C ¨
›››››ÿ
iPI
aiyi
››››› .
In this case, there is a unique C2-isomorphism T : spanpxi | i P Iq Ñ spanpyi | i P Iq such
that for every i, we have T pxiq “ yi. The families pxiq and pyiq are simply said to be
equivalent if they are C-equivalent for some C ě 1.
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In this paper, we will often use the notion of finite-dimensional decomposition (FDD).
Recall that an FDD of a space X is a sequence pFnqnPN of nonzero finite-dimensional
subspaces of X such that every x P X can be written in a unique way as ř8n“0 xn,
where @n P N xn P Fn. In this case there exists a constant C such that for all x P X
and all n P N, we have }řiăn xn} ď C}x}. The smallest such C is called the constant
of the FDD pFnq. A sequence of finite-dimensional subspaces which is an FDD of the
closed subspace it generates will simply be called an FDD, without more precision.
An unconditional finite-dimensional decomposition (UFDD) is an FDD pFnqnPN such
that for every sequence pxnqnPN with xn P Fn for all n, if
ř8
n“0 xn converges, then
this convergence is unconditional. In this case, there is a constant K such that for
all such sequences pxnq, and for every sequence of signs pεnqnPN P t´1, 1uN, we have
}řiăn xn} ď K }řiăn εnxn}. The smallest such K is called the unconditional constant
of the UFDD pFnq.
Fix pFnqnPN an FDD of a space X. For x “
ř8
n“0 xn P X, the support of x is
supppxq “ tn P N | xn ‰ 0u. For A Ď X, we let supppAq “
Ť
xPA supppxq. A blocking of
pFnq is a sequence pGnqnPN of finite-dimensional subspaces of X for which there exists
a partition of N into nonempty successive intervals I0 ă I1 ă . . . such that for every n,
Gn “
À
iPIn
Fi. A block-FDD of pFnq is a sequence pGnqnPN of nonzero finite-dimensional
subspaces of X such that supppG0q ă supppG1q ă . . . (here, for two nonempty sets of
integers A and B, we write A ă B for @i P A @j P B i ă j). A blocking is a particular
case of block-FDD. A block-FDD of pFnq is itself an FDD, and its constant is less or equal
to the constant of pFnq; moreover, if pFnq is a UFDD, then a block-FDD of pFnq is also a
UFDD, and its unconditional constant is less or equal to this of pFnq. A block-sequence
of pFnq is a sequence pxnqnPN of vectors of X such that pRxnqnPN is a block-FDD of pFnq.
Such a sequence is a basic sequence, with constant less or equal to the constant of the
FDD pFnq.
If pFiqiPI is a family of finite-dimensional subspaces of a Banach space X, we will let
rFi | i P Is “
ř
iPI Fi. This notation will often (but not only) be used in the case where
pFiq is a (finite or infinite) subsequence of an FDD. Similarly, if pxiqiPI is a family of
elements of a Banach space X, we will let rxi | i P Is “ spanpxi | i P Iq.
For C ě 1, a C-bounded minimal system in a Banach space X is a family pxiqiPI
of nonzero elements of X such that for every family paiqiPI of real numbers with finite
support and for every i0 P I, we have }ai0xi0} ď C ¨}
ř
iPI aixi}. A normalized, 1-bounded
minimal system is called an Auerbach system; by Auerbach’s lemma ([23], Theorem 1.16),
every finite-dimensional normed space has an Auerbach basis (that is, a basis which is
an Auerbach system). A basic sequence with constant ď C is a 2C-bounded minimal
system. But there are other interesting examples. For instance, let pFnqnPN be an FDD
with constant C. Let, for n P N, dn “
ř
măn dimpFmq, and let peiqdnďiădn`1 be an
Auerbach basis of Fn. Then the sequence peiqiPN is a 2C-bounded minimal system.
Given two families pxiqiPI and pyiqiPI that are K-equivalent, if pxiq is a C-bounded
minimal system, then pyiq is a CK2-bounded minimal system. We will also often use
the following small perturbation principle for bounded minimal systems:
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Lemma 1.36. For every C ě 1 and every ε ą 0, there exists δ ą 0 satisfying the
following property: if pxiqiPI is a C-bounded minimal system in a Banach space X, if
pyiqiPI is a family of elements of the same space, and if:ÿ
iPI
}xi ´ yi}
}xi} ď δ,
then pxiq and pyiq are p1` εq-equivalent.
The proof is routine. This is a classical result for basic sequences, see for example
[1], Theorem 1.3.9, and the proof is exactly the same for bounded minimal systems.
2 Gowers spaces
In this section, we present the formalism of Gowers spaces. This formalism will be our
main tool to prove dichotomies. It has been developed by de Rancourt in [11], as a
generalisation of Gowers’ Ramsey-type theory in Banach spaces developed in [21]. The
proofs of all the results presented in this section can be found in [11].
2.1 Gowers spaces
For X a set, denote by XăN the set of all finite sequences of elements of X. A sequence
of length n will usually be denoted by s “ ps0, . . . , sn´1q, and the unique sequence of
length 0 will be denoted by ∅. Let SeqpXq “ XăNzt∅u. For s P XăN and x P X, the
concatenation of s and x will be denoted by s " x.
Definition 2.1. A Gowers space is a quintuple G “ pP,X,ď,ď˚,Ÿq, where P is a
nonempty set (the set of subspaces), X is an at most countable nonempty set (the set
of points), ď and ď˚ are two quasiorders on P (i.e. reflexive and transitive binary
relations), and Ÿ Ď SeqpXq ˆ P is a binary relation, satisfying the following properties:
1. for every p, q P P , if p ď q, then p ď˚ q;
2. for every p, q P P , if p ď˚ q, then there exists r P P such that r ď p, r ď q and
p ď˚ r;
3. for every ď-decreasing sequence ppiqiPN of elements of P , there exists p˚ P P such
that for all i P N, we have p˚ ď˚ pi;
4. for every p P P and s P XăN, there exists x P X such that s " x Ÿ p;
5. for every s P SeqpXq and every p, q P P , if s Ÿ p and p ď q, then s Ÿ q.
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We say that p, q P P are compatible if there exists r P P such that r ď p and r ď q.
To save writing, we will often write p Æ q when p ď q and q ď˚ p.
The prototype example of a Gowers space is the following. Let K be an at most
countable field. The Rosendal space over K is RK “ pP,X,Ď,Ď˚,Ÿq, where:
• X is a countably infinite-dimensional K-vector space;
• P is the set of all infinite-dimensional subspaces of X;
• Ď is the usual inclusion relation between subspaces;
• Ď˚ is the almost inclusion, defined by Y Ď˚ Z iff Z contains a finite-codimensional
subspace of Y ;
• px0, . . . , xnq Ÿ Y iff xn P Y .
Here, we have that Z Æ Y iff Z is a finite-codimensional subspace of Y , and Y and Z
are compatible iff Y X Z is infinite-dimensional.
In the case of the Rosendal space, the fact that s Ÿ p actually only depends on p
and on the last term of s. This is the case in most usual examples of Gowers spaces;
spaces satisfying this property will be called forgetful Gowers spaces. In these spaces,
we will allow ourselves to view Ÿ as a binary relation on X ˆ P . However, in the proof
of Theorem 5.5, we will use a Gowers space which is not forgetful.
In the rest of this subsection, we fix a Gowers space G “ pP,X,ď,ď˚,Ÿq. To every
p P P , we associate the four following games:
Definition 2.2. Let p P P .
1. Gowers’ game below p, denoted by Gp, is defined in the following way:
I p0 p1 . . .
II x0 x1 . . .
where the xi’s are elements of X, and the pi’s are elements of P . The rules are the
following:
• for I: for all i P N, pi ď p;
• for II: for all i P N, px0, . . . , xiq Ÿ pi.
The outcome of the game is the sequence pxiqiPN P XN.
2. The asymptotic game below p, denoted by Fp, is defined in the same way as Gp,
except that this time we moreover require that pi Æ p.
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3. The adversarial Gowers’ games below p, denoted by Ap and Bp, are obtained by
mixing Gowers’ game and the asymptotic game. The game Ap is defined in the
following way:
I x0, q0 x1, q1 . . .
II p0 y0, p1 y1, p2 . . .
where the xi’s and the yi’s are elements of X, and the pi’s and the qi’s are elements
of P . The rules are the following:
• for I: for all i P N, px0, . . . , xiq Ÿ pi and qi Æ p;
• for II: for all i P N, py0 . . . , yiq Ÿ qi and pi ď p.
The outcome of the game is the pair of sequences ppxiqiPN, pyiqiPNq P
`
XN
˘2
.
4. The game Bp is defined in the same way as Ap, except that this time we require
pi Æ p, whereas we only require qi ď p.
In this paper, when dealing with games, we shall use a convention introduced by
Rosendal: we omit to set a winning condition when defining a game, but rather associate
an outcome to the game and say that a player has a strategy to force this outcome to
belong to some fixed set. For example, saying that player II has a strategy to reach a
set X Ď XN in the game Gp means that she has a winning strategy in the game whose
rules are those of Gp and whose winning condition is the fact that the outcome belongs
to X .
We endow the set X with the discrete topology and the set XN with the product
topology. The two main results about Gowers spaces, proved by de Rancourt in [11],
are the following:
Theorem 2.3 (Abstract Rosendal’s theorem, [11]). Let X Ď XN be analytic, and let
p P P . Then there exists q ď p such that:
• either player I has a strategy to reach X c in Fq;
• or player II has a strategy to reach X in Gq.
Theorem 2.4 (Adversarial Ramsey principle, [11]). Let X Ď `XN˘2 be Borel, and let
p P P . Then there exists q ď p such that:
• either player I has a strategy to reach X in Aq;
• or player II has a strategy to reach X c in Bq.
Remark 2.5. The definition of the games Ap and Bp we give here is slightly different
than the original definition given in [11]. This is to save notation in the rest of the paper,
and in particular in the proof of Theorem 5.5, which will be quite technical. The version
of Theorem 2.4 we state above is thus slightly weaker than the original one.
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Theorem 2.3 has been stated and proved by Rosendal in [41] in the special case of
the Rosendal space, as a discrete version of Gowers’ Ramsey-type theorem in Banach
spaces. Theorem 2.4 has been proved by Rosendal for Σ30 and Π
3
0 subsets, in the case
of the Rosendal space, in [43], where he also conjectured the result for Borel sets, which
has been proved by de Rancourt in [11].
2.2 Approximate Gowers spaces
Approximate Gowers spaces are a version of Gowers spaces where the set of points is not
anymore a countable set, but a Polish metric space. This formalism is more convenient
to obtain approximate Ramsey-type theorems in Banach spaces, for example.
In this section and in the rest of this paper, we use the following notation: if pX, δq
is a metric space, if X Ď XN and if ∆ “ p∆nqnPN is a sequence of positive real numbers,
then we let pX q∆ “ tpxnqnPN P XN | DpynqnPN P X @n P N δpxn, ynq ď ∆nu.
Definition 2.6. An approximate Gowers space is a sextuple G “ pP,X, δ,ď,ď˚,Ÿq,
where P is a nonempty set, X is a nonempty Polish space, δ is a compatible distance on
X, ď and ď˚ are two quasiorders on P , and Ÿ Ď X ˆ P is a binary relation, satisfying
the same axioms 1. – 3. as in the definition of a Gowers’ space and satisfying moreover
the two following axioms:
4. for every p P P , there exists x P X such that x Ÿ p;
5. for every x P X and every p, q P P , if x Ÿ p and p ď q, then x Ÿ q.
The relation Æ and the compatibility relation on P are defined in the same way as for
a Gowers space.
With this definition, approximate Gowers spaces are always forgetful, that is, the
relation Ÿ is defined as a subset of X ˆ P and not as a subset of SeqpXq ˆ P (this
technical restriction seems to be needed to prove approximate versions of Theorems 2.3
and 2.4). In all cases we will encounter in this paper, Ÿ will actually be the membership
relation.
The prototypical example of a approximate Gowers space is the following. Let X be
a Banach space. The canonical approximate Gowers space over X is GE “ pP, SX , δ}¨},Ď,
Ď˚, Pq, where:
• P is the set of all (infinite-dimensional) subspaces of X;
• SX is the unit sphere of X;
• δ}¨} is the distance on SX induced by the norm of X;
• Ď is the usual inclusion relation between subspaces;
• Ď˚ is the almost inclusion between subspaces, as defined in Subsection 1.5;
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• P is the membership relation between points and subspaces.
Here, we have that Z Æ Y iff Z is a finite-codimensional subspace of Y , and Y and Z
are compatible iff Y X Z is infinite-dimensional.
In the context of approximate Gowers spaces, de Rancourt proved in [11] an approx-
imate version of Theorem 2.4, but we will not use it in this paper. However, we will
introduce an approximate version of Theorem 2.3. In the rest of this subsection, we
fix an approximate Gowers space G “ pP,X, δ,ď,ď˚,Ÿq. In this space, Gowers’ game
Gp is defined in the same way as in Gowers spaces (Definition 2.2), apart from the fact
that the rule px0, . . . , xiq Ÿ pi is obviously replaced with xi Ÿ pi. We will also define a
strengthening of the asymptotic game. Recall that a subset of X is said to be precompact
if its closure in X is compact. In what follows, for K Ď X and p P P , we abusively write
K Ÿ p to say that the set tx P K | x Ÿ pu is dense in K.
Definition 2.7. A system of precompact sets for the approximate Gowers space G is
a set K of precompact subsets of X, equipped with an associative binary operation ‘,
satisfying the following property: for every p P P , and for every K,L P K, if K Ÿ p and
L Ÿ p, then K ‘ L Ÿ p.
If pK,‘q is a system of precompact sets for G and if pKnqnPN is a sequence of elements
of K, then:
• for A Ď N finite, denote by ÀnPAKn the sum Kn1 ‘ . . . ‘Knk , where n1, . . . , nk
are the elements of A taken in increasing order;
• a block-sequence of pKnq is, by definition, a sequence pxiqiPN P XN for which there
exists an increasing sequence of nonempty sets of integers A0 ă A1 ă A2 ă . . .
such that for every i P N, we have xi P
À
nPAi
Kn.
Denote by bsppKnqnPNq the set of all block-sequences of pKnq.
In the canonical approximate Gowers space GX over a Banach space X, we can define
a natural system of precompact sets, pKX ,‘Xq, as follow: the elements of KX are the
unit spheres of finite-dimensional subspaces of X and the operation ‘X on is defined
by SF ‘X SG “ SF`G. Observe that, given pFnqnPN an FDD of a subspace of X, the
block-sequences of pSFnqnPN in the sense given by the latter definition are exactly the
normalized block-sequences of pFnq in the Banach-theoretic sense.
Definition 2.8. Let pK,‘q be a system of precompact sets for G, and p P P . The strong
asymptotic game below p, denoted by SFp, is defined as follows:
I p0 p1 . . .
II K0 K1 . . .
where the Kn’s are elements of K, and the pn’s are elements of P . The rules are the
following:
• for I: for all n P N, pn Æ p;
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• for II: for all n P N, Kn Ÿ pn.
The outcome of the game is the sequence pKnqnPN P KN.
We endow XN with the product topology. The following result, proved by de Ran-
court in [11], is the approximate version of Theorem 2.3.
Theorem 2.9 (Abstract Gowers’ theorem, [11]). Let pK,‘q be a system of precompact
sets for G. Let X Ď XN be analytic, let p P P and let ∆ be a sequence of positive real
numbers. Then there exists q ď p such that:
• either player I has a strategy in SFq to build a sequence pKnqnPN such that
bsppKnqnPNq Ď X c;
• or player II has a strategy in Gq to reach pX q∆.
From this abstract result, we can easily recover the original Ramsey-type theorem
proved by Gowers in [21]:
Theorem 2.10 (Gowers). Let X be a Banach space, X Ď pSXqN be analytic and ∆ be
a sequence of positive real numbers. Then there exists a subspace Y of X such that:
• either Y has a basis pynqnPN such that all normalized block-sequences of pynq belong
to X c;
• or player II has a strategy in GY to reach pX q∆.
In the statement of this theorem, GY denotes the Gowers’ game relative to the
canonical approximate Gowers space GX . The original statement proved by Gowers is a
bit different in its furmulation, however both are easily equivalent. As an illustration of
the formalism of approximate Gowers spaces, we now prove Theorem 2.10.
Proof of Theorem 2.10. Work in the canonical approximate Gowers space GX , with the
system of precompact sets pKX ,‘Xq defined above. Apply Theorem 2.9 to X , p “ X,
and ∆. Then either we get a subspace Y Ď X such that player II has a strategy in GY
to reach pX q∆, and we are done, or we get a subspace Y Ď X such that player I has a
strategy τ in SFY to build a sequence pKnqnPN with bsppKnqnPNq Ď X c. We can assume
that the strategy τ is such that for every run of the game SFY :
I Y0 Y1 . . .
II SF0 SF1 . . .
played according to τ , the natural projection rFi | i ă ns ‘ Yn Ñ rFi | i ă ns has norm
at most 2. Now consider any run of the game where I plays according to τ and II plays
unit spheres of subspaces of dimension 1: SRy0 , SRy1 , . . .. Then by construction, pynqnPN
is a basic sequence with constant at most 2, and because I played according to τ , all
normalized block-sequences of pynq belong to X c.
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The main goal of next section is to investigate conditions on families H of subspaces
of X for which a local version of Theorem 2.10 can be proved, that is, a version of
Theorem 2.10 where we can ensure that the subspace Y given by the theorem is in H.
Such a result will be proved in Section 4.
3 D-families: definition and examples
In this section, we introduce the notion of a D-family: these families will be those
for which we will be able to prove local Banach-space dichotomies. The “D” in the
name of D-families both refers to the possibility of proving such dichotomies, and to
the fundamental property that one can diagonalize among such families (see Lemma 3.5
below). We will then give sufficient conditions for being a D-family, and examples.
3.1 Definition and first properties
As seen in the previous section, the main ingredient to prove dichotomies of a Ramsey-
theoretic nature in a given family of subspaces is the possibility to diagonalize among
elements of this family. Inspired by Lemma 1.29, we will define D-families as families
of subspaces that are Gδ for a certain topology. This will ensure, on one hand, that a
diagonalisation property similar to this in the definition of a P`-coideal will be satisfied
by these families, and on the other hand that they have a good behaviour relative to
FDD’s.
Fix X a Banach space. For F P Subă8pXq and Y P SubpXq such that F Ď Y ,
let rF, Y s :“ tZ P SubpXq | F Ď Z Ď Y u; and for ε ą 0, let rF, Y sXε be the set of
Z P SubpXq for which there exists Z 1 P rF, Y s and an isomorphism T : Z 1 Ñ Z with
}T ´ IdZ 1 } ă ε (this latter set will simply be denoted by rF, Y sε when there is no
ambiguity on the ambient space X).
Lemma 3.1. The sets rF, Y sε, for ε ą 0, F P Subă8pXq and Y P SubpXq such that F Ď
Y , form a basis for a topology on SubpXq. Given Y P SubpXq, a basis of neighborhoods
of Y for this topology is given by the rF, Y sε’s, for ε ą 0 and F Ď Y .
Proof. What we have to show is that given εi ą 0, Yi P SubpXq, and Fi P Subă8pXq
such that Fi Ď Yi for 1 ď i ď n, and given Z P
Şn
i“1rFi, Yisεi , there exists ε ą 0 and
a finite-dimensional subspace F Ď Z such that rF,Zsε Ď
Şn
i“1rFi, Yisεi . For each i, fix
Zi P rFi, Yis and Ti : Zi Ñ Z an isomorphism such that }Ti ´ IdZi } ă εi. Fix ε ą 0
such that for every i, }Ti ´ IdZi } ` εp1 ` εiq ă εi, and let F “
řn
i“1 TipFiq. Then we
have F Ď Z. Now let W P rF,Zsε, and fix 1 ď i ď n; we show that W P rFi, Yisεi .
Fix W 1 P rF,Zs and T : W 1 Ñ W an isomorphism such that }T ´ IdW 1 } ă ε. Then
T ˝pTiqæT´1i pW 1q is an isomorphism from T
´1
i pW 1q to W , and we have T´1i pW 1q P rFi, Yis.
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Moreover,›››T ˝ pTiqæT´1i pW 1q ´ IdT´1i pW 1q››› ď ›››pT ´ IdW 1q ˝ pTiqæT´1i pW 1q›››` }Ti ´ IdZi}
ď εp1` εiq ` }Ti ´ IdZi}
ă εi,
concluding the proof.
The topology on SubpXq defined in Lemma 3.1 will be called the Ellentuck topology1.
It does not depend on the choice of the equivalent norm on X.
Definition 3.2. A D-family of subspaces of X is a family H Ď Sub8pXq satisfying the
two following properties:
1. H is stable under finite-dimensional modifications, i.e. for every Y P Sub8pXq and
every F P Subă8pXq, we have Y P H if and only if Y ` F P H;
2. H, seen as a subset of SubpXq, is Gδ for the Ellentuck topology.
We now prove a few properties of D-families. In what follows, we fix H a D-family
of subspaces of X.
Definition 3.3. Let Y P SubpXq. The restriction of H to Y is the set HæY “ H X
SubpY q.
Lemma 3.4. Let Y P Sub8pXq. The Ellentuck topology on SubpY q coincides with the
topology induced on SubpY q by the Ellentuck topology on SubpXq. In particular, HæY is
a D-family of subspaces of Y .
Proof. Observe that for every ε ą 0, every Z P SubpY q and every finite-dimensional
subspace F Ď Z, we have rF,ZsYε “ rF,ZsXε X SubpY q. The left-hand-side of this
equality is the general form of a basic neighborhood of Z in the Ellentuck topology on
SubpY q, and the right-hand-side is the general form of a basic neighborhood of Z in
the topology induced on SubpY q by the Ellentuck topology on SubpXq. Thus, these
topologies coincide.
Therefore, since H is Gδ for the Ellentuck topology on SubpXq, its intersection with
SubpY q is Gδ for the Ellentuck topology on SubpY q, proving the second part.
Lemma 3.5. Let pYnqnPN be a decreasing family of elements of H. Then there exists
Y8 P H such that for every n P N, Y8 Ď˚ Yn.
1This name was given because of the similarity between this topology and other topologies that arise
in the context of Ramsey spaces, and that are also called Ellentuck. See [48] for more details.
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Proof. Let pUnqnPN be a decreasing family of Ellentuck-open subsets of SubpXq such
that H “ ŞnPN Un. We define inductively an increasing sequence pFnqnPN of finite-
dimensional subspaces of X in the following way. Let F0 “ t0u. The space Fn being
defined, by axiom 1. in the definition of a D-family, the subspace Yn ` Fn is in H,
so in Un; thus there exists a finite-dimensional subspace Fn`1 Ď Yn ` Fn such that
rFn`1, Yn`Fns Ď Un. We can even assume that Fn Ď Fn`1 and that dimpFn`1q ě n`1.
This achieves the construction.
Now let Y8 “
Ť
nPN Fn. By construction, for every n P N we have Y8 Ď Fn ` Yn, so
Y8 Ď˚ Yn. This also implies that Y8 P rFn`1, Yn ` Fns Ď Un, so finally Y8 P H.
Corollary 3.6. GH “ pH, SX , δ}¨},Ď,Ď˚, Pq is an approximate Gowers space.
Definition 3.7. An H-good FDD is an FDD pFnqnPN of a subspace of X such that for
every infinite A Ď N, the subspace rFn | n P As is in H.
Lemma 3.8. Let pFnqnPN be an FDD of a subspace of X. Suppose that rFn | n P Ns P H.
Then there exists a blocking pGnqnPN of pFnq which is H-good.
Proof. Let pUnqnPN be a decreasing family of Ellentuck-open subsets of SubpXq such
that H “ ŞnPN Un. Let, for every k P N, Yk “ rFl | l ě ks. We build pGnq by
induction as follows. Suppose that the Gm’s have been built for m ă n, and let kn “
pmax supppGn´1qq ` 1 if n ě 1, kn “ 0 otherwise. By axiom 1. in the definition of
a D-family, for every A Ď t0, . . . , n ´ 1u, we have that rGm | m P As ‘ Ykn P Un,
so there exists a finite-dimensional subspace KAn Ď rGm | m P As ‘ Ykn and εAn ą 0
such that
”
KAn , rGm | m P As ‘ Ykn
ı
εAn
Ď Un. We can assume that KAn “ rGm |
m P As ‘ HAn for some finite-dimensional subspace HAn Ď Ykn . Now let Hn be the
finite-dimensional subspace of Ykn generated by all the H
A
n ’s, A Ď t0, . . . , n ´ 1u, and
let εn “ mintεAn | A Ď t0, . . . , n ´ 1uu. We have that for every A Ď t0, . . . , n ´ 1u,”
rGm | m P As ‘ Hn, rGm | m P As ‘ Ykn
ı
εn
Ď Un. Now consider an isomorphism
Tn : Y0 Ñ Y0 such that
• Tn is equal to the identity on rFk | k ă kns;
• TnpYknq “ Ykn ;
• TnpHnq Ď rFk | kn ď k ă kn`1s for some kn`1 ą kn;
• }Tn ´ IdY0 } ă εn.
We let Gn “ rFk | kn ď k ă kn`1s, and this achieves the construction.
It is clear that pGnq is a blocking of pFnq. We show that it is H-good. Let A Ď N be
infinite and n P A, we show that rGm | m P As P Un, which is enough to conclude. We
know that T fixes rGm | m P A, m ă ns, and we have TnpHnq Ď Gn, thus pTnq´1prGm |
m P Asq contains rGm | m P A, m ă ns ‘Hn. Moreover, pTnq´1 stabilizes Ykn , which
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contains the Gm’s for m ě n, so pTnq´1prGm | m P Asq is contained in rGm | m P A, m ă
ns ‘ Ykn . Hence, we have:
pTnq´1prGm | m P Asq P
”
rGm | m P A, m ă ns ‘Hn, rGm | m P A, m ă ns ‘ Ykn
ı
,
and since }Tn ´ IdY0 } ă εn, we finally get:
rGm | m P As P
”
rGm | m P A, m ă ns ‘Hn, rGm | m P A, m ă ns ‘ Ykn
ı
εn
Ď Un,
as wanted.
Lemma 3.9. For every Y P H and every ε ą 0, there exists a subspace of Y having an
H-good FDD pFnqnPN with constant at most 1` ε.
Proof. By Lemma 3.8, it is enough to build the FDD pFnq in such a way that rFn |
n P Ns P H; passing to a blocking, we can turn it into an H-good FDD having the
same constant. Let pUnqnPN be a decreasing family of Ellentuck-open subsets of SubpXq
such that H “ ŞnPN Un. We build the FDD pFnqnPN by induction on n. Suppose that
F0, . . . , Fn´1 have been built. Let Yn be a finite-codimensional subspace of Y , with
Yn X rFi | i ă ns “ t0u, and such that the natural projection from rFi | i ă ns ‘ Yn onto
rFi | i ă ns has norm at most 1` ε. If n ě 1, we can even assume that Yn Ď Yn´1. We
have that rFi | i ă ns ‘ Yn P Un, so we can find a finite-dimensional subspace Fn Ď Yn
such that
”
rFi | i ď ns, rFi | i ă ns ‘ Yn
ı
Ď Un. This achieves the construction.
By construction, for every n P N, we have rFi | i ě ns Ď Yn, so the natural projection
from rFi | i ă ns ‘ rFi | i ě ns onto rFi | i ă ns has norm at most 1 ` ε. This shows
that pFnq is an FDD with constant at most 1 ` ε. Moreover, for every n P N, we have
rFi | i P Ns P
”
rFi | i ď ns, rFi | i ă ns ‘ Yn
ı
Ď Un, so rFi | i P Ns P H.
The next lemma is an H-good version of Bessaga–Pe lczyn´ski’s selection principle.
Lemma 3.10. Let Y be a subspace of X having an FDD pFnqnPN, and let U P H such
that U Ď Y . Then there exists a subspace Z of Y spanned by an H-good block-FDD
pGnqnPN of pFnq, such that Z isomorphically embeds into U .
Lemma 3.10 was stated in this form for greater clarity, but for several applications
in this paper, we will need a more general and more precise version of it, stated and
proven below. This can be seen as an amalgamation of Lemma 3.10 and Lemma 3.5.
Lemma 3.11. Let pYkqkPN be a family of subspaces of X such that for every k P N,
Yk has an FDD pF kn qnPN. Assume that for every k P N , pF k`1n qnPN is a block-FDD
of pF kn qnPN. Let pUkqkPN be a decreasing family of elements of H and let p∆kqkPN be a
sequence of positive real numbers. Assume that for every k P N, we have Uk Ď Yk.
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Then there exist a subspace Z Ď X generated by an H-good FDD pGkqkPN, such
that for every k P N, pGlqlěk is a block-FDD of pF kn qnPN; and there exists an iso-
morphic embedding T : Z Ñ X such for every k P N, we have T pGkq Ď Uk and››pT ´ IdZqærGl|lěks›› ď ∆k, and such that the FDD pT pGkqqkPN of T pZq is H-good.
Moreover, if we are given, for every k P N, a subset Dk Ď SX such that, for every
finite A Ď N, Dk X rF kn | n P As is dense in the unit sphere of rF kn | n P As, then we can
ensure that for every k P N, the space Gk has a basis made of elements of Dk.
Proof. Without loss of generality, we can assume that ∆0 ď 12 and that for every k P N,
∆k`1 ď ∆k2 . Let pUkqkPN be a decreasing family of Ellentuck-open subsets of SubpXq
such that H “ ŞkPN Uk. Let C be the constant of the FDD pF 0nq. We build by induction
on k the FDD pGkq, along with an FDD pHkqkPN of a subspace of X, such that for all
k P N, dimpGkq “ dimpHkq. We also build, at the same time, a sequence of isomorphisms
Tk : Gk Ñ Hk; the embedding T will be defined as the unique bounded linear mapping
on Z extending all the Tk’s.
Suppose that the Gl’s, the Hl’s and the Tl’s are built for l ă k. Let rk P N be
defined as follows: if k “ 0, then rk “ 0, and otherwise, rk is such that supp pGk´1q ă
supp
`
F krk
˘
, where the supports are taken with respect to the FDD pF k´1n qnPN. Let
Y 1k “ rF kn | n ě rks, and let U 1k be a finite-codimensional subspace of Uk such that
U 1k Ď Y 1k and U 1k X rHl | l ă ks “ t0u; if k ě 1, we moreover suppose that U 1k Ď U 1k´1.
For every A Ď t0, . . . , k´ 1u, the subspaces rGl | l P As ‘U 1k and rHl | l P As ‘U 1k are in
H, so as in the proof of Lemma 3.8, we can find εk ą 0 and a nonzero finite-dimensional
subspace Hk Ď U 1k such that for all A, both basic open sets:”
rGl | l P As ‘Hk, rGl | l P As ‘ U 1k
ı
εk
and ”
rHl | l P As ‘Hk, rHl | l P As ‘ U 1k
ı
εk
are contained in Uk. We can even assume that for all l ă k, εk ď εl2k´l . Since Hk Ď
Y 1k “ rF kn | n ě rks, we can find a finite-dimensional subspace Gk Ď Y 1k having finite
support relative to the FDD pF kn qněrk of Y 1k, and a linear mapping Tk : Gk Ñ Hk such
that }Tk ´ IdGk } ď ∆k4C and }T´1k ´ IdHk } ď εk24CpC`1q . We can even ensure that Gk has
a basis made of elements of Dk. This finishes the induction.
As wanted, for every k P N, pGlqlěk is a block-FDD of pF kn qnPN. In particular pGkqkPN
is a block-FDD of pF 0nq and hence has constant less than C. Let Z “ rGk | k P Ns andrZ “ ÀkPNGk, a dense vector subspace of Z. Define rT : rZ Ñ X as the unique linear
mapping extending all the Tk’s on their domains. For every eventually null sequence
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pxlqlPN with @l P N xl P Gl, and for every k P N, we have:›››››prT ´ Id rZq
˜
8ÿ
l“k
xl
¸››››› ď 8ÿ
l“k
}pTl ´ IdGlqpxlq}
ď
8ÿ
l“k
∆l
4C
}xl}
ď
8ÿ
l“k
∆k
2l´k`2C
}xl}
ď
8ÿ
l“k
∆k
2l´k`2C
¨ 2C
››››› 8ÿ
l“k
xl
›››››
ď ∆k
››››› 8ÿ
l“k
xl
›››››
This shows that
›››prT ´ Id rZqæÀlěk Gl››› ď ∆k. In particular, rT is a bounded operator on rZ,
so it extends to a bounded operator T : Z Ñ X still satisfying ››pT ´ IdZqærGl|lěks›› ď ∆k
for every k P N. In particular, since ∆0 ď 12 , the latter inequality shows that T is an
isomorphic embedding, with }T } ď 3
2
and }T´1} ď 2. In particular, pHkqkPN is an FDD
of a subspace of X, with constant at most 3C.
It remains to show that the FDD’s pGkq and pHkq are H-good. For pHkq, the proof
is similar as in Lemma 3.8: given A Ď N infinite and k P A, we have rHl | l P A, l ě
ks Ď U 1k, so:
rHl | l P As P
”
rHl | l P A, l ă ks ‘Hk, rHl | l P A, l ă ks ‘ U 1k
ı
,
and by construction, the set on the right hand side is contained in Uk, which concludes.
For pGkq, we need one more estimate. Let, for all k, Kk “ rGl | l ă ks, Vk “ rHl |
l ě ks, and Wk “ Kk ‘ Vk. Define Sk : Wk Ñ Z as the unique operator which is equal
to the identity on Kk, and to T
´1 on Vk. For all l ě k, we have:
}T´1l ´ IdHl } ď
εl
24CpC ` 1q ď
εk
2l´k ¨ 24CpC ` 1q .
Thus, knowing that pHlqlěk is an FDD of Vk with constant at most 3C, and using the
same proof as for T , we can show that
} `T´1˘
æVk
´ IdVk } ď
ÿ
lěk
εk
2l´k ¨ 24CpC ` 1q ¨ 6C “
εk
2pC ` 1q .
Now recall that, by construction, supppKkq ă supppY 1kq, where the supports are taken
with respect to the FDD pF 0nq; and that Vk Ď Y 1k. Since the FDD pF 0nq has constant
C, the natural projection Wk Ñ Vk has norm at most C ` 1. Since Sk ´ IdWk is the
composition of this projection and
`
T´1
˘
æVk
´ IdVk , we deduce that }Sk ´ IdWk } ď εk2 .
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We are now ready to prove that the FDD pGkq is H-good. Let A be an infinite subset
of N, and let k P A, we want to prove that rGl | l P As P Uk. We have:
rGl | l P As “ Sk
´
rGl | l P A, l ă ks ‘Hk ‘ rHl | l P A, l ą ks
¯
,
and:
rGl | l P A, l ă ks‘Hk‘rHl | l P A, l ą ks P
”
rGl | l P A, l ă ks‘Hk, rGl | l P A, l ă ks‘U 1k
ı
,
so using the fact that }Sk ´ IdWk } ă εk, we get that:
rGl | l P As P
”
rGl | l P A, l ă ks ‘Hk, rGl | l P A, l ă ks ‘ U 1k
ı
εk
.
And we know, by construction, that this latter basic open set is contained in Uk, as
wanted.
In the rest of this section, we introduce sufficient conditions for being a D-family,
which will be convenient for applications.
3.2 Wijsman and slice topologies
Let X a Banach space with a fixed norm } ¨ }. For N an equivalent norm on X, for
Y P SubpXq and for x P X, we denote by NX{Y pxq the norm of the class of x in the
quotient X{Y , when this quotient is equipped with the norm induced by N . Thus, we
have a injective mapping:
ϕN : SubpXq Ñ RX
Y ÞÑ NX{Y .
The Wijsman topology associated to N on SubpXq is the topology obtained by pulling
back through ϕN the product topology on R
X . For this topology, a net pYλq of elements
of SubpXq is converging to Y P SubpXq if and only if for every x P X, NX{Yλpxq Ñ
NX{Y pxq. In general, this topology depends on the choice of the equivalent norm N (see
[7], Section 2.4).
The slice topology on SubpXq is the topology generated by sets of the form tY P
SubpXq | Y X U ‰ ∅u and tY P SubpXq | δ}¨}pY,Cq ą 0u, where U ranges over
open subsets of X, C ranges over nonempty bounded closed convex subsets of X, and
δ}¨}pY,Cq “ infxPC,yPY }x´ y}. The name slice topology comes from the fact that in the
previous definition, it is actually enough to make C range over slices of closed balls, that
are, nonempty sets of the form tx P X | }x} ď r, x˚pxq ě au, where r ą 0, x˚ P X˚, and
a P R (see [7], Lemma 2.4.4). It is easy to see that the slice topology on SubpXq only
depends on the isomorphic structure of X, but not of the norm.
The main properties of the Wijsman and the slice topologies can be found in [7]. We
reproduce some useful ones below.
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Theorem 3.12 (see [7]).
1. If X is separable, then all the Wijsman topologies on SubpXq associated to equiv-
alent norms are Polish.
2. If X is separable and has separable dual, then the slice topology on SubpXq is
Polish.
3. The slice topology on SubpXq is the coarsest topology refining all the Wijsman
topologies associated to equivalent norms on X.
4. (Hess’ theorem) If X is separable, then the Borel σ-algebra associated with any
Wijsman topology on SubpXq coincides with the Effros Borel structure on this set.
5. If X is separable and has separable dual, then the Borel σ-algebra associated with
the slice topology on SubpXq coincides with the Effros Borel structure on this set.
These topologies are easier to manipulate than the Ellentuck topology. However, we
have the following result:
Proposition 3.13. The Ellentuck topology on SubpXq is finer than the slice topology.
In particular, it is finer than all the Wijsman topologies associated to equivalent norms.
Proof. Fix U a nonempty open subset of X. We show that U “ tY P SubpXq | Y XU ‰
∅u is Ellentuck-open. For this, consider Y P U . We fix x0 P U X Y and ε ą 0 such that
Bpx0, ε}x0}q Ď U ; we show that rRx0, Y sε Ď U . Let Z P rRx0, Y sε, and fix Z 1 P rRx0, Y s
and T : Z 1 Ñ Z an isomorphism with }T ´ IdZ 1 } ă ε. Then }T px0q ´ x0} ă ε}x0}, so by
the choice of ε, we have T px0q P U X Z. This shows that Z P U .
Now fix C a nonempty bounded closed convex subset of X. We show that V “ tY P
SubpXq | δ}¨}pY,Cq ą 0u is Ellentuck-open. For this, we fix Y P V and we show that
rt0u, Y sε Ď V, for small enough ε. More precisely, let η “ δ}¨}pY,Cq and let R ě 1 such
that C Ď Bp0, R´ ηq. Then we take ε “ η
4R
(so in particular, ε ď 1
2
). Let Z P rt0u, Y sε,
and fix Z 1 P rt0u, Y s and T : Z 1 Ñ Z an isomorphism with }T ´ IdZ 1 } ă ε. We pick
x P Z 1 and we show that δ}¨}pT pxq, Cq ě η2 , which is enough to conclude. If }x} ą 2R,
then }T pxq} ě }x} ´ }T pxq ´ x} ě }x}
2
ą R, so δ}¨}pT pxq, Cq ě η. If }y} ď 2R, then
}T pxq ´ x} ď η
2
. And since x P Y , we have δ}¨}px,Cq ě η, so δ}¨}pT pxq, Cq ě η2 .
Corollary 3.14. Let H Ď Sub8pXq satisfying the two following properties:
1. For every Y P Sub8pXq and every F P Subă8pXq, we have Y P H if and only of
Y ` F P H;
2. H, seen as a subset of SubpXq, is Gδ for the one of the Wijsman topologies, or for
the slice topology.
Then H is a D-family of subspaces of X.
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3.3 Degrees
Degrees will be our main way of defining D-families throughout this paper. A degree
allows one to define a notion of largeness on the class of all Banach spaces, and this
notion gives rise to a D-family when restricted to the set of subspaces of some fixed
Banach space.
We define an approximation pair as a pair pX,F q where X is a (finite- or infinite-
dimensional) Banach space, and F is a finite-dimensional subspace of X. We denote by
AP the class of approximation pairs. If pX,F q, pY,Gq P AP, a morphism from pX,F q to
pY,Gq is a pair ϕ “ pS, T q, where S : G ÝÑ F and T : X ÝÑ Y are operators that make
the following diagram commute:
F X
G Y
ι
T
ι
S
where the ι’s stand for the inclusions. The norm of the morphism ϕ is defined as
}ϕ} “ }S} ¨ }T } if G ‰ t0u, and }ϕ} “ 1 if G “ t0u.
Definition 3.15. A degree is a mapping d : AP ÝÑ R` for which there existsKd : r1,8qˆ
R` ÝÑ R` such that:
• Kd is non-decreasing in both of its variables;
• for all t P R`, limsÑ1Kdps, tq “ t;
and for every pX,F q, pY,Gq P AP and for every morphism ϕ : pX,F q ÝÑ pY,Gq, we have
dpY,Gq ď Kdp}ϕ}, dpX,F qq.
Definition 3.16. Given a degree d, we say that a Banach space X is d-small if
supFPSubă8pXq dpX,F q ă 8, and that X is d-large otherwise.
For most degrees we will consider, the value of dpX,F q will actually only depend on
F . Degrees satisfying this property will be called local degrees, and dpX,F q will simply
be denoted by dpF q. To verify that d : Bană8 Ñ R` is a local degree, it is enough
to find Kd : r1,8rˆR` ÝÑ R` as above, such that for every embedding S : G Ñ F
between two finite-dimensional spaces, we have dpGq ď Kdp}S} ¨ }S´1}, dpF qq (where
S´1 is defined on SpGq, and with the convention that }S} ¨ }S´1} “ 1 when G “ t0u).
Examples 3.17.
1. Let dpF q “ dimpF q. Then d is a local degree, witnessed by Kdps, tq “ t. A space
is d-small if and only if it is finite-dimensional.
2. Let dpF q “ dBM pF, ℓdimpF q2 q. Then d is a local degree, witnessed by Kdps, tq “ st.
A space is d-small if and only if it is Hilbertian (a consequence of Kwapien’s
theorem [31]).
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3. Fix 1 ď p ď 2 ď q ď 8. Let dpF q be the type-p constant (resp. the cotype-q
constant) of F . Then d is a local degree, witnessed by Kdps, tq “ st. A space
is d-small if and only if it has type p (resp. cotype q). If X is d-small, then
supFPSubă8pXq dpF q is the type-p constant (resp. the cotype-q constant) of X.
4. Fix 1 ď p ď 8. For pX,F q P AP, define dpX,F q as the infimum of the M ’s for
which the canonical inclusion of F into X M -factorizes through some ℓnp , meaning
there exists n P N and operators U : F Ñ ℓnp and V : ℓnp Ñ X with }U} ¨ }V } “M ,
making the following diagram commute:
ℓnp
F X
V
ι
U
Then d is degree, witnessed by Kdps, tq “ st. By [32], Theorem 4.3 (and the
classical fact that ℓn2 ’s are uniformly complemented in Lp, 1 ă p ă 8), we have
that:
• if 1 ă p ă 8, a space is d-small if and only if it is either an Lp-space, or a
Hilbertian space;
• if p “ 1 or p “ 8, a space is d-small if and only if it is an Lp-space.
5. For pX,F q P AP, define dpX,F q as the infimum the M ’s for which there exists a
space Z with a 1-unconditional basis and operators U : F Ñ Z and V : Z Ñ X
with }U} ¨ }V } “M , making the following diagram commute:
Z
F X
V
ι
U
Then d is a degree, witnessed by Kdps, tq “ st. A space is d-small if and only if
it has Gordon-Lewis local unconditional structure (GL-lust) [20]. If X is d-small,
then supFPSubă8pXq dpF q is the GL-lust constant of X.
6. For pX,F q P AP, define dpX,F q as the infimum of the K’s such that F is K-
complemented in X. Then d is not a degree. To see this pick F “ G Ă X Ă Y in
such a way that F is 1-complemented in X but not n-complemented in Y , so that
dpX,F q “ 1 and dpY,Gq ě n; and take S “ IdF , T the canonical inclusion of X
into Y .
This may be surprising, in view of the fact that a space is Hilbertian if and
only if there exists K ě 1 such that all its finite-dimensional subspaces are K-
complemented in it (see [1], Theorem 12.42), i.e., Hilbertian spaces would be char-
acterized as the d-small spaces if d were a degree.
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We can also define a notion of asymptotic smallness:
Definition 3.18. Let d be a degree. A Banach space X is said to be asymptotically
d-small if there exists a constant K such that for every n P N, there exists a finite-
codimensional subspace Xn Ď X such that every n-dimensional subspace F Ď Xn satis-
fies dpX,F q ď K.
When dpX,F q “ dBM pF, ℓdimpF q2 q, asymptotically d-small Banach spaces are exactly
asymptotically Hilbertian Banach spaces (see Definition 1.14).
If d is a local degree, then a subspace of a d-small space is itself d-small, and a
subspace of an asymptotically d-small space is itself asymptotically d-small. This is not
true in general; for example, Lppr0, 1sq is an Lp-space, and for 1 ď p ‰ 2 ď 8, the
only non-Hilbertian subspaces of Lppr0, 1sq which are Lp are the complemented ones
[32]. Similarly, the property of having Gordon-Lewis local unconditional structure is not
stable under passing to subspaces; consider ℓp spaces for 1 ď p ‰ 2 ă 8, a consequence
of, e.g., [30].
Remark 3.19. A useful property of degrees is the fact that for F Ď G Ď Y Ď X, where
the spaces F and G are finite-dimensional and the spaces X and Y are arbitrary, we
have dpX,F q ď dpY,Gq. To see this, just consider the morphism pIdF , IdY q from pY,Gq
to pX,F q.
In the rest of this subsection, we fix a degree d.
Lemma 3.20. For every n P N, there exists a constant Cdpnq such that for every
pX,F q P AP with dimpF q “ n, we have dpX,F q ď Cdpnq. In particular, every finite-
dimensional space is d-small.
Proof. Let pX,F q P AP with dimpF q “ n. Let T : ℓn1 ÝÑ F be a maxp1, nq-isomorphism.
Then pT´1, T q is a morphism from the pair pℓn1 , ℓn1 q to the pair pX,F q, with norm at most
maxp1, nq. So, letting Cdpnq “ Kdpmaxp1, nq, dpℓn1 , ℓn1 qq, it follows that dpX,F q ď Cdpnq.
Lemma 3.21. The properties of being d-small, d-large, and asymptotically d-small are
invariant under isomorphism.
Proof. Let X and Y be two Banach spaces, and T : X Ñ Y be an isomorphism. First
suppose that X is d-small, and let K “ supFPSubă8pXq dpX,F q. Let G P Subă8pY q.
Then ppT´1qæG, T q is a morphism from the pair pX,T´1pGqq to the pair pY,Gq, so
dpY,Gq ď Kdp}pT´1qæG} ¨ }T }, dpX,T´1pGqqq ď Kdp}T´1} ¨ }T },Kq. This bound does
not depend on G, so Y is d-small.
Now suppose that X is asymptotically d-small and fix a constant K witnessing it. We
show that Y is asymptotically d-small, witnessed by the constant L “ Kdp}T´1}¨}T },Kq.
Let n P N. There exists a finite-condimensional subspace Xn Ď X such that for every
n-dimensional subspace F Ď Xn, we have dpX,F q ď K. Let Yn “ T pXnq, and consider
G Ď Yn a n-dimensional subspace. Then ppT´1qæG, T q is a morphism from the pair
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pX,T´1pGqq to the pair pY,Gq, so dpY,Gq ď Kdp}T´1} ¨ }T }, dpX,T´1pGqqq. Since
T´1pGq Ď Xn, we have dpX,T´1pGqq ď K, so dpY,Gq ď L, as wanted.
Lemma 3.22.
1. A complemented subspace of a d-small space is d-small.
2. A complemented subspace of an asymptotically d-small space is asymptotically d-
small.
Proof. Fix X a Banach space, Y a complemented subspace of X, and P : X Ñ Y a
projection.
1. Suppose X is d-small, and let K “ supFPSubă8pXq dpX,F q. Let F Ď Y be a finite-
dimensional subspace. Then pIdF , P q is a morphism from the pair pX,F q to the
pair pY, F q, so we have dpY, F q ď Kdp}P }, dpX,F qq ď Kdp}P },Kq. Hence Y is
d-small.
2. Suppose X is asymptotically d-small, witnessed by a constant K. We show that
Y is asymptotically d-small, witnessed by the constant Kdp}P },Kq. Let n P N,
and fix a finite-codimensional subspace Xn Ď X such that for every n-dimensional
subspace F Ď Xn, we have dpX,F q ď K. Let Yn “ Xn X Y . For a n-dimensional
subspace F Ď Yn, pIdF , P q is a morphism from the pair pX,F q to the pair pY, F q,
so we have dpY, F q ď Kdp}P }, dpX,F qq ď Kdp}P },Kq, as wanted.
Lemma 3.23. Let X be a Banach space, and Y be a finite-codimensional subspace of
X. Then:
1. X is d-small iff Y is d-small;
2. X is asymptotically d-small iff Y is asymptotically d-small;
Proof. Since Y is complemented in X, we know by Lemma 3.22 that if X is d-small
(resp. asymptotically d-small), then so is Y . So in both cases, we just have one direction
to show.
1. Suppose that Y is d-small, and let K “ supGPSubă8pY q dpY,Gq. By Lemma 3.20,
we can suppose that X is infinite-dimensional. We denote by k the codimension
of Y in X. Recall that by Lemma 3 in [17], every k-codimensional subspace of X
is Apkq-isomorphic to Y , where the constant Apkq only depends on k.
Let F Ď X be finite-dimensional; we want to bound dpX,F q. Find Z Ď X a sub-
space with codimension k containing F . Let T : Z Ñ Y be an Apkq-isomorphism.
We have dpY, T pF qq ď K. Moreover, pTæF , T´1q is a morphism from the pair
pY, T pF qq to the pair pX,F q, so dpX,F q ď Kdp}T } ¨ }T´1},Kq ď KdpApkq,Kq, as
wanted.
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2. Suppose that Y is asymptotically d-small. Then there exists a constant K and
finite-codimensional subspaces Yn Ď Y for all n, such that for every n-dimensional
subspace F Ď Yn, we have dpY, F q ď K. In particular, for such an F , we also have
dpX,F q ď K, showing that X is asymptotically d-small.
Proposition 3.24. Let X be a Banach space, and H be the set of subspaces of X that
are d-large. Then H is a D-family.
Proof. Lemma 3.20 shows that H contains only infinite-dimensional subspaces. The
stability of H under finite-dimensional modifications comes from Lemma 3.23. Now we
need to prove that H is Ellentuck-Gδ . For every n P N, let Un “ tY P SubpXq | DF P
Subă8pY q dpY, F q ą nu, so that H “ ŞnPN Un. We show that all the Un’s are open.
Fix n P N and Y P Un. Let F P Subă8pY q be such that dpY, F q ą n. We know
that limsÑ1Kdps, nq “ n, so there exists ε P p0, 1q such that Kdp1`ε1´ε , nq ă dpY, F q.
We show that rF, Y sε Ď Un. Let Z P rF, Y sε, and let Z 1 P rF, Y s and T : Z 1 Ñ Z be
an isomorphism such that }T ´ IdZ 1 } ă ε. Then }T } ď 1 ` ε and }T´1} ď 11´ε . So`
TæF , T
´1
˘
is a morphism of norm at most 1`ε
1´ε from the approximation pair pZ, T pF qq
to the pair pY, F q. Thus, dpY, F q ď Kdp1`ε1´ε , dpZ, T pF qqq. If we had dpZ, T pF qq ď n,
we would have dpY, F q ď Kdp1`ε1´ε , nq, contradicting the choice of ε. So dpZ, T pF qq ą n,
witnessing that Z P Un.
Corollary 3.25. Given a sequence pdnqnPN of degrees and a space X, the family of
subspaces of X that are large for all the dn’s is a D-family, and in the same way, for
fixed N P N, the family of subspaces of X that are large for at least one dn, n ď N , is
also a D-family.
Proof. Since the class of Gδ subsets of a topological space is closed under countable
intersections and under finite unions, this is a consequence of Proposition 3.24.
For instance, for 2 ă q0 ď 8 fixed, the family of subspaces of X that do not have
any cotype q ă q0 is a D-family.
If d is a degree and X a Banach space, the D-family defined in Proposition 3.24
will be denoted by HXd , or by Hd when there is no ambiguity. An Hd-good FDD will
simply be called d-good. In the case of families defined by a degree, we have a useful
strengthening of the notion of good FDD’s:
Definition 3.26. An FDD pFnqnPN of a Banach space X is d-better if dpX,Fnq ÝÝÝÑ
nÑ8
8.
This implies that pFnq is a d-good FDD. Indeed, if A Ď N is infinite, then for every
n P A, we have dprFm | m P As, Fnq ě dpX,Fnq. Below we prove a weak converse to
this; this can be seen as the d-better version of Lemma 3.8.
Lemma 3.27. Let pFnqnPN be an FDD of a d-large Banach space X. Then there exists
a blocking pGnqnPN of pFnq which is a d-better FDD.
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Proof. Let C be the constant of the FDD pFnq. For each k P N, let Xk “ rFl | l ě ks
and let Pk : X Ñ Xk the projection associated to the FDD. We build pGnq by in-
duction as follows. Suppose that the Gm’s have been built for m ă n, and let kn “
pmax supppGn´1qq ` 1 if n ě 1, kn “ 0 otherwise. The space Xkn is d-large, so there
exists Hn P Subă8pXknq such that dpXkn ,Hnq ě n. Now consider an isomorphism
Tn : Xkn Ñ Xkn such that }Tn}¨}T´1n } ď 2 and such that TnpHnq Ď rFk | kn ď k ă kn`1s
for some kn`1. Let Gn “ rFk | kn ď k ă kn`1s. This finishes the construction of pGnq.
To prove that pGnq is d-better, fix n and consider the morphism ppTnqæHn , T´1n ˝Pknq
from the pair pX,Gnq to the pair pXkn ,Hnq. It has norm at most 2p1 ` Cq, so n ď
dpXkn ,Hnq ď Kdp2p1 ` Cq, dpX,Gnqq. In particular, for every constant K, as soon as
n ą Kdp2p1` Cq,Kq, we have dpX,Gnq ą K. This shows that dpX,Gnq ÝÝÝÑ
nÑ8
8.
As an illustration, note that if dpF q is the dimension of F , then any FDD is d-good,
while a d-better FDD is an FDD where the dimensions of the summands tend to infinity.
4 The first dichotomy
In this section, we generalize Gowers’ Ramsey-type Theorem 2.10 to D-families. As an
application, we prove our first dichotomy (Theorem 4.4), a local version of Gowers’ first
dichotomy (Theorem 1.22).
4.1 A local version of Gowers’ Ramsey-type theorem
In this subsection, we fix a Banach space X, and a D-family H of subspaces of X. We
work in the approximate Gowers space GH “ pH, SX , δ}¨},Ď,Ď˚, Pq defined in last section
(see Corollary 3.6). Each time we will mention Gowers’ game or the asymptotic game,
we will be refering to the games relative to this space. Note that Gowers’ game relative
to this space is in general different from the original game defined by Gowers. For Y P H,
the game GY has the following form:
I Y0 Y1 . . .
II y0 y1 . . .
where the yn’s are elements of SX , and the Yn’s are elements of H, with the constraint
that for all n P N, Yn Ď Y and yn P Yn. The outcome is, as usual, the sequence
pynqnPN P pSXqN.
Our local version of Gowers’ Theorem 2.10 is the following:
Theorem 4.1. Let X Ď pSXqN be analytic, let Y P H, let ∆ be a sequence of positive
real numbers and let ε ą 0. Then there exists Z P HæY such that:
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• either Z has an H-good FDD pGnqnPN, with constant at most 1 ` ε, and all of
whose normalized block-sequences belong to X c;
• or player II has a strategy in GZ to reach pX q∆.
Moreover:
• if H “ Hd for some degree d, then we can even assume that the FDD pGnq is
d-better;
• if Y comes with a fixed FDD pFnqnPN, then we can also assume that pGnq is a
block-FDD of pFnq.
Gowers’ Theorem 2.10 is just the special case of the last theorem whenH “ Sub8pXq
(which is a D-family, the family of d-large subspaces of X for the local degree dpF q “
dimpF q).
Proof of Theorem 4.1. We start with the general case; the “moreover” part will be dealt
with separately at the end of the proof. We proceed in the same way as in the proof of
Theorem 2.10: we apply the abstract Gowers’ Theorem 2.9 to the approximate Gowers
space GH, endowed with the system of precompact sets pKX ,‘Xq defined in Subsection
2.2 (recall that the elements of KX are the unit balls of finite-dimensional subspaces
of X, and that SF ‘X SG “ SF`G). In case we get Z P HæY such that player II has
a strategy in GZ to reach pX q∆, we are done. So we now suppose that there exists
U P HæY such that player I has a strategy τ in SFU to build a sequence pKnqnPN with
bsppKnqnPNq Ď X c. We can assume that the strategy τ is such that for every run of the
game SFU :
I U0 U1 . . .
II SG0 SG1 . . .
played according to τ , we have rGi | i ă ns X Un “ t0u and the natural projection
rGi | i ă ns ‘ Un Ñ rGi | i ă ns has norm at most 1 ` ε. We build an FDD pGnqnPN
of a subspace of U , with constant at most 1` ε, such that rGn | n P Ns P H, and all of
whose normalized block-sequences belong to X c; by Lemma 3.8, this will be enough to
conclude.
Let pUnqnPN be a decreasing sequence of Ellentuck-open subsets of SubpXq such thatŞ
nPN Un “ H. We describe a run pU0, SG0 , U1, SG1 , . . .q of the game SFU where I plays
according to τ , by describing the moves of II. Suppose that U0, SG0 , . . . , Un´1, SGn´1 have
just been played. According to the strategy τ , player I plays Un, a finite-codimensional
subspace of U . Since U P H, we have rGi | i ă ns ‘ Un P H Ď Un. So we can find a
finite-dimensional subspace Gn Ď Un such that
”
rGi | i ď ns, rGi | i ă ns ‘ Un
ı
Ď Un.
We make II play SGn , finishing the construction.
Exactly in the same way as in the proof of Lemma 3.9, we can prove that pGnqnPN is
an FDD of a subspace Z P HæU , with constant at most 1` ε. Since the game SFZ has
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been played according to τ , we have that bsppSGnqnPNq Ď X c, which exactly means that
every normalized block-sequence of the FDD pGnq is in X c.
In the case where H “ Hd for some degree d, then by Lemma 3.27, we can replace
the FDD pGnq with one of its blocking which is d-better, and this blocking will still
satisfy the conclusion of the theorem.
We now prove the refinement of the theorem in the case where Y has a fixed FDD
pFnqnPN. Without loss of generality, we assume that the sequence ∆ “ p∆nqnPN is
decreasing, that ∆0 ă 1, and that
`
1` ε
2
˘ ´
1`∆0
1´∆0
¯
ď 1` ε. The general case applied to
X 1 “ pX q∆
2
(which is still analytic) and to the sequence ∆1 “ ∆
2
gives a U P HæY such
that either player II has a strategy in GU to reach pX 1q∆1 , or U has an H-good FDD
pKnqnPN with constant at most 1` ε2 all of whose normalized block-sequences belong to
pX 1qc. In the first case, we are done, since pX 1q∆1 Ď X∆. In the second case, we apply
Lemma 3.11 to Yk “ Y , pF kn qnPN “ pFnqnPN, Uk “ rKn | n ě ks for every k P N. This
gives us a Z P HæY spanned by anH-good block-FDD pGnqnPN of pFnq, and an isomorphic
embedding T : Z Ñ U such that for every n P N, ››pT ´ IdZqærGk |kěns›› ă ∆1n2 and T pGnq Ď
Un. Modifying T if necessary, we can even assume that for every n, T pGnq has finite
support on the FDD pKnq (of course, doing such a modification does not necessarily
preserve the fact that the FDD pT pGnqqnPN is H-good, but this fact will not matter in
this proof). Since T pGnq Ď Un for every n, we have that limnÑ8min supppGnq “ 8 (the
supports being taken with respect to the FDD pKnq). Thus, extracting a subsequence
if necessary, we can assume that pT pGnqq is a block-FDD of pKnq.
We now prove that the FDD pGnq is as wanted. Recall that }T ´ IdZ } ď ∆0, so
}T } ď 1 ` ∆0 and }T´1} ď 11´∆0 . Since pT pGnqq is a block-FDD of pKnq, which has
constant less than 1 ` ε
2
, we deduce that pT pGnqq as well has constant less than 1 ` ε2 .
Hence, pGnq has constant less than
`
1` ε
2
˘ ´
1`∆0
1´∆0
¯
ď 1`ε, as wanted. Now let pxiqiPN be
a normalized block-FDD of pGnq ; we prove that pxiq P X c. For every i, xi P rGn | n ě is
so }T pxiq ´ xi} ď ∆
1
i
2
. Hence, letting yi “ T pxiq}T pxiq} , we have }xi ´ yi} ď ∆1i. Observe
that pyiqiPN is a normalized block-sequence of pT pGnqq, so of pKnq; hence, it is in pX 1qc.
Thus, pxiq is in ppX 1qcq∆1 , which is contained in X c. This finishes the proof.
Remark 4.2. The essential difference between Theorem 4.1 and Smythe’s local version
of Gowers’ Ramsey-type theorem proved in [47] is the fact that, in Smythe’s theorem,
the original Gowers’ game appears: player I is allowed to play whatever subspace he
wants, not only elements of H. The cost is that the conditions on the family H are much
more restrictive in Smythe’s theorem than in our theorem. Thus, it is not clear at all
that Smythe’s theorem could apply for the families we shall consider (for instance, the
family of non-Hilbertian subspaces of a given Banach space).
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4.2 The dichotomy
We now want to prove a local version of Gowers’ first dichotomy (Theorem 1.22), that
is, a similar dichotomy where we moreover ensure that the subspace given as a result
will be in a fixed D-family. To do this, we will need local versions of the two possible
conclusions. In particular, we will need a weakening of the notion of HI space.
Definition 4.3. Let X be a Banach space and let H be a D-family of subspaces of X.
We say that a subspace of X is H-decomposable if it is equal to the direct sum of two
elements of H. The space X is hereditarily H-indecomposable, or H-HI, if X P H and X
contains no H-decomposable subspace.
If d is a degree, we call a space X hereditarily d-indecomposable, or d-HI, if it is
hereditarily HXd -indecomposable. In other words, if no subspace of it is a direct sum of
two d-large subspaces.
In the case where H “ Sub8pXq, i.e. where d is the dimension, we recover the notion
of HI spaces.
Theorem 4.4 (The first dichotomy). Let X be a Banach space, and let H be a D-family
of subspaces of X, containing X. Then there exists Y P H such that:
• either Y has an H-good UFDD;
• or Y is hereditarily HæY -indecomposable.
Moreover, if X comes with a fixed FDD, then in the first case, the UFDD of Y can be
taken as a block-FDD of the FDD of X.
This is a true dichotomy in the sense that both classes it defines are, in some way,
hereditary with respect to H (every block-FDD of a UFDD is a UFDD, and if Y is
hereditarily HæY -indecomposable, then every subspace Z P HæY is hereditarily HæZ-
indecomposable); and these classes are disjoint, since a subspace Y with an H-good
FDD has continuum-many decompositions as a direct sum of elements of H.
We spell out the version of the dichotomy when the D-family is induced by a degree
d, taking into account Lemma 3.27.
Theorem 4.5 (The first dichotomy for degrees). Let X be a Banach space, and let d
be a degree such that X is d-large. Then there exists Y Ď X a d-large subspace which
either has a d-better UFDD, or is hereditarily d-indecomposable.
Proof of Theorem 4.4. We fix ∆ “ p∆iqiPN a sequence of positive real numbers satisfying
the following property: for every normalized basic sequence pxiqiPN in X with constant at
most 2, and for every normalized sequence pyiqiPN in X such that @i P N }xi ´ yi} ď ∆i,
the sequences pxiq and pyiq are 2-equivalent. Let X be the set of sequences pxiqiPN P
pSXqN satisfying the following property: for every N P N, there exists an eventually
null sequence paiqiPN P RN such that }
ř
i even aixi} ą N }
ř
iPN aixi}. The set X is an Gδ
subset of pSXqN. We apply Theorem 4.1 to X, to the set X , to the sequence ∆, and to
ε “ 1.
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First case: There exists Y P H with an H-good FDD pFnqnPN such that no normalized
block-sequence of pFnq belongs to X . Moreover, if X comes with a fixed FDD, then pFnq
is a block-FDD of the FDD of X.
We then show that pFnq is a UFDD. Let, for every n, yn P Fn and let A Ď N
be infinite and coinfinite, and suppose that
ř
nPN yn converges; we show that
ř
nPA yn
converges. Without loss of generality, we can assume that 0 P A. Consider a sequence
0 “ n0 ă n1 ă n2 ă ... of integers such that A “
Ť
i evenJni, ni`1 ´ 1K. For every i P N,
consider xi P rFn | ni ď n ă ni`1s with }xi} “ 1 and ai P R such that
ř
niďnăni`1
yn “
aixi. Then pxiqiPN is a normalized block-sequence of pFnq, so does not belong to X .
Hence, there exists N P N such that for every k ď l, we have:›››››››
ÿ
kďiăl
i even
aixi
››››››› ď N
››››› ÿ
kďiăl
aixi
››››› .
We show that
ř
nPA yn converges using Cauchy criterion. Fix ε ą 0; there is nε P N
such that for every q ě p ě nε, we have
›››řpďnăq yn››› ď ε. Fix such p and q. Fixing k
and l such that nk´1 ď p ă nk and nl ď q ă nl`1, we have:›››››››
ÿ
pďnăq
nPA
yn
››››››› ď
››››› ÿ
pďnănk
yn
›››››`
›››››››
ÿ
nkďnănl
nPA
yn
›››››››`
››››› ÿ
nlďnăq
yn
›››››
ď 2ε`
›››››››
ÿ
kďiăl
i even
aixi
›››››››
ď 2ε`N
››››› ÿ
kďiăl
aixi
›››››
“ 2ε`N
››››› ÿ
nkďnănl
yn
›››››
ď pN ` 2qε,
concluding this first case.
Second case: There exists Y P H such that player II has a strategy in GY to reach
pX q∆.
We then show that Y is hereditarily HæY -indecomposable. Fix U, V P HæY and
N P N. We will build u P U and v P V such that }u} ą N
4
}u` v}, which will be enough
to conclude. Consider a run of the game GY :
I Z0 X U Z1 X V Z2 X U Z3 X V . . .
II z0 z1 z2 z3 . . .
where II plays using a strategy to reach pX q∆, and where I plays as follows:
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• if n is even, I plays Zn XU where Zn is a finite-codimensional subspace of Y such
that the natural projection rzi | i ă ns ‘ Zn Ñ rzi | i ă ns has norm at most 2,
and such that Zn Ď Zn´1 if n ě 1;
• if n is odd, I plays Zn X V for Zn exactly as previously.
At the end of the game, player II has built a normalized basic sequence pznqnPN with
constant at most 2, which is in pX q∆, and such that for n even, zn P U , and for n odd,
zn P V .
Now choose a sequence pz1nqnPN P X such that for every n P N, }z1n ´ zn} ď ∆n.
Choose panqnPN P RN eventually null such that }
ř
n even anz
1
n} ą N }
ř
nPN anz
1
n}. By the
choice of ∆, the sequences pznq and pz1nq are 2-equivalent, so we have:››››› ÿ
n even
anzn
››››› ě 12
››››› ÿ
n even
anz
1
n
››››› ą N2
›››››ÿ
nPN
anz
1
n
››››› ě N4
›››››ÿ
nPN
anz
1
n
››››› .
Thus, u “ }řn even anzn} and v “ }řn odd anzn} satisfy the wanted property.
5 The second dichotomy
In this section, we prove our second dichotomy, a local version of Ferenczi–Rosendal’s
dichotomy between minimal and tight spaces (Theorem 1.24). We also discuss some
consequences, in particular concerning ergodicity.
5.1 The statement of the dichotomy
In this subsection, we state our second dichotomy. As for the first one, we first need to
provide appropriate local versions of the notions of minimality and of tightness. In the
whole section, we fix a Banach space X, a D-family H of subspaces of X, and a degree
d.
Definition 5.1. We say that X is H-minimal if X P H and if X isomorphically embeds
into every element ofH. IfH is induced by the degree d, then we say that X is d-minimal.
So X is d-minimal if it is d-large and embeds into any of its d-large subspaces. In
particular, if d is the dimension (or equivalently if H “ Sub8pXq), we recover the usual
notion of minimality. Also observe that if X is H-minimal, then it is separable; this is
for instance a consequence of Lemma 3.9.
Definition 5.2. Let pFnqnPN be an FDD of a subspace of X.
1. The FDD pFnq is said to be H-tight if every Y P H is tight in pFnq.
40
2. The space X is said to be H-tight if X P H and if X has an H-tight FDD.
If H is induced by the degree d, then we say that the FDD pFnq is d-tight, and that
the space X is d-tight.
So X is d-tight if it is d-large and has an FDD in which every d-large Banach space
is tight. When dpF q is the dimension of F , we recover the usual notion of tight FDD.
Note that H-minimality is a hereditary notion in the sense that if X is H-minimal,
then every Y P H is HæY -minimal. The notion of H-tightness is also hereditary in the
following sense:
Lemma 5.3. Let pFnqnPN be an FDD of a subspace of X.
1. If a Banach space Y is tight in pFnq, then it is also tight in all of its block-FDD’s.
2. If pFnq is H-tight, then all of its block-FDD’s are H-tight. In particular, if the FDD
pFnq witnesses that X is H-tight, then every Y P H generated by a block-FDD of
pFnq is HæY -tight.
Proof. We only prove 1., since 2. is an immediate consequence. Let pGmqnPN be a block-
FDD of pFnq, and let I0 ă I1 ă I2 ă . . . be a sequence of nonempty successive intervals
witnessing the tightness of Y in pFnq. Observe that every infinite subsequence of pIiq
still witnesses the tightness of Y in pFnq. Thus, without loss of generality, we can assume
that for every m P N, there is at most one i P N such that Ii X supppGmq ‰ ∅. If there
is infinitely many Ii’s that intersect no set of the form supppGmq, then by tightness,
Y Ę rGm | n P Ns so Y is tight in pGmq. Otherwise, passing again to a subsequence if
necessary, we can assume that for every i P N, Ii intersects at least one of the supppGmq’s.
We let, for every i P N, Ji “ tm P N | Ii X supppGmq ‰ ∅u. Then the Ji’s are nonempty
and satisfy J0 ă J1 ă J2 ă . . .; moreover, by construction, for every infinite A Ď N we
have rGm | m R
Ť
iPA Jis Ď rFn | n R
Ť
iPA Iis, so Y Ę rGm | m R
Ť
iPA Jis. This shows
that Y is tight in pGmq. (Of course, the Ji’s as they are built are not necessarily intervals,
but we can replace them by their convex hull if necessary.)
Corollary 5.4. If X is H-tight (resp. d-tight), then it has an FDD which is H-tight
and H-good (resp. d-tight and d-better).
Proof. In the case of a D-family, starting from any H-tight FDD pFnqnPN of X, we can
find a blocking pGnqnPN of this FDD which is H-good, using Lemma 3.8. The FDD pGnq
is still H-tight, by Lemma 5.3. In the case of a degree, the proof is the same, using this
time Lemma 3.27 to pass to a better blocking.
Theorem 5.5 (The second dichotomy). Suppose that X P H. Then X has a subspace
Y P H such that:
• either Y is HæY -minimal;
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• or either Y is HæY -tight.
Moreover, if X comes with a fixed FDD, then in the second case, the H-tight FDD of Y
can be taken as a block-FDD of the FDD of X.
This is a true dichotomy: indeed, as we already saw, the notion of H-minimality and
H-tightness are hereditary in a certain sense, and obviously an H-tight space cannot be
H-minimal.
It is worth spelling out the version of the second dichotomy for degrees:
Theorem 5.6 (The second dichotomy for degrees). Suppose that X is d-large. Then X
has a d-large subspace Y which is either d-minimal or d-tight.
In the case where dpF q “ dimpF q, we get back Theorem 1.24.
The rest of this section is organized as follows. In Subsection 5.2, we prove Theorem
5.5. Then, in Subsection 5.3, we study the properties of H-minimal and H-tight spaces,
and we deduce some consequences of Theorem 5.5.
5.2 The proof of Theorem 5.5
This proof is inspired by the proof by Rosendal of a variant of the minimal/tight di-
chotomy [42]. This dichotomy will again be proved using combinatorial methods, how-
ever its proof is quite delicate and thus, cannot be done in the formalism of approximate
Gowers spaces. We will, instead, use the formalism of Gowers spaces, and work with
countable vector spaces instead of Banach spaces.
In the general case, we can reduce to the case where X has an H-good FDD, using
Lemma 3.9. In the case where X already comes with a fixed FDD, then we can assume
that this FDD is H-good, using Lemma 3.10. So, in what follows, we will consider that
X comes with a fixed H-good FDD pEnqnPN, and we will prove that either X has a
subspace Y which is HæY -minimal, or that pEnq has an H-tight block-FDD.
Let C be the constant of the FDD pEnq. For every n P N, let dn “
ř
iăn dimpEnq
and fix peiqdnďiădn`1 a normalized basis of En. Let K be a countable subfield of R
having the following property: for every eventually null sequence pxiqiPN P KN, we have
}řiPN xiei} P K. Such a field can be built in the following way: we fix K0 “ Q, for every
n P N, we let Kn`1 be the subfield of R generated by Kn and by all reals of the form
}řiPN xiei}, where pxiqiPN is an eventually null sequence of elements of Kn, and finally
we let K “ ŤnPNKn. In the rest of this subsection, vector spaces on K will be denoted
by capital script roman letters, and closed R-vector subspaces of E (of finite or infinite
dimension) will be denoted by block roman letters. Let X be the K-vector subspace of
X generated by all the ei’s. For Y a (finite- or infinite-dimensional) K-vector subspace
of X , we let Y be its closure in X. This is a R-vector subspace of X, and we have
X “ X. Also let SY be the set of normalized vectors of Y . Since, for x P Y , we have
x
}x} P Y , we deduce that SY is dense in SY .
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Lemma 5.7. Let Y be a K-vector subspace of X . Then Y is R-finite-dimensional if
and only Y is K-finite-dimensional, and in this case, their dimensions are equal.
Proof. Let pf0, . . . , fk´1q be a K-free family in Y . Let N P N be such that all the fl’s are
in spanKpe0, . . . eN´1q, and let M be the matrix of the family pf1, . . . fkq in the family
pe0, . . . , eN´1q. Then, on the field K, the matrixM has at least one kˆk nonzero minor.
But the determinant does not depend on the field, so this is also true on R. Hence, the
family pf0, . . . , fk´1q is R-free. We deduce that dimRpY q ě dimKpY q.
Conversely, if pf0, . . . , fk´1q is aK-generating family in Y , then this is a R-generating
family in spanRpY q, which is equal to Y since it is finite-dimensional. So dimRpY q ď
dimKpY q.
All along this subsection, we will use the following notation: if pUiqiPI is a sequence
of finite-dimensional vector subspaces of X , we let rUi | i P Is be the K-vector subspace
of X spanned by the Ui’s. For every n P N, we let En be the K-vector subspace of En
generated by the ei’s for dn ď i ă dn`1, and we let E “ pEnqnPN. Obviously we have
En “ En and X “ rEn | n P Ns. For pFnqnPN a sequence of nonzero finite-dimensional
K-vector subspaces of X whose sum is a direct sum, we define a block-FDD of pFnq as
a sequence pGmqmPN of nonzero finite-dimensional K-vector subspaces of X for which
there exists a sequence A0 ă A1 ă . . . of finite sets of integers such that for every m,
we have Gm Ď ‘nPAmFn. In what follow, we will only consider block-FDD’s of E . A
block-FDD pFmqmPN of E will often be denoted by the letter F ; thus, when we speak
about a block-FDD F without further explanation, it will be supposed that its terms
are denoted by Fm, and we will also let rF s “ rFm | m P Ns. Observe that if F is
a block-FDD of E , then
`
Fm
˘
mPN
is a block-FDD of pEnq. So we will say that F is
good if and only if
`
Fm
˘
is an H-good block-FDD of pEnq. If F is a block-FDD of E
and m0 P N, we will denote by F pm0q the block-FDD pFm`m0qmPN. If F is good, then
F pm0q is also good.
We now define the Gowers space in which we will work. We let P be the set of good
block-FDD’s of E . If F ,G P P, we let F ď G if F is a block-FDD of G . We let F ď˚ G
if there exists m P N such that F pmq ď G . We let Π be the set of pairs pU , xq where U
is a nonzero finite-dimensional subspace of X and x is an element of X . For F P P and
a sequence pU0, x0, . . . ,Uk, xkq P Π, we say that pU0, x0, . . . ,Uk, xkq Ÿ F if Uk Ď rF s
and xk P rUl | l ď ks.
Lemma 5.8. G “ pP,Π,ď,ď˚,Ÿq is a Gowers space.
Proof. The only nontrivial thing to verify is that the diagonalization axiom is satisfied.
So let pF kqkPN be a ď-decreasing sequence of elements of P. We apply Lemma 3.11 to
Uk “ Yk “ rF ks, to F kn “ F kn , and to Dk “ SrFks. We get an H-good FDD pGnqnPN of
a subspace of X such that for every k P N, pGn`kqnPN is a block-FDD of pF kn qnPN, and
such that Gk has a basis in Dk. This last condition shows that Gk can be written as Gk,
where Gk is a finite-dimensional subspace of rF ks. Since pGn`kqnPN is a block-FDD of
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pF kn qnPN, and since all of the Gn`k’s, for n P N, are vector subspaces of rF ks, we deduce
that pGn`kqnPN is a block-FDD of F k. Thus, G “ pGnqnPN is in P, and we have, for
every k P N, G ď˚ F k, as wanted.
From now, we work in the Gowers space G. When speaking about the asymptotic
game FF , Gowers’ game GF , or the adversarial Gowers’ games AF and BF , we will
always consider them with respect to this space. To save writing, we will make the
following abuse of notation: in a play of FF or GF played as follows:
I F 0 F 1 . . .
II U0, x0 U1, x1 . . .
we will consider that the outcome of the game is the sequence px0, x1, . . .q (according to
the definition given in Section 2, this should be pU0, x0,U1, x1, . . .q). Similarly, in a play
of AF or BF played as follows:
I U0, x0, G
0 U1, x1, G
1 . . .
II F 0 V0, y0, F
1 V1, y1, F
2 . . .
we will consider that the outcome of the game is the pair of sequences ppx0, x1, . . .q,
py0, y1, . . .qq. Hence, for instance saying that player II has a strategy in BF to produce
two equivalent sequences means that player II has a strategy to ensure that the sequences
pxiqiPN and pyiqiPN produced during the game are equivalent, for the usual notion of
equivalence between sequences in a Banach space.
Observe that in this Gowers space, for F ,G P P, if F Æ G , then there exist m,n P N
such that F pmq “ G pnq.
Lemma 5.9. There exists F P P having the following property: either player I has a
strategy in AF to produce two inequivalent sequences, or player II has a strategy in BF
to produce two equivalent sequences.
Proof. The set of pairs ppxiqiPN, pyiqiPNq P
`
X N
˘2
that are equivalent is a Fσ subset of`
X N
˘2
for the product of the discrete topologies on SX . Thus, this result is a direct
consequence of Theorem 2.4.
We now fix a F P P as given by Lemma 5.9. We say that a sequence puiqiPN P X N is
F -correct if there exists G ď F and a partition of N into nonempty successive intervals
I0 ă I1 ă . . . such that for every m P N, the finite sequence puiqiPIm is a basis of Gi. The
next proposition contains the combinatorial content of Theorem 5.5.
Proposition 5.10. At least one of the following statements is satisfied:
1. For every F -correct sequence puiqiPN, player I has a strategy in FF to build a
sequence pxiqiPN that is not equivalent to puiq;
2. There exists a F -correct sequence puiqiPN such that player II has a strategy in GF
to build a sequence pxiqiPN that is equivalent to puiq.
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Proof. We assume that 1. is not satisfied and we prove 2. For the rest of the proof, we fix
a F -correct sequence puiqiPN such that player I has no strategy in FF to build a sequence
that is not equivalent to puiq. By the determinacy of this game (for the fundamentals
on the theory of determinacy, see [29], Section 20), player II has a strategy τ in FF to
build a sequence which is equivalent to puiq. By correctness of the sequence puiq, we can
also fix G ď F and a partition of N in nonempty successive intervals I0 ă I1 ă . . . such
that for every m P N, puiqiPIm is a basis of Gm.
First step: Player II has a strategy in AF to build two equivalent sequences.
We describe this strategy on a play pG ,U0, x0,F 0,V0, y0,G , . . .q of AF , in which
the FDD’s played by II will always be equal to G . This game will be played at the
same time as an auxiliary play pH 0,W0, z0,H 1,W1, z1, . . .q of FF during which player
II always plays according to her strategy τ . Actually, the Ui’s played by I in AF will
not matter at all in this proof, so we will omit them in the notation; the only thing to
observe is that for every i P N, we will necessarily have xi P rG s. At the same time as
the games are played, a sequence of integers 0 “ k0 ă k1 ă . . . will be constructed. The
idea is that the turn i of the game AF will be played at the same time as the turns
ki, ki` 1, . . . , ki`1´ 1 of the game FF . Suppose that we are just before the turn i of the
game AF , so the xj ’s, the F
j ’s, the Vj’s, and the yj’s have been defined for all j ă i.
Also suppose that the integers kj have been defined for all j ď i, and that we are just
before the turn ki of the game FF , so the H
k’s, the Wk’s and the zk’s have been played
for all k ă ki. We represent on the diagram below the turn i of the game AF , and the
turns ki, . . . , ki`1 ´ 1 of the game FF .
I F i . . . F i . . .
FF
II . . . Wki , zki . . . Wki`1´1, zki`1´1
I . . . xi, F
i . . .
AF
II . . . , G Vi, yi, . . .
We now describe how these turns are played. In AF , the strategy of player II will
first consist in playing G . Then player I answers with a vector xi P rG s and an FDD
F i Æ F . Thus, xi can be decomposed on the basis pumqmPN: we can find ki`1 P N
and paki qkăki`1 P Kki`1 such that xi “
ř
măki`1
aki uk. Moreover, we can assume that
ki`1 ą ki.
Now, during the ki`1 ´ ki following turns of the game FF , we will let player I play
F i (so we have, for every ki ď k ă ki`1, H k “ F i). According to the strategy τ , player
II will answer with Wki , zki , . . . ,Wki`1´1, zki`1´1. We now let Vi “ Wki ` . . .`Wki`1´1,
and yi “
ř
kăki`1
aki zk. Since all the Wk’s, for ki ď k ă ki`1 are finite-dimensional
subspaces of rF is, then Vi is itself a finite-dimensional subspace of rF is. And since all
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the zk, for ki ď k ă ki`1, are elements of W0 ` . . . `Wki`1´1 “ V0 ` . . . ` Vi, then yi is
itself an element of V0 ` . . . ` Vi. So we can let II play Vi and yi in AF , what finishes
the description of the strategy.
The fact that in FF , player II always plays according to the strategy τ , ensures that
the sequences pukqkPN and pzkqkPN are equivalent. Observe that the sequence pxiqiPN is
built from pukq in exactly the same way that the sequence pyiqiPN is built from pzkq; so
this ensures that pxiqiPN and pyiqiPN are equivalent, concluding this step of the proof.
Second step: Player II has a strategy σ in BF to build two equivalent sequences.
Indeed, by the first step, I has no strategy in AF to build two inequivalent sequences;
so the conclusion immediately follows from the choice of F .
Third step: Player II has a strategy in GF to build a sequence pyiqiPN that is equiv-
alent to puiq.
This is the conclusion of the proof. We describe this strategy on a play of GF that
will be played simultaneously with a play of BF where II will play according to her
strategy σ, and a play of FF where II will play according to her strategy τ (for a fixed
i P N, the turns i of all of these three games will be played at the same time). The moves
of the players during the turn i of the games are described in the diagram below.
I F i . . .
FF
II . . . Ui, xi
I Ui, xi, H
i
BF
II . . . , F i Vi, yi, . . .
I H i . . .
GF
II . . . Vi, yi
We describe these moves more precisely. Suppose that in GF , player I plays H
i.
We look at the move F i made by II in BF according to her strategy σ, and we let I
copy this move in FF . In this game, according to her strategy τ , player II will answer
with some Ui and xi. Now, in BF , we can let I answer with Ui, xi and H
i. In this
game, according to her strategy σ, player II answers with some Vi and some yi. Then
the strategy of player II in GF will consist in answering with Vi and yi.
Let us verify that this strategy is as wanted. The outcome of the game FF is the
sequence pxiqiPN; the use of the strategy τ by II ensures that this sequence is equivalent
to puiq. The outcome of the game BF is the pair of sequences ppxiqiPN, pyiqiPN q; the use
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by II of her strategy σ ensures that these two sequences are equivalent. We deduce that
the sequences puiq and pyiq are equivalent, concluding the proof.
Now let, for every m P N, Fm “ Fm. The sequence pFmqmPN is an H-good block-
FDD of pEnq and we can let Y “ rFm | m P Ns. By Proposition 5.10, Theorem 5.5 will
be proved once we have proved the two following lemmas:
Lemma 5.11. Suppose that there exists a F -correct sequence puiqiPN such that player
II has a strategy in GF to build a sequence pxiqiPN that is equivalent to puiq. Let Z “
rui | i P Ns. Then Z is HæZ-minimal.
Lemma 5.12. Suppose that for every F -correct sequence puiqiPN, player I has a strategy
in FF to build a sequence pxiqiPN that is not equivalent to puiq. Then the FDD pFiqiPN
is H-tight.
We start with the following technical lemma:
Lemma 5.13. For every U P HæY , there exists a G ď F such that rG s isomorphically
embeds into U .
Proof. This is a consequence of Lemma 3.11. Indeed, apply it to Yk “ Y , to F kn “ Fn, to
Uk “ U , and to Dk “ SrF s. Then Lemma 3.11 gives us a subspace Z Ď Y generated by
anH-good block-FDD pGnqnPN of pFnq, such that Z can be isomorphically embedded into
U . Moreover, for every n P N, Gn has a basis made of elements of SrF s, so Gn “ Gn for
some finite-dimensional subspace Gn of rF s. Hence, G “ pGnqnPN is a good block-FDD
of F , and rG s isomorphically embeds into U , as wanted.
Proof of Lemma 5.11. By the definition of correctness, we have Z P H. We want to
prove that Z isomorphically embeds into every element of HæZ ; by Lemma 5.13, it is
enough to prove that Z isomorphically embeds into rG s for every G ď F . For this,
consider a play of GF where player I always plays G , and II plays using her strategy.
The outcome will be a sequence pxiqiPN of elements of SG which is equivalent to puiq.
Thus the mapping ui ÞÑ xi uniquely extends to an isomorphic embedding Z Ñ rG s.
Proof of Lemma 5.12. By Lemma 5.13, it is enough to prove that every subspace of the
form rG s, for G ď F , is tight in pFnq. So we fix such a G and we let Z “ rG s.
First step: For every K ě 1, there exists an infinite sequence of nonempty intervals
of integers IK
0
ă IK
1
ă . . . such that for every infinite A Ď N with 0 P A, we have
Z ĘK rFn | n R
Ť
kPA I
K
k s.
We let, for every n P N, dn “
ř
măn dimGm, and we fix a normalized basis
puiqdnďiădn`1 of Gn that is also a 2-bounded minimal system (see Subsection 1.5); this
can be done by taking, first, an Auerbach basis of Gn, and then a small perturbation
of it. The sequence puiqiPN we just built is F -correct and is a 4C-bounded minimal
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system. Thus, we can fix a strategy τ for player I in FF to build a sequence pxiqiPN that
is not equivalent to puiq. In the game FF , we will consider that player II is allowed to
play against the rules, but immediately loses if she does; hence, we can consider that the
strategy τ is a mapping defined on the whole set ΠăN of finites sequences of elements
of Π. For every such sequence s, τpsq is an element of P such that τpsq Æ F ; hence
without loss of generality, we can assume that τpsq “ F prτ psqq, for some rτ psq P N. This
defines a mapping rτ : ΠăN Ñ N.
Let R “ tx P X | 1 ď }x} ď Ku. Let δ ą 0 having the following property: for every
4CK2-bounded minimal system pxiqiPI and for every family pyiqiPI in X, if:ÿ
iPI
}xi ´ yi}
}xi} ď δ,
then the families pxiq and pyiq are equivalent. For every finite-dimensional subspace U
of rF s and for every i P N, we let NipU q be a finite p2´pi`2qδq-net in U X R. Given
n P N, we say that a sequence pU0, x0, . . .Ui´1, xi´1q P ΠăN is n-small if it satisfies the
following properties:
• there exists a sequence of successive nonempty intervals of integers J0 ă . . . ă
Ji´1 ă n such that for every j ă i, Uj “ rFn | n P Jjs;
• for every j ă i, we have xj P NjprUk | k ď jsq.
For n fixed, there are only finitely many n-small sequences. Hence we can define a
sequence pnkqkPN of integers in the following way: let n0 “ 0, and for k P N, choose
nk`1 ą nk such that for every nk-small sequence s P ΠăN, we have nk`1 ě rτpsq. We
now let, for every k P N, IKk “ Jnk, nk`1 ´ 1K. We show that the sequence of intervals
IK0 ă IK1 ă . . . is as wanted.
Suppose not. Then there exists an infinite A Ď N with 0 P A, and there exists an
isomorphic embedding T : Z Ñ rFn | n R
Ť
kPA I
K
k s such that }T´1} “ 1 and }T } ď K.
In particular, the sequence pT puiqqiPN is K-equivalent to puiq, so it is a 4CK2-bounded
minimal system. We also have that, for every i P N, 1 ď }T puiq} ď K. For every i P N,
we fix yi P rFn | n R
Ť
kPA I
K
k sXR such that }yi´T puiq} ď 2´pi`2qδ. Since A is infinite,
we can find ki`1 P A such that supppyiq ă IKki`1 (here, the support is taken with respect
to the FDD F ). We can also let k0 “ 0; hence, we defined a sequence pkiqiPN of elements
of A. We can even assume that for every i, we have ki`1 ě ki`2. We let, for every i P N,
Ji “ Jnki`1, nki`1 ´ 1K, and Ui “ rFn | n P Jis. Hence, we have a partition of N into
an infinite sequence of nonempty successive intervals: IKk0 ă J0 ă IKk1 ă J1 ă . . .. Since
all the ki’s are in A, we have that rFn | n R
Ť
kPA I
K
k s Ď rFn | n P
Ť
iPN Jis; so all the
yi’s are in rFn | n P
Ť
iPN Jis. Thus, for every i P N, we have yi P rFn | n P
Ť
jďi Jjs “
rUj | j ď is. Hence, we can find xi P NiprUj | j ď isq satisfying }xi ´ yi} ď 2´pi`2qδ. In
particular, }xi ´ T puiq} ď 2´pi`1qδ. So we have:ÿ
iPN
}xi ´ T puiq}
}T puiq} ď
ÿ
iPN
}xi ´ T puiq} ď δ,
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so since pT puiqq is a 4CK2-bounded minimal system, and by the choice of δ, we deduce
that the sequences pT puiqq and pxiq are equivalent. In particular, the sequences puiq and
pxiq are equivalent.
Towards a contradiction, we now prove that puiq and pxiq are not equivalent. For
this, we first observe that for every i P N, the sequence pU0, x0, . . .Ui´1, xi´1q is nki-
small. Thus, letting pi “ rτpU0, x0, . . .Ui´1, xi´1q, we deduce that pi ď nki`1 “ min Ji.
In particular, Ui Ď rF ppiqs. Since, moreover, xi P rUj | j ď is, we deduce that in the
following play of FF :
I F pp0q F pp1q . . .
II U0, x0 U1, x1 . . .
player II always respects the rules. Since, moreover, player I plays according his strategy
τ , we deduce that he wins the game and that the outcome pxiq is not equivalent to puiq.
This is a contradiction.
Second step: Z is tight in pFnq.
This is the conclusion of the proof. We keep the sequences of intervals pIKi qiPN built
as a result of the previous step. We recall the following classical result: : for every
d P N, there exists a constant cpdq ě 1 such that for every Banach space U and for every
subspaces V,W Ď U both having codimension d, V and W are cpdq-isomorphic (see e.g.
[17], Lemma 3). We build a sequence I1 ă I2 ă . . . of nonempty successive intervals of
integers in the following way. All the Il’s, for l ă k, being defined, we can choose Ik
such that:
• for every positive integer N ď k, Ik contains at least one interval of the sequence
pINi qiPN;
• maxpIkq ě dk`maxpmaxpINk0 q,minpIkqq, where dk “ dimprFn | n ă minpIkqsq and
Nk “ rkcpdkqs.
We show that the sequence pIkqkě1 witnesses the tightness of Z in pFnq.
Claim 5.14. For every infinite A Ď Nzt0u and for every k0 P A, we have:«
Fn
ˇˇˇˇ
ˇn R ď
kPA
Ik
ff
Ďcpdk0 q
»—–Fn
ˇˇˇˇ
ˇˇˇn R INk00 Y
¨˚
˝ ď
kPA
kąk0
Ik
‹˛‚
fiffifl .
Proof. Let n0 “ min Ik0 , so that dk0 “ dimrFn | n ă n0s. It is enough to prove that:
rFn | n ă n0s ‘
«
Fn
ˇˇˇˇ
ˇn ě n0, n R ď
kPA
Ik
ff
Ďcpdk0 q
»—–Fn
ˇˇˇˇ
ˇˇˇn R INk00 Y
¨˚
˝ ď
kPA
kąk0
Ik
‹˛‚
fiffifl .
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Since maxpIk0q ě dk0 `maxpmaxpI
Nk0
0
q,minpIk0qq, then in particular:
dimrFn | maxpmaxpINk00 q,minpIk0qq ă n ď maxpIk0qs ě dk0 .
So we can find a finite-dimensional subspace H Ď rFn | n P Ik0s with I
Nk0
0
ă supppHq
and dimpHq “ dk0 (here, the supports are taken with respect to the FDD pFnq). Since
k0 P A, we have:
H X
«
Fn
ˇˇˇˇ
ˇn ě n0, n R ď
kPA
Ik
ff
“ t0u.
Thus, both subspaces:
rFn | n ă n0s ‘
«
Fn
ˇˇˇˇ
ˇn ě n0, n R ď
kPA
Ik
ff
and
H ‘
«
Fn
ˇˇˇˇ
ˇn ě n0, n R ď
kPA
Ik
ff
have codimension dk0 in:
rFn | n ă n0s ‘H ‘
«
Fn
ˇˇˇˇ
ˇn ě n0, n R ď
kPA
Ik
ff
,
so they are cpdk0q-isomorphic. Hence, to conclude the proof, it is enough to see that:
H ‘
«
Fn
ˇˇˇˇ
ˇn ě n0, n R ď
kPA
Ik
ff
Ď
»—–Fn
ˇˇˇˇ
ˇˇˇn R INk00 Y
¨˚
˝ ď
kPA
kąk0
Ik
‹˛‚
fiffifl .
The inclusion:
H Ď
»—–Fn
ˇˇˇˇ
ˇˇˇn R INk00 Y
¨˚
˝ ď
kPA
kąk0
Ik
‹˛‚
fiffifl
is a consequence of the fact that supppHq Ď Ik0 and I
Nk0
0
ă supppHq. And to prove the
inclusion: «
Fn
ˇˇˇˇ
ˇn ě n0, n R ď
kPA
Ik
ff
Ď
»—–Fn
ˇˇˇˇ
ˇˇˇn R INk00 Y
¨˚
˝ ď
kPA
kąk0
Ik
‹˛‚
fiffifl ,
it is enough to see that for all n ě n0, if n P INk00 , then n P
Ť
kPA Ik. This is a consequence
of the fact that n0 “ minpIk0q and maxpI
Nk0
0
q ď maxpIk0q.
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We now conclude the proof of the lemma. Let A Ď Nzt0u be infinite and assume,
towards a contradiction, that Z Ď rFn |n R
Ť
kPA Ik s. Then we can choose k0 P A such
that Z Ďk0 rFn |n R
Ť
kPA Ik s. Using the claim and the fact that k0cpdk0q ď Nk0 , we get
that:
Z ĎNk0
»—–Fn
ˇˇˇˇ
ˇˇˇn R INk00 Y
¨˚
˝ ď
kPA
kąk0
Ik
‹˛‚
fiffifl .
But by construction, I
Nk0
0
Y
ˆŤ
kPA
kąk0
Ik
˙
contains infinitely many intervals of the sequence´
I
Nk0
i
¯
iPN
, including its initial term I
Nk0
0
. This contradicts the definition of the sequence´
I
Nk0
i
¯
iPN
.
5.3 H-minimal and H-tight spaces
In this section, we prove several properties of H-minimal and H-tight spaces. We deduce
consequences of Theorem 5.5. We start with studying H-tight spaces.
Definition 5.15. We say that the D-family H is invariant under isomorphism if for
every Y,Z P Sub8pXq such that Y and Z are isomorphic, we have Y P Hô Z P H.
Theorem 5.16.
1. Suppose that X is H-tight and that H is invariant under isomorphism. Then X is
ergodic.
2. Suppose that X is d-tight. Then X is ergodic.
A important consequence of Theorem 5.5 and Theorem 5.16 is the following:
Corollary 5.17.
1. Suppose that X P H, that X is non-ergodic and that H is invariant under isomor-
phism. Then there exists Y P H which is HæY -minimal.
2. Suppose that X is d-large and non-ergodic. Then X has a d-minimal subspace.
To prove Theorem 5.16, we will use a sufficient condition for the reducibility of E0
proved by Rosendal in [40] (Theorem 15). Let E10 be the equivalence relation on PpNq
(identified to the Cantor space) defined as follows: if A,B P PpNq, we say that AE10B
if there exists n P N such that |AX J0, nK| “ |B X J0, nK| and AzJ0, nK “ BzJ0, nK. The
result proved by Rosendal is the following:
Proposition 5.18. Let E be a meager equivalence relation on PpNq, with E10 Ď E.
Then E0 ďB E.
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To prove Theorem 5.16, we will combine Proposition 5.18 with ideas developped by
Ferenczi and Godefroy in [14]. In this paper, they prove that if peiqiPN is a basis and
X a Banach space, then X is tight in peiq if and only if the set of A Ď N such that
X Ď rei | i P As is meager in PpNq. This extends immediately to the case when peiq is
replaced by an FDD pFiq.
Proof of Theorem 5.16. As usual, we only prove the result for D-families. By Corollary
5.4, we can find an H-good, H-tight FDD pFnqnPN of X. We fix peiqiPN a sequence of
elements of X, and a partition of N into nonempty successive intervals J0 ă J1 ă . . .
such that for every n P N, peiqiPJn is a basis of Fn. For every infinite A Ď N, we let
XA “ rei | i P As, and we define the equivalence relation E on PpNq by AEB if and
only if XA and XB are isomorphic. Since the mapping A ÞÑ XA from PpNq to SubpXq
is Borel (see Lemma 1.7), it is enough to prove that E0 ďB E.
We have E10 Ď E: indeed, if AE10B, then fixing n P N witnessing it, we have XA “
XAzJ0,nK ‘ XAXJ0,nK and XB “ XAzJ0,nK ‘ XBXJ0,nK, and moreover dimpXAXJ0,nKq “
dimpXBXJ0,nKq is finite, so XA and XB are isomorphic. So, by Proposition 5.18, it is
enough to prove that E is meager. Since E is analytic, it has the Baire property, so
by Kuratowski–Ulam’s theorem (see [29], Theorem 8.41), it is enough to prove that for
every A P PpNq, the E-equivalence class of A is meager. We distinguish two cases.
First case: HæXA “ ∅.
For all N P N, let UN “ tB P PpNq | Dn ě N Jn Ď Bu. This is a dense open subset
of PpNq, so C :“ ŞNPN UN is comeager in PpNq. For B P C, the space XB contains
infinitely many of the Fn’s. Since pFnq is an H-good FDD, this implies that HæXB ‰ ∅.
Since HæXA “ ∅ and since H is invariant under isomorphism, this implies that XA and
XB are not isomorphic. Hence, the set of B P PpNq such that XB is isomorphic to XA
is meager in PpNq.
Second case: HæXA ‰ ∅.
In this case, XA has a subspace which is tight in pFnq, soXA itself is tight in pFnq. Let
I0 ă I1 ă . . . be a sequence of intervals witnessing it. For all k P N, let Kk “
Ť
nPIk
Jn.
We have that for every infinite D Ď N, XA Ę rei | i R
Ť
kPDKks. For all N P N, let
UN “ tB P PpNq | Dk ě N Kk X B “ ∅u. This is a dense open subset of PpNq, so
C :“ ŞNPN UN is comeager in PpNq. If B P C, then there exists an infinite D Ď N such
that XB Ď rei | i R
Ť
kPDKks. In particular, XB cannot be isomorphic to XA. Hence,
the set of B P PpNq such that XB is isomorphic to XA is meager in PpNq.
We now study the properties of H-minimal spaces.
Definition 5.19. We say that X is uniformly H-minimal if X P H and if there exists a
constant C such that X C-isomorphically embeds into every element of H. We say that
X is uniformly d-minimal if it is uniformly Hd-minimal.
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Proposition 5.20.
Let H be a D-family of subspaces of X which is invariant under isomorphisms. Let d be
a degree.
1. If X is H-minimal, then there exists Y P H which is uniformly HæY -minimal.
2. Every d-minimal space is uniformly d-minimal.
Proof. 2. is an immediate consequence of 1. and of the fact that Hd is invariant under
isomorphism. We now prove 1. Let pUnqnPN be a decreasing sequence of Ellentuck-open
subsets of SubpXq such that H “ ŞnPN Un.
The hyperplanes of X are in H, and they are pairwise isomorphic with a uniform
constant. Thus, there exists a constant K ě 1 such that X K-isomorphically embeds
into all of its hyperplanes. As a consequence, we get that for every d P N, X Kd-
isomorphically embeds into all of its subspaces of codimension d.
Suppose that 1. is not satisfied. We build inductively a decreasing sequence pYnqnPN
of elements of H and an increasing sequence pFnqnPN of finite-dimensional subspaces of X
in the following way. Let Y0 “ X and F0 “ t0u. If Yn and Fn have been defined, then by
assumption, Yn is not uniformly HæYn-minimal, so there exists Yn`1 P HæYn such that Yn
does not pnKdimpFnqq-embeds into Yn`1. The subspace Yn`1 `Fn is also in H, so in Un;
thus, we can choose Fn`1 such that Fn Ď Fn`1 Ď Yn`1`Fn and rFn`1, Yn`1`Fns Ď Un.
This achieves the induction.
We now let Y “ ŤnPN Fn. For every n P N, we have Y Ď Yn`1 ` Fn, so Y P
rFn`1, Yn`1`Fns Ď Un; hence, Y P H. SinceX isH-minimal, there exists a C-isomorphic
embedding T : X Ñ Y for some constant C. For all n P N, let Xn “ T´1pY X Yn`1q.
Recall that Y Ď Yn`1`Fn; we deduce that Xn has codimension at most dimpFnq in X.
Hence, X KdimpFnq-isomorphically embeds into Xn, so X pCKdimpFnqq-isomorphically
embeds into Yn`1. In particular, Yn pCKdimpFnqq-isomorphically embeds into Yn`1. For
n ě C, this contradicts the definition of Yn`1.
An interesting consequence of Proposition 5.20 in the case of local degrees is that,
if X is d-minimal, then d-large subspaces of X are uniformly d-large, in the following
sense:
Lemma 5.21. Suppose that d is a local degree, and that X is d-minimal. Then there
exists a mapping Γ: N Ñ R` with limnÑ8 Γpnq “ 8 having the following property:
for every d-large subspace Y Ď X, and for every n P N, there exists a n-dimensional
subspace F Ď Y with dpF q ě Γpnq.
Proof. Recall that if d is a local degree, when writing dpF q for F P Bană8, we actually
mean dpX,F q for any X P Ban such that F Ď X. In particular, given an isomorphism
S : G Ñ F for any F,G P Bană8, then pS, S´1q is a morphism from the pair pF,F q to
the pair pG,Gq, so we have dpGq ď Kdp}S} ¨ }S´1}, dpF qq.
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By Proposition 5.20, there exists a constant C such that X C-isomorphically embeds
into all of its d-large subspaces. For all n P N, let γpnq “ suptdpF q | F P Subă8pXq,
dimpF q “ nu, which is finite by Lemma 3.20. By Remark 3.19, γ is non-decreasing, and
since X is d-large, it tends to infinity. Now let, for all n P N,
Γpnq “ sup
#
t P R`
ˇˇˇˇ
ˇKdpC, tq ď γpnq2
+
,
with the convention that sup∅ “ 0. This defines a mapping Γ: N Ñ r0,8s; we will see
later that it actually only takes finite values.
We first show that limnÑ8 Γpnq “ 8. Fix K ě 0. There is n0 P N such that
γpn0q ě 2KdpC,Kq. Now fix n ě n0. For all t ď K, we have KdpC, tq ď KdpC,Kq ď
γpn0q
2
ď γpnq
2
, so by definition of Γpnq, we have Γpnq ě K, as wanted.
Now, we fix Y a d-large subspace of X, and n P N, and we build a finite-dimensional
subspace F Ď Y such that dpF q ě Γpnq (this will in particular show that Γpnq is finite).
Let T : X Ñ Y be a C-isomorphic embedding. Fix G Ď X a n-dimensional subspace
with dpGq ą γpnq
2
. Let F “ T pGq. Then by the remark at the beginning of the proof,
γpnq
2
ă dpGq ď KdpC, dpF qq. In particular, if t P R` is such that KdpC, tq ď γpnq2 , then
t ă dpF q. Thus, Γpnq ď dpF q, as wanted.
A d-minimal space that is not minimal has to be saturated with d-small subspaces.
If d is a local degree, then for such a space, Lemma 5.21 is quite surprising: it implies
that for subspaces Y Ď X, either the degrees of finite-dimensional subspaces of Y are
bounded, or their maximal value grows quite fast to infinity (at least at the same speed
as Γ), but no intermediate growth is possible. This suggest that these spaces have strong
local properties. We do not know any example of a d-minimal space that is not minimal,
and this last remark makes us think that maybe, such spaces do not exist when the
degree d is local.
Question 5.22. Does there exist a local degree d for which all d-minimal Banach spaces
are minimal? Does there exist one for which there exist d-minimal, non-minimal Banach
spaces?
An immediate consequence of Lemma 5.21 is the following:
Corollary 5.23. If d is a local degree, then d-minimal spaces cannot be asymptotically
d-small.
As a consequence, we get the following generalization of Anisca’s Theorem 1.15:
Theorem 5.24. If d is a local degree, then d-large, asymptotically d-small Banach spaces
are ergodic.
Proof. Suppose X is a d-large, asymptotically d-small Banach space. Then all subspaces
of X are asymptotically d-small, so X has no d-minimal subspaces. By Corollary 5.17,
X is ergodic.
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6 The Hilbertian degree
In this last section, we study the consequences of all the previous results in the special
case of the Hilbertian degree, that is, the local degree defined by dBM pF, ℓdimpF q2 q, for
which small spaces are exactly Hilbertian spaces. We shall denote this degree d2:
d2pF q “ dBM pF, ℓdimpF q2 q.
To save notation, d2-better FDD’s will sometimes be called better FDD’s in this section.
Let us spell out that a non-Hilbertian space is therefore a d2-HI space if it contains no
direct sum of two non-Hilbertian subspaces, and d2-minimal if it embeds into all of its
non-Hilbertian subspaces (“minimal among non-Hilbertian spaces”). An FDD is d2-tight
if all non-Hilbertian spaces are tight in it. In the case of the Hilbertian degree, our two
dichotomies can be summarized as follows:
Theorem 6.1. Let X be a non-Hilbertian Banach space. Then X has a non-Hilbertian
subspace Y satisfying one of the following properties:
(1) Y is d2-minimal and has a d2-better UFDD;
(2) Y has a d2-better d2-tight UFDD;
(3) Y is d2-minimal and d2-hereditarily indecomposable;
(4) Y is d2-tight and d2-hereditarily indecomposable.
It is clear from the definitions that if a Banach space X does not contain any isomor-
phic copy of ℓ2, then the d2-HI property is just the HI property and the d2-minimality
is just classical minimality. It is also easy to check that if X is not ℓ2-saturated, then
our two local dichotomies do not provide more information than the original ones.
In the case of ℓ2-saturated Banach spaces, Theorem 6.1 is more interesting and can
be seen as the starting point of a Gowers list for ℓ2-saturated, non-Hilbertian spaces. It
would be interesting to extend and to study more carefully this Gowers list (this could
also be done in the case of other degrees). In particular, in the case of ℓ2-saturated
spaces, the only class of those defined by Theorem 6.1 that we know to be nonempty is
(2), as it will be seen in Corollary 6.11.
Question 6.2. Which class of those defined by Theorem 6.1 are nonempty?
It would also be interesting to know where the classical ℓ2-saturated spaces lie in this
classification. Perhaps the most iconic example of such a space is James’ quasi-reflexive
space [25]. Another important one is Kalton-Peck twisted Hilbert space [27] Z2. Since
Z2 has a 2-dimensional UFDD which is symmetric and therefore is a good UFDD, the
cases (3) and (4) are excluded for subspaces of Z2. Of course other twisted Hilbert spaces
than Z2 are also relevant.
Question 6.3. Does James’ space belong to one of the classes defined by Theorem 6.1?
If not, in which of those classes can we find subspaces of James’ space?
Question 6.4. Does Kalton-Peck space contain a non-Hilbertian d2-minimal subspace?
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6.1 The property of minimality among non-Hilbertian spaces
In this subsection, we study basic properties of minimality among non-Hilbertian spaces
(or d2-minimality). This property is particularly important in the study of ergodicity,
since in the case of the Hilbertian degree, Corollary 5.17 takes the following form:
Theorem 6.5. Every non-ergodic, non-Hilbertian separable Banach space contains a
d2-minimal subspace.
In particular, Ferenczi–Rosendal’s Conjecture 1.11 reduces to the special case of d2-
minimal spaces.
Concerning their relationship with Johnson’s Question 1.2, we can even say more.
Indeed, the following result has been proved by Anisca [2] (originally under a finite
cotype hypothesis which may be removed due to, e.g., Theorem 1.16).
Theorem 6.6 (Anisca). A separable Banach space having finitely many different sub-
spaces, up to isomorphism, contains an isomorphic copy of ℓ2.
The result of Anisca is based on the construction, in unconditional spaces with finite
cotype not containing copies of ℓ2, and for each n, of a subspace having n-dimensional
UFDD’s but no UFDD of smaller dimension.
In particular, this applies to Johnson spaces and we get:
Proposition 6.7. Every Johnson space is d2-minimal .
In the rest of this paper, d2-minimal spaces that are not minimal will called non-trivial
d2-minimal ; these spaces are necessarily ℓ2-saturated. We do not know any example of
a non-trivial d2-minimal space. If X is such a space, then Lemma 5.21 shows that there
is a uniform lower bound on the growth rates of the functions n ÞÑ suptdBM pF, ℓn2 q | F P
Subă8pY q, dimpF q “ nu, where Y ranges over non-Hilbertian subspaces of X. This
very surprising local property suggests that either non-trivial d2-minimal spaces do not
exist, or they should have very strong local properties.
Question 6.8. Does there exist a non-trivial d2-minimal space?
We now study additional properties of d2-minimal spaces, in particular those related
to the existence of basic sequences. In the case of the Hilbertian degree, Corollary 5.23
takes the following form:
Proposition 6.9. An asymptotically Hilbertian Banach space cannot be d2-minimal .
Example 6.10. Let ppnqnPN be a sequence of real numbers greater than 1 and tend-
ing to 2, and let pknqnPN be a sequence of natural numbers tending to 8 such that
limnÑ8 dBM pℓknpn , ℓkn2 q “ 8. Consider the space X “
`À
nPN ℓ
kn
pn
˘
ℓ2
. This space has a
better UFDD, is non-Hilbertian and is ℓ2-saturated. Moreover, it is not hard to see that
it is asymptotically Hilbertian. In particular, it cannot have a d2-minimal subspace. So
by Theorem 5.6, some block-FDD of its UFDD is d2-tight . So we proved:
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Corollary 6.11. The class of non-Hilbertian, ℓ2-saturated Banach spaces having a better
d2-tight UFDD is nonempty.
The property of being asymptotically Hilbertian is closely related to property (H) of
Pisier.
Definition 6.12 (Pisier, [39]). A Banach space X is said to have the property (H) if
for every λ ě 1, there exists a constant Kpλq such that for every finite, normalized,
λ-unconditional basic sequence pxiqiăn of elements of X, we have:
?
n
Kpλq ď
›››››ÿ
iăn
xi
››››› ď Kpλq?n.
Recall that all normalized λ-unconditional basic sequences in Hilbert spaces are λ-
equivalent to the canonical basis of ℓ2 (see for instance [1], Theorem 8.3.5). A conse-
quence is that every Hilbertian space has property (H). Thus, property (H) is a property
of proximity to Hilbertian spaces. The proof of the following result of Johnson (unpub-
lished) can be found in Pisier’s paper [39].
Proposition 6.13 (Johnson). Every space with property (H) is asymptotically Hilber-
tian.
In particular, d2-minimal spaces fail property (H). A consequence is the following:
Lemma 6.14. Let X be a d2-minimal space. Then there exists λ0 ě 1 satisfying
the following property: in every non-Hilbertian subspace Y of X, one can find finite-
dimensional subspaces F with a normalized λ0-unconditional basis for which the Banach-
Mazur distance dBM pF, ℓdimpF q2 q is arbitrarily large.
Proof. By Proposition 5.20, X uniformly embeds into all of its non-Hilbertian subspaces.
In particular, it is enough to prove the result in the case where Y “ X. Let λ0 witnessing
that X fails property (H). Towards a contradiction, suppose the existence of a constant
C such that every finite-dimensional subspace of X with a normalized λ0-unconditional
basis is C-isomorphic to a Euclidean space. Let F be such a subspace and pxiqiăn be its
unconditional basis. Choose T : F Ñ ℓn2 be an isomorphism with }T } ď C and }T´1} “ 1,
and let yi “ T pxiq and zi “ yi}yi} for all i ă n. Then pyiqiăn is Cλ0-unconditional, and so
is pziqiăn. Hence, pziq is Cλ0-equivalent to the canonical basis of ℓn2 . Since, for all i ă n,
we have 1 ď }yi} ď C, and since pziq is Cλ0-unconditional, we have, for every sequence
paiqiPN P Rn:
1
Cλ0
›››››ÿ
iăn
aizi
››››› ď
›››››ÿ
iăn
aiyi
››››› ď C2λ0
›››››ÿ
iăn
aizi
››››› ,
hence pyiq and pziq are C2λ0-equivalent. Moreover, we know that pxiq and pyiq are C-
equivalent. We deduce that pxiq is C4λ20-equivalent to the canonical basis of ℓn2 . In
particular, for K “ C4λ20, we have:
?
n
K
ď
›››››ÿ
iăn
xi
››››› ď K?n,
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contradicting the choice of λ0.
Theorem 6.15.
1. Every d2-minimal space has a non-Hilbertian subspace with a Schauder basis.
2. Every d2-minimal space having an unconditional FDD has a non-Hilbertian sub-
space with a unconditional basis.
A consequence of this theorem is that the alternative (1) in Theorem 6.1 can be
replaced with “Y is d2-minimal and has a unconditional basis”.
Knowing that every non-Hilbertian subspace of a Johnson space is isomorphic to the
space itself, another consequence is:
Corollary 6.16. Every Johnson space has a Schauder basis. Moreover it has an uncon-
ditional basis if and only if it is isomorphic to its square.
Proof. If it has an unconditional basis then it is isomorphic to its square by Theorem
1.9. Conversely if it is isomorphic to its square then it is not d2-HI and by the first local
dichotomy (Theorem 4.5), it must have a UFDD. It follows from Theorem 6.15 that the
space has an unconditional basis.
A few additional restrictions on the existence of Johnson spaces follow from Corollary
6.16. Every Johnson space is HAPpy (every subspace has the Approximation Property).
If a Johnson space X has an unconditional basis then it is reflexive, all its subspaces
have GL-lust and therefore the GL-property, so X has weak cotype 2 (Theorem 40 in
[33]). On the other hand since X is not weak Hilbert, X cannot have weak type 2 in this
case (see [39] for these notions). For non-Hilbertian examples of HAPpy spaces with a
symmetric basis (and therefore also non asymptotically Hilbertian), see [26].
Theorem 6.15 naturally opens the following two questions (the first one had already
been asked by Pe lczyn´ski [38]):
Question 6.17.
1. Does every non-Hilbertian space have a non-Hilbertian subspace with a Schauder
basis?
2. Does every non-Hilbertian space with unconditional FDD have a non-Hilbertian
subspace with a unconditional basis?
Proof of Theorem 6.15.
1. Let X be a d2-minimal space, and fix λ0 as given by Lemma 6.14 for X. Build
an FDD pFnqnPN of a subspace of X, along with a decreasing sequence pYnqnPN of
finite-codimensional subspaces of X, by induction as follows. Let Y0 “ X. The
subspace Yn and all the Fm’s, for m ă n, being built, we can find Fn Ď Yn with a
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normalized λ0-unconditional basis such that dBM pFn, ℓdimpFnq2 q ě n. We then find
a finite-codimensional subspace Yn`1 Ď Yn with Yn`1 X rFm | m ď ns “ t0u, such
that the first projection rFm | m ď ns ‘ Yn`1 Ñ rFm | m ď ns has norm at most
2. This finishes the induction.
The sequence pFnqnPN we just built is an FDD of a non-Hilbertian subspace Y of
X. It has constant at most 2, and all the Fn’s have a basis with constant at most
λ0. Thus, concatenating these bases, we get a basis of Y with constant at most
2` 4λ0, as wanted.
2. Let X be a d2-minimal space with a UFDD pFnqnPN. If pFnq has a normalized
block-subspace spanning a non-Hilbertian subspace, then we are done. So from
now we assume that every normalized block-sequence of pFnq spans a Hilbertian
subspace. Since normalized block-sequences of pFnq are unconditional, we deduce
that all of them are equivalent to the canonical basis of ℓ2. Our first step is to
prove that this holds uniformly.
Claim 6.18. There exists a constant C satisfying the following property: every
normalized block-sequence of pFnq is C-equivalent to the canonical basis of ℓ2.
Proof. We prove the formally weaker, but actually equivalent, following statement:
there exists n0 P N and a constant C such that every normalized block-sequence
of pFnqněn0 is C-equivalent to the canonical basis of ℓ2. Suppose that this does
not hold. Then for every n0, N P N we can find a finite normalized block-sequence
pxiqiăi0 of pFnqněn0 which is not N -equivalent to the canonical basis of ℓi02 . Ap-
plying this for successive values of N , we can build by induction a normalized
block-sequence pxiqiPN of pFnq and a sequence 0 “ i0 ă i1 ă i2 ă . . . such that
for every N P N, the sequence pxiqiNďiăiN`1 is not N -equivalent to the canonical
basis of ℓ
iN`1´iN
2
. In particular, pxiqiPN is not equivalent to the canonical basis of
ℓ2, a contradiction.
We now finish the proof of Theorem 6.15, proceeding similarly as in 1. Fix λ0
as given by Lemma 6.14 for X. Observe that for every n0 P N, we can find a
finite-dimensional subspace G Ď rFn | n ě n0s, finitely supported on the FDD
pFnq, having a normalized 2λ0-unconditional basis and such that dBM pG, ℓdimpGq2 q
is arbitrarily large: indeed, it is enough to take a small perturbation of a (non-
necessarily finitely supported) finite-dimensional subspace G1 Ď rFn | n ě n0s
with a normalized λ0-unconditional basis and large dBM pG1, ℓdimpG
1q
2
q. Using this
remark, we can build a better block-FDD pGkqkPN of pFnq such that all of the Gk’s
have a 2λ0-unconditional basis. Let ik “
ř
lăk dimGl for every k P N, and denote
by pxiqikďiăik`1 the unconditional basis of Gk. To conclude the proof, it is enough
to prove that the sequence pxiqiPN is unconditional.
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So let paiqiPN be a finitely supported sequence of real numbers and pεiqiPN be a
sequence of signs. For every k P N, let bk, ck ě 0 and yk, zk P SGk such that
bkyk “
ř
ikďiăik`1
aixi and ckzk “
ř
ikďiăik`1
εiaixi. In particular, we have bk “›››řikďiăik`1 aixi››› and ck “ ›››řikďiăik`1 εiaixi›››, so since the sequence pxiqkiďiăki`1
is 2λ0-unconditional, we have that ck ď 2λ0bk. Now, since pykqkPN and pzkqkPN are
normalized block-sequences of pFkq, they are C-equivalent to the canonical basis
of ℓ2. Thus, we have: ›››››ÿ
iPN
εiaixi
››››› “
›››››ÿ
kPN
ckzk
›››››
ď C ¨
dÿ
kPN
c2k
ď 2λ0C ¨
dÿ
kPN
b2k
“ 2λ0C2 ¨
›››››ÿ
iPN
aixi
››››› ,
proving that the sequence pxiqiPN is 2λ0C2-unconditional.
6.2 Properties of d2-HI spaces
Recall that d2-HI spaces are non-Hilbertian Banach spaces that do not contain any
direct sum of two non-Hilbertian subspaces. HI spaces are of course d2-HI . We could
only discover two other examples of d2-HI spaces. Before presenting them, we recall a
basic result in operator theory. For its proof, see [35], Proposition 3.2.
Definition 6.19. Let T : X Ñ Y an operator between two Banach spaces.
1. Say that T is finitely singular if there exist a finite-codimensional subspaceX0 Ď X
such that TæX0 : X0 Ñ T pX0q is an isomorphism.
2. Say that T is infinitely singular if it is not finitely singular.
Proposition 6.20 (Folklore). An operator T : X Ñ Y between two Banach spaces is
infinitely singular if and only if for every ε ą 0, there exists a subspace Xε Ď X such
that }TæXε} ď ε.
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Example 6.21. Let Y be an HI space. Then X “ Y ‘ ℓ2 is d2-HI . Indeed, denote
by pY : X Ñ Y and pℓ2 : X Ñ ℓ2 the two projections. Suppose that two non-Hilbertian
subspaces U, V Ď X are in direct sum. Then ppℓ2qæU and ppℓ2qæV are infinitely singular,
so by Proposition 6.20, we can find subspaces U 1 Ď U and V 1 Ď V on which pℓ2 has
arbitrarily small norm. In particular, U 1 and V 1 can be chosen in such a way that›››ppℓ2qæU 1‘V 1››› ď 12 . Thus, pY induces an isomorphism between U 1 ‘ V 1 and pY pU 1 ‘
V 1q. In particular, pY pU 1q and pY pV 1q are two subspaces of Y that are in direct sum,
contradicting the fact that Y is HI.
Example 6.22. In [5], Argyros and Raikoftsalis build, for every 1 ď p ă 8 (resp. for
p “ 8) a space Xp having the following properties: Xp – Xp ‘ ℓp (resp. Xp – Xp ‘ c0),
and for every decomposition as a direct sum Xp “ Y ‘ Z, then Y – Xp and Z – ℓp
(resp. Z – c0), or vice-versa. The space Xp is built as an HI Schauder sum of copies
of ℓp (resp. c0); the construction of such a sum is quite involved and is exposed in [4],
Section 7. In [5], the following results are proved for the space Xp:
1. Xp does not contains any direct sum of two HI subspaces (see the proof of Lemma
1 in [5]);
2. for every subspace Y Ď Xp not containing any HI subspace, and for every ε ą 0,
there exists a projection P of Xp with image isomorphic to ℓp (resp. to c0) such
that
›››`IdXp ´P ˘æY ››› ď ε (see Lemma 3 in [5]).
This implies that X2 is d2-HI . Indeed, if two subspaces Y,Z Ď X2 are in direct sum,
then by 1., one of them does not contain any HI subspace, for example Y . Choosing a
projection P as given by 2. for ε “ 1
2
, we get that PæY is an isomorphism onto its image,
which is contained in an isomorphic copy of ℓ2; so Y is Hilbertian.
The interest of d2-HI spaces in the study of ergodicity, and in particular of our
conjectures Conjecture 1.17 and Conjecture 1.18, comes from the following result:
Theorem 6.23. Let X be a non-ergodic, non-Hilbertian separable Banach space. Then
X has a non-Hilbertian subspace Y such that:
• either Y has an unconditional basis;
• either Y is simultaneously d2-minimal and d2-HI .
Proof. By Corollary 5.17, we can assume that X is d2-minimal . By Theorem 4.5, either
X has a subspace with a better UFDD, or an HHP subspace. In first case, Theorem
6.15 show that we can find a further non-Hilbertian subspace having an unconditional
basis.
It would of course be interesting to remove the second alternative, thus reducing
somehow the problem to spaces with unconditional bases. This motivates the following
question:
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Question 6.24. Does there exists a non-ergodic Banach space which is simultaneously
d2-minimal and d2-HI ?
Both examples of d2-HI spaces given above contain an HI subspace. In particular,
they are ergodic, and they cannot be d2-minimal . Thus, Question 6.24 reduces to the
special case of d2-HI spaces that do not contain any HI subspace. The latter spaces
are exactly those d2-HI spaces that are ℓ2-saturated. We do not know if such spaces
exist, but in case they do, it would be interesting to build examples to have a better
understanding of their properties.
Question 6.25. Do there exist ℓ2-saturated d2-HI spaces?
We now come back to Question 6.24. We conjecture that the answer to this question
is negative, and we actually have the following stronger conjecture:
Conjecture 6.26. A Banach space cannot be simultaneously d2-minimal and d2-HI .
This conjecture is motivated by the fact that the d2-HI property is a weakening of
the HI property, and it is known that HI spaces have many different subspaces, up to
isomorphism. For example, Gowers–Maurey’s Theorem 1.20 says that HI spaces cannot
be isomorphic to any proper subspace of themselves. This implies, in particular, that
they cannot be minimal. It would be tempting to adapt Gowers–Maurey’s approach to
d2-HI spaces. Note that, however, in the case of d2-HI spaces, we cannot hope to have a
result as strong as Gowers–Maurey’s one, since both spaces presented in Example 6.21
and in Example 6.22 are isomorphic to their hyperplanes and even, to their direct sum
with ℓ2. However, we can hope that these spaces cannot be isomorphic to “too deep”
subspaces of themselves. This is at least the case for our first example, as shown by the
following lemma:
Lemma 6.27. Let Y be an HI space and let X “ Y ‘ ℓ2. Then every subspace of X
that is isomorphic to X is complemented by a (finite- or infinite-dimensional) Hilbertian
subspace.
Proof. Denote by PY : X Ñ Y and Pℓ2 : X Ñ ℓ2 the projections. Let U Ď X be an
isomorphic copy of X; we can write U “ V ‘W , where V – Y and W – ℓ2. Suppose
that pPY qæV is infinitely singular. Then by Proposition 6.20, we can find a subspace
V 2 Ď V on which PY has small norm. In particular, Pℓ2 would induce an isomorphism
between V 2 and a subspace of ℓ2, a contradiction. Thus, pPY qæV is finitely singular: we
can find a finite-codimensional subspace V 1 of V such that PY induces an isomorphism
between V 1 and PY pV 1q.
Observe that V 1 – PY pV 1q, and that V 1 and PY pV 1q are respectively subspaces of
V and Y , that are HI and isomorphic. By Gowers–Maurey’s Theorem 1.20, we deduce
that the codimension of PY pV 1q in Y is equal to the codimension of V 1 in V , so is finite.
So write Y “ PY pV 1q ‘ F , where F has finite dimension. We have PY pV 1q Ď V ` ℓ2,
so Y Ď V ` ℓ2 ` F , so X “ V ` ℓ2 ` F “ U ` ℓ2 ` F . Letting Z be a complement of
U X pℓ2 ` F q in ℓ2 ` F , we get that Z is Hilbertian and that X “ U ‘ Z.
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Question 6.28. Let X be d2-HI and let Y be a subspace of X which is isomorphic to X.
Does it follow that Y is complemented by a (finite- or infinite-dimensional) Hilbertian
subspace?
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