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Abstract
In 1968, Golomb and Welch conjectured that Zn cannot be tiled by Lee spheres
with a fixed radius r ≥ 2 for dimension n ≥ 3. This conjecture is equivalent to
saying that there is no perfect Lee codes in Zn with radius r ≥ 2 and dimension
n ≥ 3. Besides its own interest in discrete geometry and coding theory, this
conjecture is also strongly related to the degree-diameter problems of abelian
Cayley graphs. Although there are many papers on this topic, the Golomb-
Welch conjecture is still far from being solved. In this paper, we introduce some
new algebraic approaches to investigate the nonexistence of lattice tilings of Zn
by Lee spheres, which is a special case of the Golomb-Welch conjecture. Using
these new methods, we show the nonexistence of lattice tilings of Zn by Lee
spheres of the same radius r = 2 or 3 for infinitely many values of the dimension
n. In particular, there does not exist lattice tilings of Zn by Lee spheres of
radius 2 for all 3 ≤ n ≤ 100 except 8 cases.
Keywords: Perfect Lee code, Lattice tiling, Golomb-Welch conjecture,
Degree-diameter problem
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1. Introduction
50 years ago, Golomb and Welch [9] proposed a conjecture on the existence
of tilings of Zn by Lee spheres of given radius. As summarized in a very recent
survey [17], this conjecture is still far from being solved despite of many efforts
and papers on it. Besides its own interest in discrete geometry, this conjecture is
also strongly related to several different topics in mathematics. For instance, this
conjecture is equivalent to the existence problem of perfect codes with respect
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to the Lee distance which is one of the central research topics in coding theory.
It is also strongly related to the degree-diameter problems in graph theory.
First let us introduce several basic concepts and notations. Throughout this
paper, let Z and Zm be the ring of integers and the ring of integers modulo m,
respectively. For any two words x = (x1, . . . , xn) and y = (y1, . . . , yn) in Zn or
Znm, their Lee distance is defined by
dL(x, y) =
n∑
i=1
|xi − yi| for x, y ∈ Zn, and
dL(x, y) =
n∑
i=1
min(|xi − yi|,m− |xi − yi|) for x, y ∈ Znm.
A Lee code C is just a subset of Zn (or Znm) endowed by the Lee distance. If
C has further the structure of an additive group, then C is called linear Lee
code. Lee codes have many practical applications, for example, constrained and
partial-response channels [27], flash memory [29] and interleaving schemes [4].
A Lee code C is an r-error-correcting code if any two distinct elements of
C have distance at least 2r+ 1. An r-error-correcting Lee code is further called
perfect if for each x ∈ Zn (x ∈ Znm), there exists a unique element c ∈ C such
that dL(x, c) ≤ r. A perfect r-error-correcting Lee code in Zn and Znm will be
denoted by PL(n, r)-code and PL(n, r,m)-code, respectively.
A geometric way of introducing a perfect Lee code is by means of a tiling.
Let V be a subset of Zn (or Znm). By a copy of V we mean a translation
V + x = {v + x : v ∈ V } of V , where x ∈ Zn (or x ∈ Znm, respectively). A
collection T = {V + l : l ∈ L}, L ⊆ Zn (or L ⊆ Znm, respectively), of copies of
V constitutes a tiling of Zn (or Znm, respectively) by V if T forms a partition of
Zn (or Znm, respectively). If L further forms a lattice, then T is called a lattice
tiling of Zn. Consider the Lee spheres
S(n, r) = {x ∈ Zn : dL(x, 0) = |x1|+ · · ·+ |xn| ≤ r},
S(n, r,m) = {x ∈ Znm : dL(x, 0) ≤ r}.
Then a code C is a PL(n, r)-code (or PL(n, r,m)-code) if and only if {S(n, r)+
c : c ∈ C} (or {S(n, r,m) + c : c ∈ C}, respectively) constitutes a tiling of Zn by
S(n, r) (or Znm by S(n, r,m), respectively). Moreover, C is a linear PL(n, r)-
code if and only if {S(n, r) + c : c ∈ C} forms a lattice tiling of Zn.
For m ≥ 2r + 1, as pointed out in [17, Proposition 1], there exists a natural
bijection between PL(n, r,m)-codes and PL(n, r)-codes that is a union of cosets
of mZn ⊂ Zn, given by taking the image or the inverse image with respect to
the projection map Zn 7→ Znm. Hence, in this case PL(n, r)-codes contain all
information about PL(n, r,m)-codes.
In the following, we will restrict ourselves to PL(n, r)-codes. In [9, 10],
Golomb and Welch constructed PL(1, r)-codes, PL(2, r)-codes and PL(n, 1)-
codes explicitly. In the same paper, they also proposed the following conjecture.
Conjecture 1 (Golomb-Welch conjecture). For n ≥ 3 and r ≥ 2, there does
not exist PL(n, r)-code.
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Although there are many papers related to this topic, this conjecture is far
from being solved. We refer to [17] for a recent survey on it.
In [10], Golomb and Welch proved the nonexistence of PL(n, r)-codes for
given n and r ≥ rn, where rn has not been specified. Later, Post [23] proved
that there is no linear PL(n, r)-code for r ≥
√
2
2 n − 14 (3
√
2 − 2) and n ≥ 6.
In [19], Lepisto¨ showed that a perfect Lee code must satisfy n ≥ (r + 2)2/2.1,
where r ≥ 285.
Other researchers have considered the conjecture for small dimensions. In
[11], Gravier et al. settled the Golomb-Welch conjecture for 3-dimensional Lee
space. Dimension 4 was studied by Sˇpacapan in [30] with the aid of computer.
It was proved in [14] that there are no perfect Lee codes for 3 ≤ n ≤ 5 and
r > 1. Horak [13] showed the nonexistence of perfect Lee codes for n = 6 and
r = 2.
A special case of the Golomb-Welch conjecture, the nonexistence of linear
PL(n, r)-codes has also been considered. In [15], the authors established the
following connection between lattice tilings of Zn and finite abelian groups.
Theorem 1.1. [15] Let S ⊆ Zn such that |S| = m. There is a lattice tiling of
Zn by translates of S if and only if there are both an abelian group G of order
m and a homomorphism φ : Zn 7→ G such that the restriction of φ to S is a
bijection.
If the size of S is a prime, then we have a much stronger result.
Theorem 1.2. [32] Let S ⊆ Zn such that |S| = p is a prime. There is a tiling
of Zn by translates of S if and only if there exits a homomorphism φ : Zn 7→ Cp
that restricts to a bijection from S to the cyclic group Cp.
By Theorems 1.1 and 1.2, for PL(n, r)-codes, it is not difficult to get the
following result.
Corollary 1.3. There is a linear PL(n, r)-code if and only if there are both an
abelian group G and a homomorphism φ : Zn 7→ G such that the restriction of
φ to S(n, r) is a bijection. Furthermore, if |G| is a prime, then we do not need
the assumption that a PL(n, r)-code is linear in the previous statement.
Example 1. For n = 2, Golomb and Welch [10] introduced a construction of
perfect Lee codes of radius r. In particular, when r = 2, the corresponding
abelian group in Corollary 1.3 is G = C13 which is the cyclic group of order 13.
Note that each homomorphism φ : Zn 7→ G is determined by the values of φ(ei)
for i = 1, · · · , n, where {ei : i = 1, · · · , n} is the standard basis of Zn. Here we
may take φ(e1) = 1 and φ(e2) = 5. If we look at the set {±x±y : x, y = 0, 1, 5},
we see every element of G in it. In Figure 1, we illustrate the perfect Lee code
associated with {1, 5} ⊆ C13.
Based on Corollary 1.3, some nonexistence results for linear PL(n, r)-codes
have been given. In [16], Horak and Gro´sek obtained the nonexistence of linear
PL(n, 2)-codes for 7 ≤ n ≤ 12. In a recent paper by the first author and Ge
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Figure 1: The PL(2, 2)-code generated by {1, 5} ⊆ C13.
[35], the nonexistence of linear perfect Lee codes of radii 3 and 4 are proved for
several dimensions. By using a polynomial method, Kim [18] has achieved an
important progress showing that there is no PL(n, 2)-codes for a certain class of
n which is expected to be infinite, provided that 2n2+2n+1 is a prime satisfying
certain conditions. Very recently, Qureshi, Campello and Costa [26] improved
this result by considering the projection of the bijection φ in Corollary 1.3 and
some results of friendly primes, which shows that there is no linear PL(n, 2)-
codes for infinitely many n.
As pointed out in [17], it seems that the most difficult case of the Golomb-
Welch conjecture is that of r = 2. On one hand, the case r = 2 is a threshold
case as there is a PL(n, 1)-code for all n. On the other hand, the proof of
nonexistence of PL(n, r)-codes for 3 ≤ n ≤ 5 and all r ≥ 2 is based on the
nonexistence of PL(n, 2)-codes for the given n [14].
In this paper, our main results are the nonexistence of linear PL(n, r)-codes
for r = 2, 3 and infinitely many n obtained via the group ring approach. In
Section 2, we first give a connection between linear perfect Lee codes and degree-
diameter problem, then we provide a group ring representation of linear perfect
Lee codes of radii 2 and 3. In Sections 3, after presenting a generalization of
the result obtained recently by Kim [18], we turn to the group ring approach
to derive several necessary conditions on the existence of linear PL(n, 2)-codes.
By them, we show that linear PL(n, 2)-codes do not exist for infinitely many
n. In particular, there is no linear PL(n, 2)-codes in Zn for all 3 ≤ n ≤ 100
except 8 cases; see Table 5 in Appendix. In Section 4, we prove that linear
PL(n, 3)-codes do not exist for infinitely many values of n. Section 5 concludes
this paper.
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2. Preliminaries
2.1. Linear perfect Lee codes and degree-diameter problem
In a graph Γ, the distance d(u, v) from a vertex u to another vertex v is the
length of a shortest u-v path in Γ. The largest distance between two vertices
in Γ is the diameter of Γ. Let Γ = (V,E) be a graph of maximum degree d
and diameter k. According to the famous Moore bound, Γ has at most 1 + d+
d(d− 1) + · · ·+ d(d− 1)k−1 vertices. When the order of V equals 1 + d+ d(d−
1) + · · · + d(d − 1)k−1, the graph Γ is called a Moore graph. Except k = 1 or
d ≤ 2, Moore graphs are only possible for d = 3, 7, 57 and k = 2 [7, 12]. The
graphs corresponding to the first two degrees are the Petersen graph and the
Hoffman-Singleton graph. The existence of a Moore graph with degree 57 and
diameter 2 is still open. As there are very few Moore graphs, it is interesting to
ask the following so-called degree-diameter problem.
Problem 2. Given positive integers d and k, find the largest possible number
N(d, k) of vertices in a graph with maximum degree d and diameter k.
We refer to [21] for a recent survey on the degree-diameter problem. Next,
we look at a special type of graphs which is defined by a group.
Let G be a multiplicative group with the identity element e and S ⊆ G such
that S−1 = S and e 6∈ S. Here S−1 = {s−1 : s ∈ S}. The Cayley graph Γ(G,S)
has a vertex set G, and two distinct vertices g, h are adjacent if and only if
g−1h ∈ S. Here S is called the generating set. In particular, when G is abelian,
we call Γ(G,S) an abelian Cayley graph. The following result is not difficult to
prove.
Proposition 2.1. The diameter of a Cayley graph Γ(G,S) is k if and only if k is
the smallest integer such that all elements in G appear in {Πki=1si : si ∈ S∪{e}}.
By Corollary 1.3, there is a linear PL(n, r)-code if and only if there are both
an abelian group G and a homomorphism φ : Zn 7→ G such that the restriction
of φ to S(n, r) is a bijection. Note that each homomorphism φ : Zn 7→ G is
determined by the values of φ(ei), i = 1, . . . , n, where ei, i = 1, . . . , n, is the
standard basis of Zn. Let D := {±φ(ei) : i = 1, . . . , n}, then {Πri=1di : di ∈
D ∪ {e}} = G. Hence, by Proposition 2.1, there exists a linear PL(n, r)-code if
and only if there exists an abelian Cayley graph with degree 2n, diameter r and
|S(n, r)| vertices. Note that |S(n, r)| = ∑min{n,r}i=0 2i(ni)(ri) which is proved in
[31]. This link was also pointed out by Camarero and Mart´ınez [6]. LetAC(∆, k)
be the largest order of abelian Cayley graphs of degree ∆ and diameter k. Then
Golomb-Welch conjecture implies the following conjecture.
Conjecture 3. For k ≥ 2 and d ≥ 3, AC(2d, k) <∑min{k,d}i=0 2i(ki)(di).
The right-hand-side of the above inequality is also called the abelian Cayley
Moore bound for abelian groups with d-elements generating sets. This upper
bound was also pointed by Dougherty and Faber in [8], in which they investi-
gated the upper and lower bounds of AC(2d, k) by considering the associated
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lattice tilings of Zn by Lee spheres. Beside giving a better upper bound on
AC(∆, k), it is also a challenging task to find better/exact lower bounds on
AC(∆, k) by constructing special Cayley graphs; for recent progress on this
topic as well as the same problem for nonabelian Cayley graphs, we refer to
[1], [2], [20], [21], [25] and [33].
2.2. Linear perfect Lee codes and group ring
Let G be a finite group (written multiplicatively). The group ring Z[G] is
a free abelian group with a basis {g | g ∈ G}. For any set A whose elements
belong to G (A may be a multiset), we identify A with the group ring element∑
g∈G agg, where ag is the multiplicity of g appearing in A. Given any A =∑
g∈G agg ∈ Z[G], we define A(t) =
∑
g∈G agg
t. Addition and multiplication in
group rings are defined as:∑
g∈G
agg +
∑
g∈G
bgg =
∑
g∈G
(ag + bg)g,
and ∑
g∈G
agg
∑
g∈G
bgg =
∑
g∈G
(
∑
h∈G
ahbh−1g)g.
For a finite abelian group G, denote its character group by Ĝ. For any
A =
∑
g∈G agg and χ ∈ Ĝ, define χ(A) =
∑
g∈G agχ(g). The following inversion
formula shows that A is completely determined by its character value χ(A),
where χ ranges over Ĝ.
Lemma 2.2. Let G be an abelian group. If A =
∑
g∈G agg ∈ Z[G], then
ah =
1
|G|
∑
χ∈Ĝ
χ(A)χ(h−1), (1)
for all h ∈ G.
Group rings and the associated characters are widely used in the research of
difference sets and related topics. Most of the important nonexistence results
of certain difference sets are obtained by using the group ring language; see
[3], [24], [28] and the references within.
Next, we translate the existence of linear PL(n, r)-codes for r = 2 and 3 into
group ring equations.
Lemma 2.3. Let n ≥ 2, then there exists a linear PL(n, 2)-code if and only if
there exist a finite abelian group G of order 2n2 + 2n+ 1 and T ⊆ G viewed as
an element in Z[G] satisfying
1. 1 ∈ T ,
2. T = T (−1),
6
3. T 2 = 2G− T (2) + 2n.
Proof. By Corollary 1.3, there exists a linear PL(n, 2)-code if and only if there
are both an abelian group G (written multiplicatively) of order 2n2 + 2n + 1
and a homomorphism φ : Zn 7→ G such that the restriction of φ to S(n, 2) is
a bijection. Note that each homomorphism φ : Zn 7→ G is determined by the
values of φ(ei) for i = 1, · · · , n, where {ei : i = 1, · · · , n} is the standard basis
of Zn. Hence there exists a linear PL(n, 2)-code if and only if there exists an
n-subset {a1, a2, . . . , an} ⊆ G such that
{1}
⋃
{a±1i , a±2i : i = 1, . . . , n}
⋃
{a±1i a±1j : 1 ≤ i < j ≤ n} = G.
In the language of group ring, the above equation can be written as
G = 1 +
n∑
i=1
(ai + a
−1
i + a
2
i + a
−2
i ) +
∑
1≤i<j≤n
(ai + a
−1
i )(aj + a
−1
j ).
Let T = 1 +
∑n
i=1(ai + a
−1
i ). Then we can compute to get that
T 2 = (1 +
n∑
i=1
(ai + a
−1
i ))
2
= 1 + 2
n∑
i=1
(ai + a
−1
i ) + (
n∑
i=1
(ai + a
−1
i ))
2
= 1 + 2
n∑
i=1
(ai + a
−1
i ) +
n∑
i=1
(a2i + a
−2
i ) + 2
∑
1≤i<j≤n
(ai + a
−1
i )(aj + a
−1
j ) + 2n.
Combining the above equations, we can get our result.
Lemma 2.4. Let n ≥ 3, then there exists a linear PL(n, 3)-code if and only if
there exist a finite abelian group G of order 1 + 6n2 + 4n(n−1)(n−2)3 and T ⊆ G
viewed as an element in Z[G] satisfying
1. 1 ∈ T ,
2. T = T (−1),
3. T 3 = 6G− 3T (2)T − 2T (3) + 6nT .
Proof. By Corollary 1.3, there exists a linear PL(n, 3)-code if and only if there
are both an abelian group G (written multiplicatively) of order 1 + 6n2 +
4n(n−1)(n−2)
3 and a homomorphism φ : Z
n 7→ G such that the restriction of
φ to S(n, 3) is a bijection. Note that each homomorphism φ : Zn 7→ G is deter-
mined by the values of φ(ei) for i = 1, · · · , n, where {ei : i = 1, · · · , n} is the
standard basis of Zn. Hence there exists a linear PL(n, 3)-code if and only if
there exists an n tuple (a1, a2, . . . , an) of elements in G such that
G ={1} ∪ {a±1i , a±2i , a±3i : i = 1, . . . , n} ∪ {a±1i a±1j : 1 ≤ i < j ≤ n}
∪ {a±2i a±1j : 1 ≤ i 6= j ≤ n} ∪ {a±1i a±1j a±1k : 1 ≤ i < j < k ≤ n}.
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In the language of group ring, the above equation can be written as
G =1 +
n∑
i=1
(ai + a
−1
i + a
2
i + a
−2
i + a
3
i + a
−3
i ) +
∑
1≤i<j≤n
(ai + a
−1
i )(aj + a
−1
j )
+
∑
1≤i 6=j≤n
(a2i + a
−2
i )(aj + a
−1
j ) +
∑
1≤i<j<k≤n
(ai + a
−1
i )(aj + a
−1
j )(ak + a
−1
k ).
Let T = 1 +
∑n
i=1(ai + a
−1
i ). Then we can compute to get that
T (2)T =(1 +
n∑
i=1
(a2i + a
−2
i ))(1 +
n∑
i=1
(ai + a
−1
i ))
=1 +
n∑
i=1
(a2i + a
−2
i ) +
n∑
i=1
(ai + a
−1
i ) + (
n∑
i=1
(a2i + a
−2
i ))(
n∑
i=1
(ai + a
−1
i ))
=1 +
n∑
i=1
(a2i + a
−2
i ) + 2
n∑
i=1
(ai + a
−1
i ) +
n∑
i=1
(a3i + a
−3
i ) +
∑
1≤i6=j≤n
(a2i + a
−2
i )(aj + a
−1
j ),
and
T 3 =(1 +
n∑
i=1
(ai + a
−1
i ))
3
=1 + 3
n∑
i=1
(ai + a
−1
i ) + 3(
n∑
i=1
(ai + a
−1
i ))
2 + (
n∑
i=1
(ai + a
−1
i ))
3
=1 + 3
n∑
i=1
(ai + a
−1
i ) + 3
n∑
i=1
(a2i + a
−2
i ) + 6
∑
1≤i<j≤n
(ai + a
−1
i )(aj + a
−1
j ) + 6n+
n∑
i=1
(ai + a
−1
i )
3 + 3
∑
1≤i<j≤n
((ai + a
−1
i )
2(aj + a
−1
j ) + (ai + a
−1
i )(aj + a
−1
j )
2)+
6
∑
1≤i<j<k≤n
(ai + a
−1
i )(aj + a
−1
j )(ak + a
−1
k )
=1 + 6n
n∑
i=1
(ai + a
−1
i ) + 3
n∑
i=1
(a2i + a
−2
i ) +
n∑
i=1
(a3i + a
−3
i )+
6
∑
1≤i<j≤n
(ai + a
−1
i )(aj + a
−1
j ) + 6n+ 3
∑
1≤i 6=j≤n
(a2i + a
−2
i )(aj + a
−1
j )+
6
∑
1≤i<j<k≤n
(ai + a
−1
i )(aj + a
−1
j )(ak + a
−1
k ).
Combining the above equations, we can get our result.
3. Radius equals 2
In this part, we present several nonexistence results concerning linear PL(n, 2)-
codes for infinitely many n.
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The first one is a slight generalization of the main result obtained by Kim in
[18], which will be given in Section 3.1. Then we turn to the group ring language
and develop a new approach to prove several new nonexistence results.
Before getting into the details of the proof in Sections 3.2 and 3.3, we would
like to provide a sketch of our approach here. To show the nonexistence of linear
PL(n, 2)-codes, we only have to prove there is no T ⊆ G viewed as an element
in Z[G] satisfying the three conditions in Lemma 2.3. For each nontrivial group
character χ ∈ Ĝ, by applying it on the third condition in Lemma 2.3, we obtain
χ(T )2 = −χ(T (2)) + 2n. (2)
This is actually an equation with two unknown value χ(T ) and χ(T (2)) over
Z[ζexp(G)], where exp(G) denotes the exponent of G and ζexp(G) is a primitive
exp(G)-th root of unity.
At first glance, we do not have any obvious relation between χ(T ) and
χ(T (2)). However, by applying (·)(2) on T 2 = 2G−T (2) + 2n recursively, we get
χ(T (2))2 = −χ(T (22)) + 2n,
χ(T (2
2))2 = −χ(T (23)) + 2n,
...
χ(T (2
k))2 = −χ(T ) + 2n,
where k is some positive integer. By those equations above, we can eliminate all
χ(T (2
i)) for i = 1, 2, · · · , k and get an equation only involving χ(T ) as unknown.
However, in general we do not know the value of k and the degree of this equation
in χ(T ) is very large. Hence it seems elusive to solve this equation directly.
Our first trick is to project the group ring equation T 2 = 2G − T (2) + 2n
onto a small quotient group of G. For instance, in Theorem 3.4, we assume
that 5 divides |G| and we consider the image T of T in G/H ∼= C5 which is the
cyclic group of order 5. In such a small group, we can easily handle T and T
(2)
,
because T
(4)
= T . More details will be presented in Section 3.2.
When the smallest prime divisor of |G| is getting larger, even by computer
program, it seems impossible to find the univariate polynomial in χ(T ). Hence
we can only handle the case in which 5, 13 or 17 divides |G| in Section 3.2.
Another possible way is to consider our group ring equations modulo p where
p is a prime divisor of n. Suppose that −α = χ(T ). Then
χ(T
(2i)
) ≡ −α2i (mod p).
Consequently we have χ(T
(2ipj)
) ≡ −α2ipj (mod p). For a given χ, if all
χ((·)(2ipj)) together are exactly the nontrivial characters of G, then we may
use the inversion formula in Lemma 2.2 to derive the coefficient ag of each g
in T . As ag ∈ {0, 1}, we get strong restrictions on the value of α. In Theorem
3.10, we will apply some known results from algebraic number theory and finite
fields on them to derive necessary conditions.
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3.1. A generalization of Kim’s approach
First we generalize the main theorem in [18], which is about the nonexistence
of perfect 2-error-correcting Lee codes when |G| = 2n2 + 2n + 1 is a prime.
Compared with the original one in [18], our proof is more or less the same,
however we do not need the assumption that |G| is a prime.
Theorem 3.1. Suppose that 2n2 + 2n + 1 = mv where v is a prime and v >
2n+ 1. Define a = min{a ∈ Z+ : v | 4a + 4n+ 2} and b is the order of 4 modulo
v. (If there is no a with v | 4a + 4n+ 2, then we let a =∞.) Assume that there
is a linear PL(n, 2)-code. Then there exists at least one ` ∈ {0, 1, . . . , bm4 c} such
that the equation
a(x+ 1) + by = n− `
has nonnegative integer solutions.
Proof. Within this proof, we let the abelian group G be additive and let 0 be
its identity element.
By Corollary 1.3, there exists S = {si : i = 1, . . . , n} ⊆ G such that
{0}, {±si : i = 1, . . . , n}, {±2si : i = 1, . . . , n}, {±si ± sj : 1 ≤ i < j ≤ n}
form a partition of G.
Let H be a subgroup of G of index v. Let ρ : G → G/H be the canonical
homomorphism and xi = ρ(si). Then the multisets
{0}, {∗ ±xi : i = 1, . . . , n ∗}, {∗ ±2xi : i = 1, . . . , n ∗}, {∗ ±xi±xj : 1 ≤ i < j ≤ n ∗}
form a partition of mG/H.
As most of the rest part is basically the same as the proof in [18], we will
omit some details of the computation. Let k be an integer. By calculation,
n∑
i=1
(
(x2ki + (−xi)2k + (2xi)2k + (−2xi)2k
)
+
∑
1≤i<j≤n
(
(xi + xj)
2k + (xi − xj)2k + (−xi + xj)2k + (−xi − xj)2k
)
=(4k + 4n+ 2)S2k + 2
k−1∑
t=1
(
2k
2t
)
S2tS2(k−t)
where St :=
∑n
i=1 x
t
i. Since this is also the sum of the 2k-th powers of every
element in mG/H,
(4k + 4n+ 2)S2k + 2
k−1∑
t=1
(
2k
2t
)
S2tS2(k−t) =
{
0, v − 1 - 2k,
−m, v − 1 | 2k. (3)
Let a and b be the least positive integers satisfying v | 4a + 4n + 2 and
v | 4b − 1. Define
X = {ax+ by : x ≥ 1, y ≥ 0}.
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We prove the following two claims by induction on k.
Claim 1: If 1 ≤ k < v−12 is not in X, then S2k = 0.
Suppose that S2k = 0 for each k ≤ k0 − 1 that is not in X. Assume that
k0 /∈ X. As X is closed under addition, for any t, at least one of t and k0 − t is
not in X.
For any integer k, if v | 4k+4n+2, then k must be of the form a+by whence
k ∈ X. This implies that v - 4k0 + 4n+ 2. By (3) and the induction hypothesis,
0 = (4k0 + 4n+ 2)S2k0 + 2
k0−1∑
t=1
(
2k0
2t
)
S2tS2(k0−t) = (4
k0 + 4n+ 2)S2k0 .
Thus S2k0 = 0.
Let ek be the elementary symmetric polynomials with respect to x
2
1, x
2
2, · · · ,
x2n.
Claim 2: If 1 ≤ k ≤ n < v−12 is not in X, then ek = 0.
Suppose that ek = 0 for each k ≤ k0 − 1 not in X and k0 /∈ X. As X is
closed under addition, for each 0 < t < k0, at least one of t and k0 − t is not in
X. By Claim 1 and the inductive hypothesis, et = 0 or S2(k0−t) = 0. Together
with Newton identities on x21, . . . , x
2
n, we have
k0ek0 = ek0−1S2+· · ·+(−1)i+1ek0−iS2i+· · ·+(−1)k0−1S2k0 = (−1)k0−1S2k0 = 0.
Therefore ek0 = 0.
Note that if xi = 0, then −xi = 2xi = −2xi = 0. As 0 appears exactly m
times in mG/H, 0 appears at most bm4 c times in xi’s. Suppose that 0 appears
` times in S. Then en−l is the product of those nonzero x2i ’s, whence en−l 6= 0.
By Claim 2, n− l is in X. Therefore, we have finished the proof.
In general, Theorem 3.1 is quite strong. In particular, when 2n2 + 2n+ 1 is
a prime, by Corollary 1.3, the assumption that PL(n, 2)-codes are linear in the
statement of Theorem 3.1 can be removed. This result is exactly what Kim has
proved in [18]. It is not difficult to verify that the nonexistence results in [26]
are also covered by Theorem 3.1.
Theorem 3.1 provides us new nonexistence results for linear PL(n, 2)-codes
when |G| is not a prime. For instance, when n = 6, |G| = 85 = 5 · 17, by
computer program we can verify that the necessary condition in Theorem 3.1 is
not satisfied.
In Table 1, we list the cardinality of n for which the existence of linear
PL(n, 2)-codes can be excluded by Theorem 3.1.
N 10 102 103 104 105
#{n ≤ N : Corollary 4.5 can be applied} 5 68 713 7147 71254
Table 1: The number of n to which Theorem 3.1 can be applied.
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3.2. Nonexistence for |G| with a small prime divisor
If we want to use Theorem 3.1 to prove the nonexistence of perfect Lee codes,
we always require at least one fairly large prime divisor v of |G| to guarantee that
v > 2n+1 and a(x+1)+by = n−` has no solutions for each ` ∈ {0, 1, . . . , b |G|4v c}.
Next we investigate the opposite case in which |G| has fairly small divisors. It
is not difficult to see that 5, 13 and 17 are the first 3 possible prime divisors of
2n2 + 2n+ 1.
In the rest part of this section, for a positive integer n, we always let G be
a multiplicative group of order 2n2 + 2n + 1 with identity element denoted by
1. By Lemma 2.3, we consider the existence of T ⊆ G viewed as an element in
Z[G] satisfying
(a) 1 ∈ T ,
(b) T = T (−1),
(c) T 2 = 2G− T (2) + 2n.
Here T (j) :=
∑
agg
j for T =
∑
agg. Clearly T contains 2n+ 1 elements.
For χ ∈ Ĝ,
χ(T )2 =
{ −χ(T (2)) + 2n, χ 6= χ0,
(2n+ 1)2, χ = χ0.
(4)
Let H be a subgroup of G with order m and ρ : G→ G/H be the canonical
homomorphism. For S =
∑
g∈G sgg, we define S = ρ(S) =
∑
g∈G sgρ(g). Thus
T =
∑
g¯∈G/H
ag¯ g¯ ∈ Z[G/H],
where ag¯ =
∑
{g:ρ(g)=g¯} ag. Hence ag¯ ∈ {0, . . . ,m}. By computation,
S(j) =
∑
g∈G
sgρ(g
(j)) =
∑
g∈G
sgρ(g)
(j) = S
(j)
.
If T satisfies Conditions (b) and (c), then the following two equations must hold.
(b’) T = T
(−1)
,
(c’) T
2
= 2mG/H − T (2) + 2n.
First, we investigate a very special case for which Conditions (b’) and (c’)
hold.
Lemma 3.2. Let S = a+bG ∈ Z[G] with |G| = v. Assume that positive integers
v and m satisfy a+ vb = 2n+ 1 and mv = 2n2 + 2n+ 1, and S satisfies
S2 = 2mG− S + 2n. (5)
Then 8n+ 1 is a square in Z.
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Proof. By calculation,
S2 = ((2n+ 1)b+ ab)G+ a2.
By comparing the coefficient of 1 in (5), we get
a2 + a− 2n = 0,
which means that 8n+ 1 must be a square.
Remark 3.3. We can also further compare the coefficient of G in (5). However,
it will not offer us any extra restriction. Moreover, when c =
√
8n+ 1 ∈ Z, we
can also verify that the condition v | bv = 2n+1−a = c2−14 +1−−1±c2 = 1+ (c∓1)
2
4
holds for every divisor v of 2n2 + 2n+ 1.
It is straightforward to verify that the smallest possible value of v dividing
2n2 + 2n + 1 is 5. First, let us look at the existence of T in G/H which is
isomorphic to the cyclic group C5 of order 5.
Theorem 3.4. Assume that 5 | 2n2 + 2n + 1, 8n + 1 is a non-square and
8n − 3 6= 5k2 for all k ∈ Z. Then there is no subset T ⊆ C5 of size 2n + 1
satisfying Conditions (b’) and (c’).
Proof. Assume, by way of contradiction, that T ⊆ C5 satisfies Conditions (b’)
and (c’). From Condition (c’), we have
T
2 ≡ −T (2) + 2n (mod G/H).
Changing T to T
(2)
, note that T
(4)
= T , we get that
(T
(2)
)2 ≡ −T (4) + 2n = −T + 2n (mod G/H).
Combining above two equations, we have
T
4 − 4nT 2 + T + 4n2 − 2n ≡ 0 (mod G/H).
By calculation,
T
4 − 4nT 2 + T + 4n2 − 2n = (T 2 − T − 2n+ 1)(T 2 + T − 2n).
As there is no zero divisors in Z[G/H] and G/H is irreducible in it, one of the
two factors must be congruent to 0 modulo G/H.
If the second factor is congruent to 0 modulo G/H, then by a simple counting
argument we can show that
T
2
= 2mG/H − T + 2n.
Together with Condition (c’), it follows that T = T
(2)
. As 2 is primitive modulo
5, T must equal to a + bG for some a, b ∈ Z. However, by Lemma 3.2, it
contradicts our assumption that 8n+ 1 is not a square.
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Suppose that T
2−T−2n+1 ≡ 0 (mod G/H). Take a non-principle character
χ ∈ Ĝ/H, then χ(T ) ∈ Z[ζ5] is such that
χ(T )2 − χ(T )− 2n+ 1 = 0, (6)
which means 8n − 3 is a square in Z[ζ5]. By checking 8n − 3 (mod 8), it is
easy to see that 8n − 3 has a square divisor if and only if 8n − 3 = tk2, t ≡ 5
(mod 8). Under the condition that 8n−3 6= 5k2, by [34, page 263], the smallest
cyclotomic field containing K = Q(
√
8n− 3) is Q(ζd(K)) where d(K) = t is the
discriminant of K. Since d(K) = t > 5, there is no χ(T ) such that (6) holds.
Therefore, there is no T ⊆ C5 satisfying Conditions (b’) and (c’).
Remark 3.5. Theorem 3.4 proves the nonexistence of T ⊆ C5 satisfying Con-
ditions (b’) and (c’) for infinitely many n. There are many different ways to
show it. For instance, it can be readily verified that if n ≡ 4, 5 (mod 7) and
n ≡ 1 (mod 5), then all the assumptions in Theorem 3.4 hold.
To prove further results, we need the following results about the decompo-
sition of a prime p into prime ideals in Z[ζw] which can be found in [22].
Lemma 3.6. Let p be a prime and ζw be a primitive w-th root of unity in C.
If w = prw′ with gcd(w′, p) = 1, then the prime ideal decomposition of (p) in
Z[ζw] is
(p) = (P1P2 · · ·Pd)e,
where Pi’s are distinct prime ideals, e = ϕ(p
r), d = ϕ(w′)/f and f is the order
of p modulo w′. If t is an integer not divisible by p and t ≡ ps (mod w′) for a
suitable integer s, then the field automorphism σt : ζw′ 7→ ζtw′ = ζp
s
w′ fixes the
ideals Pi.
As |G| = 2n2 +2n+1, for every prime divisor p of 2n, gcd(p, |G|) = 1 whence
the ideal (p) is unramified over Z[ζv] for any v | 2n2 + 2n+ 1.
Next, we look at v = 13 which is the second smallest possible integer dividing
2n2 + 2n+ 1. Compared with Theorem 3.4, it is much more complicated.
Theorem 3.7. Assume that 13 | 2n2 + 2n + 1, 8n + 1 is not a square and
8n − 3 6= 13k2 for all k ∈ Z. Then there is no subset T ⊆ C13 of size 2n + 1
satisfying Conditions (b’) and (c’).
Proof. Assume, by way of contradiction, that there exists T ⊆ C13 satisfying
Conditions (b’) and (c’), which means that
fi = T
(2i)
T
(2i)
+ T
(2i+1) − 2n ≡ 0 (mod G/H), (7)
for i = 0, 1, . . . , 5. Regarding them as polynomials with variables T
(2i)
, we
compute the resultant of f0 and f1 to obtain a polynomial h1 without T
(21)
.
Then we calculate the resultant h2 of h1 and f2 to eliminate T
(22)
and the
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resultant h3 of h2 and f3 to eliminate T
(23)
... In the end, we obtain h5 which
is with only one variable T . All these calculations can be done using MAGMA
[5]. Furthermore, h5 (mod G/H) can be factorized into 4 irreducible factors
h5 ≡ (T 2 − T − 2n+ 1)(T 2 + T − 2n)`3`4 (mod G/H),
where
`3 =T
6 − T 5 − 6T 4n+ T 4 + 4T 3n− T 3 + 12T 2n2 − 6T 2n
+ T
2 − 4Tn2 + 4Tn− T − 8n3 + 8n2 − 2n+ 1,
and `4 is of degree 54 and has much more terms than `3. As h5 is obtained
from fi’s, h5 must be congruent to 0 modulo G/H. Moreover, by the same
argument used in the proof of Theorem 3.4, the first two irreducible factors of
h5 cannot be congruent to 0 modulo G/H. It must be pointed out that the
assumption 8n − 3 6= 13k2 is necessary here, because we need the condition
that the discriminant of Q(
√
8n− 3) is different from 13. Hence, `3`4 ≡ 0
(mod G/H).
Let χ ∈ Ĝ/H be a non-principal character. It follows that
χ(`3`4) = 0.
As ` = `3`4 is too complicated, we do not handle them directly. Instead, we take
a prime number p and consider χ(`3`4) modulo p. Let p be primitive modulo
v = 13 which means p ≡ 2, 6, 7, 11 (mod v). By Lemma 3.6, (p) is a prime ideal
in Z[ζv].
Let us replace χ(T ) (mod p) byX in χ(`) ≡ 0 (mod p) and let its coefficients
be calculated modulo p. Now we obtain a polynomial ¯`(X) in Fp[X]. Then we
get that ¯`(τ1) = 0 for τ1 ≡ χ(T ) (mod p).
Since T
(−1)
= T , χ(T
(−1)
) ≡ χ(T ) (mod p) whence we only have to consider
the roots of ¯` in Fp(v−1)/2 = Fp6 . Note that τ1 is a root of ¯`. Recall that
χ(T
(p)
) ≡ χ(T )p (mod p). Hence
χ(T
(2i)
) ≡ τi =
{
τp
i
1 (mod p), p ≡ 2, 11 (mod 13),
τp
6−i
1 (mod p), p ≡ 6, 7 (mod 13).
(8)
Let us consider the necessary conditions that τ1 must satisfy. First, by (7),
τ2i + τi+1 − 2n ≡ 0, (9)
for i = 0, 1, · · · , 5.
Second, we look at the coefficients of ag¯ by using the inversion formula (1).
Let β be an element of order v = 13 in Fpv−1 . For g¯ ∈ G/H with χ(g¯) ≡ β
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(mod p),
ag¯ =
1
13
(
(2n+ 1) +
12∑
i=1
χ(T
(i)
)χ(g¯−i)
)
=
1
13
(
(2n+ 1) +
6∑
i=1
χ(T
(i)
)(χ(g¯i) + χ(g¯−i))
)
≡ 1
13
(2n+ 1 + τ0(β + β
−1) + τ1(β2 + β−2) + τ4(β3 + β−3) (10)
+ τ2(β
4 + β−4) + τ3(β5 + β−5) + τ5(β6 + β−6)) (mod p).
It is clear that ag¯ (mod p) corresponds to an element in Fp. Moreover, since
|T | = |T | = 2n+ 1, all ag¯’s also satisfy that∑
g¯∈G/H
ag¯ ≡ 2n+ 1 (mod p). (11)
For each p, the parameter n is not constant modulo p. Depending on the
value of n modulo p, we have to divide our calculations into the p cases. In
each case, l¯ is a concrete polynomial. First, we calculate all the roots of l¯ in
Fpv−1 . Then for each root τ1, plug it into (8) to get τi and check whether (7)
holds for each i and whether ag¯ derived from (10) satisfying ag¯ (mod p) ∈ Fp
and (11). By our MAGMA program, taking p = 11, we can show that at least
one of the necessary conditions is not satisfied, which means there is no T such
that Conditions (b’) and (c’) hold.
The approach used in the proof of Theorem 3.7 can be further applied for
larger v. According to our computation, the next 10 possible values of a prime
v dividing 2n2 + 2n + 1 are 17, 29, 37, 41, 53, 61, 73, 89, 97, 101. Our
MAGMA program shows that for v = 17, we can choose p = 3 and follows
the steps of the calculations given in Theorem 3.7 to prove that there is no T
satisfying Conditions (b’) and (c’). As the proof is very similar, we omit it here
and present the results directly. It should be pointed out that we do not need
the assumption that 8n−3 6= 17k2 anymore as in Theorems 3.4 and 3.7, because
17 6≡ 5 (mod 8) which means the discriminant of Q(√8n− 3) is always different
from 17.
Theorem 3.8. Assume that 17 | 2n2 + 2n+ 1 and 8n+ 1 is not a square. Then
there is no subset T ⊆ C17 of size 2n+ 1 satisfying Conditions (b’) and (c’).
Similar to Remark 3.5, it is not difficult to show that Theorems 3.7 and 3.8
both offer us nonexistence results of T satisfying Conditions (b’) and (c’) for
infinitely many n.
For the next possible value of v which is 29, our computer is not powerful
enough to provide us the univariate polynomial with the variable T by comput-
ing the resultants of 28 pairs of polynomials.
By Corollary 1.3, Theorems 3.4, 3.7 and 3.8, we have the following results.
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Corollary 3.9. Suppose that 8n + 1 is not a square in Z. Assume that one
collection of the following conditions holds
(1) 5 | 2n2 + 2n+ 1, 8n− 3 6= 5k2 for any k ∈ Z;
(2) 13 | 2n2 + 2n+ 1, 8n− 3 6= 13k2 for any k ∈ Z;
(3) 17 | 2n2 + 2n+ 1.
Then there are no linear perfect Lee codes of radius 2 for dimension n.
In Table 2, we list the cardinality of n for which the existence of linear
PL(n, 2)-codes can be excluded by Corollary 3.9.
N 10 102 103 104 105
#n ≤ N excluded by Corollary 3.9 (1) 1 27 356 3857 39537
#n ≤ N excluded by Corollary 3.9 (2) 0 8 129 1458 15126
#n ≤ N excluded by Corollary 3.9 (3) 0 8 108 1142 11659
#n ≤ N excluded by Corollary 3.9 1 38 499 5332 54606
Table 2: The number of n to which Corollary 3.9 can be applied.
3.3. More necessary conditions
As we have discussed after Theorem 3.8, it appears elusive to follow the
same approach to prove the nonexistence results for large n. In the next result,
we adjust our strategy. Instead of finding a complicated polynomial in term of
T , we consider the recursive relation modulo p where p divides 2n and try to
derive necessary conditions from them.
Theorem 3.10. Let n be a positive integer and p be a prime divisor of 2n.
Let G be an abelian group of order 2n2 + 2n + 1. Suppose that H is one of
its subgroup of index v where v is prime. Let f denote the order of p modulo
v, l = min{i : pi ≡ ±1 (mod v)} and d = (v − 1)/f . Define m = 2n2+2n+1v ,
m1 := min{i : i ∈ Z≥0, i ≡ m (mod p)}, m2 := min{i : i ∈ Z≥0, i ≡ 2m
(mod p)} and
λ = max{r : r | (pl − 1), r | (2i − pj) for 2i ≡ pj (mod v) and (i, j) 6= (0, 0)}.
Assume that
• 2n+ 1 is smaller than m1v and m2v,
• σ2 and σp generates the Galois group Gal(Q(ζv)/Q) where ζv is a primitive
v-th root of unity.
If there is T =
∑
g∈G agg ∈ Z[G] with ag ∈ {0, 1} satisfying Conditions (b) and
(c), then the following necessary conditions hold:
(i) λ 6= 1 or v.
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(ii) There is x ∈ {z ∈ Fpl : zλ = 1} such that
m
∑
yv=1
θ(x, y) ≡ 0 (mod p), (12)
and
m(1−θ(x, y)) (mod p) ∈ {0, . . . ,m} for every y satisfying yv = 1, (13)
where
θ(x, y) =
{ ∑v−2
i=0 (xy)
2i , 〈σ2〉 = Gal(Q(ζv)/Q),∑d−1
i=0 TrFpf /Fp((xy)
2i), 〈σ2, σp〉 = Gal(Q(ζv)/Q).
(iii) In particular, when G = H, Condition (ii) becomes the existence of x ∈
{z ∈ Fpl : zλ = 1} such that
|{y ∈ Fpf : θ(x, y) = 1, y2n
2+2n+1 = 1}| = 2n2, (14)
|{y ∈ Fpf : θ(x, y) = 0, y2n
2+2n+1 = 1}| = 2n+ 1. (15)
Proof. We look at the image T of T in G/H. By Condition (c’),
T
2 ≡ −T (2) + 2n (mod G/H).
It follows that
(T
(2)
)2 ≡ −T (4) + 2n (mod G/H),
which means
T
(22) ≡ −T 2
2
+ 2n(2T
2 − 2n+ 1) (mod G/H).
After another i− 2 steps, we get
T
(2i) ≡ −T 2
i
+ 2nL (mod G/H) (16)
for some L ∈ Z[G/H].
For a given non-principal character χ ∈ Ĝ/H, suppose that −α = χ(T ). By
(16),
χ(T
(2i)
) ≡ −α2i (mod p), (17)
for i = 0, 1, · · · .
Since apg¯ ≡ ag¯ (mod p),
χ(T
(2ip)
) =
∑
g¯∈G/H
ag¯χ(g¯
2ip) ≡
 ∑
g¯∈G/H
ag¯χ(g¯
2i)
p ≡ −χ(T (2i))p (mod p),
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which with (17) implies
χ(T
(2ipj)
) ≡ −α2ipj (mod p), (18)
for i = 0, 1, · · · and j = 0, 1, · · · .
As ϕ(v) = v − 1 = fd and 〈σ2, σp〉 = Gal(Q(ζv)/Q), we have
{2jpk (mod v) : 0 ≤ j ≤ d− 1, 0 ≤ k ≤ f − 1} = {1, . . . , v − 1}. (19)
In particular, if 〈σ2〉 = Gal(Q(ζv)/Q), then
{2i (mod v) : 0 ≤ i ≤ v − 2} = {1, . . . , v − 1}. (20)
Given an arbitrary non-principal χ1 ∈ Ĝ/H which obviously generates Ĝ/H,
by (19) it is clear that
{χ1((·)2jpk) : 0 ≤ j ≤ d− 1, 0 ≤ k ≤ f − 1} = Ĝ/H \ {χ0}.
Let us denote χ1((·)2jpk) by χj,k. Assume that χ0,0(T ) ≡ −α (mod p). By
(18),
χj,k(T ) ≡ −α2jpk (mod p).
Let χ1(g¯
−1) = β which is a power of ζv. It is clear that χj,k(g¯−1) = β2
jpk .
By the inversion formula (1),
ag¯ =
1
|G/H|
∑
χ∈Ĝ/H
χ(T )χ(g¯−1)
=
|H|
|G|
∑
j,k
χj,k(T )χj,k(g¯
−1) + χ0(T )χ0(g¯−1)

≡ m
∑
j,k
−(αβ)2jpk + (2n+ 1)
 (mod p),
whence
ag¯ ≡ m
∑
j,k
−(αβ)2jpk + 1
 (mod p). (21)
In particular, if 〈σ2〉 = Gal(Q(ζv)/Q), then by (20)
{χ1((·)2i) : 0 ≤ i ≤ v − 2} = Ĝ/H \ {χ0}.
Let us denote χ1((·)2i) by χ2i . Assume that χ20(T ) ≡ −α (mod p). By (18),
χ2i(T ) ≡ −α2
i
(mod p).
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Under the assumption that χ1(g¯
−1) = β which is a power of ζv. It is clear that
χ2i(g¯
−1) = β2
i
. By the inversion formula (1),
ag¯ ≡ m
(
v−2∑
i=0
−(αβ)2i + 1
)
(mod p). (22)
Next let us derive some further restrictions on the value of α which equals
−χ(T ). Let i and j be integers such that
2i ≡ pj (mod v),
whence χ(T
(2i)
) = χ(T
(pj)
). By (18),
− α2i ≡ χ(T (2
i)
) = χ(T
(pj)
) ≡ −αpj (mod p). (23)
For a prime p diving 2n, by Lemma 3.6, (p) = P1 · · ·Pd in Z[ζv]. By (23),
we get
α2
i ≡ αpj (mod Pk), (24)
for k = 1, 2, · · · , d. This is actually equivalent to an equation x2i = xpj over
the residue field Z[ζv]/Pk ∼= Fpf where x = α+ Pk.
When f is even, pf/2 ≡ −1 (mod v) which means l = f/2. Together with
χ(T ) = χ(T
(−1)
), we derive α ≡ αpf/2 (mod Pk), i.e. x = α + Pk is in the
subfield Fpf/2 of Fpf . Of course, when f is odd, l still equals f . Thus
αp
l ≡ α (mod Pk), (25)
for every k.
Recall that we have defined
λ = max{r : r | (pl − 1), r | (2i − pj) for 2i ≡ pj (mod v)}.
From (24) and (25), it follows that α must be zero or satisfy
αλ ≡ 1 (mod Pk) (26)
for k = 1, 2, · · · , d. If l = f , then it is clear that λ ≥ v; otherwise, it is possible
that λ < v.
Case I: First let us look at the case that λ | v, i.e. λ = 1 or v. Let αi = ζ
iv
λ
v
for i = 0, · · · , λ − 1. It is clear that χ(T ) ≡ −αj (mod Pk) satisfies (24) for
j = 0, · · · , λ − 1. As there are exactly λ + 1 solutions of (24) over Fpf , χ(T )
must be congruent to one of the elements in {0,−α0, · · · ,−αλ−1} modulo Pk.
Next we show that the value of χ(T ) modulo Pk does not depend on k under
the condition that λ | v. Suppose that χ(T ) ≡ −α (mod P1) where α is a power
of ζv. Let h be the order of 2 modulo v. Then −α ≡ −α2h (mod P1). By (17),
χ(T
(2i)
) ≡ −α2i (mod P1), (27)
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for i = 0, 1, . . . . Applying the field automorphism σh−i2 on it, we obtain
χ(T ) ≡ −α2h ≡ −α (mod σh−i2 (P1)).
By the assumption that σ2 acts transitively on Pk’s,
χ(T ) ≡ −α (mod Pk),
for k = 1, 2, . . . , d. Thus χ(T ) ≡ −α (mod p).
Recall that all the possible values of α are 0 and all the λ-th roots of unity
αi in Z[ζv].
If α = 0, then (21) shows us that ag¯ ≡ m (mod p) for all g¯. As every ag¯ ≥ 0,
ag¯ ≥ m1. By assumption, vm1 > 2n+1, it follows that
∑
g∈G ag¯ > 2n+1 which
contradicts |T | = 2n+ 1.
If α is nonzero, then it is a power of ζv and αβ is again a power of ζv. By
(21) and (19),
ag¯ ≡ m
(
−
v−1∑
i=1
(αβ)i + 1
)
≡ 2m ≡ m2 (mod p),
for all g¯. It follows that ag¯ ≥ m2 whence 2n + 1 ≥ vm2. This contradicts the
assumption that 2n+ 1 < vm2.
Case II: If λ 6= 1 or v which implies that α = −χ(T ) can take a value that
is neither zero nor a power of ζv, we consider (17) modulo P where P is one of
the prime ideals containing (p).
By (21),
ag¯ ≡ m
∑
j,k
−(αβ)2jpk + 1
 (mod P ).
Now it can be regarded as an equation over the finite field Z[ζv]/P ∼= Fpf .
Let us use x and y ∈ Fpf to denote α (mod P ) and β (mod P ). Then we have
ag¯ ≡ m
1− d−1∑
j=0
TrF
pf
/Fp((xy)
2j )
 (mod p).
In the special case that 〈σ2〉 = Gal(Q(ζv)/Q). By (22),
ag¯ ≡
(
v−2∑
i=0
−(αβ)2i + 1
)
(mod P )
which can be viewed as an equation in the finite field Fpf
ag¯ ≡ m
(
1−
v−2∑
i=0
(xy)2
i
)
(mod p).
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If x = 0, then ag¯ ≡ m (mod p) for every g¯, whence 2n + 1 =
∑
ag¯ ≥ vm1.
It contradicts our assumption on the value of vm1. Thus x must be nonzero.
By (26), xλ = 1.
As ag¯ is an integer between 0 and m, we obtain (13). By calculation, mv ≡ 1
(mod p) and
∑
ag¯ = m
(
v −
∑
yv=1
θ(x, y)
)
(mod p)
= 1−m
(∑
yv=1
θ(x, y)
)
(mod p).
Since
∑
ag¯ = 2n+ 1 ≡ 1 (mod p), we obtain (12).
In the special case H = {0}, i.e. m = 1 and v = 2n2 + 2n+ 1. Noticing that
ag ≡ 0 or 1 (mod P ), we obtain the necessary conditions (14) and (15).
Example 2. We can use Theorem 3.10 to show the following nonexistence
results.
• When n = 102, |G| = 21013 is a prime and h = 10506. Take p = 3, we
have l = 5253, f = 2l and gcd(2h − 1, pl − 1) = 1 which means λ = 1.
As ϕ(|G|) = 2f , d = 2 and σ2 acts transitively on P1 and P2. Thus, by
Theorem 3.10, there is no T satisfying Conditions (b) and (c) for n = 102.
• When n = 14, |G| = 421 is a prime henceforth v can only take the value
421. By computation, λ = 3 6= 1 or v. Thus we cannot use the first
necessary condition to exclude the existence of T . However, let p = 7
from which it follows that l = f/2 = 35. By our MAGMA program, there
does not exist x ∈ F7l satisfying (12) and (13) simultaneously. Moreover,
(14) and (15) also do not hold.
Remark 3.11. In Theorem 3.10, we allow p = 2. However, it is worth pointing
out that when p = 2 we cannot derive any useful information from Theorem 3.10,
because in that case we are essentially using T 2 ≡ T (2) (mod 2) which holds for
any T ∈ Z[G].
Remark 3.12. If 〈σ2, σp, σ−1〉 = Gal(Q(ζv)/Q), we can still derive χ(T ) for
every character χ ∈ Ĝ/H from one value χ1(T ) by using (18) and
χ(T
(−2ipj)
) ≡ χ(T (2
ipj)
) ≡ −α2ipj (mod p), (28)
for i = 0, 1, · · · and j = 0, 1, · · · , which follows from Condition (b’).
However, this case actually coincides with the one that 〈σ2, σp〉 = Gal(Q(ζv)/Q),
i.e. it is never possible that 〈σ2, σp〉 6= 〈σ2, σp, σ−1〉 = Gal(Q(ζv)/Q). Assume,
by way of contradiction, that this case happens. A necessary condition is that
v−1 6≡ 0 (mod 4). As v is a prime dividing 2n2 +2n+1, the following equation
2x2 + 2x+ 1 = 0 (mod v)
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has solutions. This implies that −1 must be a square in Fv. Hence v ≡ 1
(mod 4) which contradicts the necessary condition.
By Corollary 1.3 and Theorem 3.10, we have the following result.
Corollary 3.13. Assume that at least one of the necessary conditions (i), (ii)
and (iii) in Theorem 3.10 is not satisfied for at least one of the prime divisor
v of 2n2 + 2n + 1. Then there are no linear perfect Lee codes of radius 2 for
dimension n.
For large n, it becomes more difficult to check the necessary conditions (ii)
and (iii) in Corollary 3.13. The main reason is that the size of the finite field
Fpl is increasing very fast as n is getting larger. On our computer, we can use
MAGMA to test these necessary conditions for n up to 50. In contrast, it is
much easier to check the necessary condition (i) on λ.
In the Appendix, we list all the nonexistence results of linear PL(n, 2)-codes
for 3 ≤ n ≤ 100 in Table 5. There are totally 10 integers n = 3, 10, 16, 21, 36,
55, 64, 66, 78, 92 that we cannot disprove the existence of PL(n, 2)-codes using
Theorem 3.1, Corollaries 3.9 and 3.13. However, by [14, Theorem 6] and [16,
Theorem 8], we can further exclude the case with n = 3 and 10, respectively.
Therefore, the existence of PL(n, 2)-codes are still open for exactly 8 integers
n for n ≤ 100.
It is worth pointing out that each of Theorem 3.1, Corollary 3.9 and Corollary
3.13 offers us the nonexistence of linear PL(n, 2)-codes which cannot be covered
by the other two criteria. For example, only Theorem 3.1 works for n = 19
and only Corollary 3.13 works for n = 20. It is clear that Corollary 3.9 is a
summary of Theorems 3.4, 3.7 and 3.8. Each of these three Theorems provides
us irreplaceable nonexistence results of linear PL(n, 2)-codes. For instance,
n = 8 is only covered by Theorem 3.4, n = 49 is only covered by Theorem 3.7
and n = 299 is only covered by Theorem 3.8.
In Table 3, we compare the cardinality of integers n for which the nonex-
istence of linear PL(n, 2)-codes are proved in this paper and those in [18] and
[26].
N [18] [26] Theorem 3.1 Corollary 3.9 Corollary 3.13 (i) All
100 34 16 68 38 44 90
500 129 103 360 236 247 462
Table 3: The cardinality of n ≤ N for which linear PL(n, 2)-codes is proved to be not exist.
4. Radius equals 3
In this part, we investigate the existence of perfect Lee codes with radius r =
3. For a positive integer n, letG be a multiplicative group of order 4n(n−1)(n−2)3 +
6n2 + 1 with identity element denoted by 1. By Lemma 2.4, we consider the
existence of T ⊆ G viewed as an element in Z[G] satisfying
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(i) 1 ∈ T ,
(ii) T = T (−1),
(iii) T 3 = 6G− 3T (2)T − 2T (3) + 6nT .
Let H be a subgroup of G. Suppose that m = |H| and v = |G/H|. As in
the proofs of Theorems 3.4, 3.7, 3.8 and 3.10, we define T as the image of T
under the canonical homomorphism from G to G/H. Now Conditions (ii) and
(iii) becomes
(ii’) T = T
(−1)
,
(iii’) T
3
= 6mG/H − 3T (2)T − 2T (3) + 6nT .
One possible solution to Condition (iii’) is that T = T
(2)
= T
(3)
. In fact,
if v | (2n + 1), then T = 2n+1v G/H satisfies Condition (iii’). In such a case,
we cannot use it to prove the nonexistence of T satisfying Conditions (ii) and
(iii). Hence, to obtain nonexistence results, we have to exclude several special
parameters for T .
Lemma 4.1. Let S = a+bG ∈ Z[G] with |G| = v. Assume that positive integers
v and m are such that a + vb = 2n + 1, mv = 1 + 6n2 + 4n(n−1)(n−2)3 and S
satisfies
S3 = 6mG− 3S2 − 2S + 6nS. (29)
Then one of the following conditions holds.
• v | 2n+ 1;
• 24n+ 1 is a square c2 ∈ Z and v divides at least one of c2±6c+2912 .
Proof. It can be readily verified that
S2 = ((2n+ 1)b+ ab)G+ a2,
and
S3 = b((2n+ 1 + a)(2n+ 1) + a2)G+ a3.
By comparing the coefficients of 1 and G in (29), we have
f1 = a
3 + 3a2 + 2a− 6an = 0 (30)
f2 = b((2n+ 1 + a)(2n+ 1) + a
2 + 5 + 3a)− 6m = 0. (31)
Obviously, (30) holds if and only if a = 0 or there exists an integer a such that
a2 + 3a+ 2− 6n = 0. It is clear that a = 0 means v | 2n+ 1. The second case
is equivalent to that 1 + 24n is a square in Z. In such a case,
bv = 2n+ 1− a = c
2 − 1
12
+ 1− −3± c
2
=
c2 ∓ 6c+ 29
12
.
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Remark 4.2. In fact, (31) in Lemma 4.1 cannot provide us more restrictions
than (30). Recall that 2n+ 1 = a+ bv and 3 + 18n2 + 4n(n− 1)(n− 2) = 3mv.
By plugging them into (31), we get (30) multiplying a constant.
One difficulty to get a result here similar to Theorem 3.10 is that it is not
easy to derive the value of χ(T
i
) from χ(T ). However, for small v, it is still
possible to obtain some results as what we have done in Theorems 3.4, 3.7 and
3.8. The first three smallest values of v dividing |G| for some n are v = 3, 5, 7.
When v = 3, by Condition (ii’), T
(2)
= T
(−1)
= T and T
(3)
= 2n+ 1. Hence
Condition (iii’) becomes
T
3
= 6mG/H − 3T 2 − 2(2n+ 1) + 6nT . (32)
Let G/H = {1, g, g−1}. Assume that T = a+ b(g + g−1) for some a, b ∈ Z. By
calculation, one can see that there always exist a and b satisfying (32).
When v = 5, it is direct to verify that T = bG/H for the integer b =
(2n + 1)/5 satisfying Conditions (ii’) and (iii’), i.e. it cannot be excluded by
Lemma 4.1.
Fortunately v = 7 is not the trivial case anymore and we can completely
prove the following nonexistence results.
Theorem 4.3. Assume that n ≡ 1, 5 (mod 7). If 24n + 1 is not a square or
84 - (24n+1)2±6√24n+ 1+29, then there is no T of size 2n+1 in C7 satisfying
Conditions (ii’) and (iii’).
Proof. Now v = 7. It is straightforward to verify that, when n ≡ 1, 5 (mod 7),
7 divides |G|. This also means that 7 - 2n+1. Thus the first necessary condition
in Lemma 4.1 never holds.
By Condition (ii’), T
(22)
= T
(−3)
= T
(3)
and T
(23)
= T . Now Condition
(iii’) becomes
f1 = T
3 − 6mG/H + 3T (2)T + 2T (2
2) − 6nT = 0. (33)
Replacing T by T
(2)
and T
(22)
in (33) respectively, together with Condition (ii’)
we get
f2 = (T
(2)
)3 − 6mG/H + 3T (2
2)
T
(2)
+ 2T − 6nT (2) = 0, (34)
and
f3 = (T
(22)
)3 − 6mG/H + 3TT (2
2)
+ 2T
(2) − 6nT (2
2)
= 0. (35)
These three equations can be regarded as polynomials with variables T , T
(2)
and T
(3)
. By using MAGMA [5], we calculate the resultant f12 of f1 and f2 as
well as the resultant f13 of f1 and f3 with respect to T
(2)
. Then we compute
the resultant g of f12 and f13 with respect to T
(22)
. This means g only contains
variables T and G/H. Moreover g modulo G/H can be factorized into the
multiplication of 3 irreducible ones
h ≡ 3T (T 2 + 3T − 6n+ 2)h3 (mod G/H), (36)
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where h3 is of degree 24. As h3 is very complicated, we do not write them down
here explicitly. Since h is derived from (33), (34) and (35), it must be congruent
to 0 modulo G/H.
Our assumptions imply that the necessary conditions in Lemma 4.1 are not
satisfied, which means that T (T
2
+ 3T − 6n+ 2) 6= 6mG/H. This and a direct
counting argument further imply that
T (T
2
+ 3T − 6n+ 2) 6≡ 0 (mod G/H).
As |G/H| = 7 is a prime, there is no zero divisors in Z[G/H]. Hence, h ≡ 0
(mod G/H) implies
h3 ≡ 0 (mod G/H).
By the symmetric property of T , T
(2)
and T
(3)
, it also holds if we replace T in
it by T
(2)
or T
(3)
.
Let χ ∈ Ĝ/H be a non-principal character. It follows that
χ(h3) = 0.
As h3 is too complicated, we cannot handle them directly. Instead, we choose
some prime number p and consider χ(h3) modulo p. If p is primitive modulo v
which means p ≡ 3, 5 (mod 7), by Lemma 3.6, (p) is still a prime ideal in Z[ζv].
If we replace χ(T ) (mod p) by X in χ(h3) ≡ 0 (mod p) and let its coefficients
modulo p, then we get a polynomial h¯3(X) in Fp[X]. Let τ1 ≡ χ(T ) (mod p),
it is clear that h¯3(τ1) = 0.
Note that τ1 is a root of h¯3. As T
(−1)
= T , χ(T
(−1)
) ≡ χ(T ) (mod p)
whence τ1 is in Fp(v−1)/2 = Fp3 . Recall that χ(T
(p)
) ≡ χ(T )p (mod p). Hence
χ(T
(2)
) ≡ τ2 =
{
τp1 (mod p), p ≡ 5 (mod 7),
τp
2
1 (mod p), p ≡ 3 (mod 7).
(37)
and
χ(T
(3)
) ≡ τ3 =
{
τp1 (mod p), p ≡ 3 (mod 7),
τp
2
1 (mod p), p ≡ 5 (mod 7).
(38)
Let us consider the necessary conditions that τ1 must satisfy. First, by (33),
(34) and (35),
τ31 + 3τ2τ1 + 2τ3 − 6nτ1 = 0 (39)
τ32 + 3τ3τ2 + 2τ1 − 6nτ2 = 0 (40)
τ33 + 3τ1τ3 + 2τ2 − 6nτ3 = 0. (41)
Second, as in Theorem 3.10, we look at the coefficients of ag¯ by using the
inversion formula (1). Let β be an element of order 7 in Fp6 . For g¯ ∈ G/H with
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χ(g¯) ≡ β (mod p),
ag¯ =
1
7
(
(2n+ 1) +
6∑
i=1
χ(T
(i)
)χ(g¯−i)
)
=
1
7
(
(2n+ 1) +
3∑
i=1
χ(T
(i)
)(χ(g¯i) + χ(g¯−i))
)
≡ 1
7
(
2n+ 1 + τ(β + β−1) + τ2(β2 + β−2) + τ3(β3 + β−3)
)
(mod p).
(42)
As |T | = |T | = 2n+ 1, every ag¯ from (42) should also satisfy that∑
g¯∈G/H
ag¯ ≡ 2n+ 1 (mod p). (43)
Let us take p = 5. In MAGMA, the defining polynomial for F53 is X3 +
3X + 3 ∈ F5[X]. Let ξ denote a root of it. Depending on the value of n modulo
p, we divide our proof into the following cases.
Case I: Assume that n ≡ 4 (mod 5). By using MAGMA, we can show that
h¯3 has no root in Fp3 , which contradicts h3 ≡ 0 (mod G/H).
Case II: Assume that n ≡ 2 (mod 5). By using MAGMA, it can be checked
that h¯3 only has roots τ1 = 3, 4. By (37) and (38), τ2 = τ3 = τ1 which implies
that (39), (40) and (41) are the same equation. Plugging τ1 = 3 or 4 into it, it
is not equal to 0 which is a contradiction.
Case III: Assume that n ≡ 0 (mod 5). By MAGMA, the roots of h¯3
are τ1 = ξ
42, ξ58, ξ86. It is straightforward to check that (39), (40) and (41)
hold. However, the left-hand-side of (43) always equals 4 which is different
from 2n+ 1 ≡ 1 (mod p).
Case IV: Assume that n ≡ 3 (mod 5). By MAGMA, all the roots of h¯3 are
ξ18, ξ21, ξ29, ξ78, ξ90, ξ105.
For τ1 = ξ
18, ξ78, ξ90, it is straightforward to check that (39), (40) and (41)
cannot hold simultaneously. For τ1 = ξ
21, ξ29, ξ105, the left-hand-side of (43)
always equals 3 6≡ 2n+ 1 ≡ 2 (mod p).
Case V: Assume that n ≡ 1 (mod 5). By MAGMA,
τ1 = 1, ξ
22, ξ38, ξ54, 4, ξ66, ξ73, ξ82, ξ89, ξ110, ξ117.
It can be directly verified that
∑
ag¯ 6≡ 2n+ 1 ≡ 3 (mod p) for each of them.
To summary, under the two assumptions that
• 7 | v;
• the necessary condition in Lemma 4.1 does not hold;
we have proved that (33), (34) and (35) cannot hold simultaneously. Therefore,
there is no T satisfying Conditions (ii’) and (iii’),
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Remark 4.4. When n ≡ 5 (mod 7), 24n+ 1 can never be a square. It follows
that Theorem 4.3 provides us a nonexistence results of T satisfying Conditions
(ii) and (iii) for infinitely many n.
By Corollary 1.3 and Theorem 4.3, we have the following result.
Corollary 4.5. Assume that n ≡ 1, 5 (mod 7). If 24n + 1 is not a square or
84 - (24n + 1)2 ± 6√24n+ 1 + 29, then there are no linear perfect Lee codes of
radius 3 for dimension n.
In Table 4, we list the cardinality of n for which the existence of linear
PL(n, 3)-codes can be excluded by Corollary 4.5. Compared with Table 1 in
[35], here we can exclude the existence of linear PL(n, 3)-codes for more n.
N 10 102 103 104 105
#{n ≤ N : Corollary 4.5 can be applied} 1 20 256 2763 28267
Table 4: The number of n to which Corollary 4.5 can be applied.
It appears that our approach can be further applied to analyze the existence
of linear PL(n, 3)-codes with v = 11, 13, 17 . . . . First, we have to exclude the
possibility that v | 2n+ 1, otherwise by Lemma 4.1 we can take T = 2n+1v G/H.
It is routine to verify that there exists v such that v | |G| and v - 2n+ 1 if and
only if v ≡ 7 (mod 8). Hence, the next interesting case is v = 23. However,
it is already beyond our computer capability to eliminate variables to obtain a
univariate polynomial analogous to (36).
5. Concluding remarks
In this paper, we have proved several nonexistence results concerning linear
PL(n, r)-codes for r = 2, 3 via the group ring approach. Theorem 3.1, as a
generalization of Kim’s result in [18], together with Corollaries 3.9 and 3.13
provide us strong criteria to exclude the existence of linear PL(n, 2)-codes for
infinitely many values of n. In particular, together with some known results for
3 ≤ n ≤ 12 in [14] and [16], we show that there is no linear PL(n, 2)-codes in Zn
for all 3 ≤ n ≤ 100 except 8 cases which is summarized in Table 5. In Section 4,
we follow the same approach to prove the nonexistence of linear PL(n, 3)-codes
for infinitely many values of n.
It appears that our approach can be further applied on the nonexistence
problem of PL(n, r) for r > 3. However, for r = 4, 5, · · · , the group ring equa-
tions become more involved and contain much more terms. For instance, when
r = 4, according to our computation, the corresponding group ring condition
becomes
T 4 = 24G−12n(T 2 +T (2))−6T (2)T 2−3T (2)T (2)−8T (3)T −6T (4) +12n(n−1).
It seems almost infeasible to consider its image under ρ : G→ G/H to derive a
univariable polynomial in T which is analogous to (36).
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Appendix
Table 5: Nonexistence of linear PL(n, 2)-codes for dimension n, where 3 ≤ n ≤ 100.
n nonexistence n nonexistence
3 [14, Theorem 6] 4 Theorem 3.1
5 Theorem 3.1, Corollary 3.13 6 Theorem 3.1, Corollary 3.13
7 Theorem 3.1 8 Corollary 3.9
9 Theorem 3.1, Corollary 3.13 10 [16, Theorem 8]
11 Theorem 3.1, Corollaries 3.9, 3.13 12 Theorem 3.1
13 Theorem 3.1, Corollaries 3.9, 3.13 14 Theorem 3.1
15 Corollary 3.13 16 ?
17 Theorem 3.1, Corollary 3.13 18 Corollaries 3.9, 3.13
19 Theorem 3.1 20 Corollary 3.13
21 ? 22 Theorem 3.1
23 Corollaries 3.9, 3.13 24 Theorem 3.1
25 Theorem 3.1, Corollary 3.13 26 Theorem 3.1, Corollaries 3.9, 3.13
27 Theorem 3.1, Corollaries 3.9, 3.13 28 Corollary 3.13
29 Theorem 3.1, Corollary 3.13 30 Theorem 3.1, Corollary 3.13
31 Theorem 3.1 32 Theorem 3.1
33 Theorem 3.1, Corollary 3.9 34 Theorem 3.1
35 Theorem 3.1 36 ?
37 Theorem 3.1, Corollary 3.13 38 Corollary 3.9
39 Theorem 3.1 40 Theorem 3.1, Corollary 3.9
41 Corollary 3.9 42 Theorem 3.1, Corollary 3.13
43 Theorem 3.1, Corollaries 3.9, 3.13 44 Theorem 3.1, Corollaries 3.9, 3.13
45 Corollary 3.13 46 Corollaries 3.9, 3.13
47 Theorem 3.1 48 Theorem 3.1, Corollaries 3.9, 3.13
49 Corollary 3.9 50 Theorem 3.1
51 Theorem 3.1, Corollary 3.13 52 Theorem 3.1, Corollary 3.13
53 Theorem 3.1, Corollary 3.9 54 Theorem 3.1, Corollary 3.9
55 ? 56 Theorem 3.1, Corollaries 3.9, 3.13
57 Theorem 3.1, Corollaries 3.9, 3.13 58 Corollary 3.9
59 Corollary 3.13 60 Theorem 3.1
Continued on next page
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Table 5 – continued from previous page
n nonexistence n nonexistence
61 Corollaries 3.9, 3.13 62 Theorem 3.1, Corollaries 3.9, 3.13
63 Theorem 3.1, Corollaries 3.9, 3.13 64 ?
65 Theorem 3.1, Corollary 3.13 66 ?
67 Theorem 3.1, Corollaries 3.9, 3.13 68 Theorem 3.1, Corollary 3.9
69 Theorem 3.1 70 Theorem 3.1
71 Theorem 3.1, Corollary 3.9 72 Theorem 3.1
73 Theorem 3.1, Corollaries 3.9, 3.13 74 Theorem 3.1, Corollaries 3.9, 3.13
75 Theorem 3.1, Corollaries 3.9, 3.13 76 Theorem 3.1
77 Corollary 3.13 78 ?
79 Theorem 3.1 80 Theorem 3.1
81 Theorem 3.1, Corollaries 3.9, 3.13 82 Theorem 3.1
83 Theorem 3.1, Corollary 3.9 84 Theorem 3.1
85 Theorem 3.1, Corollary 3.13 86 Corollary 3.9
87 Theorem 3.1 88 Theorem 3.1, Corollary 3.9
89 Theorem 3.1 90 Theorem 3.1, Corollary 3.13
91 Corollary 3.13 92 ?
93 Theorem 3.1, Corollaries 3.9, 3.13 94 Theorem 3.1, Corollary 3.13
95 Corollaries 3.9, 3.13 96 Corollary 3.9
97 Theorem 3.1 98 Corollary 3.9
99 Theorem 3.1 100 Theorem 3.1
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