the ratio of the Fourier transforms of the output and input signals of a system. It works well when the input signal is deterministic and exactly known. However, when the input signal is random, or it can only be observed with an observation error, the quality of the ETFE deteriorates. Its variance can be infinite even for large signal-to-noise ratios. This is not well known.
Many papers have been devoted to the closely related topic of EV regression analysis [ 11-[3] . Depending upon the nature of the true data U , i.e., whether it is random or deterministic, (2) is called in statistics a structural relation or a functional relation, respectively.
The classical approach to estimate the transfer function from noisy data is based on the so-called spectral estimators. In [5] alternative estimators based on nonlinear averaging techniques have been proposed for the functional relationship, providing smaller bias errors.
This paper investigates the variance of these nonparametric transfer function estimates. When an estimate depends nonlinearly on the observations, like the ratio on the denominator, the exact calculation of the variance can be very complicated, and approximations have to be used (see for instance [6, p. 1511) . Linearization is often applied in system identification to derive the approximate bias and variance of an estimate (see e.g., [7, p. 1671. and [8, p. 1321) . These approximations are sometimes very poor. In the present paper we will investigate such cases and develop some improvements.
To pin-point what can go wrong with such approximations in a functional relationship (that is, for deterministic U ) , consider the empirical transfer function estimator (ETFE) in its elementary form, i.e., the ratio of two complex random variables
Manuscript received December 20, 1995; revised January 29, 1996 . This work was supported by the Belgian National Fund for Scientific Research (NFWO); the Flemish government (GOA-IMMI); the Belgian government as a part of the Belgian program on Inter-University Poles of Attraction G [5] , the exact variance (without linearization) is infinite! The cause is that the noise on X can bring the denominator of (3) close to zero. This rarely happens for practical values of the input signal-to-noise ratio, which explains the Monte-Carlo results: the unlikely event usually does not happen even in a few thousand runs.
Even more surprising results can be obtained for the following nonparametric transfer function estimator,
where X , and Ym are given by an EV model So, X , and Y, are repeated observations of the same Fourier coefficients which are disturbed by additive complex noise. In practice, this means that a periodic excitation has to be used with U # 0 (i.e., a persistent excitation). Further, the excitation and the acquisition have to be synchroninized (i.e., one has to use the same sampling clock for both the generator and the acquisition). Furthermore, before starting the acquisition of the periodic excitation and response signals one has to wait until the initial transients died out.
If {Xm}z=l are independent and identically distributed and with probability one. The proof is given in [ 111, pp. 290-292 . The same theorem can be applied to the numerator of (6). Moreover, using the property that the almost sure limit of a continuous function equals the function of the almost sure limit, one obtains have finite mean U, then X,,
M+CC
When the data are independent and complex normally a;) ) the EV estimator reduces to a maximum likelihood (ML) estimator ([121, pp. 227-228) . The CramQ-Rao lower bound is given by
As the ML estimator is asymptotically efficient, the PDF of 
The cause of the above discussed infinite variance is that the denominator can be arbitrarily small when the noise is close to -U. Therefore, it seems to be reasonable to 'robustify' the ETFE by excluding a small circle around the singularity DIU = --I with radius p. This makes the variance finite, and causes a negligible bias only when p is small. The bias and variance of the transfer function estimate are functions of the radius p:
where Mrl and M2 are given in Appendix B. To illustrate the results, consider a simple case: the ratio 1/(1 + z ) with z zero-mean complex normally distributed (see Fig. 2 ). For small values of the radius p the mean square error (MSE) is mainly due to the variance while for large values the bias dominates. A minimum of the MSE is obtained around p = 0.5 for reasonable values of the SNR of z. For good signal-to-noise ratios the increase for small radii cannot be shown in Fig. 2 , therefore it is illustrated in Fig. 3 .
The above results show that for a functional relation, by excluding the measurements where the input Fourier coefficients, var{z} (see for instance Fig. 2 ). Thus, in practice, when taking the arithmetic mean of the ETFE's one needs to estimate U first, in order to be able to choose a reasonable value of p. Notice that the variance of the arithmetic mean of the ETFE's (12) decreases in 1/M. The effect of this on the optimal radius is illustrated in Fig. 4 for M = 10 and in Fig. 5 for M = 100. One observes that there is a shift of the optimal radius to the left due to the decrease in variance. This shift is not so important for large SNR's. When the measurements are synchronized, the sample mean of the measured inpuf Fourier coefficients, i.e., U = 1/M E$, X,, can be used. Otherwise, when measuring in free-run (i.e., when no trigger signal is used) one can consider averaging the absolute values, lX,[, of the delayed data records and estimate I U I from these. Then, all inputloutput a small region around the singularity it is possible to obtain finite variances. In this section the logarithm of the ETFE is considered: ln(H). From Appendix C it follows that the variance of h ( H ) = In IHI + i arg(H) is finite:
where y ( a . x) = s : exp(-t)t"-' d t is the incomplete gamma function ([14] , equation 8.350.1), and that
So, averaging the ETFE's in a logarithmic scale results in bounded variances, i.e., var{ln(Y/X)} is finite. In the next section it will be shown that when at least two logarithmic values are averaged ( M 2 a), and the transfer function estimate is calculated as the exponent of this average, data satisfying IX, I < pIU1 have to be excluded from the summation (12) to minimize the MSE. Fortunately, the MSE (15) is not sensitive to the optimal choice of p l V l . therefore the m=1 largest that is guaranteed to be can be the variance of this estimate is also finite. Therefore, logarithmic averaging (or, in other words, the complex geometric mean) is preferable for the averaging of nonparametric IV. 2) As one has to integrate fn for a going from 0 to 00, fn should decay faster than 1/a to 0 for Mn to be finite.
Similar conditions should hold for the other arguments too. Consider, for example, the ETFE. The integrand f n reduces to Notice that a = 0 is a singular point of f n for n, 2 2. To have a finite integral, f n shouldn't go faster to cc than 1/a when a -+ 0, i.e., lirn,+o a fn should be equal to 0 (condition 1). This is true for n = 1, but not for n = 2 , 3 , . . . , which explains why the mean value of the ETFE exists while its variance and higher-order moments are unbounded. Moreover, f n has to decay faster than 1/u for a -00 (condition 2). This condition is easily satisfied for complex normally distributed errors (due to its exponential decay). (Notice that in the case of real-valued normals even the mean of the ratio does not exist (see (noncentral) Cauchy distribution, [ 15] ).) Furthermore, one can verify that a12 moments of ln(Y/X) are finite (e.g., lima+0 a2 lnn(a) = 0, n = 1 , 2 , . . .). Finally, we will show that the variance of (15) A few obviously large peaks can be observed. These correspond to the cases when the denominator is very small. The sample variance for different values of the radius p are given in Fig. 7 . In this case, the linearized variance equals 0.5 ( -3 dB). For a radius of 0.1 one can show %hat the theoretical variance equals 0.891 (-0.5 dB) which is in good agreement with the simulation results. For p = 0, the sample variance increases without a bound.
Similar figures were plotted to check the logarithmic average. From Fig. 8 it is clear that the isolated large peaks have disappeared, so we may indeed have a population that has finite variance. The sample variance shown in Fig. 9 indeed seems to (converge.
VII. CONCLUSIONS
It was s8hown that the variance of the ETFE is infinite for noisy input observations, even if the input noise is relatively small. This is not a well-known phenomenon. Two remedies were suggested and investigated: exclusion of a small region around the singularity of the ratio, and using logarithmic averaging (the complex geometric mean of the individual estimates). Both methods work well. This was theoretically proved, artd illustrated by simulations. APPENDIX A THE VARIANCE OF THE ETFE In this appendix it will be shown that the variance of the ETFE is unbounded for a functional relationship with complex normally distributed I/O disturbances. Assuming the I/O disturbances to be independent, the joint probability density function (PDF) of the disturbances becomes
I)DE(D,E) = P D ( D ) P E ( E ) (20)
Notice that the ETFE can be rewritten as
As E { H } is finite (see [SI) , it remains to be shown that E { lHI2} is infinite. To do so, the expected value of ll/(l+6)lz will be considered first, i.e., where d2S = dRe(6) dIm(6). Transforming (23) to polar coordinates (i.e., Re(S) = u c o s a , I m ( S ) = a s i n a ) yields (see [14] , equation 3.792.1 on p. 435) (22) is finite, one concludes that the variance of the ETFE is infinite for deterministic U in the presence of complex normally distributed input disturbances.
APPENDIX B
In this appendix a small circle around the singularity point X = 0 will be excluded. This means that when an input Fourier coefficient is smaller than say p, the ETFE is set equal to zero (instead of its large value). In order to assess the effect of this operation on the bias and the variance of the ETFE, the following integrals (with respect to X ) have to be evaluated: Hence, assuming the input/output Fourier coefficients to be uncorrelated, the mean value and the 2nd order (absolute) moment are given by where APPENDIX C In this appendix it will be shown that the variance of the complex logarithm of the ETFE is bounded for a functional relationship with complex normally distributed I/O disturbances. Notice that the logarithm of the ETFE can be rewritten as (see (2 1) where (see [14] , equations 4.225.4 and 4.397.6)
The main contribution to I," is given by A: which reduces to where r ( a , z ) = st e x p ( -t ) t " -l d t is the incomplete gamma function ([ 141, equation 8.350 .1). Before evaluating the remaining terms (Le., Bt and C t ) the integral I," (see (40)) will be considered. The main contribution of (40) Consequently, A; = A!, so that the main contributions to I t and I," are equal. Noticing that ln2(u) 5 u2 and l / u 2 < 1 for U 2 1, the following upper bounds can be derived for (49) and (50) c; < e-(1/4).
(Er=' l / k 2 = 1.644934.. .). The remaining term of (40), B f , (i.e., the integral for a going from 1 to CO) is bounded by (arg(1 + 6) I arg(6)) B f < T3CTS" e -( l / d ) .
