We study the numerical solution of an initial-boundary value problem for a Volterra type integro-differential equation, in which the integral operator is a convolution product of a positive-definite kernel and an elliptic partial-differential operator. The equation is discretised in space by the Galerkin finite-element method and in time by finite differences in combination with various quadrature rules which preserve the positive character of the memory term. Special attention is paid to the case of a weakly singular kernel. Error estimates are derived and numerical experiments reported.
Introduction
We shall consider initial-boundary value problems of the form 
'(O+foP(t -s)Au(s)ds = fit),
infi, f o r r > 0 . M = 0, o n 3 n , f o r f > 0 , (1.1) u(0) = v, i n n . [3] Numerical solution of an evolution equation 25 We shall study the numerical solution of (1.1) and consider first discretisation in space by a Galerkin finite-element method. Let thus {S h } be a family of finite-dimensional subspaces of HQ (£2) with the approximation property inf {||v -xll +h\\v -X \U) < Ch r \\v\\ r , for i; e H*(Q) D H'(Si),
(1.5) where || • || r denotes the norm in H r (£2). In applications, h is typically the maximum diameter of a triangle in the triangulation underlying the definition of the finite element space S h (cf., e.g., Ciarlet [3] ). We define the spatially semidiscrete problem by ( for t > 0, as well as an optimal-order error estimate for VM A .
«*./, X) + [ PO -s)A (u h (s), x) ds = (/,
We then turn to discretisation of (1.1) in time. We introduce a time step k, set t n = nk, and let U" be the approximation of u n = u(t n ). A natural approach for time stepping is to replace u, by a difference quotient such as the backward difference quotient k and then replace the integral in (1.1) by a finite sum so that the equations become it is then natural to try to choose the quadrature coefficients in such a manner that the following analogue of (1.2) holds, namely (1.8)
n=\
We shall call such a quadrature formula positive. We note that this is not possible, in general, unless the co n0 vanish. In our technical work we shall therefore have to introduce some modifications of this concept. In the particular case that q n {<p) is of convolution type, so that w n j -b n -j, for 1 < j < n, the positivity of q n (<p) is related to a discrete analogue of (1.3), namely oô 2 bj cos jd > 0, V6> e R. ;=o One natural choice of quadrature formula is the rectangle rule determined by the values of the integrand at the right-hand end-points of the time intervals, so that co nj = kfi n -j for 0 < j < n, where /},• = )8(f,-), with co n0 = 0. As we shall see, this choice does satisfy (1.8), and we may then derive an error estimate of the form
\\U n -u(t n )\\<\\v h -v\\+C(u)(h r +k).
Another, perhaps equally natural, choice would be to use a rectangle rule based on the left-hand end-points of the intervals, i.e., to choose co nn -0 and co n j = kfin-j for j < n. This would have the added advantage of making the equation explicit, or at least only dependent on the mass matrix, at each time level. It turns out, however, that the property (1.8) does not hold for this choice. Thus, just as in the case of the standard heat equation, the implicit method has better stability properties than the explicit one.
The quadrature rules just described are first-order accurate, thus matching the first-order accuracy of the backward time difference quotient. One could also choose the second-order accurate trapezoidal rule, which turns out to be a positive quadrature formula, and combine this with the second-order accurate, three-level backward difference operator DJ 2) U" = d,U" + \kd}U n . This method is stable, and we may show an error estimate that is O(h r + k 2 ). [5] Numerical solution of an evolution equation 27 f n _i does not produce a positive quadrature formula in the above sense, but nevertheless yields a stable scheme of order O(h T + k 2 ) as can be seen by a slight modification of the arguments.
One of the difficulties in a numerical method such as (1.6) is that if a> nj ^ 0 for j < n, then all values of the solution U J , j = 1,...,«, have to be retained, causing great demands for storage of the data. This is in contrast to the situation for a parabolic or hyperbolic differential equation, where only a fixed low number of time levels is involved at each time step, and the data can be discarded as the computation goes along. As a way around this difficulty in the case of a parabolic integro-differential equation (with a term of the form Au included on the left in the equation) it was proposed in Sloan and Thom6e [17] that the quadrature be based on fewer points, thus reducing the number of time levels at which the data need to be saved. Unfortunately, it does not seem to be possible to combine this approach with the positivity of the quadrature rule. One case which appears to be common in practice, and when this problem can be handled, is when fi (t) is a linear combination of a small number of exponential functions.
Earlier work on the numerical solution of problems of type (1.1) has been done by e.g. Neta [15] , Jin Choi and MacCamy [2] , Sanz-Serna [16] , and L6pez-Marcos [11] . We shall make some comments on these papers below. Fairweather [7] considers continuous in time and backward Euler-type time-stepping methods based on spline collocation in space; see also Yan and Fairweather [21] . The use of fast transform methods for the time discretisation has been studied by Yan [20] .
The rest of the paper is organised as follows. In Section 2 we treat the spatially semidiscrete problem. Section 3 is concerned with the discretisation in time. Here we introduce various positivity concepts for the quadrature rules used to approximate the integral in (1.1), and show corresponding stability results. Further, these stability results are used to obtain preliminary error bounds for the completely discrete schemes, containing one term which depends on the as-yetunspecified quadrature rule. In Section 4 we study specific quadrature schemes and relate them to the results in Section 3. In Section 5 we discuss the regularity of the solution of (1.1) with particular reference to the regularity requirements of our error estimates. It is shown that for ft smooth, all estimates needed can be shown under appropriate assumptions on the data. For the weakly-singular kernel fi(t) = t a~x /V[a), however, it turns out that, even with smooth data, u,,(t) = 0{t a~{ ) and u,,,(t) = O(t a~2 ) for small t, so that u,, is integrable at t = 0, but u m is not. This will suffice for optimal-order convergence for a first-order, but not for a second-order, method. Finally, Section 6 describes some use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000007268
simple numerical experiments, the results of which agree with our theoretical analysis.
Discretisation in space
In this section we shall consider the discretisation in space of the initialboundary value problem (1.1). The numerical solution is sought, for each t > 0, in a finite-dimensional space S h C // 0 ' (£2) , depending on a small parameter h, which we assume to have the property that (1.5) holds, uniformly in h.
Writing (1.1) in weak form as
we define the semidiscrete solution
where v h is an appropriate approximation of v in S h . It is easy to see that this latter finite-dimensional problem has a unique solution.
We shall first show an L 2 -error estimate for (2.1). For this purpose we need the following lemma. [7] Numerical solution of an evolution equation 29
Since each of these integrals is positive by the positive definiteness of the kernel fi, the result follows. 
and write the error
From a well-known error estimate for the elliptic problem [3] , we have at once
J (2.4)
and it remains to bound 9{t). We have by our definitions
where in the last step we have used the definition (2.3) in the integral term.
Since 6 e S h we may choose x -& to obtain
Pit-s)A (9(s), 0(0) ds = -( A ( 0 , 0(t)). However, his argument uses an assumption which is incorrectly stated to be a generalisation of a known property for positive definite kernels in the case when a' is constant, and which is not satisfied for simple kernels.
Jin Choi and MacCamy [2] consider the weakly-singular kernel Pit) = ct a~l e~', with 0 < a < 1, where the exponential is included in order that P e Li(R+ [6] for the parabolic case (a = 0). As a result,
They also demonstrate that for this kernel \\Uh ~ «IL 2 (L 2 ) < C/! 2 ||M 11^(7,2), which result is based on, in our above notation, the inequality H0|| t2 u. 2 ) <
Discretisation in time
We shall now consider the discretisation in time of the spatially semidiscrete problem (2.1) studied above. Introducing the time step k, setting t n -nk, and letting U" G S h be the approximation of u h {t n ), we shall first consider discretisations in which the time derivative is replaced by the backward difference to handle the integral term, we then arrive at the fully discrete problem
for n > 1, with /" = /(*"),
(3.2) Later, we shall also analyse schemes with second-order approximation of the time derivative.
We introduce the quadrature error We shall term such a quadrature rule q n positive. We note that, in general, if some of the co n0 are nonzero, (3.5) cannot hold since Q N (<&) lacks a quadratic term in O 0 -However, in our first result we may assume that a) n0 = 0 for n > 1, since the quadrature rules of first order that we shall propose in Section 4 have this property. We note that co nn > 0 for n > 1 is a necessary condition for q n to be positive. This means that the matrix coefficient of U" in (3.2) contains a term in the stiffness matrix corresponding to A; in particular, this equation is implicit.
We are now ready to present our stability result for (3.2). 
By (2.4) we have
For 9" we obtain by our definitions that
(t n -s)A (u(s), X ) ds Jo
Thus, letting T" = r," + r 2 " + T"
and so, applying Lemma 3.1,
Here, Further *£)KII<C*£ /"" \\u n \\ds = C and *X> 3 "|| < £ /"" \\P,\\ds<Ch r P \\u t \\ r ds.
\\9°\\ = \\v h -R h v\\ < \\v h -v\\ + \\R h v -v\\
Together these estimates complete the proof, because r^ = -e n (Au).
Since the backward difference quotient used above to approximate u, is only first-order accurate, we now try to obtain higher accuracy by employing instead a second order backward difference operator. Thus set
Notice that since the second-order backward difference quotient can only be applied for n > 2, we have had to use a separate equation for n = 1.
Since we now need a second-order quadrature rule, we shall need to include in it a term in <t>°. For this reason, as mentioned earlier, (3.5) will not be satisfied, and we shall have to modify our requirements on q n . Thus we say that q n is weakly positive if QN{®) > 0 for all <t > with <I> 0 = 0. This will suffice in the analysis when v h is chosen as R h v. In order to treat more general choices, we say that q n is wo-positive if
Note that 0-positive is the same as positive, and that co nn > 0 for n > 1 is necessary for weak positivity. We now have the following stability result. PROOF. We prove the first statement. The proof of the second follows at once by setting U° = 0 in the argument. With A k U n = U" -U n~k for it = 1, 2, we may write
Since we have
By summation from 2 to N,
and further, since A 2 U" = AiU" + Ait/"" 1 , we obtain
Hence, 7', £/') + j fc n=2 (3) (4) (5) (6) (7) (8) (9) use, available at https://www. 
we easily obtain, using (3.8) ) plus the quadrature error. The form of the terms in k is chosen to accomodate also weakly singular kernels.
The proof parallels that of Theorem 3.1. This time the equation for 6" for n > 2 is where x" = x" + x% + x% is given by T, " = «,(*") -£>< 2) u(/ n ), r 2 " = -€ n (Au),
Treating the first term in the approximation of u, separately we now get For the case that q n is positive these estimates complete the proof by Lemma 3.2.
In the wo-positive case we also need to note that after writing
A possible alternative to (3.7) would be to think of d,U" in (3.2) as an approximation to u t {t n _\/ 2 ), and to approximate the integral with upper limit f n _i /2 to second-order. As we shall see in Section 4 below, this appears difficult to combine with positivity of q n in the above sense, and suggests a modification in the definition of the quadratic form QN^) in this case.
Positive-definite quadrature formulas
We now turn to a discussion of quadrature formulas suitable for application in the difference schemes proposed above. We recall the notation ) and
We are interested in conditions for q n to satisfy our various positivity properties introduced in Section 3, and also in giving bounds for the global quadrature error e N (Au) appearing in the error estimates of Theorems 3.1 and 3.2. We first show the following lemma which is relevant for the case that the quadrature formula is of convolution type. we have, by a simple calculation, with <£-' = 0 for j'< $. PROOF. See Zygmund [22] . We shall now consider specific examples of quadrature formulas and discuss their positivity. We shall assume first that the kernel fi is smooth for t > 0 and satisfies fi e C 2 (R + ), and
(4.4) As was mentioned in Section 1, this is sufficient for fi to be a positive definite kernel if, in addition, fi e Li(R + ). Similarly to the proof of Lemma 4.3, this latter condition may be reduced to requiring fi integrable at t = 0. In fact, &(r) = P{t)e~t l satisfies (4.4) for any e > 0, and & e L,(R + ), so that (1.2) holds with fi replaced by &, and hence also for fi, by letting e -> 0.
As our first example we consider the rectangle rule using the values of the integrand at the right-hand end-points of the intervals (/)_j ,tj). This corresponds to taking = k} P n -j&, with ft = fi{tj), (4.5) so that (o n0 = 0 and co n j -kfi n -j for j = 1,..., n. which implies the required estimate by summation over n. We recall from Section 3 that a weakly-positive quadrature rule has to be implicit in the sense that co nn > 0 for n > 1. In particular, therefore, the rectangle rule using the values of the functions at the left-rather than the righthand end-points of the intervals (r,-_i, tj) does not satisfy the required weak positivity.
Next, we consider the trapezoidal rule for approximating the integral, i.e., + X>"-;*' + \^\ with ^ = PM- 
ds.
For the second-order backward-differencing scheme (3.7), using the trapezoidal rule (4.7), Lemma 4.5 and Theorem 3.2 thus yield an error estimate which is O (h r + k 2 ) if v h = R h v, and which for a general v h satisfying (3.11) contains an additional term of order O(kh r~l ). A perhaps more obvious way than the backward-differencing scheme (3.7) discussed above to attain second-order accuracy for the integro-differential equation would be to consider 3, U" as a second-order approximation to u, (t n _i), as in the Crank-Nicolson scheme for the heat equation, and then replace the integral by an approximation to second order of In spite of this, the scheme just discussed will yield a viable method of order O{h r + k 2 ), as will follow from the following stability estimate. Its proof suggests a modification of the definition of positivity of the quadrature rule for the present case. We note that the scheme under consideration may be written as 
From this, we easily conclude \\U" -u(t n )\\ = O(h r + it 2 ), as stated. We shall not pursue this line of investigation in further detail.
One of the difficulties encountered in the numerical solution of integrodifferential equations such as (1.1) by time stepping is that the solution has to be stored at back time levels t } < t n in order for the succesive integrals to be approximated. For instance, the difference equation in (1.6) may be written as
where A h is the positive-definite, discrete elliptic operator defined in (2.9), and P h is the L 2 -projection onto S h . This difficulty does not occur for standard differential equations, which are local in character and where the solution only has to be retained at a small fixed number of levels. In [17] this problem was addressed and it was proposed, in a similar situation, that the quadrature formula employed be made sparse. We shall now show that such quadrature schemes cannot be expected to be weakly positive. For this purpose, let us consider a quadrature scheme which uses, as far as possible, the larger time step it! = mk, where m = [k~l /2 ] . With / = /(«) the largest integer such that lk t <nk = t n we write [0, 
+ k) + ... + <p(nk)].
This is a slight modification of a method studied in [17] in that the right-hand rather than the left-hand endpoint values are used-this in order to make the use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000007268 method more implicit and thus more stable. This quadrature rule is of order O(k\ + k\k) = O(k), and thus matches the order of accuracy of the backward Euler discretisation of the time derivative.
In order to see that this quadrature rule is not weakly positive, let TV = 1 (modm). Applying the rule to ^(r n -s)<p(s) we find that the symmetric matrix corresponding to the quadratic form Q N (<J>),i.e.,Re(co N The U j now only enter in the subsequent calculations through the Sf and may therefore be discarded once the S" have been updated.
We now turn to the case of a kernel Pit) that is weakly singular at t = 0. In this case the integrand is singular even when the solution is smooth, and we shall therefore use product integration.
We 
Pis)ds<\\p\\ Ll(Q ,T), for t N <T.
For the special case P{t) = r~1 / 2 /F(l/2) = (nt)~l /2 , using an argument involving generating functions, Sanz-Serna [16] has proposed the quadrature rule n -y, where Yj = <-l)'(~V 2 ) = ^T P 1 '
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000007268
and proved an error estimate for the homogeneous equation by spectral methods. His analysis has recently been carried further by Lopez-Marcos [11] using arguments of the type of the present paper. We shall demonstrate that this rule fits into the present framework. It is easy to see that {yj}JL 0 is convex and that y y ->• 0 as j -> oo, so that Lemma 4.3 applies and hence the quadrature formula is positive. In order to show that it is first-order accurate and to derive an estimate for the global quadrature error, we note that since this has already been shown for our scheme (4.13), (4.14), it suffices to study the difference between the two quadrature formulas, i.e.,
where
We shall show that, uniformly in Q,
\dn(fP)\ < Ck\t^2\cp(O)\ + J2C(-j [ \<P'(s)\ds\,
for n > 1, (4.15)
from which it follows easily that J" \ for t n < T.
J" \\<p,\\ds\,
In conjunction with Theorem 3.1 and given sufficient regularity, this yields an O(h r + k) error estimate, which slightly improves the result in [16] . It remains to show (4.15) . For this purpose, we set a, = X!/=o ^' > f°r J -0. with cr_i = 0 , and note that by summation by parts, The desired result therefore at once follows from \o n \ < C(n + l)~l / 2 , for n > 0. To prove this bound for o n we note that by (4.14)
Further, using, as in [16] , a known identity for binomial coefficients and Stirling's formula, we have J2 Yj = 2(n + l)y n+1 = 2(n + l) which completes the proof. We shall complete this section by exhibiting a second-order quadrature rule which is weakly positive for any positive-definite kernel p\ not just for kernels satisfying (4.4). To do so, we replace <p in the integrand by its continuous piecewise linear interpolant, i.e., we set in terms of data, and show the existence of a unique such solution, requiring only that /3 e Li,i oc (R + ). We then show regularity results under various assumptions on /3 and the data. In the latter part of the section we study the particular weakly singular case P{t) = t a~l /r(a),0 < a < 1. For the case of a smooth kernel /3, any regularity desired can be guaranteed under the appropriate assumptions on data, whereas in the weakly singular case the regularity is limited.
j j , fi(t n -S) {(tj -S)<p(tj-i) + (S -tj.tMtj)} ds j ( t j ) ,
Letting * denote Laplace convolution, so that
(f*g)(t)= / f(t-s)g(s)ds, t>0, Jo
and using a dash to denote differentiation with respect to time, the initial-value problem (1.1) may be written as
where we also keep in mind that u(t) = 0 on dQ, for all / > 0. We begin by using a spectral decomposition to derive a formal representation of the solution of this problem. It is then easy to see that a solution of (5.2) is provided by Thus, a formal solution of (5.1) is given by 
M(0 = E(t)v + I E(t-s)f(s)ds

Moreover, for each v e L 2 (£2), the mapping t \-t E(t)v is continuous from R+ into
PROOF. With Pit) = / 0 ' f)(s) ds, (5.3) is equivalent to the Volterra equation
which has a unique solution in C(R+) because /J is continuous on R + . To obtain the estimate for W^(t), we multiply both sides of ( 'v = 0 on 9ft for all integers j with 0 < j < r/2. Moreover, the norm (5.7) is then equivalent to the usual norm in H r (Q,), which we have been writing simply as ||u|| r (cf. [8, 19] ).
In discussing the regularity of u, it is convenient to deal separately with each of the two terms in (5.4). We consider first the homogeneous equation and denote by [y] the largest integer < y. for 0 < t < T and X > A.,.
In the process of doing so we also show that We now turn to the nonhomogeneous equation with zero initial data, and begin to consider the regularity in time. and think of this as a Volterra equation for Au. Since p is positive definite it is easy to see that P(0) > 0 (unless P = 0). Let y be the resolvent convolution kernel for (5.10), satisfying
Then y( m+2r -2 > g Li(0, T) and we have
Since u = 0 on 3fl, we conclude from elliptic regularity theory [9] that, for 0 < / < r -l ,
whence, by repeated application,
The proof is now completed by using Theorem 5.3 to bound the last term.
ML.2, < (
1=
As an example, assume fi e C 1 ([0, 7 1 ]) and consider the backward Euler method (3.2) using the right-hand rectangle rule (4.5). Theorem 3.1 (with r = 2) and Lemma 4.4 together imply the error estimate |w|| 2 + /"" (||«,,|| + ||u,|| 2 ) ds\, \\U" -u(t n )\\ < CQi 2 + *){||w|| 2 + / (||«,,|| + ||u,|| 2 ) ds\, for t n < T, partly caused by our considering the two terms in (5.4) separately.
For the remainder of this section, in order to consider an example of a weaklysingular kernel, we shall consider in some detail the kernel fi(t) -co a (t), with 0 < a < 1, where
The kernel a> a ,0 < a < 1, is positive definite because it satisfies (4.4). However, since a>' a £ Li(0, T), Theorems 5.2 and 5.3 apply only when m = \, while Theorem 5.4 does not apply at all. We shall see that, even for the special case of the homogeneous equation with a fixed eigenfunction <pj as initial data, we have u (m) (0 ~ c m t a+1~m for small t, so that, in particular, u,, is weakly singular and u,,, £ Li(0, T).
The convolution operator / i-* co p * / , with co p defined in (5.13), is known as the Riemann-Liouville fractional integral of order p (see [1, page 393] for a detailed discussion). By computing the Laplace transform 
(t) = vW'(vt) = -v(P * W)(vt) = -v / P(vt -s)W(s) ds
Jo
= -v 2 I p[v(t-s)]W(vs)ds
as claimed.
We observe in passing that W(t) = e ' i n the limiting case a = 0, and that W{t) = cos t in the other limiting case a = 1.
In particular, Using the functional identity r(z)F(l -z) = n/ sin(7rz), we can rewrite the expansion in the form
which compares with (5.17).
We are now ready to state and prove our regularity results for (5.1) with the weakly singular kernel co a . We begin with the homogeneous equation. The solution of the homogeneous equation is thus smoother than the initial data by two derivatives, for t > 0, with a bound which deteriorates faster as t -> 0 the weaker the singularity. As a -> 0 we recognise formally the smoothing property of the parabolic equation. We also note that although the smoothing with respect to x is limited to two derivatives, the solution is infinitely differentiable with respect to time. Here, the behaviour of the bound in (5.19) may be chosen less singular than t ~m by sacrificing some of the spatial regularity. This is useful in the following result which concerns the nonhomogeneous equation with vanishing initial data. Here we concentrate on results which are of interest for our numerical error estimates. 20) where in the last step we used the fact that /(0) -M'(0) = (co a * Aw)(0) = 0. Of course, (5.20) is just the well-known Abel inversion formula. Thus, using elliptic regularity, we have
Jo
We have seen already that Once again, consider as an example the regularity requirements for applying Theorem 3.1 with r = 2, this time for the case of the singular kernel co a , 0 < a < 1, and using the piecewise-constant, product-integration rule (4.10), (4.11 for 0 < € < 1. If e < 1/4 then the boundary conditions which need to be satisfied for the right-hand side to be finite are that v = / ( 0 ) = 0 on 3 £2, which may be compared with the more restrictive conditions (5.12) found earlier for the case when fi is smooth.
We close with a remark on the application of Theorem 3.2, concerning secondorder methods, in the case of the singular kernel co a , 0 < a < 1, and using the piecewise-linear, product-integration rule (4.14). Thus, even though the regularity of the solution is not high enough to take full advantage of the second-order method, an improvement over a first-order method is manifest, more so the less singular the kernel.
Numerical experiments
In this section, we describe the results of some computations using the firstorder accurate, backward Euler method (3.2), and the second-order accurate This follows at once from the fact that
whenever x is piecewise-linear. The numerical methods were applied to the following two problems. PROBLEM 1. Let fl be the smooth kernel = e~2', for t > 0.
Since fi' = -2fi, it is easy to see that the initial-value problem (5.3) is equivalent to
which has the solution
where fx = y/X -1. As the initial data and inhomogeneous term, we choose simply v(x) = sin(7rjc), f(t, x) = sin(2;r;c). We used this series representation when computing the errors in our numerical solutions. Roundoff was not a serious problem because we only considered 0 < t < 2. (For large?, the series in (6.3) are subject to catastrophic cancellation, in much the same way as occurs with the Taylor series of e~'.)
Some computed values of the error \\U n -u(t n )\\ are set out in Tables 1-8 , with the numbers written in Fortran E-format. We used a composite fourpoint Gauss-Legendre rule to evaluate the L 2 -norms, an approximation which is accurate to O(/i 4 ) if u is a smooth function of x. The same quadrature formula was used to evaluate the L 2 inner products (/", x), in (3.2) and (3.7), and (/ n -i/2, x)-> m (4-9), with x a piecewise-linear basis function.
For the approximate initial data v h , we chose in every case the piecewiselinear interpolant to the exact initial data v. In view of our earlier remarks concerning the Ritz projection, this meant that (6.4) Tables 1-4 list some results for the backward Euler method (3.2) applied to Problems 1 and 2. For Problem 1, the integration rule q n was the right-hand rectangle rule (4.5), whereas for Problem 2, the right-hand, piecewise-constant, product-integration rule (4.10) was used, in order to handle the singular kernel (6.2). From the error estimate (5.11) and the discussion following Theorem 5.6, we see that for both problems, The results in Tables 1 and 2 arose from taking k = h, and as expected the errors behave as O(m~l), except at t = 0 where we see simply the interpolation error || v h -v || = O (m~2). In some cases, the error does not enter the asymptotic regime until m is quite large, and there are irregularities in Table 2 because of sign changes that occur in the pointwise errors around t = 1 and t = 2. Choosing the much smaller time step k = h 2 reduces the error to O{m~2) for all t n , as confirmed in Tables 3 and 4 In Table 5 are listed the errors when the second-order, backward differencing scheme (3.7) was used to solve Problem 1. In this case, q n was the trapezoidal rule (4.7), which means, in view of (6.4) and the remark following Lemma 4.5, that Table 6 , and indicate that the errors are O(m~2). T A B L E 6 : C r a n k -N i c o l s o n s c h e m e ; P r o b l e m l ; k = h .
Finally, Problem 2 was solved using the second-order scheme (3.7), and the resulting errors are given in Tables 7 and 8 . We used the piecewise-linear, use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000007268 product-integration rule (4.14), so that by Theorem 3.2 and Lemma 4.8, cf. the concluding remarks to Section 5. We first chose k = h, and as shown in Table 7 the errors were consistent with the projected O(m~3 /2 ) behaviour. After this, we chose k such that \/k was the smallest even number for which £3/2 < ^ a n ( j -T/ a bi e 8 accordingly shows errors of order O(m~2). 
