Abstract: A data mining algorithm based on fuzzy FKM algorithm and BP was proposed to solve the problem of long training time and low efficiency when the sample data contains the attributes unrelated to target data. The attributes of input data was clustered by using FKM clustering algorithm, and the attributes with weak correlation to target data were abandoned, and then there remain the attributes with strong correlation to target data, which reduce the training samples of neural network, and improving the training efficiency of the network. Tests on forecasting the content of Hemoglobin in the body of children show that the proposed algorithm is very practicable and reliable.
INTRODUCTION
Data Mining Technology is a nontrivial method which is based on computer, like the new technology, to achieve effective and ultimately understandable patterns with the potential useful value. The application of data mining technology in the data processing can improve the efficiency of data processing and find the relation of the data. It will change the situation that data analysis rely more on their own intuition and experience to judge at present. Then, it will bring benefits for the enterprise, by finding the best solution for scientific research.
THE DATA MINING PROCESS
Data mining is a process of finding various summary models and export value from the known data collection. This process mainly includes the following steps:
(i) Data Collection and Cleansing. According to the problem to be solved, we need to obtain the data source and to determine the subset of data for data mining and establishing data mining library. If it satisfies the requirement of data mining, data warehouse can be set as data mining library.
(ii) Data Mining. Because the source data may be incomplete, noisy, random, we need to do the data cleaning. Then, we will select the variables related to data mining, or change the variable.
(iii) Pattern Evaluation. To choose an appropriate model according to the features and the purpose of mining.
(iv) The Interpretation and Evaluation Model. According to the requirements of end-user, we need to evaluate the information of data mining and to select the optimal model. If there are redundant or irrelevant patterns, they should *Address correspondence to these authors at the Beijing Polytechnic College, Basic Education Department, Beijing 100042, China; Tel: +86-18607874465; E-mail: Shuolei@163.com be deleted. If the mode cannot meet the requirement of the user, we need to return to modeling in the previous phase.
THE NEURAL NETWORK PRINCIPLE
Neural network is a kind of mathematical model which simulates the behavior characteristics of animal neural network and is based on parallel distributed information processing.
The network depends on the complexity of the system to achieve the purpose of processing information by adjusting the internal relations of a large number of nodes connected. Neural network is proposed for solving complex problems and is a relatively simple method which is more effective. It can easily solve problems that have a hundreds of parameters or even more.
Neural network is often used in two types of problems: classification and regression. A neural network can be divided into input layer, output layer and hidden layer in structure.
Each node of the input layer corresponds to each predictor variable, while the node of the output layer corresponds to the target variable and is allowed to have multiple nodes. Input layer and output layer are both the hidden layers. The complexity of the neural network depends on the layer number and the number of nodes of the hidden layer. It's shown in Fig. (1) . Give the cost function of the improved FKM clustering algorithm, as follows:
At the same time, it will also satisfy the following constrains, as follows: 
= 0 , then the cost function can not be obtained.
Theorem 1
Remain T and C unchanged, if the weight meet the following equation, as follows:
Then, the cost function F is minimum.
Prove.
The Lagrange method [1, 3] is adopted here, we can get the minimum loop problem with no restraint, as follows:
Where, ! 1 ,! 2 ,...,! n [ ] is a non-negative vector. As it's independent between classes, the minimum of F can also be expressed as:
Where,
As F(w li ,! l ) is continuously differentiable, when the derivative of F(w li ,! l ) is set to be zero, we can get the weights of each dimension, as follows:
Eq. (9) can be obtained from the Eq. (8), as follows:
Eq. (9) is substituted in Eq. (7), we can get Eq. (10), as follows:
Eq. (10) is substituted in Eq. (9), to get Eq. (11), as follows:
Refer to the solution of lt w , W and C remain unchanged, then there is
Where, ! lj = 1 expresses the object j belonging to the class l.
Otherwise, it expresses that j doesn't belong to the class l.
T and W remain unchanged, C can be solved by the means of solving the average value in Mathematics, as follows:
The process of solving the minimization of a cost function is shown in Fig. (2) . 
THE DATA MINING ALGORITHM BASED ON FKM AND BP NEURAL NETWORK
After the samples are selected, start fuzzy clustering processing, we can keep the attributes strongly related to decision attributes by cutting those that are weak or redundant according to the specific circumstances. Using the filtered samples after fuzzy clustering as neural network's training samples, it can greatly reduce the network training time and improve the efficiency of network training. In literature [2] [3] [4] [5] [6] , the algorithm's cost function is the extension of traditional k-means algorithm.
In this paper, the data mining algorithm based on FKM and BP neural network is adopted. Therefore, the structure of BP neural network with one storey of hidden layer is adopted here. For the activation function, it usually adopts sigmoid function in hidden layer, as follows [7, 8] ,
The activation of output layer is usually due to linear function, as follows:
The learning process of BP neural network used to adopt the standard BP neural network' process. After clustering in this paper, the output layer has only one neuron. The network output is calculated in the forward propagation during training.
When the network error satisfies the given requirement, the weight matrix and threshold of each layer can be saved and then the whole training is finished.
A data mining algorithm based FKM and BP neural network is adopted in this paper.
THE EXAMPLE ANALYSIS
Early data [9] was used as an example to test the fitting effect of the standard neural network and the neural network based on fuzzy clustering in this paper. Thus, we could judge which of them is good and bad. It's the determination results of 26 children's hemoglobin and trace elements in Table 1 . a 1 , a 2 , a 3 , a 4 , a 5 { } that make the set of condition attributes, while a 6 { } is the set of target attributes.
As shown in Fig. (4) , first of all, we should normalize the sample data by eliminating the dimension between attributes. Then, clustering the attributes of the samples data. Finally, we will find that it only remains four condition attributes as follows a 1 , a 2 , a 3 , a 5 { } . Since the attribute a 4 is too weak to be the target attribute, so it can be ignored here. Here, we use the neural network algorithm tool to fit in Matlab. The results of using neural network directly are shown in Fig. (3) and Fig. (4) , while the corresponding results are shown in Fig. (5) and Fig. (6) which used the algorithm based on FKM and BP neural network. The Fig. (3) shows the error curve of the training based on neural network; the value is 0.30225, and the training samples contain all attributes. While the figure 5 shows the error curve of the training based on the neural network after clustering; the value is 0.31162, and the training samples remove those attributes which are weak with the target attributes. We can find that the algorithm based on FKM and BP neural network reduce the number of training samples and the training time. Therefore, it can greatly improve the efficiency of the neural network training.
CONCLUSION
In the paper, the characteristic that fuzzy clustering algorithm can be used to cluster attributes is used to established the Data Mining method based on FKM and BP neural network. The clustering is used as the front-end processor in neural network and then the clustering algorithm is improved. The improved clustering algorithm overcomes the disadvantage which only satisfies the distance between classes as small as possible, while it also satisfies the distance between classes as large as possible. The improved algorithm is used to cluster the attributes of input data. It cuts the attributes which are weak with the goal and retains those attributes strongly related to the goal. After clustering, these data are used as the samples of neural network. Finally, we can find that the algorithm can reduce the number of network training data and improve the rate of neural network training. Therefore, it can improve the training efficiency.
