Abstract-In the stochastic formulation of chemical reactions, the dynamics of the the first M -order moments of the species populations generally do not form a closed system of differential equations, in the sense that the time-derivatives of first M -order moments generally depend on moments of order higher thanM . However, for analysis purposes, these dynamics are often made to be closed by approximating the needed derivatives of the first M -order moments by nonlinear functions of the same moments. These functions are called the moment closure functions.
I. INTRODUCTION
The time evolution of a spatially homogeneous mixture of chemically reacting molecules is often modeled using a stochastic formulation, which takes into account the inherent randomness of thermal molecular motion. This formulation is superior to the traditional deterministic formulation of chemical kinetics and is motivated by complex reactions inside living cells, where small populations of key reactants can set the stage for significant stochastic effects [1] - [2] .
In the stochastic formulation, the time evolution of the system is described by a single equation for a grand probability function, where time and species populations abhi@engineering.ucsb.edu, hespanha@ece.ucsb.edu appear as independent variables, called the Master equation [3] . However, this equation can only be solved for relatively few, highly idealized cases and generally Monte Carlo simulation techniques are used [4] - [5] . Since one is often interested in only the first and second order moments for the number of molecules of the different species involved, much effort can be saved by applying approximate methods to produce these low-order moments, without actually having to solve for the probability density function. Various such approximate methods have been developed, for example, using the Fokker-Plank approximation or expanding the Master equation [3] .
In this paper, an alternative method for estimating low-order statistical moments is introduced for a general class of elementary chemical reactions involving n chemical species and K reactions. To derive differential equations for the time evolution of moments of the populations, the set of chemical reactions is first modeled as a Stochastic Hybrid System (SHS) with state x = [x 1 ,...,x n ] T , where x j denotes the population of specie X j involved in the chemical reaction. In order to fit the framework of our problem, this SHS has trivial continuous dynamicsẋ = 0, with reset maps and transitional intensities defined by the stoichiometry and the reaction rates of the reactions, respectively. In essence, if no reaction takes place, the population of species remain constant and whenever a reaction takes place, the corresponding reset map is "activated" and the population is reset according to the stoichiometry of the reaction. Details for the stochastic modeling of chemical reactions are presented in Sec. II. The time evolution of the moments is then obtained using results from the SHS literature [6] .
We show in Section III, that the time evolution of a moment of x of order m * is given as a linear combination of moments of order up to m * + 1. Hence, if one creates an infinite vector µ ∞ containing all the statistical moments of x, the dynamics of this vector is governed by an infinite-dimensional linear ordinary differential equatioṅ
As the infinite-dimensional moment dynamics cannot be solved analytically, we perform an M th order trunction, i.e., we focus our attention on a vector µ containing all moments of x up to order M . Its dynamics, given bẏ
for some matrices A and B, is not closed, in the sense that the time derivative of the vector µ depends onμ which is a vector containing moments of x of order M +1. For analysis purposes, we close the above system by approximating each element ofμ as a nonlinear function ϕ(µ) of moments up to order M . This procedure is commonly referred to as moment closure. We call ϕ(µ) the moment closure function for the corresponding element ofμ. We denote the state of the new system, which is an approximation for µ as ν, with dynamics given byν
whereφ is a vector of moment closure functions ϕ and is referred to as the truncated moment dynamics.
In [7] , a general procedures to construct these moment closure functions was outlined. This procedure was based on first assuming a certain separable form for each element ϕ ofφ and then matching time derivatives of µ and ν in (2) and (3) respectively, at some initial time t 0 , for every deterministic initial condition of the form x(t 0 ) =x with probability one. The choice of initial conditions is justified by the fact that the class of deterministic distributions forms a natural basis for the infinite dimensional space Ω ∞ containing every possible state µ ∞ of (1). For a second order of truncation (M = 2), [8] provided explicit formulas to construct these moment closure functions.
Although second order truncations provide good estimates, it is typically beneficial to consider higher order truncations because they lead to better approximations and often reduce the errors by orders of magnitude. This paper builds upon the result of [8] and provides explicit formulas to construct moment closure functions for any arbitrary order of truncation M . In particular, we provide in Section IV moment closure functions that exhibit the property that when µ(t 0 ) = ν(t 0 ), we have
, ∀i ≥ 1 for every deterministic initial conditions of the form x(t 0 ) =x with probability one for every integerx. In the equation above, each entry of the vector
is a polynomial inx, whose degree exceeds by at least M the degree of the corresponding entry of the error vector ε i (x). Thus, with increasing M , the truncated moment dynamics ν(t) provides a more accurate approximation to the moments in µ(t). The striking feature of the moment closure constructed in Section IV is that they are independent of the reaction parameters (reaction rates and stoichiometry) and moreover the dependence of higher-order moment on lower order ones is consistent with x being jointly lognormally distributed, in spite of the fact that the procedure used to construct ϕ did not make any assumption on the distribution of the population To illustrate the applicability of our results, in Section V we consider a simple bi-molecular chemical reaction. Moment estimates obtained from the truncated moment dynamics are 
compared with estimates obtained from a large number of Monte Carlo simulations.
II. STOCHASTIC MODELING OF CHEMICALLY REACTING SYSTEMS
Consider a system of n species X j , j ∈ {1,...,n} inside a fixed volume V involved in K reactions of the form
for all i ∈ {1,...,K}, where u i j ∈ N ≥0 is the stoichiometry associated with the j th reactant in the i th reaction, v i j ∈ N ≥0 is the stoichiometry associated with the j th product in the i th reaction, and the symbol * represent products other than the species X j . As all chemical reactions occur in a series of elementary reactions [9] , which are generally uni-or bimolecular, we assume that
and hence, we only allow reactions which have the form given in the first column of Table I . The reaction parameter c i characterizes the reaction R i and, together with the stoichiometry, defines the probability that a particular reaction takes place in an "infinitesimal" time interval (t,t + dt]. This probability is given by the product c i h i dt where h i is the number of distinct molecular reactant combinations present in V at time t for the reaction R i . Table I shows the value of h i for different reaction types [4] . In this table and in the sequel, we denote by x j , the number of molecules of the species X j in the volume V and
The reaction parameter c i is related to the reaction rate k i in the deterministic formulation of chemical kinetics by the formulas shown in the right-most column of Table I .
To model the time evolution of the number of molecules x 1 , x 2 , . . . , x n , a special class of Stochastic Hybrid Systems (SHS) were introduced in [7] . More specifically, to fit the framework of our problem, these systems are characterized by trivial dynamicṡ
a family of K reset maps
and a corresponding family of K transition intensities for every i ∈ {1,...,K}. Each of the reset maps φ i (x), and corresponding transition intensities λ i (x) are uniquely defined by the i th reaction and are given by
. . .
for every i ∈ {1,...,K}. In essence, if no reaction takes place, the state remains constant and whenever the i th reaction takes place, φ i (x) is "activated" and the state x is reset according to (9) . Furthermore, the probability of an activation taking place in an "infinitesimal" time interval (t,t + dt] is given by λ i (x)dt.
III. MOMENT DYNAMICS
Given a vector m = (m 1 , m 2 ,...,m n ) ∈ N n ≥0 of n greater than equal to zero integers, we define the (uncentered) moment of x associated with m to be
where E stands for the expected value and
The sum ∑ n j=1 m j is called the order of the moment m. The time evolution of moments is given by the following result, which is a straightforward application of Theorem 1 in [6] to the SHS (6)- (8) .
where, ∀x ∈ R n ,
We now use the above theorem to show that the time derivative of a moment µ (m) of order m * is given by a linear combination of moments of orders upto m * + 1. Using (9) and replacing ψ(x) with x (m) in (12) and (13), we have thaṫ
where 1
is a monomial of degree m * , and h i (x) is a polynomial of degree no larger than 2, the polynomial
will contain monomials of degree up to m * + 1, which will contribute to moments of order m * + 1 inμ (m) given by (14).
Lesser order moments will appear from the other terms in the binomial expansion. Hence, if one stacks all moments in an infinite vector
...} (15) its dynamics can be written aṡ
for some infinite matrix A ∞ . As the above infinite dimensional system cannot be solved analytically, we truncate (16) by creating a vector
containing the top k elements of µ ∞ which correspond to the lower-order moments of interest. Then, (16) can be re-written asμ
where µ ∈ R k , I k×∞ denotes a matrix composed of the first k rows of the infinite identity matrix andμ ∈ R r contains all the moments that appear in the first k elements of A ∞ µ ∞ but that do not appear in µ.
In this paper we let the vector µ ∈ R k contain all the moments of x, of order upto M ∈ N ≥2 , i.e., we consider an M th order truncation. With this, the evolution of vector µ can be written as (18) for suitably defined matrices A and B obtained from (14) withμ ∈ R r being a vector of moments of order M + 1. Our goal now is to approximate (18) by a finite-dimensional nonlinear ODE of the forṁ
1 C h is defined as follows:
where ! denotes the factorial of . When a sufficiently large but finite number of derivatives of µ(t) and ν(t) match point-wise, then, the difference between solutions to (18) and (19) remains close on a given compact time interval. This follows from a Taylor series approximation argument. To be more precise, for each δ > 0 and T ∈ R, there exists an integer N, sufficiently large, for which the following result holds: Assuming that for every t 0 ≥ 0,
where
represent the i th time derivative of µ(t 0 ) and ν(t 0 ) along the trajectories of system (16) and (19) respectively. Then,
along solutions to (16) and (19), where µ denotes a vector containing the first k elements of µ ∞ .
IV. CONSTRUCTION OF APPROXIMATE TRUNCATIONS
In this section we construct approximate truncated moment dynamics for the general set of reactions introduced in (4). Our goal is to approximate (18) by a finite-dimensional nonlinear ODE of the form (19) withφ : R k → R r chosen so that the condition (20) holds. After replacing (18) and (19) in (20), we obtain a PDE onφ. We seek solutionsφ to this PDE for which each entry ϕ (m) has the following separable form
where γ p are some appropriately chosen constants.
A. Derivative matching for a basis
In general, it will not be possible to find constants γ p such that (20) holds for every initial vector µ ∞ (t 0 ) in the set Ω ∞ , containing all possible infinite vectors with the moments of x. We therefore restrict µ ∞ (t 0 ) to belong to a set B ⊂ Ω ∞ , containing only moments consistent with deterministic initial conditions. The rationale for this choice lies in the fact that the set B forms a natural basis for the infinite dimensional space Ω ∞ containing any vector µ ∞ [10] .
Often it is still not possible to find γ p for which (20) holds exactly for µ ∞ (t 0 ) ∈ B. We will therefore relax this condition and simply demand the following
∀i ∈ {1, 2,...,N}, where ε i : R n → R k is a vector-valued polynomial function on x(t 0 ). One can think of (23) as an approximation to (20) which will be valid as long as the derivatives in
Before stating our result, the proof of which is omitted due to space considerations, we define for vectorsm 
Also we letn = k − n * + 1, where n * denotes the row in the vector µ from where the M th order moments of x starts appearing. 
, ∀s = {1,...,k}.
Then, with initial conditions µ ∞ (t 0 ) ∈ B and x(t 0 ) =x = [x 1 ,...,x n ] T with probability one, we have that
where the lastn elements of ε 2 (x) are polynomials inx of degree 2 and all other elements are zero.
In the above Theorem, the degrees of the bottomn polynomial entries of the vector
is larger than the degree of the corresponding polynomial elements of the error vector ε 2 (x) by M . Thus, for a second order of truncation M = 2 and 10 molecules for all species, the elements of
are typically two orders of magnitude larger than ε 2 (x).
It can be verified that with γ chosen as in Theorem 2, the moment closure functions so obtained also match derivatives of order higher than 2 in (27) with small errors. Using symbolic manipulation in Mathematica, for n ∈ {1, 2, 3} and i ∈ {3, 4, 5} we have that the degree of the polynomial entries of
are larger then the degree of the corresponding polynomial entries in the error vector
by M . We conjecture that this is true ∀n ∈ N and ∀i ∈ N but we only verified it for n up to 3 and i up to 5. Hence, with increasing M , the truncated moment dynamics ν(t) should provide a more accurate approximations to the lower order moments µ(t).
B. Moment closure functions
In this section, we use (25) to construct moment closure functions for different higher order moments µ (m) 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeIP13.1 corresponding to two-specie reactions (n = 2) and various orders of truncation M . The reader is refereed to [11] and [10] for a discussion on moment closures for single specie chemical reactions.
We first consider a second order truncation M = 2, and hence,
We recall that for M = 2, the vectorμ in (18) contains third order moments of x. Using Theorem 2, the constants γ p are obtained for different third order moments. Table II summarizes the moment closure functions obtained for different third order moments. As one can see from this 
table, the moment closure function for µ (1, 2) can be directly obtained from that of µ (2, 1) by just switching the elements of vectors mp in ϕ (2,1) (µ).
For a third order truncation M = 3 for which 
T with the p th element of ν(t) being an estimate for the p th element of vector µ(t). Approximate cumulant time evolutions are then obtained by substituting the appropriate element of ν in (29). These are compared with estimates of cumulants obtained from averaging a large number of Monte Carlo simulations. All Monte Carlo simulations were carried out using the algorithm described in [6] , which is equivalent to Gillespie's Monte Carlo simulation (SSA) procedure for chemical reactions [4] . 
VI. CONCLUSION AND FUTURE WORK
A procedure for constructing moment closures for chemically reacting systems was presented. This was done by first assuming a separable form for the moment closure function for each element ofμ, and then, matching its time derivatives withμ, at some initial time t 0 for a basis of initial conditions. Explicit formulas to construct these moment closure functions for arbitrary order of truncation M were provided. The moment closure functions obtained are independent of the reaction parameters and the dependence of higher-order moment on lower order ones is consistent with the population being jointly lognormally distributed. In the last section we considered a simple set of bi-molecular reactions. The truncated moment dynamics provided fairly good estimates for the time evolution of all the cumulants of x up to order three when compared with estimates of cumulants obtained from averaging a large number of Monte Carlo simulations.
It was shown in [10] that for single specie reactions, there exists moments closure functions for which we actually have ε 2 (x) = 0 in (27). A possible direction of future work would be to investigate the existence of such moment closure functions for multi-species reactions. Another direction of future work is to use the moment closure techniques discussed in this paper to study problems in population biology, such as, stochastic epidemics [13] and problems in system biology such as the bacteriophage λ switch [2] .
