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COLLIDING SOLITONS FOR THE NONLINEAR
SCHRO¨DINGER EQUATION
W. K. ABOU SALEM 1,#, J. FRO¨HLICH 2 AND I. M. SIGAL 1,#
Abstract. We study the collision of two fast solitons for the nonlinear Schro¨dinger
equation in the presence of a spatially adiabatic external potential. For a high
initial relative speed ‖v‖ of the solitons, we show that, up to times of order
log ‖v‖ after the collision, the solitons preserve their shape (in L2-norm), and
the dynamics of the centers of mass of the solitons is approximately determined
by the external potential, plus error terms due to radiation damping and the
extended nature of the solitons. We remark on how to obtain longer time scales
under stronger assumptions on the initial condition and the external potential.
1. Introduction
In this paper, we study the collision of two fast solitons in the presence of a
(time-dependent) external potential that varies slowly in space compared to the
size of the solitons. We show, for a class of typical local and nonlocal nonlinear-
ities, that if the initial relative speed of the solitons is ‖v‖ ≫ 1 and the spatial
variation of the external potential is sufficiently slow, then the solitons pass each
other almost blindly: The L2-norm of the difference between the true solution
and the one corresponding to a configuration of two solitons moving in the ex-
ternal potential decays algebraically with ‖v‖, up to times of order log ‖v‖, after
the collision. This is an example where the solitary waves for NLS display both
their “wave” and “particle” nature. They pass each other almost blindly because
they are localized waves with high relative speed and relative phase, while their
center of mass dynamics is approximately that of a classical particle in a spatially
adiabatic external potential.
The problem of asymptotic behaviour of multi-soliton configurations (scatter-
ing theory) for the nonlinear Schro¨dinger equation without an external potential
has been addressed in [1] and [2]; see also [3]. In these papers, the authors
prove, under rather strong spectral assumptions on the linearized equation, the
asymptotic stability of multi-solitons in three (or higher) dimensions. The main
ingredient of their analysis is asymptotic stability of single solitons and dispersive
estimates (which are related to the “charge-transfer model”). Here, our results
and approach are different: We study the long-time dynamics of the collision
1
2of fast solitons in the presence of an external potential rather than the asymp-
totics, and we use softer yet more robust techniques that allow for treating a wide
class of systems under weak assumptions. Furthermore, our analysis holds in any
dimension N ≥ 1.
There has been considerable progress in understanding the long-time dynamics
of single solitons in spatially adiabatic external potentials and in the presence of
nonlinear perturbations, [4, 5, 6, 7, 8, 9]. The analysis below together with addi-
tional mild spectral assumptions can be extended to study the effective dynamics
of multiple solitons with low velocities in slowly varying external potentials (and
in the presence of nonlinear perturbations) as long as the soliton centers of mass
are well separated. 1
1.1. Description of the problem. We consider the nonlinear Schro¨dinger equa-
tion
(1) i∂tψ(x, t) = (−∆+ Vh(x, t))ψ(x, t)− f(ψ(x, t)),
where ∆ =
∑N
i=1
∂2
∂x2i
is the N -dimensional Laplacian, with N ≥ 1, Vh denotes
the (time-dependent) external potential, with
Vh(x, t) ≡ V (hx, t),
and f is a focusing nonlinearity
f : H1(RN ;C)→ H−1(RN ;C),
such that f(ψ) = f(ψ).
We now discuss the various assumptions we make, which are simultaneously
satisfied by typical local and Hartree nonlinearities, see Remark 1 below.
(A1) Global well-posedness. The nonlinear Schro¨dinger equation (1) is globally
well-posed in H1.
We refer the reader to [13], chapter 6, for well-posedness of (1) in energy space
for time-independent potentials, and [7] for the case of time-dependent external
potentials and nonlinearities. We make the following assumption on the regularity
and symmetries of the nonlinearity.
(A2) Nonlinearity. Let F : H1 → R be the functional such that its Fre´chet
derivative F ′ = f.We assume that F ∈ C3(H1;R) and that F (T ·) = F (·),
1We note that for the generalized KdV equation, there has been some recent progress in
understanding the collision of a fast thin soliton with a slow broad soliton in the absence of an
external potential, see [10, 11]; and also [12] for a recent review about problems related to the
stability of solitons.
3where T is a translation
T tra : u(x)→ u(x− a), a ∈ RN ,
a rotation
T rR : u(x)→ u(R−1x), R ∈ SO(N),
a gauge transformation
T gγ : u(x)→ eiγu(x), γ ∈ [0, 2π),
or a boost
T bv : u(x)→ e
i
2
v·xu(x), v ∈ RN .
We are interested in the dynamics of multi-solitons, so we assume the existence
of solitary wave solutions when V = 0; see for example [13], chapter 8, for a
discussion of solitary waves for NLS.
(A3) Solitary waves. When V = 0, there exists an interval I ⊂ R such that,
for all µ ∈ I, (1) admits solitary wave solutions of the form
uσ = e
iµt+iγ+ i
2
v·(x−a−vt)ηµ(x− a− vt),
where
σ = (a, v, γ, µ) ∈ RN × RN × [0, 2π)× I.
Here, ηµ is a positive and spherically symmetric function satisfying the
nonlinear eigenvalue problem
(2) (−∆+ µ)ηµ − f(ηµ) = 0,
ηµ ∈ L2(RN) ∩ C2(RN),
(3) ‖|x|3ηµ‖L2 + ‖|x|2|∇ηµ|‖L2 + ‖|x|2∂µηµ‖L2 <∞, ∀µ ∈ I,
and
ηµ ∝ e−
√
µ‖x‖ as ‖x‖ → ∞.
Let
m(µ) =
1
2
∫
dx η2µ,
the “charge” of the soliton. We assume that
∂µm(µ) > 0,
which implies orbital stability, see [14, 15, 16].
We require some local properties of the nonlinearity, which are satisfied for
classes of local and nonlocal nonlinearities, see Remark 1.
4(A4) Localization. We assume that
‖(f ′(ηµ1 + uσ2)− f ′(ηµ1))Xηµ1‖L2 ≤ Ce−ξ‖a2‖,
and
‖(f(ηµ1 + uσ2)− f(ηµ1))Xηµ1‖L1 ≤ Ce−ξ‖a2‖
where ηµ1 ≡ u(0,0,0,µ1), X = 1, x or ∂x. Here, ξ ∈ (0,min(
√
µ1,
√
µ2)) and
C > 0 are constants that are independent of a2 and v2.
(A5) For g ∈ Lp(RN), p ≥ 1, u = ∑ni=1 uσi , where uσ appears in (A3), and
w ∈ H1 with ‖w‖L2 ≤ 1, we have
|〈g, f(u+ w)− f(u)− f ′(u)w〉| ≤ C‖w‖2L2,
where C is a constant the depends on g and µi, i = 1, · · · , n.
We make the following assumption on the external potential, which, among
other things, guarantees well-posedness of (1) in H1, inspite of the fact that the
energy in no more conserved, see [7].
(A6) The external potential V ∈ W 1,∞(R;C2(RN)).
We now discuss the initial condition.We are interested in the collision of solitons
with high relative speed. A 2-soliton configuration plus a fluctuation is given by
(4) ψ(t = 0) = φ(x) = e
i
2
ev1·xηeµ1(x− a˜1) + e
i
2
ev2·xηeµ2(x− a˜2) + w˜,
with a˜1, a˜2, v˜1, v˜2 ∈ RN , w˜ ∈ H1, and µ˜1, µ˜2 ∈ I0, where I0 ⊂ I\∂I is a bounded
interval such that its closure I0 ⊂ I\∂I. We assume that
‖v˜1 − v˜2‖ ≫ ( inf
µ∈I0
m′(µ))−1
with ‖ea1−ea2‖‖ev1−ev2‖ = O(1).
We assume that the fluctuation w˜ is small. More specifically, w˜ ∈ H1 such
that
‖w˜‖2L2 < C‖v˜1 − v˜2‖−1.
We did not impose any condition on the directions of the relative speed and
position of the solitons. In particular, we can have
(a˜1 − a˜2) · (v˜1 − v˜2) < 0,
which is the case corresponding to colliding solitons. We remark later how one
obtains better estimates in case the solitons are escaping each other.
In what follows, we denote by v0 := v˜1 − v˜2, the initial relative velocity of the
solitons.
51.2. Main result. We are in a position to state our main result, whose general-
ization for fast n-solitons, n ≥ 2, is straight forward.
Theorem 1. Consider the nonlinear Schro¨dinger equation (1) with initial condi-
tion given by (4), and suppose assumptions (A1)-(A6) hold. Then, for any fixed
α ∈ (0, 1), ‖v0‖ ≫ (infµ∈I0 m′(µ))−
2
1−α and h ≪ (infµ∈I0 m′(µ))
1
1−α , the solution
of the initial value problem can be written as
ψ(x, t) = eiγ1t+
i
2
v1·(x−a1)ηµ1(x− a1) + eiγ2t+
i
2
v2·(x−a2)ηµ2(x− a2) + w(x, t),
for all t ∈ [0, τα), τα := Cαmin(log ‖v0‖, 2| logh|), and
(5) sup
t∈[0,τα)
‖w‖L2 ≤ C ′(‖v0‖−
1−α
2 + h1−α),
where the constants C,C ′ > 0 are independent of v0, h and α. Furthermore, the
parameters ai, vi, γi, µi, i = 1, 2, satisfy, for t ∈ [0, τα), the following equations
∂tai = vi +O(‖v0‖−(1−α) + h2(1−α) + e−ξ‖a1−a2‖),
∂tvi = −2∇Vh(ai, t) +O(‖v0‖−(1−α) + h2(1−α) + e−ξ‖a1−a2‖),
∂tγi = µi +
v2i
4
− Vh(ai, t) +O(‖v0‖−(1−α) + h2(1−α) + e−ξ‖a1−a2‖),
∂tµi = O(‖v0‖−(1−α) + h2(1−α) + e−ξ‖a1−a2‖),
for some ξ ∈ (0,min(√µ1,√µ2)) that is independent of ‖v0‖ and h.
In particular, for ‖v0‖ ≫ 1 sufficiently large, and h = O(‖v0‖− 12 ), the solitons
preserve their shape, in L2-norm, up to times log ‖v0‖ after the collision, such that
the dynamics of the centers of mass of the solitons is approximately determined
by the Hamilton equations for two classical particles in the external potential.
Our analysis relies on three main ingredients. First, using a skew-orthogonal
(or Lyapunov-Schmidt) decomposition property (Proposition 1, Sect. 4), we de-
compose the solution of (1) with initial condition close to a 2-soliton configu-
ration, as described by (4), into a path belonging to a symplectic manifold of
2-soliton states, and a part describing a fluctuation skew-orthogonal to the mani-
fold. The dynamics on the 2-soliton manifold is obtained by the skew-orthogonal
projection of the Hamiltonian flow generated by the nonlinear Schro¨dinger equa-
tion in a small tubular neighbourhood of the 2-soliton manifold onto the latter
(Proposition 2, Sect. 5). As for the fluctuation, we control its L2-norm using
charge conservation and skew-orthogonal decomposition (Proposition 3, Sect. 6).
The main difference between our approach and the one for studying the effective
dynamics of a single soliton in an external potential, as for example in [4], is
that we control the L2-norm of the fluctuation using charge conservation, rather
6than controlling its H1-norm by using an approximate Lyapunov functional and
proving constraint positivity of the Hessian, Eq. (13) below, under additional
assumptions that are verified in the case of special local nonlinearities. Unlike
the L2-norm, the H1-norm of ψ grows like ‖v0‖, and we lose control over ‖w‖H1
as ‖v0‖ → ∞.
Remark 1. We now give some concrete examples for which assumptions (A1)-
(A5) are simultaneously satisfied.
An example where assumptions (A1) - (A3) are satisfied is when f is a Hartree
nonlinearity,
f(ψ) = (W ⋆ |ψ|2)ψ,
such that W is positive, spherically symmetric, belongs to Lp + L∞, with p >
N
2
, p ≥ 1, and decays at infinity, W → 0 as ‖x‖ → ∞; see [13, 7]. The localization
property, assumption (A4), is satisfied if in addition W decays exponentially fast.
We now verify that (A5) holds for p ≥ 2. From the form of the nonlinearity, we
have
|〈g, f(u+ w)− f(u)− f ′(u)w〉| ≤ C(|〈g, (W ⋆ |w|2)u〉|+ |〈g, (W ⋆ |uw|)w〉|).
Applying Ho¨lder’s and Young’s inequalities, we have
|〈g, (W ⋆ |w|2)u〉| ≤ ‖gu‖Lq′‖W ⋆ |w|2‖Lq
≤ ‖g‖Lq′‖u‖L∞‖W‖Lq‖|w|2‖L1
≤ ‖g‖Lq′ (
n∑
i=1
‖ui‖L∞)‖W‖Lq‖w‖2L2
≤ C‖w‖2L2,
where q = p or ∞ (W ∈ Lp + L∞) and 1 = 1/q + 1/q′. Similarly,
|〈g, (W ⋆ |uw|)w〉| ≤ ‖gW ⋆ |uw|‖L2‖w‖L2
≤ ‖g‖
L
2q
q−2
‖W ⋆ (|u||w|)‖Lq‖w‖L2
≤ ‖g‖
L
2q
q−2
‖W‖Lq‖uw‖L1‖w‖L2
≤ ‖g‖
L
2q
q−2
‖W‖Lq‖u‖L2‖w‖2L2
≤ ‖g‖
L
2q
q−2
‖W‖Lq(
n∑
i=1
‖ηµi‖L2)‖w‖2L2
≤ C‖w‖2L2.
Therefore, assumption (A5) is satisfied.
7Another example where the various assumptions are satisfied is when f is a
local nonlinearity. For example, (A1) and (A2) are satisfied if f is of the form
f(ψ)(x) = h(|ψ(x)|2)ψ(x),
where h ∈ C2(R+,R) with
∂kr h(r) ≤ C(1 + rα−k), k = 0, 1, 2,
α ∈ (0, 2
N−2), N ≥ 3, and α ∈ (0,∞) if N = 1, 2; see for example [13, 7] for
a discussion of well-posedness in H1. Solitary wave solutions appearing in (A3)
exist, if, in addition,
−∞ < lim
r→∞
h(r) < µ
−∞ ≤ lim
r→∞
r−αh(r) ≤ C,
and there exists r0 > 0 with ∫ r0
0
h(r)dr > µr0,
see [17, 18]. The condition of orbital stability can to be checked for each nonlin-
earity, see [14, 15, 16]. Assumption (A4) follows directly from (A3) and the form
of the local nonlinearity. Furthermore, assumption (A5) is satisfied if
sup
r∈R+
r
2k−1
2 ∂krh(r) <∞, k = 1, 2.
An explicit example of a local nonlinearity that satisfies all the above hypotheses
is
f(ψ) = |ψ|sψ χθ,s(|ψ|), s ∈ (0, 4
N
),
where χθ,s, θ ≫ 1, is a smooth regularization which is chosen such that (A5) is
satisfied. For example,
χθ,s(y) =
{
1, if |y|sgn(s−1) < θ/2
|y|1−s, if |y|sgn(s−1) > θ .
More generally, f can be a sum of both local and nonlocal nonlinearities.
Remark 2. We now remark on special cases where one can obtain a control of the
fluctuation over different (and longer) time scales. Assume (A1)-(A6) hold, and
suppose, for the sake of simplicity, that h = 0, which corresponds to a spatially
flat potential.
(1) Large separation. If the soliton centers of mass are initially separated by
a distance d ≫ max( 1√
µ1
, 1√
µ2
, | log infµ∈I0 m′(µ)|) and ‖v˜1‖, ‖v˜2‖ = O(1),
with ‖w˜‖L2 = O(e−χd) for some χ > 0, then one obtains a result similar
8to Theorem 1 such that supt∈[0,dǫ) ‖w‖L2 < C/
√
d, for any ǫ ∈ (0, 1) and,
for t ∈ [0, dǫ),
ai(t) = a˜i + tv˜i +O(d
−(1−ǫ))
vi(t) = v˜i +O(d
−(1−ǫ))
µi(t) = µ˜i +O(d
−(1−ǫ))
γi(t) = γ˜i + t(µ˜i +
v˜2i
4
− V (0, t)) +O(d−(1−ǫ)),
with i = 1, 2, see Sect. 8.
(2) Escaping solitons. Suppose that the solitons escape each other with a high
relative speed
(a˜1 − a˜2) · (v˜1 − v˜2) ≥ 0,
and ‖v0‖ ≫ (infµ∈I0 m′(µ))−2, ‖w˜‖L2 = O(e−χ‖v0‖) for some χ > 0, then,
for any fixed ǫ ∈ (0, 1), there exists a contant C, independent of ‖v0‖ and
ǫ, such that
sup
t∈[0,‖v0‖ǫ)
‖w(t)‖L2 ≤ C‖v0‖− 12
and, for t ∈ [0, ‖v0‖ǫ),
ai(t) = a˜i + tv˜i +O(‖v0‖−1+ǫ)
vi(t) = v˜i +O(‖v0‖−1+ǫ)
µi(t) = µ˜i +O(‖v0‖−1+ǫ)
γi(t) = γ˜i + t(µ˜i +
v˜2i
4
− V (0, t)) +O(‖v0‖−1+ǫ),
with i = 1, 2, see Sect. 8.
The organization of this paper is as follows. In Sections 2, we recall some basic
properties of the nonlinear Schro¨dinger equation. In Section 3, we recall the
soliton manifold, and we introduce the 2-soliton (or, more generally, n-soliton)
manifold. In Section 4, we prove the skew-orthogonal decomposition property
for elements of neighbourhoods in H1 that are close in (L2-norm) to a two-
soliton manifold, which is a central tool in our analysis. In Section 5, we use
the skew-orthogonal property and the nonlinear Schro¨dinger equation (1) to find
the reparametrized equations of motion corresponding to the parameters on the
two-soliton manifold, and in Section 6, we control the L2-norm of the fluctuation
using charge conservation and the skew-orthogonal decomposition. In Section 7
we prove Theorem 1 by combining the results of Propositions 1, 2 and 3. We
finally remark on separating solitons in Section 8.
91.3. Notation.
• In the following, Lp(I) denotes the standard Lebesgue space, 1 ≤ p ≤ ∞,
with norm
‖f‖Lp = (
∫
I
dx |f(x)|p) 1p , f ∈ Lp(I), p <∞,
‖f‖L∞ = ess sup(|f |), f ∈ L∞(I).
• We denote by 〈·, ·〉 the scalar product in L2(RN),
〈u, v〉 = Re
∫
RN
uv, u, v ∈ L2(RN).
• Given the multi-index α = (α1, · · · , αN) ∈ NN , we denote |α| =
∑N
i=1 αi.
Furthermore, ∂αx := ∂
α1
x1
· · ·∂αNxN .
• For 1 ≤ p ≤ ∞ and s ∈ N, the (complex) Sobolev space is given by
W s,p(RN) := {u ∈ S ′(RN), ∂αxu ∈ Lp(RN ), |α| ≤ s},
where S ′(RN) is the space of tempered distributions. We equip W s,p with
the norm
‖u‖W s,p =
∑
α,|α|≤s
‖∂αxu‖Lp,
which makes it a Banach space. We use the shorthand W s,2 = Hs.
• Given f and g real functions on RN , we denote their convolution by ⋆,
f ⋆ g(x) :=
∫
dy f(y)g(x− y).
1.4. Acknowledgements. W.A.S. thanks Catherine Sulem for pointing out ref-
erences [10, 11, 12].
2. Hamiltonian structure of the nonlinear Schro¨dinger equation
In this section, we recall some basic properties of the nonlinear Schro¨dinger
equation (1), see for example [16, 4]. We will use these properties in the following
sections.
The space H1(RN ,C) has a real inner product (Riemannian metric)
(6) 〈u, v〉 := Re
∫
dx uv
for u, v ∈ H1(RN ,C). 2 It is equipped with a symplectic “form”
(7) ω(u, v) := Im
∫
dx uv = 〈u, iv〉.
2The tangent space at ψ ∈ H1 is TψH1 = H1.
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The Hamiltonian functional corresponding to the nonlinear Schro¨dinger equation
(1) is
(8) HV (ψ) :=
1
2
∫
|∇ψ|2dx+ 1
2
∫
V |ψ|2 − F (ψ).
Using the correspondence
H1(RN ,C)←→ H1(RN ,R)⊕H1(RN ,R)
ψ ←→ (Reψ Imψ)
i−1 ←→ J,
where J :=
(
0 1
−1 0
)
is the complex structure on H1(RN ,R2), the nonlinear
Schro¨dinger equation can be written as
∂tψ = JH
′
V (ψ).
Furthermore,
〈u, v〉 =
∫
dx (Reu Imu)
(
Rev
Imv
)
,
ω(u, v) =
∫
dx (Reu Imu)
(
0 −1
1 0
)(
Rev
Imv
)
.
We note that since the Hamiltonian functional HV defined in (8) is nonau-
tonomous, the energy is not conserved. For ψ ∈ H1 satisfying (1),
∂tHV (ψ) =
1
2
∫
dx (∂tV )|ψ|2,
see [7] for a proof of this statement. Still, HV is invariant under global gauge
transformations,
HV (e
iγψ) = HV (ψ),
and the associated conserved quantity is the “charge”
N(ψ) :=
1
2
∫
dx |ψ|2.
The assumption ∂µm(µ) > 0 implies that ηµ appearing in assumption (A3) is a
local minimizer of HV=0(ψ) restricted to the balls Bm := {ψ ∈ H1 : N(ψ) = m},
for m > 0; see [14, 15]. They are critical points of the functional
(9) Eµ(ψ) := 1
2
∫
dx (|∇ψ|2 + µ|ψ|2)− F (ψ),
where µ = µ(m) is a Lagrange multiplier.
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3. Soliton Manifolds
In this section, we recall the definition and properties of a single soliton mani-
fold (see [4, 5, 6, 7, 8, 9]), and we introduce the multi-soliton manifold.
3.1. Soliton Manifold. We introduce the combined transformation Tavγ , which
is given by
ψavγ := Tavγψ = e
i( 1
2
v·(x−a)+γ)ψ(x− a),
where v, a ∈ RN and γ ∈ [0, 2π). We define the soliton manifold as
Ms := {ησ := Tavγηµ, σ = (a, v, γ, µ) ∈ RN × RN × [0, 2π)× I},
where I appears in assumption (A3). If f ′(0) = 0, where f appears in (1), then
I ⊂ R+.
The tangent space to the soliton manifold Ms at ηµ ∈Ms is given by
TηµMs = span{Et, Eg, Eb, Es},
where
Et := ∇aT tra ηµ|a=0 = −∇ηµ
Eg := ∂γT
g
γ ηµ|γ=0 = iηµ
Eb := 2∇vT bvηµ|v=0 = ixηµ
Es := ∂µηµ.
In the following, we denote by
ej := −∂xj , j = 1, · · · , N,
ej+N := ixj , j = 1, · · · , N,
e2N+1 := i,
e2N+2 := ∂µ,(10)
which, when acting on ησ ∈Ms, generate the basis vectors {eαησ}2N+2α=1 of TησMs.
The soliton manifold Ms inherits a symplectic structure from (H1, ω). For
σ = (a, v, γ, µ) ∈ RN × RN × [0, 2π)× I,
Ωσ := PσJ
−1Pσ,
where Pσ is the L
2-orthogonal projection onto TησMs.
We have the following easy lemma, which we prove in the Appendix.
Lemma 1. If ∂µm(µ) > 0, then Ωσ is invertible.
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Explicitly, we have
Ωσ|TησMs : = {〈eαησ, ieβησ〉}1≤α,β≤2N+2
=

0 −m(µ)1N×N 0 −12vm′(µ)
m(µ)1N×N 0 0 am′(µ)
0 0 0 m′(µ)
1
2
vTm′(µ) −aTm′(µ) −m′(µ) 0
 ,(11)
where 1N×N is the N ×N identity matrix, and (·)T stands for the transpose of a
vector in RN ; see the proof of Lemma 1 in the Appendix.
3.2. Group structure. The anti-selfadjoint operators {eα}α=1,··· ,2N+1 defined
in (10) form the generators of the Lie algebra g corresponding to the Heisenberg
group H2N+1, where the latter is given by
(a, v, γ) · (a′, v′, γ′) = (a′′, v′′, γ′′),
with a′′ = a+ a′, v′′ = v+ v′, and γ′′ = γ′ + γ + 1
2
v · a′.3 Elements of g satisfy the
commutation relations
(12) [ei, ej+N ] = −e2N+1δij, i, j = 1, · · · , N,
and the rest of the commutators are zero.
3.3. Zero modes. The solitary wave solutions transform covariantly under trans-
lations and gauge transformations, i.e.,
E ′µ(T tra T gγ ηµ) = 0
for all a ∈ R and γ ∈ [0, 2π). There are zero modes of the Hessian,
(13) Lµ := −∆+ µ− f ′(ηµ),
associated to these symmetries. We have the following lemma.
Lemma 2.
iLµ : TηµMs → TηµMs
with (iLµ)2X = 0 for any vector X ∈ TηµMs.
Proof. Differentiating E ′µ(T tra ηµ) = 0 with respect to a and setting a to zero
gives
(14) E ′′(ηµ)∇aηµ(x− a)|a=0 = LµEt = 0.
Similarly, differentiating E ′µ(T gγ ηµ) = 0 with respect to γ and setting γ to zero
gives
(15) LµEg = 0.
3This structure was noted for the case N = 1 in [6].
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Using (2), we have
(16) LµEb = (−∆+ µ− f ′(ηµ))ixηµ = −i∇xηµ = iEt,
Furthermore, differentiating (2) with respect to µ gives
(−∆+ µ− f ′(ηµ))Es + ηµ = 0,
and hence
(17) LµEs = i(iηµ) = iEg.
3.4. Two-soliton manifold. We now discuss the manifold corresponding to two
solitons. It is given by
M˜2s := {(ησ1 , ησ2), σi = (ai, vi, γi, µi) ∈ RN × RN × [0, 2π)× I, i = 1, 2}.
The tangent space to M˜2s is
T(ησ1 ,ησ2)M˜2s = {(X1, X2), Xi ∈ TησiMs, i = 1, 2}.
We introduce the embedding mapping
E : M˜2s → H1,
whose action on M˜2s and T M˜2s is given, respectively, by
E(ησ1 , ησ2) = ησ1 + ησ2 ∈ H1,
E(X1, X2) = X1 +X2 ∈ T H1 + T H1.
In what follows, M2s and TM2s denote E(M˜2s) and E(T M˜2s) respectively.
4. Skew-orthogonal decomposition
Let I be the same as in assumption (A3). We define
Σ := {σ = (a, v, γ, µ) ∈ RN × RN × [0, 2π)× I},
and let
Σ0 := {σ = (a, v, γ, µ) ∈ RN × RN × [0, 2π)× I0, with I0 ⊂ I\∂I bounded}.
We define
Σ2d,κ := {(σ1, σ2) ∈ Σ0 × Σ0, ‖a1 − a2‖ > d or ‖v1 − v2‖ > κ}.
In other words, for (σ1, σ2) ∈ Σ2d,κ, the centers of mass of ησ1 and ησ2 are either
separated by a distance larger than d or their relative speed is larger than κ.
We consider the neighbourhood Uδ,d,κ ⊂ H1 defined by
Uδ,d,κ := {ψ ∈ H1, sup
(σ1,σ2)∈Σ2d,κ
‖ψ − ησ1 − ησ2‖L2 < δ}.
We have the following proposition.
14
Proposition 1. Suppose (A2) and (A3) hold. Then, for δ ≪ infµ∈I0 m′(µ) and
κ≫ 1
infµ∈I0 m
′(µ)
(or d≫ max( 1√
µ1
, 1√
µ2
, | log infµ∈I0 m′(µ)|)), there exist unique
σ1(·), σ2(·) : Uδ,d,κ → Σ
such that
(18) ψ = ησ1(ψ) + ησ2(ψ) + w,
and
(19) ω(w,Xi) = 0, i = 1, 2,
for all Xi ∈ Tησi (ψ)Ms, i = 1, 2.
Proof. We define the mapping
G : Uδ,d,κ × Σ2d,κ → R4N+4
by
G(ψ, (σ1, σ2)) :=

ω(ψ − ησ1 − ησ2 , e1ησ1)
·
·
·
ω(ψ − ησ1 − ησ2 , e2N+2ησ1)
ω(ψ − ησ1 − ησ2 , e1ησ2)
·
·
·
ω(ψ − ησ1 − ησ2 , e2N+2ησ2)

.
Then (18) and (19) are equivalent to (σ1(ψ), σ2(ψ)) satisfying, for a given ψ ∈
Uδ,d,κ, the equation
G(ψ, (σ1(ψ), σ2(ψ))) = 0.
We use the implicit function theorem to show that there exist unique σ1(ψ), σ2(ψ) ∈
Σ such that G(ψ, (σ1(ψ), σ2(ψ))) = 0.
First, note that, by construction,
(20) G(ησ1 + ησ2 , (σ1, σ2)) = 0.
Furthermore,
(21) G ∈ C1(Uδ,d,κ × Σ2d,κ;R4N+4),
since it is linear in ψ and ησi , i = 1, 2, and it is differentiable in σi ∈ Σ0, i = 1, 2.
We still need to show that ∂(σ1,σ2)G(ησ1 + ησ2 , (σ˜1, σ˜2))|eσ1=σ1,eσ2=σ2 is invertible for
κ≫ 1
infµ∈I0 m
′(µ)
(or d≫ max( 1√
µ1
, 1√
µ2
, 1
infµ∈I0 m
′(µ)
)).
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We know that the matrix
{ω(eαησ, eβησ)}2N+2α,β=1,
is invertible, see (11), Lemma 1.
We write
(22) eαησ1ieβησ2 =: e
i
2
(v1−v2)·xhαβ(x), α, β = 1, · · · , 2N + 2,
which corresponds to a decomposition where the fast oscillating term (in space)
e
i
2
(v1−v2)·x is separated from the slowly oscillating term (in space) hαβ . Let ‖vm‖ :=
max(‖v1‖, ‖v2‖, 1). It follows from the fact that f ∈ C2 (assumption (A2)) and
the exponential localization in space of the solitons (assumption (A3)), that there
exists ξ ∈ (0,min(√µ1,√µ2)), which is independent of ‖v1− v2‖, and a constant
C that dependends only on µ1 and µ2, such that
(23) ‖hαβ‖W 3,1(RN ) < C‖vm‖2e−ξ‖a1−a2‖,
for α, β = 1, · · · , 2N + 2.4 Suppose that κ≫ 1. Let v := v1 − v2. Using that
Le
i
2
v·x = e
i
2
v·x,
where
L := −2i v‖v‖2 · ∇x,
and integrating by parts three times, we obtain
ω(eαησ1 , eβησ2) =
∫
(L3e
i
2
v·x)hαβ(x) dx
=
∫
e
i
2
v·x(L∗)3hαβ(x) dx.(24)
Moreover,
(25) ‖(L∗)3hαβ‖L1 ≤ ‖v‖−3‖hαβ‖W 3,1 .
Eqs. (23) - (25) yield
|ω(eαησ1 , eβησ2)| ≤ C‖v‖2‖v‖−3
≤ C‖v‖−1
≤ Cκ−1.(26)
4More generally, if f ∈ Cr(H1, H−1),
‖hαβ‖W r+1,1(RN ) < C‖vm‖2e−ξ‖a1−a2‖.
For example, in the case of local nonlinearities, the above estimate holds for any r ≥ 1, in which
case we obtain better estimates.
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(Suppose alternatively that d≫ max( 1√
µ1
, 1√
µ2
) with ‖v0‖ = O(1) fixed. Then
it follows from (23) that
|ω(eαησ1 , eβησ2)| < Ce−ξd,
for some positive constant C that depends on µ1 and µ2 and ξ ∈ (0,min(√µ1,√µ2)).)
Hence, for
δ ≪ inf
µ∈I0
m′(µ)
and
κ≫ ( inf
µ∈I0
m′(µ))−1
(or d≫ max( 1√
µ1
, 1√
µ2
, | log infµ∈I0 m′(µ)|)), the (4N + 4)× (4N + 4) matrix
∂(σ1,σ2)G(ησ1 + ησ2 , (σ˜1, σ˜2))|eσ1=σ1,eσ2=σ2 =
({ω(eαησ1 , eµησ1)} {ω(eαησ1 , eνησ2)}
{ω(eαησ2 , eµησ1)} {ω(eαησ2 , eνησ2)}
)
is invertible.
Invertibility of ∂(σ1,σ2)G, together with (20), (21) and the implicit function
theorem, 5 imply that there exist unique C1 maps σ1(ψ) and σ2(ψ) such that
G(ψ, (σ1(ψ), σ2(ψ))) = 0.

Remark 3. The group element Tavγ ∈ H2N+1 is given by
Tavγ = e
−a·∂xei
v·x
2 eiγ.
It follows from (12) that T−1avγY Tavγ ∈ g if Y ∈ g. Furthermore, it follows from
translational invariance that ω(Tavγu, Tavγv) = ω(u, v), for u, v ∈ L2. Therefore,
we have from Proposition 1 that
ω(w, Y (ησ1 + ησ2)) = ω(w
′, Y ′(ησ′
1
+ ησ′
2
)) = 0,
∀Y ∈ g, where Y ′ = T−1avγY Tavγ ∈ g, w′ = T−1avγw, and ησ′ = T−1avγησ.
5. Reparametrized equations of motion
In this section, we apply the skew-orthogonal property to obtain reparametrized
equations of motion for the parameters that characterize the projection of the true
solution of (1) with initial condition φ onto M2s.
We assume that the hypotheses for the skew-orthogonal decomposition, Sect.
4, hold. We will verify in the proof of the main theorem that for large enough
‖v0‖ and small h, this is indeed the case over a certain time interval.
5See for example [19].
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Proposition 2. Consider (1) with initial condition (4), and suppose that (A1)-
(A6) hold. Assume further that there exists τ > 0 such that, for t ∈ [0, τ),
ψ(t), the solution of (1) with initial condition φ, is in Uδ,d,κ, where δ is given
in Proposition 1. Then, for ‖v0‖ ≫ 1, there exists a positive constant C0 < 1
independent of ‖v0‖ and h, such that, for ‖w‖L2 < C0, the parameters σi =
(ai, vi, γi, µi), i = 1, 2, satisfy the equations
∂tai = vi +O(‖w‖2L2 + h2 + e−ξ‖a1−a2‖),(27)
∂tvi = −2∇aiVh(ai, t) +O(‖w‖2L2 + h2 + e−ξ‖a1−a2‖)(28)
∂tγi = µi +
v2i
4
− Vh(ai, t) +O(‖w‖2L2 + h2 + e−ξ‖a1−a2‖),(29)
∂tµi = O(‖w‖2L2 + h2 + e−ξ‖a1−a2‖),(30)
for some constant ξ ∈ (0,min(√µ1,√µ2)) that is independent of ‖v0‖ and h.
In what follows, we denote by C a positive constant that is independent of ‖v‖
and h, but that may change from one line to another.
Proof. We first find the equation of motion for
u1 = T
−1
a1v1γ1
ψ = e−
i
2
v1·x−iγ1ψ(x+ a1).
Using Proposition 1, we have
(31) u1 = ηµ1 + ησ′2 + w
′,
where ησ′
2
= T−1a1v1γ1ησ2 and w
′ = T−1a1v1γ1w. Here, a
′
2 = a2 − a1, v′2 = v2 − v1,
γ′2 = γ2 − γ1, and µ′2 = µ2. It follows from Remark 3 that
(32) ω(w′, X1 +X2) = 0,
for all X1 ∈ Tηµ1Ms and X2 ∈ Tησ′
2
Ms.
We define the coefficients
cj := ∂ta1,j − v1,j , j = 1, · · · , N,
cN+j := −1
2
∂tv1,j −∇a1Vh(a1, t), j = 1, · · · , N,
c2N+1 := µ1 − 1
4
v21 +
1
2
∂ta1 · v1 − Vh(a1, t)− ∂tγ,
c2N+2 := −∂tµ.(33)
Note that
e−
i
2
(v1·x+2γ1)∆ψ(x+ a1) = ∆u1 + iv1 · ∇u1 − v
2
1
4
(34)
e−
i
2
(v1·x+2γ1)f(ψ(x+ a1)) = f(u1).(35)
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Differentiating u1 with respect to t and using (1), (33)-(35), we get
(36) ∂tu1 = −i((−∆ + µ1)u1 − f(u1)) +
2N+1∑
α=1
cαeαu1 − iRV u1,
where
RV = Vh(x+ a1, t)− Vh(a1, t)− x · ∇Vh(a1, t).
In other words,
(37) ∂tu1 = −iE ′µ1(u1) +
2N+1∑
α=1
cαeαu1 − iRV u1,
where Eµ is defined in (9). Recall that
E ′µ1(ηµ1) = 0,
which implies
(38) E ′µ1(u1) = Lµ1(ησ′2 + w′) +Nµ1(ησ′2 + w′),
where
Lµ1 = (−∆+ µ1 − f ′(ηµ1)) ≡ E ′′µ1(ηµ1)
and
Nµ1(ησ′2 + w
′) = f(ηµ1 + ησ′2 + w
′)− f(ηµ1)− f ′(ηµ1)(ησ′2 + w′).
Substituting (31) and (38) into (37), we obtain
∂tw
′ =(−iLµ1 +
2N+1∑
α=1
cαeα − iRV )w′ +Nµ1(ησ′2 + w′) +
2N+2∑
α=1
cαeαηµ1 − iRV ηµ1
− ∂tησ′
2
+ (−iLµ1 +
2N+1∑
α=1
cαeα − iRV )ησ′
2
.(39)
To obtain the equations of motion for a1, v1, γ1 and µ1, we use the skew-orthogonal
property to project (39) onto Tηµ1Ms.
It follows from (32) that 〈iw′, X〉 = 0 for all X ∈ Tηµ1Ms. Therefore,
(40) ∂t〈iw′, X〉 = ∂tµ1〈iw′, ∂µ1X〉+ 〈i∂tw′, X〉 = 0.
Substituting the expression for ∂tw
′ given by (39) in (40), and using
(41) e∗α = −eα, α = 1, · · · , 2N + 2,
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we have
〈Lµ1w′, X〉+〈i
2N+2∑
α=1
cαeαw
′, X〉+ 〈RV w′, X〉+ 〈iNµ1(ησ′2 + w′), X〉+ 〈i
2N+2∑
α=1
cαeαηµ1 , X〉+
+ 〈RV ηµ1 , X〉 − 〈i∂tησ′2 , X〉+ 〈(Lµ1 + i
2N+1∑
α=1
cαeα +RV )ησ′
2
, X〉 = 0.
(42)
Some of the terms in the above equation drop-out due to the zero modes of the
Hessian. It follows from (14)-(17), Lemma 2, that
X ′ = iLµ1X ∈ Tηµ1Ms if X ∈ Tηµ1Ms,
and hence
〈Lµ1w′, X〉 = 〈w′,Lµ1X〉 = −ω(w,X ′) = 0.
Together with (41) and (42), this yields
2N+2∑
α=1
cα ω(eαηµ1 , X) =〈RV ηµ1 , X〉+
2N+2∑
α=1
cα 〈ieαw′, X〉+ 〈RVw′, X〉+ 〈iNµ1(ησ′2 + w′), X〉
+ 〈RV ησ′
2
, X〉+ 〈i∂tησ′
2
, X〉+ 〈ησ′
2
, (Lµ1 + i
2N+1∑
α=1
cαeα)X〉.(43)
We now estimate each term appearing in the right-hand-side of (43) with X =
eβηµ1 , β = 1, · · · , 2N + 2. Note that it follows from assumptions (A3) and (A6)
that
‖RV eβηµ1‖L2 = O(h2), β = 1, · · · , 2N + 2,
and from (A3) that
‖X‖L2 = ‖eβηµ1‖L2 = O(1), β = 1, · · · , 2N + 2
‖eαX‖L2 = ‖eαeβηµ1‖L2 = O(1), α, β = 1, · · · , 2N + 2.
Hence, Ho¨lder’s inequality, (A3), (A6) and the fact that V is real yield the esti-
mates
|〈RV ηµ1 , X〉| = |〈ηµ1 ,RVX〉| ≤ ‖ηµ1‖L2‖RV eβηµ1‖L2 ≤ Ch2(44)
|〈RVw′, X〉| = |〈w′,RVX〉| ≤ ‖RV eβηµ1‖L2‖w′‖L2 ≤ Ch2‖w′‖L2(45)
|〈RV ησ′
2
, X〉| = |〈ησ′
2
,RVX〉| ≤ ‖ησ′
2
‖L2‖RV eβηµ1‖L2 ≤ Ch2.(46)
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We also have from (A3) and Ho¨lder’s inequality that
|
2N+2∑
α=1
cα 〈ieαw′, X〉| = |
2N+2∑
α=1
cα〈iw′, eαX〉|
≤ C‖c‖‖w′‖L2(47)
where ‖c‖ := maxα=1,··· ,2N+2 |cα|.
We now use assumptions (A3)-(A4) to evaluate |〈iNµ1(ησ′2 +w′), X〉|. It follows
from (A3) that iX = ieβηµ1 ∈ Lp, p ≥ 1, which, together with (A5), yield
|〈i(f(ηµ1 + ησ′2 + w′)− f(ηµ1 + ησ′2)− f ′(ηµ1 + ησ′2)w′), X〉| ≤ C‖w′‖2L2 .
It follows from the boundedness and the exponential localization of the solitons
in space, (A3), and the fact that f ∈ C2, (A2), that
‖〈−if ′(ηµ1)ησ′2 , X〉| ≤ ‖f ′(ηµ1)‖L∞‖ησ′2X‖L1
≤ Ce−ξ‖a1−a2‖,
for some ξ ∈ (0,min(√µ1,√µ2)) which is independent of ‖v0‖ and h. Moreover,
it follows directly from (A4) that
|〈i(f(ηµ1 + ησ′2)− f(ηµ1)), X〉| ≤ Ce−ξ‖a1−a2‖
and
|〈i(f ′(ηµ1 + ησ′2)− f ′(ηµ1))w′, X〉| ≤ ‖w′‖L2‖(f ′(ηµ1 + ησ′2)− f ′(ηµ1))X‖L2
≤ Ce−ξ‖a1−a2‖‖w′‖L2.
Therefore,
(48) |〈iNµ1(ησ′2 + w′), X〉| ≤ C(‖w′‖2L2 + e−ξ‖a1−a2‖).
To evaluate the remaining terms, we use the fact that ηµ1 and ησ′2 are expo-
nentially localized in space, while their relative fast oscillating phase is
‖v‖ = ‖v1 − v2‖ ≥ ‖vm‖,
where ‖vm‖ := max(1, ‖v1‖, ‖v2‖).
When estimating an upper bound for |〈i∂tησ′
2
, eβηµ1〉|, the partial derivative
with time contributes ‖vm‖2, since
(49) ∂tησ =
[
N∑
j=1
∂tajej +
1
2
2N∑
j=N+1
∂tvjej + (∂tγ +
v · a˙
2
)e2N+1 + ∂tµe2N+2
]
ησ.
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However, using (22) and (23), and integrating by parts twice in space, we can pull
a factor of ‖v1−v2‖−2 from the fast oscillating term e i2 (v2−v1)·x, see the discussion
below (23) in the proof of Proposition 1. Hence
(50) |〈∂tησ′
2
, eβηµ1〉| ≤ Ce−ξ‖a1−a2‖.
Furthermore, (A2) and (A3) yield
(51) |〈ησ′
2
,Lµ1eβηµ1〉| ≤ Ce−ξ‖a1−a2‖.
Again, using (22) and (23) and integrating by parts twice in space to pull a factor
of ‖v1 − v2‖−2 from the fast oscillating factor e i2 (v2−v1)·x, we have
(52) |〈ησ′
2
, (i
2N+1∑
α=1
cαeα)eβηµ1〉| ≤ C‖c‖‖v‖−2e−ξ‖a1−a2‖.
From (43) - (52), we have
(53) |
2N+2∑
α=1
cα ω(eαηµ1 , eβηµ1)| ≤ C[‖w‖2L2+‖c‖(‖w‖L2+‖v‖−2)+h2+e−ξ‖a1−a2‖],
for β = 1, · · · , 2N + 2, where we used
‖w′‖L2 = ‖T−1a1v1γ1w‖L2 = ‖w‖L2
due to translational invariance.
Using Lemma 1, (11) and (53), and assuming ‖w‖L2 and ‖v‖−2 ≤ 14C‖Ωµ1‖, we
obtain the estimate
‖c‖ ≤ C(‖w‖2L2 + h2 + e−ξ‖a1−a2‖).
Recalling now the definition of cα, α = 1, · · · , 2N +2 (see (33)), we conclude (27)
- (30), with i = 1.
To get the equations of motion for a2, v2, γ2 and µ2, we consider u2 = T
−1
a2v2γ2
ψ,
and we repeat the above analysis with 1↔ 2. 
6. Control of the fluctuation
We now control the L2-norm of the fluctuation w using conservation of charge,
the skew-orthogonal property, Sect. 4, and the reparametrized equations of mo-
tion, Sect. 5.
Proposition 3. Consider (1) with initial condition (4), and suppose that (A1)-
(A6) hold. Assume further that there exists τ > 0 such that, for t ∈ [0, τ),
ψ(t) ∈ Uδ,d,κ, where δ is given in Proposition 1. Then, for ‖v0‖ ≫ 1 and h≪ 1,
sup
t∈[0,Cαmin(log ‖v0‖,2| log h|))
‖w(t)‖2L2 ≤ C ′(‖v0‖−1+α + h2(1−α)),
22
for some positive constants C and C ′ that are independent of v0, h, and α ∈ (0, 1).
Proof. From conservation of charge (L2-norm) of the solution of (1),
‖ψ(t)‖L2 = ‖φ‖L2,
and skew-orthogonal decomposition (Proposition 1), we have
(54) ‖ψ‖2L2 = ‖w‖2L2 + ‖ηµ1‖2L2 + ‖ηµ2‖2L2 + 2Re〈ησ1, ησ2〉 = ‖φ‖2L2,
where we used
〈w, ησj〉 = −ω(w, iησj ) = 0,
and
‖ησj‖L2 = ‖ηµj‖L2 ,
for j = 1, 2.
Differentiating (54) with respect to t, and recalling that m(µ) = 1
2
‖ηµ‖2L2 , we
get
(55) ∂t‖w‖2L2 = −2∂tµ1 ∂µ1m(µ1)− 2∂tµ2 ∂µ2m(µ2)− 2∂tRe〈ησ1 , ησ2〉.
First, using the exponential localization of solitons in space and the fast relative
phase of the solitons, we estimate an upper bound for
|∂tRe〈ησ1 , ησ2〉| = |∂tω(ησ1 , e2N+1ησ2)|.
From (27)-(30) and (49), it seems a priori that |∂tRe〈ησ1 , ησ2〉| is of order ‖v‖2.
However, we can pull a factor of ‖v1 − v2‖−2 from the fast oscillating phase
e
i
2
(v1−v2)·x by integrating by parts twice, as in (23) - (26) in Sect. 4. Therefore,
(56) |∂tRe〈ησ1 , ησ2〉| ≤ Ce−ξ‖a1−a2‖.
Furthermore, (30) implies that
(57) |∂tµ1 ∂µ1m(µ1) + ∂tµ2 ∂µ2m(µ2)| ≤ C(h2 + e−ξ‖a1−a2‖ + ‖w‖2L2).
Now, (55) - (57) yield
(58) |∂t‖w‖2L2| ≤ C(h2 + e−ξ‖a1−a2‖ + ‖w‖2L2),
for some positive constant C independent of ‖v0‖ and h.
It follows from (58) and the Duhamel formula that
(59) ‖w‖2L2 ≤ C(ect(h2 + ‖w˜‖2L2) +
∫ t
0
ds ec(t−s)e−ξ‖a1−a2‖).
For times t < C‖v0‖ǫ, ǫ ∈ (0, 1), we know from (28) that
(60) ‖v1(t)− v2(t)‖ ≥ c0‖v0‖,
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for some constant c0 > 0. Making the change of variables
s→ a(s),
where
a(s) := ‖a1(s)− a2(s)‖,
and using that
e−ξa(s) = − 1
ξ∂sa(s)
∂se
−ξa(s),
(27), (28) and (60), we have
|
∫ t
0
ds ec(t−s)e−ξ‖a1−a2‖| ≤ C e
ct
‖v0‖ .
Together with (59), we get the estimate
(61) ‖w‖2L2 ≤ C(h2ect +
1
‖v0‖e
ct),
for some positive constants C and c that are independent of ‖v0‖ and h. Let
τ := α
c
min(log ‖v0‖, 2| logh|) for some α ∈ (0, 1). For t < τ, (61) implies
sup
t∈[0,τ)
‖w‖2L2 < C(‖v0‖−1+α + h2(1−α)).

7. Proof of Theorem 1
We now show that, for ‖v0‖ ≫ 1 large enough and h ≪ 1 small enough, the
hypotheses of Propositions 1, 2 and 3 can be simultaneously satisfied.
Let
T := sup{t ≥ 0, ψ(t) ∈ Ud,κ,δ with δ as in Proposition 1}.
By continuity of ‖w(t)‖L2, T > 0. If T ≤ Cαmin(log ‖v0‖, 2| logh|), then by
Proposition 3,
(62) sup
t∈[0,T )
‖w(t)‖L2 ≤ C ′(‖v0‖
−1+α
2 + h1−α).
Here, C,C ′ appear in Proposition 3. We need
δ ≪ inf
µ∈I0
m′(µ),
where δ appears in Proposition 1. Consider v0 and h satisfying
C ′(‖v0‖−1+α2 + h1−α) ≤ δ
2
≪ ( inf
µ∈I0
m′(µ))
2
1−α ≪ inf
µ∈I0
m′(µ).
Then ‖w(T )‖L2 ≤ δ2 , and T is not the maximal time unless T = Cαmin(log ‖v0‖, 2| log h|).
Then (62) yields (5). Furthermore, the hypotheses of Proposition 2 are satisfied.
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Using (5) in (27)-(30) gives the estimates on the evolution of the parameters in
Theorem 1. 
8. Comments on separating solitons
We now discuss Remark 2 in Subsect. 1.2, whose hypotheses we assume.
(1) Suppose that the soliton centers of mass are initially separated by a dis-
tance d≫ max( 1√
µ1
, 1√
µ2
, | log infµ∈I0 m′(µ)|), such that ‖w˜‖L2 = O(e−χd)
for some χ > 0, and that ‖v1‖, ‖v2‖ = O(1). Then the analysis above
(Propositions 1, 2 and 3) holds, except that (58) implies
‖w‖2L2 ≤ Ce−C
′d+C′′dǫ < Cd−1,
for t < dǫ, ǫ ∈ (0, 1), from which follows the claim of (1) of Remark 2.
(2) In the case of escaping solitons, (58) in the proof of Proposition 3 implies
that
‖w‖2L2 ≤ Ce−C
′‖v0‖+C′′‖v0‖ǫ < C/‖v0‖
for t ≤ ‖v0‖ǫ, ǫ ∈ (0, 1). Hence the claim (2) of Remark 2 also holds.
9. Appendix
Proof of Lemma 1, Sect. 2. Explicitly,
Ωσ|TησMs := {〈eαησ, ieβησ〉}1≤α,β≤2N+2,
where eαησ, α = 1, · · · , 2N + 2, are basis vectors of TησMs. For α = 1, · · · , N
and β = N + 1, · · · , 2N.
〈eαησ, ieβησ〉 = 〈−∂xα(e
i
2
v·(x−a)+iγηµ(x− a)),−xβe i2 v·(x−a)+iγηµ(x− a)〉
=
vα
2
〈iηµ(x− a), xβηµ(x− a)〉+ 〈∂xαηµ(x− a), xβηµ(x− a)〉.
It follows from translational invariance of the integral, and positivity and spherical
symmetry of ηµ(x) that
〈iηµ(x− a), xβηµ(x− a)〉 = 〈iηµ(x), xβηµ(x)〉+ 〈iηµ(x), aβηµ(x)〉 = 0,
and, by integration by parts,
〈∂xαηµ(x− a), xβηµ(x− a)〉 = −δαβ〈ηµ(x), ηµ(x)〉 − 〈xβηµ(x− a), ∂xαηµ(x− a)〉
= −2δαβm(µ)− 〈∂xαηµ(x− a), xβηµ(x− a)〉,
where m(µ) = 1
2
‖ηµ‖L2 and δαβ stands for the Kroenecker delta. Therefore,
〈eαηµ, ieβηµ〉 = −〈eβησ, ieαησ〉 = −δαβm(µ), α = 1, · · · , N, β = N + 1, · · · , 2N.
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Furthermore,
〈∂µησ, i∂γησ〉 = −〈∂µηµ(x− a), ηµ(x− a)〉
= −∂µm(µ),
and hence
〈e2N+2ησ, ie2N+1ησ〉 = −〈e2N+1ησ, ie2N+2ησ〉 = −m′(µ),
where m′(µ) = ∂µm(µ). For α, β = 1, · · · , N,
〈eαησ, ieβησ〉 = 〈∂xα(e
i
2
v·(x−a)+iγηµ(x− a)), i∂xβ(e
i
2
v·(x−a)+iγηµ(x− a))〉
= 〈( i
2
vα + ∂xα)ηµ(x), i(
i
2
vβ + ∂xβ)ηµ(x)〉
=
1
4
vαvβ〈ηµ, iηµ〉+ 〈∂xαηµ, i∂xβηµ〉+
vα
2
〈ηµ, ∂xβηµ〉+
vβ
2
〈∂xαηµ, ηµ〉,
where we used translational invariance in the second line. It follows from spherical
symmetry of ηµ(x) that
〈ηµ, ∂xβηµ〉 = 0,
〈∂xαηµ, i∂xβηµ〉 = 0, α 6= β.
Furthermore, since ηµ is real,
〈ηµ, iηµ〉 = 〈∂xαηµ, i∂xαηµ〉 = 0.
Therefore,
〈eαησ, ieβησ〉 = 0, α, β = 1, · · · , N.
For α = 1, · · · , N,
〈eαησ, ie2N+1ησ〉 = 〈( i
2
vα + ∂xα)ηµ(x− a), ηµ(x− a)〉 = 0.
and
〈eαησ, ie2N+2ησ〉 = −〈( i
2
vα + ∂xα)ηµ(x− a), i∂µηµ(x− a)〉 = −
1
2
vαm
′(µ).
For α = N + 1, · · · , 2N,
〈eαησ, ie2N+1ησ〉 = −〈ixαηµ(x− a), ηµ(x− a)〉 = 0,
and
〈eαησ, ie2N+2ησ〉 = 〈ixαηµ(x− a), i∂µηµ(x− a)〉 = aαm′(µ).
Explicitly, we have
Ωσ|TησMs =

0 −m(µ)1N×N 0 −12vm′(µ)
m(µ)1N×N 0 0 am′(µ)
0 0 0 m′(µ)
1
2
vTm′(µ) −aTm′(µ) −m′(µ) 0
 ,
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where 1N×N is the N ×N identity matrix, and (·)T stands for the transpose of a
vector in RN . One may easily verify that the (2N+2)×(2N +2) skew-symmetric
matrix Ωσ given in (11) is invertible if ∂µm(µ) > 0.
References
[1] G. Perelman. Asymptotic stability of multi-soliton solutions for nonlinear Schro¨dinger equa-
tions. Commun. Part. Diff. Eq. 29: 1051-1095, 2004.
[2] I. Rodnianski, W. Schlag and A. Soffer. Asymptotic stability of N-soliton states of NLS.
Commun. Pure Appl. Math. 58: 149 - 216, 2005.
[3] Y. Martel, F. Merle and T.-P. Tsai. Stability in H1 for the sum of K solitary waves to some
nonlinear Schro¨dinger equations. Duke Math. J. 133: 405 466, 2006.
[4] J. Fro¨hlich, S. Gustafson, B. L. G. Jonsson, and I. M. Sigal. Solitary wave dynamics in an
external potential. Commun. Math. Phys. 250(3): 613-642, 2004.
[5] J. Fro¨hlich, B. L. G. Jonsson, S. Gustafson and I. M. Sigal. Long time motion of NLS
solitary waves in a confining potential. Annales Henri Poincare 7: 621-660, 2006.
[6] J. Holmer and M. Zworski. Slow soliton interaction with delta impurities. J. Modern Dy-
namics 1: 689-718, 2007.
[7] W. K. Abou Salem. Solitary wave dynamics in time-dependent potentials. J. Math. Phys.
49: 032101, 2008.
[8] W. K. Abou Salem. Effective dynamics of solitons in the presence of rough nonlinear per-
turbations. Preprint 2007.
[9] J. Holmer and M. Zworski. Soliton interaction with slowly varying potentials. Preprint 2007.
[10] Y. Martel and F. Merle. Description of two soliton collision for the quartic gKdV equation.
Preprint 2007.
[11] Y. Martel and F. Merle. Stability of two soliton collision for nonintegrable gKdV equations.
Preprint 2007.
[12] T. Tao. Why are solitons stable? Preprint 2008.
[13] T. Cazenave. An Introduction to Nonlinear Schro¨dinger Equations. Textos de Me´todos
Matema´ticos 26. Instituto de Matema´tica, Rio de Janeiro, 1996.
[14] M. Grillakis, J. Shatah, and W. Strauss. Stability theory of solitary waves in the presence
of symmetry. I. J. Funct. Anal., 74(1): 160-197, 1987.
[15] M. Grillakis, J. Shatah, and W. Strauss. Stability theory of solitary waves in the presence
of symmetry. II. J. Funct. Anal., 94(2): 308-348, 1990.
[16] C. Sulem and P.-L. Sulem. The Nonlinear Schro¨dinger Equation. Number 130 in Applied
Mathematical Sciences. Springer, New York, 1999.
[17] H. Berestycki and P.-L. Lions. Nonlinear scalar field equations. I. Existence of a ground
state. Arch Rational Mech. Anal. 82: 313 345, 1983.
[18] H. Berestycki and P.-L. Lions. Nonlinear scalar field equations. II. Existence of infinitely
many solutions. Arch Rational Mech. Anal. 82:347 375, 1983.
[19] J. R. Munkres. Analysis on Manifolds. Reading, MA. Addison-Wesley, 1991.
1 Department of Mathematics, University of Toronto, Toronto, Ontario,
Canada M5S 2E4. E-mail: walid@math.utoronto.ca; im.sigal@utoronto.ca.
27
2 Institute for Theoretical Physics, ETH Zurich, Zurich CH-8093, Switzer-
land. E-mail: juerg@itp.phys.ethz.ch; Institut des Hautes E´tudes Scientifique,
F-91440 Bures-sur-Yvette, France. E-mail:juerg@ihes.fr.
# Supported in part by NSERC grant NA 7901.
