The purposes of this paper are (i) to give a new, e cient representation of Smyth powerdomains as 0-inhabited information systems, following the style of Scott; (ii) to introduce, as a consequence of this representation, a generalized resolution method for an arbitrary Smyth powerdomain and show the soundness and completeness of this method. The connection of (i) with (ii) comes from the observation that the elements of a Smyth powerdomain are semantically equivalent to the basic notion of \clauses" as used in the area of logic programming.
Introduction
This paper proposes a generalized resolution rule for an arbitrary Smyth powerdomain, which we believe gives some insight into the foundations of proof systems for di erent kinds of logics. It began as a paper in domain theory, the mathematical foundation for denotational semantics of programming languages, developed, as is well-known, by Dana Scott and others. It works with the concept of information systems, Scott's method for representing abstract bounded complete partial orders (a.k.a. Scott domains) via a concrete presentation of their so-called compact elements.
Information systems play at least three important roles: pedagogical, technical, and foundational. The pedagogical role is what motivated Scott's original paper 8] { making domain theory more accessible. The technical role can be seen as a direct consequence of the former. By representing domains c 1998 Published by Elsevier Science B. V.
as information systems, one can work with more concrete and familiar notions of sets, relations, and containment. This is specially true for solving domain equations via information systems 11, 13] , as well as for determining the existence of universal objects 3, 15] . The foundational role comes from the fact that essentially, information systems provide a method for e ectively enumerating the compact elements of a domain.
Many ways to construct new Scott domains from old are by now known and well-understood. Among these are the powerdomains, of which one of the best known is Smyth's 9] . An interesting topic, pursued extensively by Winskel 12] , Zhang 13{15, 17] and others, is the representation of these constructions using information systems.
When it comes to the Smyth powerdomain, though, one notices that the straightforward way to derive an information system led to a very confusing proliferation of sets nested within other sets, which rather destroyed the original reason for introducing information systems in the rst place. The present paper started as an attempt to rectify this phenomenon.
We have found a way to reduce this proliferation, using a new simpli ed Smyth powersystem construction, via the so called 0-inhabited information systems. (0-inhabited doesn't mean un-inhabited; just like having zero degree temperature doesn't mean no temperature.) These systems are similar to Scott's, with the non-essential di erence being the presence of a special token 0, for \false", or inconsistency. This is the rst main result; an interesting point of the paper, though, is not this result, but the idea which allows the simpli cation to work. Essentially, our construction is guided by the pattern of distributivity laws in general lattices. Our proofs, though, do not rely on the validity of these laws in the Smyth powerdomain, since we provide a direct proof that the powersystem construction works. The existence of such a simpler construction is perhaps not surprising, because the Smyth powerdomain on any domain is well-known to be distributive.
Here is how the distributivity laws have motivated the Smyth powersystem construction, as well as the proof of its correctness. One distributivity law, as stated in ( 1] , page 108), can be expressed in the form i2I
where we write f : I ?! S i2I A i if f(i) belongs to A i for every i in I. (Such an f is called a choice function.) What this shows is that (speaking very roughly) a conjunctive set of disjunctive sets can be represented as a disjunctive set of conjunctive sets. The (compact) elements of a Smyth powerdomain have exactly the form of a disjunctive set of conjunctive sets (we will call these or-and-sets), when their representation as conventional information systems is used. What we have exploited is the fact that the order-theoretic nature of the Smyth powersystem re ects in some sense the \logical content" of the distributive laws above.
Perhaps the most basic connection with resolution comes from the observa-2 tion that in the 0-inhabited information system for the Smyth powerdomain, elementary pieces of information take exactly the form of a clause. We exploit this fact as well as the distributive laws in the second half of the paper, where we introduce a generalized resolution method for an arbitrary Smyth powerdomain, represented as a 0-inhabited information system. We provide a proof of the completeness of the generalized resolution rule. Even though it is for the completeness of generalized resolution, our proof seems to be rather much simpler than others for the propositional case, as it is derived from the order-theoretic nature of the Smyth powersystem via the notion of choice sets. It is interesting to note that a powerdomain construction, which might have been thought appropriate for describing disjunctive logic programming, is already present in the mechanics of the basic inference engine for ordinary logic programs. We hope that our insights can be extended to other concrete proof rules, perhaps most prominently things like SLD-resolution (see, e.g., Apt 2] or Lloyd 5] ), as well as to resolution-based proof systems for other logics. The paper consists of four sections. Section 2 reviews information systems and Scott domains, and present 0-inhabited information systems; Section 3 describes our powersystem construction, and Section 4 presents the generalized resolution method and proves its completeness, using order theory and the new powersystem construction. A 0-inhabited information system is similar to an information system of Scott 8] . The di erence is that instead of requiring the presence of \true", we require the presence of \false", denoted by 0. This is motivated by the fact that in resolution-based proof systems, one is interested in proving inconsistency, 3
by deriving the empty clause. The empty clause has exactly the same status as the 0 for the Smyth powersystem, given in the next section. We are particularly interested in the question of whether a set X of tokens is inconsistent, or if the deductive closure X (see De nition 2.2) contains the special token 0. As a result, we don't need a special consistency predicate, as used in standard information systems; but that can be recovered from the axioms involving 0. The presence of this special token 0 makes the notion of inconsistency exactly the same as the \logical" one, in the sense that a set is inconsistent if and only if it \entails" all other tokens.
To recover the consistency predicate, let a nite set X be consistent (written as X 2 Con) if X 6 0. We need to check that Con satis es the relevant laws for ordinary information systems. The rst non-trivial law is (X Y & Y 2 Con) ) X 2 Con; which follows directly from Condition 2 in De nition 2.1. If X 6 0 and X`a, then we must have X; a 6 0. This is because if X; a`0, then X 6 a; for otherwise we can apply cut and deduce X`0, contradicting the assumption. We have, therefore, (X 2 Con & X`a) ) X fag 2 Con; another law for Con. Of course, we can no longer require all singleton sets fag to be consistent, as f0g is not. De nition 2.2 Suppose A = (A;`; 0) is a 0-inhabited information system. An ideal element x of A is just a deductively closed subset of A, i.e.
(X`a & X x) ) a 2 x: For any given set X we write X for the deductive closure of X. We write jAj for the set of ideal elements of A.
Clearly, f0g is always the top element of the poset (jAj; ), and ; is always the least element. (Care must be taken here, since the symbol for the empty set ; looks more like the zero element 0 than we wanted.) Of course, we have been a little bit liberal here by allowing any deductively closed set to be an ideal element. However, it is easy to switch back to the conventional de nition if we need to, by requiring an ideal element not to include the token 0. To make a distinction, we can call an ideal element not including 0 a consistent ideal element.
To make the paper self-contained, we recall some basic domain-theoretic de nitions.
De nition 2.3 A directed subset of a partial order (D; v) is a non-empty set X D such that for every x; y 2 X, there is a z 2 X with x v z & y v z:
A complete partial order (cpo) is a partial order which has a bottom element and least upper bounds of directed sets. A subset X D is bounded (or 4 compatible, consistent) if it has an upper bound in D. A compact (or nite, isolated) element a of D is one such that whenever a v F X with X directed, we also have a v y for some y 2 X. A cpo is algebraic if each element of it is the directed least upper bound of a set of compact elements. A cpo is !-algebraic if it is algebraic and the set of compact elements is countable. A Scott domain is an !-algebraic cpo in which every compatible subset has a least upper bound.
The proof of the following representation theorem is almost the same as that for the earlier result of Scott 8] , hence omitted. There is one small aw here when a 0-inhabited information system does not contain any consistent tokens. We would have no consistent ideal elements. But this is not critical for us, because we can require that at least one consistent token to be present. Moreover, our results on resolution do not depend on it.
3 The Smyth powersystem Note that the bottom element of the Smyth powerdomain is D, which is the upward closure "? D . We also need to remark here on the presence of the empty set: it does not belong to P S (D), although one can easily adjoin it, whence it becomes the \most informative" but \inconsistent" element.
We now introduce a Smyth power-construction on 0-inhabited information systems. Given a 0-inhabited information system A, how do we construct a 0-inhabited information system for the Smyth powerdomain? It seems that the answer should be simple, given that the Smyth powerdomain construction is well-understood. However, it is surprisingly non-trivial to do this in the simplest way. The reason is that when representing a Scott domain by an information system, the compact elements of the domain are in one-to-one correspondence with (the deductive closure of consistent) nite \and-sets" of tokens. Since the Smyth powerdomain is built from nite \or-sets" of compact elements of a base domain, it is natural that a single token for the Smyth powersystem should be already a nite or-set of nite and-sets of tokens from the base system. Then the compact elements of the powersystem would be represented by nite and-sets of these tokens, a three-level nesting (and-orand-sets). We would like to reduce this by one level using (and-or-sets only).
In our de nition of the powersystem (see later), we will use simpli ed tokens, merely nite or-sets of tokens from the original system (considered as disjunctive information), which is reasonable from the powerset point of view.
To understand why this simpli cation is possible, we consider an intuitive example. Suppose in the original information system we have tokens t 1 ; t 2 ; a; b; c; d, with t 1 such that ft 1 g`a, ft 1 g`b and fa; bg`t 1 . This means t 1 and a^b are \logically" equivalent. Similarly, let t 2 be logically equivalent to c^d. As far as domains are concerned, this shows that elements such as t 1 and t 2 are redundant. However, with the presence of t 1 and t 2 , the or-set ft 1 ; t 2 g represents a nite (or-)set of compact elements of the base domain. Without 6 t 1 and t 2 , the powerdomain element ft 1 ; t 2 g is not directly representable as a token in the simpler powersystem { we would need to use the or-and-set ffa; bg; fc; dgg instead. So one idea to keep things simple at the powersystem level is to have enough redundant tokens in the base system, making it \conjunctively closed" (indeed, this approach is taken earlier in Zhang 14] ; we also use this idea in the next proof). But this seems paradoxical: in order to keep things simple in the powersystem, we have to create redundant tokens in the base system. The solution to this impasse involves a simple idea in the distributive laws of propositional logic. The or-set ft 1 ; t 2 g can be captured in an indirect way without using redundant tokens t 1 ; t 2 . We can think of ft 1 ; t 2 g as the proposition t 1 _t 2 , which is equivalent to (a^b)_(c^d): In propositional logic, every proposition is equivalent to a conjunctive normal form. In particular, we have
This suggests (but it does not validate) that we may be able to capture the informational content of the or-set ft 1 ; t 2 g by the following four simple tokens (which are or-sets) in the powersystem: fa; cg; fa; dg; fb; cg; fb; dg: This is the key idea which makes our simpli ed Smyth powersystem work.
Remark. In the remaining of the paper, we will talk about consistency and entailment on an arbitrary set of tokens, by enforcing compactness. So, a set w A is consistent with respect to ( De nition 3.2 Let A be an information system. The Smyth powersystem of A is the structure PA = ( C;`; 0) where C = fu j u is a nite (or-)subset of tokens in Ag X`u i for any consistent set w 2 C (w:r:t: A); 8 2 X: w \ 6 = ;] ) 9a 2 u: w`A a: In fact, we can take ; as the 0 token of the powersystem { note that we do not require the 0 token to be unique.
A set w with the property 8 2 X: w \ 6 = ;] is called a choice set 17] of X. Choice sets do not have to be consistent, although consistent choice sets are most important here. It should be helpful to point out that a (and-or-)set X is consistent with respect to PA (i.e., X 6 ;) if and only if there exists a consistent (with respect to A) choice set for X.
When X = fug, we simplify the notation by writing u`v for fug`v. In this case any singleton subset of u is a choice set of fug, so u`v if and only if for each a in u, there exists a b in v, such that fag`A b. This suggests that, indeed, the powersystem PA should capture the Smyth ordering.
We now can state the main result of this section. Theorem 3.3 The collection of consistent ideal elements of the Smyth powersystem PA is isomorphic to the Smyth powerdomain of (jAj; ). Proof (Sketch) Instead of proving directly that PA and the Smyth powerdomain of (jAj; ) are isomorphic, we prove the following:
(i) (jÂj; ) is isomorphic to (jAj; ), whereÂ is the conjunctive closure of A, in the sense thatÂ augments A by introducing a new token a for each consistent set X of A in such a way that X`a and 8b 2 X fag`b in the new systemÂ. (ii) (jPÂj; ) is isomorphic to (jPAj; ). (iii) (jPÂj; ) is isomorphic to the Smyth powerdomain of (jÂj; ).
It is straightforward to prove (i) . For (ii), we show that if a is a member of u (a token of the powersystem PÂ) introduced toÂ to represent a consistent set X of A, then we can nd a nite set of tokens of PÂ that is \equivalent" to u, without using a. We can take this (and-)set to be Z := ffbg (u n fag) j b 2 Xg: Suppose w is a consistent choice set of fug. If a 6 2 w, then clearly w`Â c for some c 2 (u n fag). If a 2 w, then w`b for each b 2 X. This shows that we have fug`fbg (u n fag) for each b 2 X with respect to PÂ. On the other hand, if w is a consistent choice set of Z, then w intersects each member of Z. It follows that either w intersects some member of u, or else w contains X. In both cases we have Z`u with respect to PÂ. In summary, we have shown that the new tokens inÂ do not change the Smyth powerdomain structure.
To prove (iii), note that with the help of new tokens inÂ, every compact element of the Smyth powerdomain of (jÂ j; ) can be captured by a nite and-set Y , each element of which represents a compact element of (jÂ j; ). However, although PÂ may not be conjunctively 
when eliminating a single element inÂ n A.
Detailed steps for the validity of the statement given at the end of the proof for (iii) can be supplied by closely following the pattern of general distributive laws.
Generalized resolution
A token in C for the Smyth powersystem (see De nition 3.2) can be thought of as a clause. In other words, if u = fa 1 ; a 2 ; : : : ; a k g is a member of the powersystem, one should think of it as the disjunction a 1 _ a 2 _ : : : _ a k : A nite set of such tokens, fu 1 ; u 2 ; : : :; u n g, can be properly regarded as a clause set, as in logic programming 2,5]. Since every propositional formula is logically equivalent to a clause set, the Smyth powerdomain carries an interesting logical content, as well as an order-theoretic one.
We would like to see now how the order-theoretic content of the Smyth powerdomain gives rise to a sound and complete generalized resolution method. We rst give a brief account of the standard propositional resolution in light of the powersystem construction. would be to require the system be conjunctively closed.)
In the powersystem PB, the intuitive way to think about a choice set w is a (partial) truth assignment which assigns all the literals in w to true, and all other literals to \unde ned". Of course, this makes sense only if w is consistent, i.e., it does not contain both a literal and its negation. Note that 9
for tokens u, v in the powersystem, u`v if and only if u v. This is because the base system is at, in the sense that a`B b if and only if a = b. Finite and-or-sets of B can be used to represent general boolean formulas over B. For example, the and-or-set ffx 1 ; x 2 g; f:x 2 ; x 3 g; f:x 1 g; fx 1 ; x 3 gg represents the following boolean formula in conjunctive normal form:
The resolution principle 6] (see also 2, 5, 16] ) deals with the problem of demonstrating the validity of a proposition by detecting the contradiction of its negation. Instead of trying to transform the original proposition into an equivalent tautology, the resolution method starts with a proposition in conjunctive normal form (or a set of clauses) and then repeatedly applies the resolution rule, the major advantage being that only one rule is needed. When applied to two resolvable clauses, one containing the literal x and the other containing :x, the resolution rule produces a resolvent, which is a clause consisting of the union of the two clauses with x and :x removed. Restated with respect to the Smyth powersystem, soundness means that if u f x g and v f :x g are both valid at a truth assignment as provided by a consistent choice set w, then so does u v. This is because either x 6 2 w, or :x 6 2 w, which implies w\u 6 = ;, or w\v 6 = ;. Therefore, w\(u v) 6 = ;. This way, the semantic content of resolution is captured in the Smyth powersystem PB. As a special instance, we have ffx k g; f:x k gg`;;
as well as f;g`u for any u. As remarked earlier, the empty set has the status of the zero element in any Smyth powersystem.
The Smyth powersystem (De nition 3.2) allows a rather straightforward generalization of the resolution method mentioned above. For an arbitrary powersystem PA, we have the following generalized resolution rule, rst introduced for rst order logic by Robinson 7 To check if a set X of or-sets in PA is consistent, we repeatedly apply the above rule to an arbitrary subset of X and add the resolvent to X. We then check to see if the empty set is present. If yes, then X is inconsistent. If no empty set can be found in this process, then X is consistent. Of course, we want to make sure that if ; 2 R(X), then X`; and so it is indeed inconsistent (according to De nition 3.2). Conversely, if ; 6 2 R(X), then X must be consistent { there exists a consistent (w.r.t A) choice set for X. This is exactly what we call the soundness and completeness of the generalized resolution method.
It is easy to see that the method is sound: if u is a resolvent of a nite subset Y of X, then for any consistent choice set w of X, w intersects each member of Y . However, w cannot intersect each member of Y exactly at the a i s (see the generalized resolution rule), since it is consistent. Therefore, u\w must be non-empty. This shows X`u. Similarly, for any u 2 R(X), we have X`u.
The more interesting part is the completeness. The proof proceeds with two lemmas.
Lemma 4.3 Let X be an arbitrary set ( nite or in nite) of tokens in a Smyth powersystem. Then every choice set w for X contains a minimal choice set m with respect to set-inclusion.
Proof. We rst observe that X has a choice set if and only if it does not contain the special token ;. Fix a choice set w for X. Consider the subset ordering de ned on the set of choice sets for X which are subsets of w. Given any chain C of such choice sets of X, the intersection T C is again a choice set. In fact, for any token u in X, u \ T C must be non-empty because otherwise for each a in u, we can nd a member m(a) in C for which a is not a member. However, C is a chain, and this means there is some m(a 0 ) which is the least member in the nite (since u is nite) collection of choice sets fm(a) j a 2 u & m(a) 2 C & a 6 2 m(a)g:
The intersection of u and m(a 0 ) would be empty. This is a contradiction, since m(a 0 ) is assumed to be a choice set of X. This contradiction shows that u \ T C 6 = ; for any u 2 X, and hence T C is again a choice set for X.
Since any chain of choice sets has a greatest lower bound as provided by the intersection, there is a minimal choice set m below w, by Zorn's Lemma. 2 Lemma 4.4 A choice set m for X is minimal if and only if for each a in m, there exists some u in X, such that m \ u = fag. Proof. Clearly, a choice set must be minimal if it has the property that for each a in m, there exists a u in X such that m \ u = fag. On which should remain in R(X). However, this resolvent is no longer overlapping with m, contradicting the assumption that m is a choice set of R(X). 2 
Concluding remarks
We have introduced a concise presentation of the Smyth powerdomain based on the notions of choice set and 0-inhabited information systems. This result leads to a sound and complete generalized resolution method. The proof for the completeness of resolution is interesting in itself, because it is an ordertheoretic one. Moreover, the proof can be used directly for the completeness of the standard resolution for propositional logic{the standard proofs based on mathemtiacal induction are ugly and not informative! A potential further bene t of the generalized resolution is that we are no longer constrained by the limitations of propositional logic. If we can derive a general clause normal form for any logic, then the generalized resolution rule should provide a method for deciding inconsistency in a straightforward way.
