Abstract. We present examples of color Hopf algebras, i. e. Hopf algebras in color categories (braided tensor categories with braiding induced by a bicharacter on an abelian group), related with quantum doubles of pointed Hopf algebras. We also discuss semisimple color Hopf algebras.
Introduction
Color Lie algebras appeared in [Re] (under the name generalized Lie algebra of type χ), were rediscovered in [S] and then studied in several papers, e. g. [BaP, Hu, Ky, CSO, ScZ, CPO, Mo] . A color Lie algebra is a Lie algebra in a symmetric tensor category, namely the category of G-graded vector spaces over a finite abelian group G with symmetry given by a skewsymmetric bicharacter β : G × G → k × . Hopf algebras, unlike Lie algebras, can be defined in braided tensor categories. In this paper we study Hopf algebras in the braided tensor category of G-graded vector spaces with braiding given by a (not necessarily skew-symmetric) bicharacter β : G×G → k × : we call them color Hopf algebras. Pointed Hopf superalgebras were considered in [AAY] in relation with the classification of finite-dimensional Nichols algebras of diagonal type [H1] . However some of the Nichols algebras in the list of [H1] are neither of standard (close to simple Lie algebras) nor of super type. We wonder whether they are related with color Hopf algebras, and this is one of the motivations of the present article, whose contents we describe next. Section 1 is devoted to basic constructions and results in color categories; albeit these are particular instances of constructions and results in braided tensor categories, we feel that the explicit formulae in this context might be useful for the reader. We also relate the symmetric color categories with the classification of semisimple triangular Hopf algebras over a algebraically closed field [EG1, EG2] . In Section 2, we adapt the lifting method [AS] to the setting of color Hopf algebras. In Section 3, we produce color Hopf algebras versions of the quantum doubles of bosonizations of color Nichols algebras. We introduce the notion of consistent coloring of a generalized Dynkin diagram, meaning that is preserved by the movements of the Weyl groupoid. In Section 4, we discuss some examples of semisimple color Hopf algebras.
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Preliminaries and notation
Let k be an algebraically closed field of characteristic 0 and k × = k − {0}; all vector spaces, algebras and tensor products are over k.
Throughout this paper, G is a finite abelian group, denoted multiplicatively, and A = G = Hom(G, k × ) is the character group of G. Then (e g ) g∈G denotes the canonical base of kG and Aut G the group of automorphisms of G. The elements of the dual basis of (kG) * = k G are denoted by δ g , g ∈ G. Let L be an abelian group and suppose that G acts on L; we denote by Z 1 (G, L) (resp. Z 2 (G, L)) the set of normalized 1-cocycles (resp. 2-cocycles). If A acts on a set X and x ∈ X, then Stab A (X) is the stabilizer of the action and A x is the isotropy subgroup of x. C N , N ∈ N, is the cyclic group of order N . For an arbitrary group Γ, Z(Γ) denotes its center.
We also denote by G(C) the set of all group-like elements of a coalgebra C. The category of left, respectively right, C-comodules is denoted by C M; resp. M C . If B is an algebra, then the category of left, respectively right, B-modules is denoted by B M; resp. M B . When B is a bialgebra, P(B) denotes the set of all primitive elements.
All Hopf algebras in this paper have bijective antipodes. Let H be a Hopf algebra. We will denote by Aut H the group of Hopf algebra automorphisms of H; and by HZ(H) the Hopf center of H, i. e., the maximal central Hopf subalgebra of H [A] . We assume that the reader has familiarity with tensor categories, see e. g. [BK] , and with Yetter-Drinfeld modules and bosonization, see e. g. [AS] . Recall that a tensor functor between tensor categories C and D (with associativity a) is a pair (F, φ), where F : C → D is an additive k-linear functor and φ X,Y :
is a natural isomorphism such that a F (X),F (Y ),F (Z) (φ X,Y ⊗ id) φ X⊗Y,Z = (id ⊗φ Y,Z ) φ X,Y ⊗Z F (a X,Y,Z ) for all X, Y, Z ∈ C, and some compatibility for the unit. If C and D are braided (with braiding c), a monoidal tensor functor F : C → D is braided when for all X, Y ∈ C c F (X),F (Y ) A commutation factor on G is a skew-symmetric bicharacter β, that is
Let β be a bicharacter on G. Then Vect G is braided with braiding given by
Here it is crucial that G is abelian, for c to be a map of G-graded vector spaces. Conversely, any braiding in the tensor category Vect G comes from a bicharacter β on G. Furthermore, c β is a symmetry in Vect G if and only if β is a commutation factor on G. Definition 1.1. Let G be a finite abelian group and β a bicharacter on G. We denote by Vect G β the braided tensor category Vect G with braiding c β . Any braided tensor category like this is called a color category with color β. Remark 1.2. (i). Let G, Γ be finite abelian groups, β and ϑ bicharacters on G and Γ respectively, ψ : G → Γ a group homomorphism and γ : G×G → k × a normalized 2-cocycle. Then there is a tensor functor (F, φ) : 
, together the trivial cocycle, induce a braided tensor functor Vect
G , then V ∈ kG kG YD with action and coaction
In what follows, we fix a bicharacter β and use the adjective graded for notions in Vect G , that do not require the braiding, and color for notions in Vect G β , that do. 1.2. Graded algebras. A G-graded algebra is the same as an associative algebra in Vect
A graded representation of a G-graded algebra B on V ∈ vect G is a G-graded morphism ρ : B → End(V ); for general V , a graded representation is a morphism into the subalgebra END(V ) = ⊕ g∈G End(V ) g of End(V ). Note that ρ : B → End(V ) is a graded representation if and only if there is an action B ⊗ V → V that respects the grading. In this case, we say that V is a left graded module. Analogously, there are right graded modules. A graded bimodule is a bimodule such that both the left and the right actions are homogeneous. The respective abelian categories are denoted by B GM, GM B and B GM B , with obvious morphisms. Remark 1.3. Let B be a graded algebra and B G = B#kG the smash product algebra; this is the vector space B ⊗ kG with the multiplication given by
The reciprocal holds provided that β is non degenerate. Indeed, if ξ ∈ A, then there exists a unique
The action of B is the restriction of the action of B G , so V ∈ B GM. In this way, the abelian categories B GM and B G M are equivalent.
Graded coalgebras. A G-graded coalgebra is a coalgebra C in Vect
G . For instance, the dual coalgebra of a finite dimensional graded algebra is a graded coalgebra. A (left) graded comodule over a graded coalgebra C is a left comodule V such that V ∈ Vect G and the coaction λ : V → C ⊗ V is homogeneous. Right graded comodules and graded bicomodules are defined in a similar way. These categories are denoted by C GM, GM C and C GM C . Given a graded coalgebra C, we denote the coproduct by the following variant of Sweedler's notation: ∆(c) = c (1) ⊗ c (2) , c ∈ C. Analogously, for a graded comodule V , we write:
Remark 1.4. Let C be a graded coalgebra and C G = C#kG the smash product coalgebra, i. e. the vector space C ⊗ kG with coproduct and counit
As a consequence, C G is pointed if and only if C is pointed and the grading of the coradical C 0 is trivial. In this case, we say that C is strictly pointed.
The abelian categories C GM and
(1.10) 1.4. Color Hopf algebras. The bicharacter β is not needed to define algebras and coalgebras in Vect G , but to define bialgebras and Hopf algebras. First, β allows us to define the twisted product between G-graded algebras: if B, B ′ are G-graded algebras, then B⊗B ′ is the G-graded algebra with multiplication (x⊗x ′ )(y⊗y ′ ) = β(|x ′ |, |y|)xy⊗x ′ y ′ , for all x, y ∈ B, x ′ , y ′ ∈ B ′ . A color bialgebra is a bialgebra B in the category Vect G , that is, B = ⊕ g∈G B g is a G-graded algebra and coalgebra such that ∆ : B → B⊗B and ε are morphisms of G-graded algebras. A color bialgebra H is said a color Hopf algebra when the identity map has a convolution inverse S ∈ End(H) (that we shall always assume is bijective.); S is called the antipode and satisfies (i) S(xy) = β(|x|, |y|) S(y)S(x) and
), for all x, y ∈ H. Evidently, if β = ε is the trivial bicharacter, then a (G, ε)-color Hopf algebra is a G-graded Hopf algebra, that is a Hopf algebra which is G-graded algebra and coalgebra with respect to the same grading. For example, the dual H * of a finite dimensional color Hopf algebra H is again a color Hopf algebra.
Let H be a color Hopf algebra. Then H is a Hopf algebra in kG kG YD by Remark 1.2 (iii). Let H G = H#kG be the bosonization of H, i. e. H ⊗ kG with multiplication and coproduct given by (1.7) and (1.9). Observe that
Let H CM be the category of graded modules with the tensor structure defined as follows. If V, W ∈ H CM, then V ⊗ W has the underlying tensor product of G-graded vector spaces and the action of H given by
Similarly, H CM denotes the tensor category of graded comodules with the following tensor product. If V, W ∈ H CM, then
The equivalence H CM ≃ H G M in Remark 1.4 is monoidal. The subcategory of finite dimensional objects in H CM is rigid. Indeed, given such a comodule V and f ∈ V * , the coaction λ( (1 ⊗ 1 + 1 ⊗ u + u ⊗ 1 − u ⊗ u) and R := RR u . Then there exist a finite group L, a subgroup K < L and a minimal twist J ∈ kK ⊗ kK such that (B, R) and (kL J , J −1 21 J) are isomorphic as triangular Hopf algebras. Moreover, the data (L, K, J) is unique up to isomorphisms of groups and gauge equivalence of twist.
There is a well-known one-to-one correspondence between bicharacters of G and quasitriangular structures on kA. For, consider the isomorphism of Hopf algebras k G → kA given by δ g → v g := 1 |G| a∈A a(g −1 )e a ; then the bicharacter β corresponds to the R-matrix
Under this identification, the Drinfeld element of (kA,
Also commutation factors of G correspond to triangular structures on kA. Assume until the end of this Subsection that β is a commutation factor of G.
and
Consequently the R-matrix R β as in Theorem 1.5 has the explicit form
fied with the group of characters of G ′ = G/ ker χ, and βκ induces a nondegenerate bicharacter β ′ on G ′ with β ′ (g, g) = 1 for all g ∈ G ′ . Moreover
By Scheunert's trick [S] , there is a normalized 2-cocycle γ ′ on G ′ such that
A well-known and straightforward calculation shows that
is a minimal twist for kK such that
21 J γ ′ ; but A being abelian, kA = kA J γ ′ as Hopf algebras. Thus we have: Theorem 1.6. The data associated to the triangular semisimple Hopf alge-
Since u 2 = 1, it can be thought of as group morphism u : G → Z 2 . Let ς be the commutation factor on Z/2 such that Vect Z/2 ς is the category of supervector spaces; note κ = ς(u × u). Consider the normalized 2-cocycle on G given by γ := γ ′ (p × p), where p : G → G ′ is the canonical projection. Then u and γ give rise to a braided tensor functor (F, φ) : Vect In fact, the cocycle γ induces an equivalence of braided tensor categories (F, φ) : Vect
is an equivalence of braided tensor categories, hence any (G, β)-color Hopf algebra gives rise to a G-graded Hopf algebra and vice versa.
• If u = 1, any (G, β)-color Hopf algebra gives rise to a G-graded Hopf superalgebra and vice versa.
Compare e. g. with [BaP, Section 2] . By these reasons, and taking into account that in Heckenberger's list [H1] there are Nichols algebras that arise neither from usual Lie algebras nor from Lie superalgebras-see the discussion in [Ang] -we are led to consider bicharacters that are not commutation factors.
Categories of modules over color Hopf algebras
As always, G is a finite abelian group, A = Hom(G, k × ), β is a bicharacter on G and χ : G → A is given by (1.5). We fix a color Hopf algebra H. The statements below are basically adaptations of analogous statements for Hopf algebras (and particular cases of statements for braided Hopf algebras in braided tensor categories) and we omit most of the proofs.
Color Hopf bimodules and Yetter-Drinfeld color modules. A (left) color Hopf module over H is an object V ∈ Vect
G which is simultaneously a (left) graded module over H and a (left) graded comodule over H such that the coaction λ : V → H ⊗ V is a morphism of graded modules over H; here we use the braiding for the action on H ⊗V , cf. (1.11). If U ∈ Vect G , then H ⊗ U is a color Hopf module with the regular left action and coaction. If V is a graded comodule over H, then V co H := {v ∈ V : λ(v) = 1 ⊗ v}. The Fundamental theorem of color Hopf modules, a particular case of the analogous theorem in braided tensor categories [T2] , says:
Theorem 2.1. If V is a color Hopf module over H then the multiplication H ⊗ V co H → V is an isomorphism of color Hopf modules.
A color Hopf bimodule over H is an object V ∈ Vect
G which is simultaneously a graded bimodule over H and a graded bicomodule over H, and such that the coactions λ : V → H ⊗ V and ρ : V → V ⊗ H are morphisms of graded bimodules over H (for what we need again the braiding). The category H H CM H H of color Hopf bimodules over H is tensor one with the tensor product ⊗ H . A left Yetter-Drinfeld color module over H is an object V ∈ Vect G which is simultaneously a left color module over H and a left color comodule over H with compatibility
for all v ∈ V and h ∈ H. As usual, these notions are equivalent. 
) and coaction λ; and H H YDC ∋ V M = V ⊗H, with actions and coactions
These functors are tensor equivalent, inverse of each other.
The tensor category
Remark 2.3. Let H be a color Hopf algebra and H G = H#kG. There exists a full embedding of braided tensor categories i :
H YDC becomes a Yetter-Drinfeld module over H G with the structures (1.8) and (1.10).
Example 2.4. Let H be a color Hopf algebra with trivial grading, that is, H is a usual Hopf algebra.
Bosonization of color Hopf algebras.
Since H H YDC is a braided category, we may consider Hopf algebras in this category. The equivalence between Hopf algebras in H H YDC and color Hopf algebras with split projection to H goes in the same way as in [R, M2] . Namely, given a Hopf algebra
for all a, b ∈ R and h, f ∈ H. By Remark 2.3, i(R) is a Hopf algebra in
Conversely, let ι : H ֒→ L and π : L ։ H be morphisms of color Hopf algebras such that π • ι = id H . The subalgebra of coinvariants
is a Hopf algebra in the category H H YDC with the following structures
The color Hopf algebras L and R#H are isomorphic. Note that ι and π induce morphisms of Hopf algebras
2.3. Color Nichols algebras. The structure of a Nichols algebra appeared first in [N] . See [AS] for a detailed introduction to this construction.
We have a similar explicit description of B(V ) as in [AAY, 1.7] . Then, by Remark 2.3, it follows that
2.4. The lifting method for color Hopf algebras. Let H be a color Hopf algebra. The coradical H 0 of H is a graded subcoalgebra of H. Assume that H 0 is also a subalgebra of H. Because of this assumption on H, the coradical filtration {H n } is also a filtration of algebras and the associated graded algebra gr H is a color Hopf algebra. Since the homogeneous projection π : gr H −→ H 0 is a morphism of color Hopf algebras that splits the inclusion map, the algebra of left coinvariants R = (gr H) co π is a braided Hopf algebra in
. Consequently the subalgebra generated by R(1) is isomorphic to the Nichols algebra B (R(1) ). That is, we can adapt the lifting method [AS] to the setting of color Hopf algebras. However, the classification problems of color Hopf algebras whose coradical is a subalgebra reduce to classification problems of Hopf algebras with the same property.
Proposition 2.6. Let H be a color Hopf algebra.
(i) The coradical filtration of H G is {H n #kG}.
(ii) H 0 is a color Hopf subalgebra of H if and only if (H G ) 0 is a Hopf subalgebra of H G . In this case,
H G provides a one-to-one correspondence between finite-dimensional strictly pointed color Hopf algebras H and finitedimensional pointed Hopf algebras H such that:
• The inclusion kG ֒→ H has a Hopf algebra retraction π : H −→ kG.
• As Yetter-Drinfeld module, H co π comes from the grading as in (1.6).
Example 2.7. Let Γ be a finite abelian group. Then any finite-dimensional V in kΓ kΓ YD has a decomposition in direct sum of sub-objects of the form V ζ u , u ∈ Γ, ζ ∈ Γ, where u determines the coaction and ζ the action. Consider kΓ as a color Hopf algebra with trivial grading so that kΓ kΓ YDC is a semisimple category. By Example 2.4, any finite-dimensional V ∈ kΓ kΓ YDC has a basis
Let V ∈ kΓ kΓ YDC with basis x 1 , . . . , x θ such that
Then the color Nichols algebra B(V ) has finite dimension if and only if the connected components of the generalized Dynkin diagram corresponding to the matrix (q ij ) 1≤i,j≤r belong to the list in [H1] .
Proof. It follows directly from (2.1) and (2.3).
Examples related with quantum doubles
In this section we construct examples of color Hopf algebras from Nichols algebras of diagonal type. We start by a general construction of quantum doubles extending that of [H2] , where quantum doubles of bosonizations of Nichols algebras by kZ θ are considered. We describe in Subsection 3.1 quantum doubles of realizations over other abelian groups. A similar construction was studied in [Bt] for finite abelian groups; see also [ARS, RaS] . We show how to give colors to these quantum doubles, that can be thought of as generalizations of quantized enveloping (super)algebras. Then we show examples where the color is consistent with the associated Weyl groupoid.
3.1. General construction. We refer to [KS, DT] for the definition of skew-Hopf pairing between Hopf algebras B and B ′ and the associated Hopf algebra B ⊲⊳ B ′ . Let I = {1, . . . , θ}. We consider a datum
Let µ : kΓ ⊗ kΛ → k be the skew-Hopf pairing associated to µ.
For example, [H2, Section 4] deals with the case Γ = Λ = Z θ , while we are interested in the case Γ = Z θ × G, Λ = Z θ × A, G our finite abelian group. Another interesting example is: Γ a finite abelian group, Λ = Γ, where h i = γ i , λ i = g i under the canonical identification of Γ with the group of characters of Γ, and µ is the evaluation.
First we attach to the datum E two Yetter-Drinfeld modules V ∈ kΓ kΓ YD with a fixed basis
with a fixed basis
Following [H2], we consider the Hopf algebras
• A = T (V )#kΓ, i. e. the algebra over kΓ generated by elements E i , i ∈ I, with relations gE i = γ i (g)E i g, and coproduct determined by:
• A ′ = (T (W )#kΛ) cop , the algebra over kΛ generated by elements F i , i ∈ I, and relations hF i = λ i (h)F i h. The coproduct is given by:
Proposition 3.1. There exists a unique skew-Hopf pairing µ : A ⊗ A ′ → k such that, for all i, j ∈ I, g ∈ Γ, h ∈ Λ, E ∈ T (V ) and F ∈ T (W ),
Proof. Analogous to that of [H2, Proposition 4.3] . In fact we can define an algebra homomorphism Υ : A → (A ′ ) * , by sending g → g, E i → E i , the linear maps determined by the following equations
The map Υ is well-defined; indeed, We prove now [H2, Theorem 5.8] in our general setting; cf. also [ARS, Bt] . Proof. Set V + = T (V )#Z θ (and call (K i ) i∈I the canonical basis of this Z θ ); V − = T (W )#Z θ (and call (L i ) i∈I the canonical basis of this second copy of Z θ ), ν : V + ⊗ V − → k the bilinear form as in Proposition 3.1 but with respect with these copies of Z θ , cf. [H2, Proposition 4.3]. There exist Hopf algebra maps α V :
We claim that µ(I(V )Γ, A ′ ) = 0, µ(A, I(W )Λ) = 0. To prove this, we use (3.4) and argue as in the proof of [H2, Theorem 5.8]. Therefore we induce a bilinear form µ : B ⊗ B ′ → k, which is a skew-Hopf pairing because π V , π W are Hopf algebra morphisms. The restriction of the pairing to B(V ) ⊗ B(W ) is non-degenerate because of (3.5) and again the proof of [H2, Theorem 5.8].
The last claim follows from the preceding and (3.4).
Definition 3.3. Let D(E) be the Hopf algebra obtained from B⊗B ′ twisting by the cocycle associated to µ [DT, KS] . It is presented by generators g ∈ Γ, h ∈ Λ, E i , F i , i ∈ I, the relations in I(V ), I(W ), those of Γ × Λ, and
3.2. Coloring quantum doubles. We now define a color version of the Hopf algebra D(E) above, for the pair (G, β); we assume that β is nondegenerate in this Subsection. Hence the maps χ, χ o : G → A as in (1.5) are isomorphisms of groups. To start with, we consider the following datum:
• A matrix q = (q ij ) i,j∈I ∈ (k × ) I×I , such that q ii = 1, for all i ∈ I.
• t i ∈ G for all i ∈ I.
• Γ = Γ 0 × G, Γ 0 free abelian with basis K 1 , . . . , K θ .
• Λ = Λ 0 × A, Λ 0 free abelian with basis L 1 , . . . , L θ .
We shall say that E is a datum, or a datum for q if emphasis is needed.
Let D(E) be the Hopf algebra as in Definition 3.3, presented by generators
i , i ∈ I, t ∈ G, ξ ∈ A with the relations defining the Nichols algebras generated by E i and F i , i ∈ I; those of Γ × Λ, and . (3.10) Here the elements of Γ × Λ are group-like and
Given t ∈ G, tχ o t is a central element of D(E). Let I(E) be the Hopf ideal of U (E) generated by {tχ o t − 1, t ∈ G} and U (E) := D(E)/I(E) the corresponding quotient Hopf algebra; it has a presentation by generators E i ,
i , i ∈ I, t ∈ G and analogous relations. Our goal is to obtain color Hopf algebras from a factorization U (E) ≃ R(E)#kG. Therefore we analyze first such possible factorizations.
Proposition 3.4. There exists a one-to-one correspondence between (i) group homomorphisms π : Γ 0 → G and (ii) Hopf algebra retractions π : U (E) −→ kG of kG ֒→ U (E).
Indeed, given π : Γ 0 → G, we define π : U (E) → kG by π(t) = t, t ∈ G, and
Proof. It is easy to see that the extension of π : Γ 0 → kG to π : U (E) → kG as above is a Hopf algebra map. Conversely, let π : U (E) → kG be a Hopf algebra retraction of kG ֒→ U (E). Since π(K i ), π(L i ) are grouplikes, π| Γ 0 ×Λ 0 is a group homomorphism. By (3.6), (3.8) and the hypothesis
Let π : U (E) → kG be a Hopf algebra map as in Proposition 3.4 and R(E) = U (E) co π , a braided Hopf algebra in kG kG YD. Notice that R(E) is the subalgebra of U (E) generated by
Indeed the later is contained in the former; but the Z θ -homogeneous components coincide, from U (E) = R(E)#kG and
Next we decide when the braided Hopf algebra R(E) is color.
Proposition 3.5. R(E) is a color Hopf algebra if and only if π is trivial.
We have to check that the action is given by (1.6). But t · E i = β(t, t i )E i and t · F i = β(t, t
Since β is non-degenerate, R(E) is a color Hopf algebra if and only if π(K i ) = 1.
Proposition 3.5 gives many examples of color Hopf algebras, namely R(E), by taking π trivial.
An important invariant of Nichols algebras of diagonal type is the Weyl groupoid, see [H1] for more details and [AHS] for a generalization. Let q = (q ij ) i,j∈I ∈ (k × ) I×I , such that q ii = 1, for all i ∈ I, as above. Define a pp = 2 and for j = p ∈ I a pj := − min{n : (1 + q pp + · · · + q n pp )(1 − q n pp q pj q jp ) = 0}. (3.12) Let p ∈ I such that all the a pj 's are finite, j ∈ I. We define
• reflections s p : Γ 0 → Γ 0 and s p : Λ 0 → Λ 0 by
• the p-reflected matrix s * p q = (q ′ ij ), where
The Weyl equivalence relation on the matrices q as above is induced by q ∼ s * p q, for each p such that all the a pj 's are finite. Indeed, s * p (s * p q) = q [H2] . We now extend the Weyl equivalence to data E as above by the following rule. Let p ∈ I such that all the a pj 's are finite, j ∈ I. Let
) i∈I , µ , be the datum given by
•
Notice that the bilinear form µ from E satisfies µ (
Definition 3.6. Let (q (b) ) b∈B be the Weyl equivalence class of q. A family of data
for some p). The construction above shows that a datum E for q determines a consistently colored family of data E (b) for the Weyl equivalence class of q.
Recall from [H1] that the generalized Dynkin diagram of q has set of vertices I, each vertex labeled with q ii , and arrows between i, j only when q ij q ji = 1, labeled with this scalar.
We introduce also color Dynkin diagrams for the corresponding matrices q. It is a diagram with vertices in I, where each vertex i is labeled with the degree t i on G and the scalar q ii . Now we put the following set of arrows:
• an arrow between i, j ∈ I when q ij q ji = 1, labeled with this scalar;
• an arrow between i, j ∈ I when q ij q ji = 1 but β(t i , t j )β(t j , t i ) = 1, with no labels; • no arrow between i, j ∈ I when q ij q ji = β(t i , t j )β(t j , t i ) = 1; in particular, when q ij q ji = 1, and either t i = e or t j = e. We show now examples of consistently colored families of data.
Example 3.7. Consider the abelian group G = C 2 × C 2 = σ × ν , and the non-degenerate bicharacter β : G × G → k given by:
We fix the following notation for the G-grading on colored Dynkin diagrams:
• for degree 1, • for degree σ, ⊗ for degree ν, ⊙ for degree σν.
Fix q ∈ k × , q = ±1, and a matrix (q ij ) 1≤i,j≤4 associated to the generalized Dynkin diagram of [H1, Table 3 , Row 14]:
Set t 1 = e, t 2 = t 4 = σ, t 3 = ν. The matrix ( q ij ) 1≤i,j≤4 as in Proposition 2.8 has the colored Dynkin diagram
In the following table we present the associated generalized and colored Dynkin diagrams of the associated consistently colored family of data.
(q ij ) = (β(t i , t j ) q ij ) ( q ij ) and G-grading
Example 3.8. Let σ be a generator of the cyclic group G = C 3 of order 3, ω a primitive third root of unity and q ∈ k × , q = 1, ω, ω 2 . Let ( q ij ) 1≤i,j≤2 be the matrix given by q ij = q b ij , where
Let β be the bicharacter on G such that β(σ, σ) = ω and t 1 = σ, t 2 = e. The matrix (q ij = β(t i , t j ) q i,j ) 1≤i,j≤2 has the generalized Dynkin diagram
Its Weyl equivalence class includes only one more diagram, namely
•, ⊗ denote the vertices of degree 1, σ, σ 2 , respectively, the corresponding colored Dynkin diagrams are
To conclude this subsection, we discuss examples of color Hopf algebras arising from a version of U (E) but with only one copy of Z θ . More precisely, we assume that ( q ij ) 1≤i,j≤θ is symmetric, so K i L i is a central element on U (E), for all i ∈ I. Fix U(E) := U (E)/J, where J is the Hopf ideal of U (E) generated by the set {K i L i − 1 : i ∈ I}. The next proposition is an immediate consequence of Propositions 3.4 and 3.5. There is a condition on the elements t i , not always satisfied as we will see in Example 3.10.
Proposition 3.9. Let U(E) be as above.
(i) There exists a one-to-one correspondence between (a) group morphisms π :
i , (b) surjective Hopf algebra morphisms π : U(E) → kG that splits the natural inclusion kG ֒→ U(E).
(ii) U(E) co π is a color Hopf algebra if and only if t 2 i = 1, for all 1 ≤ i ≤ θ.
Example 3.10. The next algebra is described in [Y] . It corresponds to our construction in Proposition 3.9 (i) and gives place to a Yetter-Drinfeld Hopf algebra, which is not a color Hopf algebra. Let ( q ij ) 1≤i,j≤2 , σ and ω be as in Example 3.8. The algebra U(E) is presented by generators 2, relations (3.6) , relations from the group and
Note that π : U(E) → kC 3 , given by π(σ) = σ, π(E i ) = π(F i ) = 0 and π(K i ) = σ −δ 1i , is a Hopf algebra morphism that splits the natural inclusion kC 3 ֒→ U(E). In our context t 1 = σ, t 2 = 1, so t 2 1 = 1 and U(E) co π is not a color Hopf algebra by Proposition 3.9 (ii).
Examples of semisimple color Hopf algebras
Throughout this section, G, A, β and χ g are as above, see (
We start by a general fact from [Sch, Corollary 2] ; see also [Du, formula (9) , page 334].
Proposition 4.1. Let H and P be Hopf algebras. Assume that H is an object in P P YD for some action and coaction, in such a way that it is an algebra and a coalgebra in P P YD. Then the following are equivalent: (i) H is a Hopf algebra in P P YD. (ii) The braiding c : H ⊗H → H ⊗H, c(x⊗y) = x (−1) ·y ⊗x (0) , x, y ∈ H, is the usual flip. 
Definition 4.3. A (G, β)-color group is a group Γ provided with an action of A by group automorphisms such that (
Theorem 4.4. Let Γ be a group provided with an action of A by group automorphisms. Then the following are equivalent:
, and consequently, β(g, h) = χ g (h) = 1, for all h ∈ sup kΓ.
Example 4.5. Let G = C 4 = g be the cyclic group of order 4, i ∈ k such that i 2 = −1 and β : G × G → k × , β(g i , g j ) = (−1) ij ; then A = a , where a(g) = i. Let Γ = C 2 ⊕C 2 = γ ⊕ η with the action of A given by a(γ) = γ and a(η) = γ + η. Then kΓ is a color Hopf algebra since β(x, y) = 1 for all x, y ∈ sup kΓ = {1, g 2 }.
Example 4.6.
Then kΓ is a color Hopf algebra since β(x, y) = 1 for all x, y ∈ sup kΓ = {1, g + h 2 }.
4.2.
Abelian extensions in color categories. In this subsection, we analyze color Hopf algebras that arise as abelian extensions.
4.2.1. Abelian extensions. Let (Γ, L) be a matched pair of groups [Ma, T1] , that is, L and Γ are finite groups provided with (right and left) actions
We shall always assume that σ and τ satisfy the following normalization conditions: for all l, t ∈ L and γ, η ∈ Γ (4.1)
Let H = k L τ # σ kΓ be the vector space k L ⊗ kΓ with the crossed product algebra and the crossed coproduct coalgebra structures. The multiplication and coproduct of H are
Here δ l e γ := δ l ⊗ e γ ∈ H. Then the following holds:
This happens e. g. if σ and τ are trivial, case where we denote H = k L #kΓ. If (4.4) holds, then we have an exact sequence of Hopf algebras
.10] gives necessary and sufficient conditions on σ and τ so that H = k L τ # σ kΓ becomes a braided Hopf algebra with respect to a braiding c : H ⊗ H → H ⊗ H. This braiding c is uniquely determined by σ and τ , and is diagonal with respect to the basis (δ l e γ ) l∈L,γ∈Γ . If these conditions hold, then H can be realized as a braided Hopf algebra over an abelian group. We discuss this further in Subsection 4.3.
4.2.2.
Automorphisms of an abelian extension with trivial cocycles. In subsection 4.2.3, we shall assume that σ, τ are trivial 2-cocycles. We shall give conditions on H = k L #kΓ to be a (G, β)-color Hopf algebra, under the assumption that
In this subsection, we determine Aut ext H, H = k L #kΓ. We first observe that this group is sometimes the full automorphism group.
Lemma 4.7. Then the following are equivalent:
(ii) ⊳ is trivial and Z(Γ) = {1}. If either of these conditions holds, then Aut H = Aut ext H.
Proof. (i) ⇒ (ii): Since δ l,t δ l e γ = δ l (δ t e γ ) = (δ t e γ )δ l = δ t⊳γ,l δ t e γ , for all l, t ∈ L and γ ∈ Γ, ⊳ is trivial. The subalgebra of H generated by {δ l e γ : l ∈ L, γ ∈ Z(Γ)} is a central Hopf subalgebra of H, hence Z(Γ) = {1}.
(ii) ⇒ (i): Clearly, π(HZ(H)) = k, because the former is a central Hopf subalgebra of kΓ. Hence π(y) = ε(y)1 for any y ∈ HZ(H). Therefore,
The last assertion follows because the Hopf center is invariant under Aut H.
since f is a automorphism of Hopf algebras, we see that f induces f 1 ∈ Aut L. Analogously, f induces f 2 ∈ Aut Γ, and we have a homomorphism of groups
This implies that (4.14)
It follows from (4.12) and (4.14) that f γ (r, η) = 0 whenever η = h(γ).
Then (4.6) and (4.8) follow, respectively, by (4.12) and (4.13). Also, (4.7) follows since
Using that f (δ l e γ ) = δ g(l) f ( e γ ) = f γ (g(l))δ g(l) e h(γ) , we obtain f (δ l e γ · δ t e η ) = δ l⊳γ,t f γη (g(l))δ g(l) e h(γη) , (4.16) f (δ l e γ )f (δ t e η ) = f γ (g(l)) f η (g(t))δ g(l)⊳h(γ),g(t) δ g(l) e h(γ)h(η) . (4.17)
The identity g(l)⊳h(γ) = g(l⊳γ) is immediate from (4.16) and (4.17). Using that (f ⊗ f ) • ∆(δ l e γ ) = ∆ • f (δ l e γ ), we obtain that g(l) ⊲ h(γ) = h(l ⊲ γ). Finally, the last identity and (4.14) imply (4.9). Conversely, assume that (i) and (ii) hold. Define f by (4.10); by a straightforward calculation, f ∈ Aut ext H and Φ(f ) = (g, h).
Remark 4.9. The conditions in Proposition 4.8 (ii) can be spelled out in cohomology terms. Indeed, the action ⊳ induces actions of Γ on (k × ) L parameterized by h ∈ Aut Γ: (γ ⇀ h φ) (l) = φ(l ⊳ h(γ)), γ ∈ Γ, φ ∈ (k × ) L and l ∈ L. Then (4.7) and (4.8) imply that f is a normalized 1-cocycle. When ⊲ is trivial, (4.6) and (4.9) imply that f ∈ Z 1 (Γ, Hom(L, k × )).
Example 4.10. Let Γ = C 3 = γ and L = C 7 = l . Then (Γ, L) is a matched pair with trivial ⊲ and ⊳ : L × Γ → L, l ⊳ γ = l 2 . Then g ∈ Aut L, g(l) = l −1 , and h = id ∈ Aut Γ, satisfy the condition Proposition 4.8 (i). Let 1 = ξ ∈ k such that ξ 7 = 1. The map f : Γ → k L , f 1 = 1, f γ (l) = ξ and f γ 2 (l) = ξ 3 , satisfies (4.6), (4.7), (4.8) and (4.9). By Proposition 4.8, there exists f ∈ Aut ext H such that Φ(f ) = (g, h). By (4.10), f is given by f (δ l i e 1 ) = δ l −i e 1 , f (δ l i e γ ) = ξ −i δ l −i e γ , f (δ l i e γ 2 ) = ξ −3i δ l −i e γ 2 . ρ u η (χ g −1 ) = χ u η . Let a ∈ A l γ with ρ u η (a) = χ u η . Then, aχ g ∈ (G u η ) ⊥ , which implies that χ g −1 ∈ A l γ . Thus, 1 = (χ g −1 ) γ (l) = χ g −1 (h) = β(g, h) −1 . Example 4.14. Let H and f be as in Example 4.11, G = C 2 ⊕C 2 = g ⊕ h and β : G × G → k × , β(g i + h j , g k + h l ) = (−1) il−jk . Then A = a ⊕ b , where a(g) = −1, a(h) = b(g) = 1 and b(h) = −1. Consider the action of A on H given by a(u) = b(u) = f (u), ab(u) = u, for all u ∈ H. Then H is a color Hopf algebra since β(x, y) = 1 for all x, y ∈ sup H = {1, g + h}.
4.3. Color abelian extensions with non-trivial braiding. Let σ : Γ × Γ → (k × ) L and τ : L × L → (k × ) Γ be normalized 2-cocycles satisfying (4.1) and let H = k L τ # σ kΓ with product (4.2) and coproduct (4.3). In [AN, Section 3] , the authors discuss when k L τ # σ kΓ is a Hopf algebra in kG kG YD with respect to an action and a coaction that are diagonal with respect to the basis (δ l e γ ) l∈L,γ∈Γ ; namely, they are determined by maps z : L × Γ → G and ω : L × Γ → Hom(G, k × ), by the rules g · δ l e γ = ω(l, γ)(g)δ l e γ , λ(δ l e γ ) = z(l, γ) ⊗ δ l e γ . (4.18)
Since we are interested in the braided tensor category (Vect G , c β ), it is enough to fix z because ω is given by ω(l, γ)(g) = β(g, z(l, γ)), see (1.6). Note that (4.2) and (4.3) are morphisms of kG-comodules if and only if, z(l, γη) = z(l, γ)z(l ⊳ γ, η), l ∈ L, γ, η ∈ Γ, (4.19) z(lt, γ) = z(l, t ⊲ γ)z(t, γ), l, t ∈ L, γ ∈ Γ. (4.20)
The following theorem is a consequence of [AN, Theorem 3.5] .
Theorem 4.15. Suppose that z : L × Γ → G satisfies (4.19) and (4.20). Then H is a (G, β)-color Hopf algebra iff for all l, t ∈ L and γ, η ∈ Γ, σ lt (γ, η)τ γη (l, t) = β z(t, γ), z l ⊳ (t ⊲ γ), (t ⊳ γ) ⊲ η × τ γ (l, t) τ η (l ⊳ (t ⊲ γ), t ⊳ γ) σ l (t ⊲ γ, (t ⊳ γ) ⊲ η) σ t (γ, η). For the rest of this subsection, in order to determine maps z satisfying (4.19) and (4.20), we assume that ⊲ is trivial; this implies that ⊳ : L × Γ → L is an action by group automorphisms. Then ⊳ induces left actions of Γ on Hom(L, G) and on Hom(L, A); for instance, (γ ⇀ φ)(l) = φ(l ⊳ γ), for all γ ∈ Γ, φ ∈ Hom(L, G) and l ∈ L. By [AN, Lemma 4 .1], the correspondence z → z : Γ → Hom(L, G), z(γ)(l) = z(l, γ), l ∈ L, γ ∈ Γ, determines a bijection between the set of maps z satisfying (4.19) and (4.20) and Z 1 (Γ, Hom(L, G)). We now look for σ, τ satisfying the compatibility condition (4.21). We consider the 2-cocycle τ as a map τ : Γ → Z 2 (L, k × ) and the action of Γ on Z 2 (L, k × ): (γ · ϕ)(l, t) = ϕ(l ⊳ γ, t ⊳ γ), γ ∈ Γ, ϕ ∈ Z 2 (L, k × ), l, t ∈ L.
Theorem 4.16. Let z ∈ Z 1 (Γ, Hom(L, G)) and suppose that the following compatibility condition holds σ lt (γ, η) = β ( z(γ)(t), γ ⇀ z(η)(l)) σ l (γ, η) σ t (γ, η). 
