SUMMARY Recently, many techniques have been proposed to improve speaker identification in noise environments. Among these techniques, we consider the feature recombination technique for the multi-band approach in noise robust speaker identification. The conventional feature recombination technique is very effective in the band-limited noise condition, but in broad-band noise condition, the conventional feature recombination technique does not provide notable performance improvement compared with the full-band system. Even though the speech is corrupted by the broad-band noise, the degree of the noise corruption on each sub-band is different from each other. In the conventional feature recombination for speaker identification, all sub-band features are used to compute multiband likelihood score, but this likelihood computation does not use a merit of multi-band approach effectively, even though the sub-band features are extracted independently. Here we propose a new technique of sub-band likelihood computation with sub-band weighting in the feature recombination method. The signal to noise ratio (SNR) is used to compute the subband weights. The proposed sub-band-weighted likelihood computation makes a speaker identification system more robust to noise. Experimental results show that the average error reduction rate (ERR) in various noise environments is more than 24% compared with the conventional feature recombination-based speaker identification system. key words: feature recombination, multi-band approach, speaker identification, sub-band likelihood, sub-band weighting 
Introduction
In general, speaker identification finds the correct speaker of a given test utterance among registered speakers. In recent years, the Gaussian mixture model (GMM) based speaker identification method [1] has been a dominant approach for text-independent speaker identification. Many researches have focused on feature extraction from speech for the speaker identification. The linear predictive cepstral coefficients (LPCCs) were used because of their simplicity and effectiveness in speaker identification. Other widely used feature parameters, namely, the mel-frequency cepstral coefficients (MFCCs), were calculated by using filter-bank approach, in which the set of filters had equal bandwidths with respect to the mel-scale frequencies. The above two most commonly used feature extraction techniques are basically computed over the full-band of the spectral representation of speech. The major drawback of this full-band based computation is that even partial band-limited noise corruption affects all the feature vector components. The multi-band approach deals with this problem by performing acoustic feature analysis independently on a set of frequency sub-bands. Since the resulting coefficients are computed independently, a band-limited noise does not spread over the entire feature components. In previous works of multi-band approach the likelihood recombination and feature recombination techniques are employed. The feature recombination technique yields better performance than the likelihood recombination one [2] because it enables us to model the correlation between each sub-band feature vectors and to obtain better class discrimination capability. Therefore, we use the feature recombination technique of the multi-band approach for robust speaker identification. Figure 1 illustrates basic concepts of the full-band speaker identification and the multi-band speaker identification with the likelihood or the feature recombination. The feature recombination technique tends to be more noise robust than the full-band approach in the band-limited noise condition. However, in the case of the broad-band Copyright c 2007 The Institute of Electronics, Information and Communication Engineers noise condition, the performance of the feature recombination is not notable compared with that of the full-band approach. Even though the speech is corrupted by broad-band noise, the degree of the noise corruption of each sub-band is different from each other. From this reason, it is still effective that each sub-band is processed independently. In the conventional feature recombination technique, the likelihood scores are computed by using all sub-band features as shown in Fig. 1 . This method does not utilize a merit of the multi-band approach, even if the sub-band features are extracted separately. To overcome this drawback, we introduce a re-formulation of the sub-band likelihood computation and propose a new feature recombination using the sub-band likelihood. To make speaker identification to be more robust to noise, we also propose a sub-band weighting method using sub-band signal to noise ratio (SNR) estimation.
In Sect. 2, the way to compute multi-band MFCCs [3] is reviewed shortly. In addition, the proposed sub-band likelihood computation is presented. The way to determine the sub-band weight coefficient is described in Sect. 3. Finally in Sects. 4 and 5, experimental results of the proposed methods and conclusions are given.
Sub-Band Likelihood Scoring in Multi-Band MFCCs
If there is an M sub-band system with N channels and L MFCCs per sub-band, the jth multi-band MFCC [3] of ith sub-band of a frame is
where
n is the logarithm of the nth channel energy of ith sub-band. The example of the feature extraction process for a two sub-band system is depicted in Fig. 2 .
In the M sub-band feature recombination system, given the combined feature vector, X partitioned into each subband part, X = (x 1 , x 2 , . . . , x M ), and the likelihood scores of each sub-band can be computed by assuming that the features of each sub-band are statistically independent of each other.
where λ and C w,λ are GMM and mixture weight, respectively, and W is the number of mixtures in GMM. The feature vector, x i of a specific sub-band is incomplete data compared with combined feature vector, X. For computing the likelihood score of the incomplete data, the marginalization is necessary. By marginalizing the likelihood scores of the rest bands except the specific sub-band, the likelihood of the feature vector of the specific sub-band can be obtained as
By using Eq. (3), the sub-band features are processed separately, and this process can complement the drawback of conventional feature recombination that uses whole subband features for computing a single likelihood score. The output of multi-band GMM, that is, sub-band likelihoods in Fig. 3 , is different from the single output in Fig. 1 (c) .
Sub-Band Weighting
In this letter, the SNR estimation is used for weighting the sub-bands. Noise power is estimated as an average of the non speech frames in each utterance. Whether a frame is speech or non-speech is determined by comparing the current frame energy with the average frame energy of the first 10 frames in input test speech. The full-band SNR of frame can be simply computed as
where k, |X t (k)|,|S t (k)|, and |N| are the frequency index, the magnitude spectrum of noisy speech, that of estimated clean speech, and the averaged magnitude spectrum of noise, respectively. In order to compute the SNR, the magnitude spectrum of clean speech has to be estimated. In this letter, we use the method proposed in a previous work about spectral subtraction method [4] , the overestimating factor α subtracts an overestimate of the noise power spectrum from the noisy speech power spectrum in order to minimize the presence of residual noise, and the spectral flooring factor β prevents the spectral components of estimated clean speech from falling below the lower value, β|N(k)|. The values of overestimating and spectral flooring factors are set to 1.1 and 0.001 empirically. From Eqs. (4) and (5), the sub-band SNR can be easily obtained as
where i is the sub-band index. From the SNR obtained, the full-band or sub-band weight coefficient, ρ full t or ρ i t , is calculated by applying a sigmoid function to full-band or subband SNR as
(8) Figure 4 shows the plots of the weight from Eqs. (7) and (8) depending on η. From Eqs. (2), (3) and (8), the feature recombination based speaker identification using the subband likelihoods and weighting is formulated aŝ
The full-band speaker identification and the conventional feature recombination based speaker identification using the full-band weighting are given as 
where λ k denote the GMM of the kth speaker.
Experiments

Database
For our experiments, 100 male and 100 female speakers are selected as enrolled speakers in the TIMIT database. A universal background model (UBM) is also trained from other 50 male and 50 female speakers in the TIMIT database. Of ten sentences uttered by each enrolled speaker, five sentences are used for estimating speaker GMMs, and the other five sentences are assigned to evaluate speaker identification system. For noise data, we down-sampled TIMIT database from 16 kHz to 8 kHz and artificially added acoustic noise to clean test speech with various SNRs by using Aurora 2 noise database [5] . The speech analysis frame rate is set to 20 ms with 10 ms interval. The UBM and speaker models contain 160 Gaussian components respectively. In the case of full-band system, the eighteen-dimensional MFCCs are extracted from the outputs of 33 channels. The details of front-end in the multi-band system are depicted in Table 1 . The final dimensions of features are 18, 18, and 16 for two sub-band, three sub-band, and four sub-band system respectively. From commercialization point of view, adaptation technique is one of the useful techniques. If adaptation technique is not used, a new user has to utter sentences enough for a good speaker model. But, in this work considering a practical application, we use only five sentences for estimating each speaker model, and these sentences are not enough to estimate a speaker model without adaptation technique. Therefore, we use the maximum a posteriori (MAP) adaptation technique [6] , and the MAP adaptation guarantees the same performance as well-trained speaker model if adaptation data are sufficient.
Experimental Results
The performances of speaker identification according to sampling rates in clean condition are provided in Table 2 . Table 1 The number of channels and the dimension of MFCCs in the multi-band system.
P P P P P P Table 4 Speaker identification accuracies (%) of full-band system (FULL-BAND) and error reduction rate (%) of the conventional feature recombination system with 2 subbands (CFR 2), 3 subbands (CFR 3), and 4 subbands (CFR 4) over full-band system.
P P P P P P Table 5 Error reduction rate (%) of the conventional feature recombination with 3 sub-bands (CFR) and feature recombination using sub-band likelihood with 3 sub-bands (FRS) for various SNRs over full-band system.
P P P P P P Tables 3 and 4 show the performance of full-band system for eight kinds of noises with various SNRs and the performance improvement of the speaker identification accuracies of the conventional feature recombination.
The feature recombination system with 3 sub-bands obtains the best performance as 3.05% in terms of the average error reduction rate (ERR) compared with the full-band system. From this result of Table 4 , the multi-band system has three sub-bands in all following experiments. As we already know, the performance improvement of the multiband approach is not salient. Table 5 shows that the proposed feature recombination system using sub-band likelihood obtains better performance than the conventional feature recombination system especially for high SNRs. Tables 6 and 7 compare the performances of each system according to various SNRs. For evaluating full-band or sub-band dropping in speaker identification, when the estimated SNR of a full-band or sub-band is lower than 30 dB, the feature of this band is excluded from input feature set. The performance improvements of the proposed methods are shown in Table 7 . From these results, in the case of using the sub-band likelihood and sub-band weighting technique simultaneously, the performance improvement is more remarkable than the conventional feature recombination using the full-band weighting technique. when η is set to 15, ρ i t ≈ 0 for S NR ≤ 0 and ρ i t ≈ 1 for S NR ≥ 30. In the case that SNR is 30 dB, it is possible to think that the signal is almost clean. If signal is clean, the weight should be one. From the results, the performances according to η are not quite different from each other, but the values 15 seems to be optimal. Figure 5 describes the average performances of speaker identification for various noise types at 20 dB, 15 dB, and 10 dB. These SNRs are minimum-required SNRs at which the speaker identification system has to guarantee satisfied performance in real world applications. From this result, the feature recombination system using sub-band likelihood and the sub-band weighting has the best performance for all kinds of noise types.
Conclusion
In this letter, we introduced a re-formulation of the sub-band likelihood computation and proposed a new feature recombination system using the sub-band likelihood and a subband weighting method based on sub-band SNR estimation. The proposed method yielded an outstanding improvement for noisy speech compared with the conventional feature recombination method because it uses an independent process for each sub-band. From the results, the ERR of the proposed system is over 24% compared with the conventional feature recombination-based speaker identification system.
