Abstract -We prove an analogue of the Brauer-Siegel theorem for the Legendre elliptic curves over F q (t). Namely, denoting by E d the elliptic curve with model y
Introduction
The Brauer-Siegel theorem describes the asymptotic behaviour of the product of the class number by the regulator of units in sequences of number fields. More precisely, when k runs through a sequence of number fields whose degrees over Q are bounded, and such that the absolute values ∆ k of their discriminants tend to +∞, then one has the asymptotic estimate log |Cl(k)| · Reg(k) ∼ log ∆ k (as ∆ k → ∞),
where Cl(k) denotes the class-group of k, and Reg(k) its regulator of units.
In their recent paper [HP16] , Hindry and Pacheco proposed to study an analogue of (1) for elliptic curves E over K = F q (t), where F q is a given finite field. The analogy is as follows: one replaces √ ∆ k by the exponential height of E, the class number |Cl(k)| by the order of the Tate-Shafarevich group X(E/K) (assuming it is finite), and the regulator of units Reg(k) by the Néron-Tate regulator Reg(E/K). They were thus led to introduce the Brauer-Siegel ratio of E/K:
Bs(E/K) := log |X(E/K)| · Reg(E/K) log H(E/K) ,
and to investigate its asymptotic behaviour as E runs through sequences of elliptic curves over K whose heights tend to +∞. Assuming the finiteness of Tate-Shafarevich groups, they prove that 0 ≤ lim inf
H(E/K)→∞
Bs(E/K) ≤ lim sup
Bs(E/K) = 1.
Should a perfect analogue of (1) for elliptic curves hold, one would certainly expect that lim
However, not only is the proof of such an asymptotic relation out of reach at the moment, but one can reasonably doubt that it should hold in general. Indeed, Hindry and Pacheco discuss heuristics suggesting the existence of infinite sequences {E n } n≥1 of elliptic curves for which lim n→∞ Bs(E n /K) = 0.
The goal of this article is to exhibit a sequence {E d } d of elliptic curves over K that does satisfy unconditionally a complete analogue of the classical Brauer-Siegel theorem (1). Indeed, our main theorem is: Theorem 1.1 -Let F q be a finite field of odd characteristic, and K = F q (t). For any integer d ≥ 2 coprime with q, consider the Legendre elliptic curve E d /K defined by the affine Weierstrass model:
Then the Tate-Shafarevich group X(E d /K) is finite and, as d → ∞, one has the asymptotic estimate:
where
Reg(E d /K) denotes the Néron-Tate regulator of E d (K), and H(E d /K) is the (exponential) differential height of E d /K (see definitions below).
This theorem can be restated as:
The upper bound essentially proves a conjecture of Lang (originally formulated for elliptic curves over Q in [Lan83, Conj. 1]), and our lower bound reveals that the exponent 1 is optimal (i.e. no smaller number would do in the upper bound). Furthermore, it follows from the computation of H(E d /K) (see section 2) that one has log |X(
showing that the product |X(E d /K)| · Reg(E d /K) grows exponentially fast with d. In the interpretation of [Hin07] , this suggests that the Mordell-Weil groups E d (K) are "exponentially hard to compute". Note that {E d } is but the second known sequence of elliptic curves satisfying lim d→∞ Bs(E d /K) = 1 unconditionally (see also [HP16, Thm. 1.4]). Four more examples were constructed in [Gri16a] .
To conclude this introduction, let us give the plan of the paper, as well as a rough sketch of the proof of Theorem 1.1. The Legendre elliptic curves E d have been previously studied by Ulmer, Conceição and Hall in a series of papers ([Ulm14] , [CHU14] , ...). In particular, they proved that E d satisfies the Birch and Swinnerton-Dyer conjecture (henceforth abbreviated as BSD). This implies the finiteness of X(E d /K), and is the main reason why our Theorem 1.1 is unconditional (see section 2). Moreover, they have given
of E d and of its zeroes (see section 3).
Our first step towards Theorem 1.1 will be to reduce it to an analytic statement (see (3) below). More precisely, denoting by ρ = ord T =q −1 L(E d /K, T ), the BSD conjecture gives the following expression of the special value
Estimating the size of the "extra terms", we show (see Corollary 2.4) that
The size of these "extra terms" was first controlled in [HP16] for abelian varieties A over K (see Theorems 1.22 and 3.8 there). However, their proof is quite involved. Since the proof in the special case of E d is elementary and explicit, we thought it was worth giving details here. Given (3), proving Theorem 1.1 boils down to showing that
The upper bound in (4) is relatively easy to prove (see Theorem 3.5), but the proof of the lower bound is much more delicate. We proceed as follows: by definition, the special value L * (E d /K, 1) has the following shape:
A straightforward estimate shows that e q (d) ≪ d, but the lower bound in (4) requires to prove the stronger statement that e q (d)/d → 0, as d → ∞. This improved bound on e q (d) constitutes our main technical result (Theorem 4.1), the proof of which is given in section 4. There are two main ingredients in the proof of this theorem. First, we rely on the explicit factorization of
is given in terms of Jacobi sums, we use a variant of Stickelberger's theorem to obtain a reasonably explicit expression of e q (d). Second, we observe that the size of the resulting expression of e q (d) can be estimated by using an average equidistribution result for subgroups of (Z/dZ) × , proved by the author in [Gri16b] .
For the purpose of clarity, we have only stated qualitative bounds in this introduction, but note that we will actually prove a quantitative version of Theorem 1.1 (see Theorem 5.3): unlike the (lower bound in the) classical Brauer-Siegel theorem, Theorem 1.1 is entirely effective.
Notations For all integers d ≥ 2, coprime to q, let µ d be the group of d-th roots of unity in F q . The cardinality of a finite set X will be denoted by |X|. For any prime power q, and any integer n ≥ 1 coprime to q, q n will denote the subgroup of (Z/nZ) × generated by q, and we let o q (n) := | q n | the multiplicative order of q modulo n. For two functions f (x), g(x) defined on [0, ∞), we make use of the Vinogradov notation f (x) ≪ a g(x) to mean that there exists a constant C > 0 (depending at most on the mentioned parameters a) such that |f (x)| ≤ Cg(x) for x → ∞. Unless otherwise stated, all constants are effective and could be made explicit. wishes to thank his advisor Marc Hindry for many illuminating conversations and comments. He also thanks Michael Tsfasman and Douglas Ulmer for their careful reading of an earlier version of this text, and their suggestions. He would also like to thank the Universiteit Leiden, for providing ideal working conditions during the writing of this article.
The Legendre elliptic curves
Throughout the paper, we fix a finite field F q of odd characteristic p ≥ 3 and we denote by K = F q (t).
For any integer d ≥ 2, coprime to p, we consider the Legendre elliptic curve E d /K, given by the affine Weierstrass model
The discriminant of this model of E d is easily seen to be ∆ = 16t
Likewise, the j-invariant of E d is easily computed from (2.1) and we find:
Remark 2.1 We follow [Ulm14] in calling E d a Legendre curve: see [Ulm14, §2] for more comments on this choice of terminology. We also note the slight change in points of view compared to [Ulm14] , [CHU14] : instead of considering a fixed curve E 1 over a varying field F q (t 1/d ), we fix the base field F q (t) and vary the curve E d . This is only a matter of convenience, and has no influence on the results. This section is mainly expository and does not contain new results: we review the definitions of the invariants of E d and the computations of some of them, we also state the relevant theorems about E d . In the last subsection, we explain how the problem of bounding 
Review of the invariants
From this Proposition, it follows easily that the minimal discriminant divisor
could be computed exactly from the last column of the table in Proposition 2.2, but we will content ourselves with the estimate
Néron-Tate regulator and Tate-Shafarevich group
By the Mordell-Weil theorem (proved by Lang and Néron in this setting), the group E d (K) is finitely generated. Moreover, the Mordell-Weil group E d (K) is endowed with the canonical Néron-Tate height 
for any choice of a Z-basis
where the involved cohomology groups are Galois cohomology groups (see [Sil09, Chap. X, §4] for more details). We will see in Theorem 2.3 that X(E d /K) is a finite group, which will prove the first assertion of Theorem 1.1.
BSD conjecture and consequences
The Hasse-Weil L-function of E d /K is a priori defined as a formal Euler product over the places v of K: 
Inspired by the conjecture of Birch and Swinnerton-Dyer for elliptic curves over Q, Tate 
(3) and one has
The proof goes roughly as follows (see [Ulm14, §11] and [Ulm13, §7] for more details). We denote by π :
By the main theorem of [KT03] , it suffices to prove (2) (the "weak BSD conjecture"). In turn, proving the equality in (2) is equivalent, by [Tat66] and [Mil75] , to proving that the Tate conjecture holds for the surface E d . Ulmer [Ulm14, §7] has explicitely constructed the model E d → P 1 and by [Ber08] , the corresponding surface E d is dominated by a product of curves. The Tate conjecture has been proved for products of curves (see [Tat94] ), and the existence of a dominant map to E d implies the truth of this conjecture for E d .
The link between the product |X(
is now clear. For any integer d ≥ 2 coprime with q, reordering terms in (2.6) and taking a log, we obtain that:
Let us show that the right-most term is asymptotically negligible. First of all, the explicit computation of
Remember that θ q (d) is the number of monic irreducible polynomials in
. In the course of the proof of Lemma 3.1(c) below, we will see that
Transfering this last estimate and that on |E d (K) tors | into (2.7) immediately yields the following:
Corollary 2.4 -For all integers d ≥ 2, coprime with q, we have:
where the implicit constant is effective and depends at most on q.
Remark 2.5 This corollary is but an explicit version of a special case of a result in [HP16] . In particular, see the discussion in [HP16, §2] 
The L-function of E d and its special value
We have reduced the estimation of 
Action of q on Z/dZ
Let F q be a finite field of odd characteristic, and d ≥ 2 be an integer coprime to q. There is a natural action of q on Z/dZ by n → q · n. For any subset Z ⊂ Z/dZ which is stable by multiplication by q, we denote by O q (Z) the set of orbits of Z under this action. In what follows, we will be particularly interested in the set
(which is stable under multiplication by q) and in the corresponding set of orbits 
All the involved constants are absolute and effective.
Proof: 
are stable under the action of q, and the decomposition
We thus deduce from (a) that
It remains to prove the last assertion (d): using the remarks in the previous paragraph, we can write
Given a parameter θ ∈ ]1, o q (d)[, we split this last sum according to the size of o q (d ′ ) compared to θ: we then bound from above the two resulting sums, using that y → log y is increasing, that y → (log y)/y is decreasing, and adding nonnegative terms:
, we deduce from (c) that
which is inequality (d).
Jacobi sums
We fix, once and for all, an algebraic closure Q of Q (of which all number fields are assumed to be subfields) and a prime ideal P above p in the ring integers Z of Q. The residue field Z/P is an algebraic closure F p of F p (and all finite fields of characteristic p are seen as subfields thereof). The reduction map Z → Z/P induces an isomorphism between the group µ ∞,p ′ ⊂ Z × of roots of unity of order prime to p and the multiplicative group F p × . We let t : F p × → µ ∞,p ′ be the inverse of this isomorphism, and we denote by the same letter the restriction of t to any finite field To m ∈ Z d , we can now attach a Jacobi sum: 
L-function and special value
As above, for any integer d, we let 
where J(m) is the Jacobi sum defined in (3.1).
The proof of (3.2) in [CHU14, §3] hinges on a clever manipulation of character sums. Since the minimal regular model of E d /K is explicitely known (see [Ulm14, §7] ), the computation can also be done via cohomological methods. Though less elementary, the latter has the advantage of "explaining" the appearance of Jacobi sums in the L-function.
Given (3.2), it is now easy to give an explicit expression for the special value
We begin by introducing the following two subsets V d and S d of Z d :
By their very construction, the sets V d and S d are stable under the action of q on Z d . As we will see in the Proposition below, the orbit set
parametrizes the factors in (3.2) that vanish at T = q −1 (resp. those that give a nontrivial contribution to the special value). With this notation at hand, we prove:
) admits the following expression:
L * (E d /K, 1) = m∈Oq(V d ) |m| · m∈Oq(S d ) 1 − J(m) 2 q |m| . (3.3) Proof: For any m ∈ O q (Z d ), let g m (T ) := 1 − J(m) 2 · T |m| be
the corresponding factor of L(E d /K, T ) (see Theorem 3.2). A straightforward computation shows that we have
By definition of L * (E d /K, 1) (see (2.5)), the desired expression follows by taking the product over all
Remark 3.4 By Theorem 2.3, we know that the rank of
The proof of the above Proposition implies that 
Upper bound on the special value
Let us prove an upper bound on
Theorem 3.5 -Let F q be a finite field of odd characteristic and
for some effective absolute constant A > 0. .5] is proved with methods from classical complex analysis. We include a proof of (3.4) nonetheless, because our proof is more elementary and gives a very explicit estimate.
Proof: From (3.3) and the fact that |J(m)| 2 = q |m| for all m ∈ O q (Z d ), the triangle inequality leads to
Both the sum on the right-hand side and |O q (Z d )| have already been bounded from above in Lemma 3.1 (items (c) and (d)). We thus infer that
And since, by (2.3), one has log
Lower bound on the special value
Let d ≥ 2 be a integer, coprime to q. By construction (see (2.5)), the special value
. Furthermore, by (2.2) and by Remark 3.4 (or by Brumer's bound on the analytic rank [Bru92, Prop. 6.9]), one has
This quick argument already yields the following lower bound on
However, computational evidence suggests that this "trivial" lower bound on L * (E d /K, 1) is far from the truth. In some special instances, one can improve on (4.1). For example, when d is of the form d = q n + 1 (with n → ∞), a theorem of Shafarevich and Tate shows that J(m)
]). In the notations of Proposition 3.3, this means that
is actually a positive integer and we obtain an improved lower bound:
log
In this section, we prove that the stronger (4.2) holds, up to an error term, for any d ≥ 2 coprime with q. More precisely, we will show: Theorem 4.1 -Let F q be a finite field of odd characteristic p and K = F q (t). For all integer d ≥ 2 prime to q, the special value L * (E d /K, 1) satisfies the lower bound:
where the constant B > 0 depends at most on p and ε.
This theorem is our main technical result, from which Theorem 1.1 will follow (see Section 5).
Proof of Theorem 4.1
Let us start with the expression of L * (E d /K, 1) obtained in Proposition 3.3: with the notations introduced there, one has:
Although the first term here is positive, we know by Lemma 3.1(d) that it is o(d) when d → ∞: consequently, proving Theorem 4.1 requires that we control how negative the second sum can be.
Since
, a priori an element of the cyclotomic field K := Q(ζ d ), is also rational. In particular, one has
and, by multiplicativity of the norm, we obtain log |L
Indeed, the value of J(m) does not depend on the representative m ∈ m of that orbit (see Section 3.2). We now try to obtain a more tractable expression of the right-hand side of (4.4). Let us first make use of the following lemma (inspired by [Shi87, Prop. 2.1]):
, and where ord p (.) denotes the p-adic valuation on Z.
To avoid interrupting our current computation, we postpone the proof of this Lemma until the next subsection. Plugging (4.5) in (4.4), rearranging terms and dividing throughout by log q d leads to:
because the terms we added are nonnegative, and because |m| = |g · m| for g ∈ (Z/dZ) × . To go further, we use the following variation on Stickelberger's theorem:
Lemma B (Stickelberger) -Let d ≥ 2 be an integer prime to q, and p be as above. For all n ∈ Z d , the p-adic valuation of J(n) is given by
where The proof of this Lemma will also be given in the next subsection. For now, we use the result with n = g · m and rewrite, for all m ∈ Z d :
where 1/2 = [0,1] 1l. Summing these identities over all m ∈ Z d , we rewrite inequality (4.6) under the following form:
The proof of Theorem 4.1 is now reduced to showing that
though, a tighter upper bound holds (the proof of which will be given in subsection 4.3):
where the implicit constant is effective and depends only on p and ε.
As suggested by (4.9), we group the terms m ∈ Z d of the sum in (4.8) according to the value of
For each divisor e of d, note that the set {m ∈ Z d : d m = e} contains exactly |(Z/eZ) × | = φ(e) elements. Since the bound (4.9) is good only when d m is large enough, we proceed to cut the last displayed sum into two parts, with a parameter u ∈ (0, 1/2). On the one hand, using the trivial bound E p (m, d) ≤ 1/2, we obtain that e|d e<d
On the other hand, using the refined bound (4.9) and the fact that the map Ψ ε : x → (log log x/ log x)
is decreasing, we get that
where the last inequality follows from
Adding the two contributions, we deduce that
Upon choosing a value u ∈ (0, 1/2) and plugging this bound in the right-hand side of (4.8), we arrive at
for some effective constant B > 0 depending at most on p, ε. Modulo the proofs of the three Lemmas A, B and C, this last inequality concludes the proof of Theorem 4.1.
decomposition as a product of prime ideals is
. It can be seen that the action of
× . This gives that
Now, consider the ideal
By construction, I m is an integral ideal in K, which divides the (nonzero) ideal generated by (q
A straightforward computation from the definition of I m implies that
This uses our choice of g i 's as representatives of (Z/dZ) × / p d , and the fact that J(p j · m) = J(m) for all j ≥ 0. Finally, from the last two displayed relations, we deduce that
as was to be proved.
Proof (of Lemma B):
The proof of Stickelberger's theorem gives the p-adic valuations of Jacobi sums (as in [IR90, Chap. 14] for example, see also [CHU14, §4] ). The result of that computation is that the Jacobi sum J(n) has p-adic valuation:
One can check that y ∈ [0, 1] → −1 + 2 {−y} + {2y} is the characteristic function 1l : [0, 1] → R of the interval (0, 1/2], so that
There are repetitions in the sum over j: indeed, since q is a power of p, one has v = lcm([F q :
and any multiple thereof: it follows that we may reindex the sum over j ∈ 0, v − 1 into a sum over π ∈ p d and obtain
Secondly, we note that
Combining (4.11) and (4.12) with (4.10) yields the desired expression of ord p J(n).
Proof of the analytic Lemma
Before starting the proof, let us recall the following equidistribution statement: 
We refer to [Gri16b, Theorem 4.1] for the proof of this theorem, and detailed comments.
Let d ≥ 2 be an integer coprime to q, and m ∈ Z d , we put m
× , and this leads to
A similar argument replaces the outer average in E p (m, d) (over (Z/dZ) × ) by an average over (Z/d ′ Z) × , thus proving the claim. The upshot of this manipulation is that gcd(m ′ , d ′ ) = 1, and we are now in a position to use Theorem 4.2.
Precisely, we apply Theorem 4.2 to the step function F = 1l with n = m ′ and
Since 1l is a step function on [0, 1], it is of bounded total variation; moreover, 1l has only one "jump" of height 1, so its total variation is V (1l) = 1.
Noticing that max{0, y} ≤ |y| for all y ∈ R, inequality (4.13) here reads:
This concludes the proof.
Conclusion
Finally regrouping the results of Theorems 3.5 and 4.1, we obtain 
In other words, we have proved the following quantitative version of Theorem 1.1: 
