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Local energy decay for wave equation in the
absence of resonance at zero energy in 3D∗
Vladimir Georgiev†
Mirko Tarulli‡
Abstract
In this paper we study spectral properties associated to Schrödinger
operator −∆ − W, with potential W that is an exponential decaying C1
function. As applications we prove local energy decay for solutions to the
perturbed wave equation and lack of resonances for the NLS.
1 Introduction
In this paper we study the problem of resonances at zero energy for the operator
S(ψ)(x) = −∆ψ(x)−W (|x|)ψ(x), (1)
with W (r) being a positive real valued measurable function, decreasing suffi-
ciently rapidly at infinity.. There exists a vast literature concerning the theory
of resonances, we cite here [2], [5], [23], [25] (and reference therein). The res-
onances of an operator were introduced in physics and defined as the poles of
its resolvent operator function taken in some generalized way. More precisely
one can observe that, if we choose a radial function u(|x|) in R3, we have the
relation
△
(
u(|x|)
|x|
)
=
u′′(|x|)
|x| .
Therefore, piking up ψ(x) = u(x)/|x| and S(ψ) = P (u)/|x|, we can rewrite the
operator (1) as
P (u)(r) = −u′′(r) −W (r)u(r) (2)
on the semi-line (0,∞) together with Dirichlet condition
u(0) = 0
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at the origin, that is a selfadjoint unbounded operator in L2(0,∞) with domain
{u ∈ H2(0,∞);u(0) = 0}.
It is well known that if the potential is of short range type, then the set of
eigenvalues of P is finite, contained in (−∞, 0), with each eigenvalue of finite
multiplicity.
Recall that the resolvent of P
R(µ2) = (P − µ2)−1
(considered as an operator from C∞0 to C
∞) is a meromorphic operator in some
subset of the complex plane. The poles of R(µ2) are called resonances of P The
main goal of this work is to present an argument that gives sufficient condition
for the non-existence of resonances. This means the following,
Theorem 1.1. Suppose the potential W (r) ∈ C1(0,∞) is a positive decreasing
function satisfying (for some r0 > 0, C > 0 and ε0 > 0 ) the estimates
|W ′(r)|+ |W (r)| ≤ Ce−ε0r, r ≥ r0. (3)
Then there exists a positive δ such that there are no resonances in
{µ ∈ C; |µ| ≤ δ}.
Moreover, if µ with Imµ > −δ is a resonance, then µ is a real negative number
and µ is eigenvalue of P.
Remark 1.1. The fact that all resonances in domain of type
{µ ∈ C; 0 < |µ| < R, | Imµ| < δ}
are eigenvalues is a well-known and follows from resolvent estimates leading to
limiting absorption principle (see [1] for example). The fact that this domain can
be extended taking R→∞ is also well known (see [22] for example). Therefore,
the key information in this theorem is the lack of resonances at the origin µ = 0.
The resonances can be considered in some manner like eigenvalues. The
existence of non-trivial solution of the equation Pu = 0, is a typical obstacle
to find dispersive properties of the time evolution group associated with the
Schrödinger operator −∆−W (x). Therefore, as a first application of the above
theorem 1.1, we shall look for dispersive properties to the solution of the follow-
ing (see [3], [4], [25], [27] for further details),
utt −∆u−Wu = 0, (t, x) ∈ R×R3
u(0, x) = u0(x), ut(0, x) = v0(x),
(4)
where the potential W satisfies the assumptions (18). In our setting, we get
local energy decay, see Theorem 5.1, for the above problem (4).
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Consider now the solution u of the Schrödinger type equation
i∂tu+∆u+ |u|p−1u = 0. (5)
The existence of solitary type solutions to the Schrödinger equation (5) is
well - studied problem. One can see for example [8] and [26] the existence results
for 1 < p ≤ 1 + 4/3.
The natural functional associated with this problem is
E(χ) =
1
2
‖∇χ‖2L2 −
1
p+ 1
∫
R3
|χ|p+1dx. (6)
The corresponding minimization problem is associated with the quantity
IN = inf{E(χ);χ ∈ H1, ‖χ‖2L2 = N}. (7)
We have the following result, see [8] and [9] for more details,
Lemma 1.1. 1. For any ω > 0 there exists a unique positive solution χ(x) =
χω(x) ∈ H1 of the equation (53), such that
i) the function χ(x) = χ(|x|) is radial one,
ii) the function ω ∈ (0,∞)→ ‖χω‖L2 is strictly increasing one and belongs
to C1(0,∞).
Remark 1.2. To check ii) we use the following argument used in [8]. Any
positive radial solution of
−∆χ+ ωχ = χp, χ ∈ H1(R3), χ > 0
is given by χ(x) = ω1/(p−1)χ1(
√
ωx) where χ1 is the unique radial solution of
−∆χ1 + χ1 = χp1, χ1 ∈ H1(R3), χ1 > 0
Thus
‖χ‖L2(R3) = ω1/(p−1)−3/4‖χ1‖L2(R3)
so N = const ω1/(p−1)−3/4 where 1/(p− 1) − 3/4 > 0. This yields the charac-
terization of N as a function of ω.
One can see that the solutions χω of the above Lemma are radial ones and
χω(x) is rapidly decreasing in x as |x| → ∞ provided N(ω) ≤ 1.
In particular the property ii) of the above Lemma guarantees that one can
find a unique χ∗ that is radial positive function χ∗ = χ∗(|x|) that is a minimizer
of I1 so there exists a unique ω∗ > 0 so that
∆χ∗ + ω∗ χ∗ = χp∗, (8)∫
R3
|χ∗|2 = 1.
3
A standard linearization of the Nonlinear Schrödinger equation (5) around
the solitary solution leads to the necessity to use some spectral properties of the
following operator
−△− χp∗(x).
Note that the operator
L−(ω∗) = −△− χp∗(x) + ω∗
introduced in [28] (with rescaled choice ω∗ = 1) has a nontrivial kernel and
plays important role in the study of modulational stability of ground states of
nonlinear Schrödinger equations.
It is well - known from the results in [11], [15], [6], [7], [18], [20] that asymp-
totic stability around solitary waves is closely connected with the existence of
resonances at the origin. More precisely, the following assumption is frequently
used in these articles:
(H1) 0 is not a resonance of −△− χp∗(x) .
The main goal of this work is to present an argument that proves the as-
sumption (H1) in the general case and therefore the above cited results can be
established without this additional assumption and this is contained in Theorem
6.1.
The scheme of the paper is the following: in Section 2 we distinguish between
strong and weak resonances, defining the last one. We also give an asymptotic
expansions of the corresponding solution. In Section 3 we give the main Theorem
3.1 on lack of strong resonances at the spectral point zero, in the radial case.
In Section 4 we extend the result to the non-radial case. In Sections 5 and
6 we obtain some application, local energy decay for wave equation perturbed
by a potential (Theorem 5.1), and lack of resonance (and eigenvalue) for the
linearized operator of NLS around its ground states (Theorem 6.1). Finally in
Section 7 we furthermore focalize on the weak resonances.
We will set Hm,s
‖u‖Hp,s = ‖〈∆〉su‖Hm(R2),
where p ∈ R, s ∈ R and 〈∆〉 = (1 + |∆|2)1/2 Moreover, given any two positive
real numbers a, b, we write a . b to indicate a ≤ Cb, with C > 0.
2 Resonance at the spectral origin
To study the poles of perturbed resolvent R(µ2) = (P − µ2)−1 we start with
explicit representation of the free resolvent R0(µ
2) = (P0 − µ2)−1, where
P0(u)(r) = −u′′(r)
with r ∈ (0,∞) together with Dirichlet condition
u(0) = 0
4
at the origin. Then
R±0 (µ
2)(f)(r) =
∫ r
0
e±iµr
sin(µs)
µ
f(s)ds+
∫ ∞
r
e±iµs
sin(µr)
µ
f(s)ds, (9)
are well defined for f ∈ C∞0 . A direct calculation shows that
u±(r) = R±0 (µ
2)(f)(r)
satisfies the equation
P0(u)− µ2u = f
as well as the Dirichlet condition u(0) = 0. Choosing the sign + in the above
representations we see that
R0(µ
2)(f)(r) =
∫ r
0
eiµr
sin(µs)
µ
f(s)ds+
∫ ∞
r
eiµs
sin(µr)
µ
f(s)ds
can be extended as an operator in L2 provided Imµ > 0. Moreover, this is a
holomorphic operator-valued function for Imµ > 0. The representation formula
guarantees also that the operator
ϕ(r)(P0 − µ2)−1ϕ(r), ϕ(r) = e−δr
is holomorphic operator valued (in L2) function in larger domain Imµ > −δ.
The perturbed resolventR(µ2) = (P−µ2)−1 satisfies in Imµ > 0 the relation
(P − µ2)−1 = (I − (P0 − µ2)−1W )−1 (P0 − µ2)−1 (10)
provided the operator (I − (P0 − µ2)−1W ) is invertible. This relation implies
ϕ(P − µ2)−1ϕ =
(
I − ϕ(P0 − µ2)−1W 1
ϕ
)−1
ϕ(P0 − µ2)−1ϕ. (11)
Applying the Fredholm alternative, we see that
ϕ(P − µ2)−1ϕ
is holomorphic except the points µ such that the equation
f = ϕ(P0 − µ2)−1W f
ϕ
has a nontrivial solution f ∈ L2(0,+∞). These complex numbers µ are the
resonances and we give a more detailed description of the resonances in the
following.
Lemma 2.1. Assume W (r) ≤ Ce−ε0r and ϕ(r) = e−δr with 0 < δ < ε0/2. For
any complex µ with 0 ≥ Imµ > −δ the following conditions are equivalent:
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i) µ is a resonance, i.e. there is f ∈ L2(0,∞) so that f is not identically
zero and
f = ϕ(P0 − µ2)−1W f
ϕ
;
ii) there is u ∈ C[0,∞) not identically zero, eImµru is bounded and
u = (P0 − µ2)−1Wu;
iii) there is u ∈ C[0,∞)∩C2(0,∞) so that u is not identically zero, eImµ ru
is bounded and u solves
Pu = µ2u, u(0) = 0.
Proof. i) ⇔ ii). The proof follows from standard substitution u = fϕ−1 and
classical estimates. We get u = (P0−µ2)−1Wfϕ−1. Now by the assumption on
the complex number µ, we can write
‖eImµu‖L∞ . ‖u‖L∞ . ‖(P0 − µ2)−1Wfϕ−1‖L∞ .
The resolvent estimates ‖(P0 − µ2)−1g‖L∞ . ‖〈x〉1/2+εg‖L2, (see [13] and ref-
erence therein), and the bound 〈x〉 . ϕ−1, yield the implication i) ⇒ ii). The
other implication follows from
|f(x)| = |ϕ(x)u(x)| ≤ e−(δ+Imµ)|x| ∈ L2
.
ii) ⇒ iii). Applying the operator P0 to both sides of the identity u = (P0 −
µ2)−1Wu, we get the result. Moreover the representation (9) says that u(0) = 0.
iii)⇒ ii). The proof follow by an application of the Limiting Absorption Prin-
ciple (see [1]) and by the bound ϕ . 〈x〉−1.
The above Lemma reduces the study of resonance to the study of the solu-
tions to the problem
Pu = µ2u, u(0) = 0,
satisfying the bound
|u(r)| ≤ Ce− Imµ r, 0 ≥ Imµ > −δ.
More general question to solve is the existence of nontrivial solutions satis-
fying weaker bound
|u(r)| ≤ Ceδ r, 0 ≥ Imµ > −δ.
We distinguish these two cases: we call the resonances from Lemma 2.1
strong resonances and define the weak ones as follows:
Definition 1. A complex number µ with 0 ≥ Imµ > −δ is called a weak
resonance of
P = −
(
d
dr
)2
−W (r)
if there exists u ∈ C([0,∞)), such that u(0) = 0, u(r) is not identically zero,
P (u) = µ2u in distribution sense in (0,∞) and the solution u satisfies the
inequality
|u(r)| ≤ C eδ|r|. (12)
We recalling that, as underlined for example in [10] and [19], that the res-
onances are defined as functions not in L2 but in larger L2 weighted spaces.
Moreover these functions are L∞-bounded and behave asymptotically as 〈x〉−1,
in spatial dimension three. These resonances will be called strong resonances
(see Definition 2 for precise notion). But, for completeness, we study also the
weak ones.
Moreover, as it was mentioned in the introduction, we have to study only
the existence of resonance at the origin.
3 Strong resonance at the spectral origin.
Definition 2. A real number λ is called a strong resonance of
P =
(
d
dr
)2
+W (r)
if there exists u ∈ C([0,∞)), such that u(0) = 0, u(s) is not identically zero,
P (u) = λu in distribution sense in (0,∞) and the solution u satisfies the in-
equality
|u(r)| ≤ C (1 + r)a. (13)
with some 0 ≤ a < 1.
We shall need the asymptotic expansions of Lemma 7.1. Without loss of
generality we can assume u is real - valued. Multiplying the equation
P (u) ≡ u′′(r) +W (r)u = 0
by u′ and integrating over (r,∞), we find
−|u
′(r)|2
2
− W (r)|u(r)|
2
2
−
∫ ∞
r
W ′(τ)|u(τ)|2
2
dτ = 0.
Take any function g(r) ∈ C([0,∞)), such that g(r) tends to 0 at infinity. We
multiply further the last relation by −g(r) and integrate over (0,∞)∫ ∞
0
g(r)|u′(r)|2
2
dr +
∫ ∞
0
g(r)W (r)|u(r)|2
2
dr + (14)
+
∫ ∞
0
G(r)W ′(r)|u(r)|2
2
dr = 0,
where G(r) =
∫ r
0 g(τ)dτ.
7
Take a C1 function h(r) on (0,∞) such that h′′(r) exists, continuous on
(0, r0) ∪ (r0,+∞) and has a finite jump
lim
r→r+
0
h′′(r) − lim
r→r−
0
h′′(r) <∞.
We shall require further that h′(r) tends to zero at infinity and h′′(r) is integrable
on (0,∞). We multiply the equation Pu = 0 by hu and integrate over (0,∞),
so we get ∫ ∞
0
h′′(r)|u(r)|2
2
dr −
∫ ∞
0
h(r)|u′(r)|2 dr + (15)
+
∫ ∞
0
h(r)W (r)|u(r)|2 dr = 0.
Choosing h = g/2 and summing the above two relations, we obtain∫ ∞
0
Φ(r) |u(r)|2 dr = 0, (16)
where
Φ(r) = 2g(r)W (r) +G(r)W ′(r) +
g′′(r)
2
.
The starting definition of the function g′′(r) is the following one
g′′(r) =
{
rM , if 0 ≤ r < r0;
e−δr, if r > r0.
(17)
We take r0 =M
2 and shall define the positive parameters M, δ later on.
For 0 ≤ r < r0 we have
g(r) =
rM+2
(M + 2)(M + 1)
, G(r) =
rM+3
(M + 3)(M + 2)(M + 1)
.
From these relations we deduce the following.
Lemma 3.1. Suppose the potential W (r) is a positive decreasing function, such
that the assumption (3) is satisfied. Then one can find a positive constant M∗
depending on C∗, ε0, such that for any r ∈ (0,M2) we have
Φ(r) ≥ 2gW.
Proof. We have the estimates
G(r)W ′(r) +
g′′(r)
2
≥ − C
∗rM+3e−ε0r
(M + 3)(M + 2)(M + 1)
+
+
rM
2
=
rM
2
(
1− 2C
∗r3e−ε0r
(M + 3)(M + 2)(M + 1)
)
.
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Now we are in position to choose M∗ =M∗(C∗, ε0) so large that
1− 2C
∗r3e−ε0r
(M + 3)(M + 2)(M + 1)
≥ 0
for r ≤M2 and M ≥M∗. Hence
Φ(r) = 2g(r)W (r) +G(r)W ′2(r) +
g′′(r)
2
≥ 2g(r)W (r).
This completes the proof.
For r > r0 =M
2 we shall use the relations
g(r) =
∫ r
0
(r − τ)g′′(τ)dτ, G(r) =
∫ r
0
(r − τ)2
2
g′′(τ)dτ.
Here and below we used the property g′(0) = 0.
Lemma 3.2. Suppose the potential W (r) is a positive decreasing function, such
that there exist positive constants C∗, ε0 so that
|W (r)| + |W ′(r)| ≤ C∗e−ε0r.
Then one can find a positive constant M∗ depending on C∗, ε0, such that for
any M ≥M∗ and for any r ∈ (M2,∞) we have
|Φ(r)| ≤ 2e−ε0r/2.
Proof. Take r > M2. First we evaluate
g(r) =
∫ M2
0
(r − σ)σMdσ +
∫ r
M2
(r − σ)e−δσdσ ≤
≤ r
∫ M2
0
σMdσ + r
∫ ∞
0
e−δσdσ ≤ r(M2M+2 + 1
δ
) ≤ 2r
2r
√
r
δ
for δ < 1 and M > 1. In a similar way we get
2G(r) =
∫ M2
0
(r − σ)2σMdσ +
∫ r
M2
(r − σ)2e−δσdσ ≤
≤ r2
∫ M2
0
σMdσ + r2
∫ ∞
0
e−δσdσ ≤ r2(M2M+2 + 1
δ
) ≤ 2r
3r
√
r
δ
.
From these estimates and the assumptions on the decay of W we derive
|Φ(r)| = |2g(r)W (r) +G(r)W ′2(r) +
g′′(r)
2
| ≤ 4C
∗e−ε0rr2r
√
r
δ
+ e−δr.
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Taking δ = ε0/2 and using the fact that
lim
r→∞
e−ε0r/2r2r
√
r = 0
we find M∗ =M∗(C∗, ε0) so that
|Φ(r)| ≤ 2e−ε0r/2
for r > M2 and M >M∗. This completes the proof of the Lemma.
Now we can state in a precise form the main Theorem 1.1:
Theorem 3.1. Suppose the potential W (r) is a positive decreasing function,
such that there exist positive constants C∗, ε so that
|W (r)| + |W ′(r)| ≤ C∗e−ε0r. (18)
with some ε0 > 0. The zero is not a strong resonance for Pu = u
′′(r)+W (r)u(r).
Proof. Suppose u(r) is a solution to u′′(r) +W (r)u(r) = 0, such that u(r) is
not identically zero, i.e. u(r0) 6= 0. We lose no generality assuming r0 = 1, so
u(1) 6= 0. We choose M∗ so that the conclusions of Lemma 3.1 and Lemma 3.2
are fulfilled. Then the identity (16) implies that∫ M2
0
Φ(r) |u(r)|2 dr = −
∫ ∞
M2
Φ(r) |u(r)|2 dr (19)
for any M ≥M∗. We can apply Lemma 7.1 and conclude that
u(s) = u(1) +
∫ s
1
(τ − 1)W (τ)u(τ)dτ +
∫ ∞
s
(s− 1)W (τ)u(τ)dτ,
This relation and the exponential decay of the potential W (τ) implies
S = sup |u(s)| ≤ |u(0)|+
∫ ∞
0
(τ + 1)W (τ)|u(τ)|dτ <∞.
Applying Lemma 3.1, see that∫ M2
0
Φ(r) |u(r)|2 dr ≥
∫ M2
0
g(r)W (r) |u(r)|2 dr ≥
≥
∫ 2
1
g(r)drW (1) |u(1)|2 = 2
M+3 − 1
(M + 3)(M + 2)(M + 1)
W (1) |u(1)|2 ≥W (1) |u(1)|2.
The right hand side of the identity (19) can be evaluated by the aid of Lemma
3.2 and we get
−
∫ ∞
M2
Φ(r) |u(r)|2 dr ≤ 2
∫ ∞
M2
e−ε0r/2|u(r)|2dr ≤ 2S2 e
−ε0M2/2
ε0
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so we arrive at the inequality
W (1) |u(1)|2 ≤ 2S2 e
−ε0M2/2
ε0
that obviously leads to a contradiction with u(1) 6= 0 if M > M∗ is sufficiently
large. The contradiction implies u = 0. This completes the proof.
4 The non-radial case: zero is neither an eigen-
value nor a resonance.
Along the previous sections we treated the non-existence of radial resonances.
Our next step is to treat the general case, that is the lack of resonances in the
nonradial case. One can use standard projections on spherical harmonics and
reduce the analysis to the proof that zero is not resonance for the following
operator (see [10] and [28]),
P (u)(r) = −u′′(r) −W (r)u(r), r ∈ (0,+∞). (20)
Here and below we shall assume that W (r) =W1(r) +W2(r), where
W1(r) = −α(α + 1)
r2
, α ≥ 0, (21)
while W2(r) is a C
1(0,∞) positive strictly decreasing function such that for
some positive constants C, ε0 satisfies the estimate
|W2(r)| < Ce−ε0r, for any r > 0. (22)
It is clear that we need for the applications only the case, when α(α + 1) is an
eigenvalue of the Laplace-Beltrami operator on the sphere S2. The arguments
from this section are valid for any α > 0
One can have
Definition 3. A real number λ is called eigenvalue of P if there exists u ∈
H1(0,∞) such that u(0) = 0, u(r) is not identically zero and P (u) = λu in
distribution sense in (0,+∞).
The first step is to show that 0 is not an eigenvalue. This means the following:
Theorem 4.1. λ = 0 is not an eigenvalue of P.
Proof. Suppose that there exists a real valued function u(r) ∈ H1(0,∞) so that
P (u) = 0. Our goal will be to show that u is identically zero.
The Sobolev embedding on (0,∞) implies that u(r) ∈ C([0,∞)). Then the
equation Pu = 0 guarantees that u ∈ H2(R,∞) ⊂ C1([R,∞)) for any R > 0.
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To analyze the behavior of the solution at infinity, we integrate the equation
Pu = 0 in the interval (R,R1) and find
|u′(R)− u′(R1)| ≤
(∫ R1
R
W (r)2 dr
)1/2
‖u‖L2 ≤ CR−3/2,
since at infinity W (r) behaves like r−2. The assumption u ∈ H1(0,∞) easily
yields
|u′(R)| ≤ CR−3/2, |u(R)| ≤ CR−1/2. (23)
From the asymptotic expansion obtained in the previous Lemma we have also∣∣∣u′(R) + α
R
u(R)
∣∣∣ ≤ Ce−ε0R/2. (24)
One can use the relation (16) taking into account that
Φ(r) = Φ1(r) + 2g(r)W2(r) +G(r)W
′
2(r) +
g′′(r)
2
with
Φ1(r) = −α(α+ 1)
(
2g(r)
r2
− 2G(r)
r3
)
.
Then one can proceed as in the proof of Theorem 3.1 modifying the assertions
of Lemmas as follows
Lemma 4.1. Suppose the potentialW2(r) is a positive decreasing function, such
that the assumption (3) is satisfied. Then one can find a positive constant M∗
depending on C∗, ε0, such that for any r ∈ (0,M2) we have
Φ(r) = Φ1(r) + 2g(r)W2(r) +G(r)W
′
2(r) +
g′′(r)
2
≥ 2gW2.
Lemma 4.2. Suppose the potentialW2(r) is a positive decreasing function, such
that the assumption (3) is satisfied. Then one can find a positive constant M∗
depending on C∗, ε0, such that for any M ≥ M∗ and for any r ∈ (M2,∞) we
have
|Φ(r)| ≤ 2e−ε0r/2.
For the proof of the first Lemma it is sufficient to recall that dominant term
in
2g(r)W2(r) +G(r)W
′
2(r) +
g′′(r)
2
for 0 ≤ r ≤M2 is
g′′(r)
2
=
rM
2
.
Since
Φ1(r) = − 2r
Mα(α + 1)
(M + 3)(M + 1)
,
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we see that for M large enough
Φ(r) ≥ 2gW2.
This completes the proof of the Lemma.
Once we have proved lack of zero-energy eigenvalue, we shall prove the fol-
lowing:
Lemma 4.3. Suppose α > 1/2. Then λ = 0 is not a strong resonance of P.
Proof. According to the asymptotic formula (68), if the operator P has in the
spectral point λ = 0 a resonance, then u(r) is a function in L2(1,∞), but this
is clearly a contradiction. This easily concludes the proof of the lemma.
Finally, we may study the resonances of the operator
−∆−W (|x|), x ∈ R3.
Definition 4. A real number λ is called a strong resonance of −∆−W (|x|) if
there exists u ∈ C(R3), such that u(x) is not identically zero, −∆u−W (|x|)u =
λu in distribution sense in R3 and the solution u satisfies the inequality
|u(x)| ≤ C (1 + |x|)−ε. (25)
with some ε > 0.
Theorem 4.2. Suppose the potential W (r) is a positive decreasing function,
such that there exist positive constants C∗, ε so that (18) is fulfilled. Then zero
is not a strong resonance for −∆−W (|x|).
Remark 4.1. Since W is an exponentially decaying and real valued, the above
result implies that −∆−W (|x|) has no resonances .
5 Resolvent estimates and local energy decay for
wave equation with potential
Along this section we will prove the main resolvent estimates concerning the
perturbed operator (1). Let us indicate by
R0(µ) = (−∆− µ2)−1,
the resolvent of the operator −∆, and set R+0 (µ) = R0(µ) if Imµ > 0 and
respectively R−0 (µ) = R0(µ) for Imµ < 0. Take into account now the initial
value problem {
∂2t u−∆u = 0 t ∈ R, x ∈ R3
(u(0, x), ∂tu(0, x)) = (0, g(x)),
(26)
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Once we pick Imµ > C > 0, we have, by an application of the Laplace transform,
R0(µ) =
∫ ∞
0
eiµtU0(t)dt (27)
where U0(t) =
sin t
√−∆√−∆ is the evolution operator associated to (26). This means
that the resolvent associated to (26) is a well-defined operator in B(Hm−1, Hm),
and depends analytically by µ, once one notice that (see [16] and [25] to have
more details)
‖U0(t)f‖Hm . ‖f‖Hm−1 . (28)
for any Schwartz function f. This aims to the following inequality, after an
integration by parts of (27) and by (28), to the bound,
‖R+0 (µ)f‖Hm .
1
〈µ〉‖f‖Hm , (29)
for any Schwartz f. Moreover one could get from the identity,
R+0 (µ) = −
1
µ2
− 1
µ2
∆R+0 (µ),
the estimate,
‖R+0 (µ)f‖L2 .
1
〈µ〉2 ‖f‖H
1 . (30)
Other relevant estimates obtained easily from the (27) are,
‖ d
dµ
R+0 (µ)f‖L2 .
1
〈µ〉2 ‖f‖L
2, (31)
‖ d
2
dµ2
R+0 (µ)f‖L2 .
1
〈µ〉3 ‖f‖L
2, (32)
and
‖ d
2
dµ2
R+0 (µ)f‖L2 .
1
〈µ〉2 ‖f‖H
−1 . (33)
Recall the classical resolvent identities (10), (11) and set
R(µ) = (−∆−W − µ2)−1, A(µ) = ϕ(−∆− µ2)−1Wϕ−1.
One have the following compactness result in the spaces
L2−δ = {f ∈ L2loc, (1 + |x|)−δf ∈ L2}.
Lemma 5.1. The operators A(µ) are compact in the space B(L2−δ, L
2
−δ′), for
Imµ > −δ and δ, δ′ > 0. Moreover the following estimate is satisfied:
‖A(µ)‖B(L2
−δ
,L2
−δ′
) → 0,
as |µ| → ∞.
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This Lemma is a well-known standard result so we skip the proof. It suffices
notice that ϕ(−∆ − µ2)−1W is analytic on the zone Imµ > −δ, and that the
potential W is of the short range type (see [1] and references therein). The
continuity of the multiplication operator ϕ−1 in B(L2−δ, L
2
−δ′), with the estimate
(29), give the result.
Lemma 5.2. Let us assume that the potential W satisfies (18). The cutoff
resolvent operator ϕR+(µ)ϕ has a meromorphic extension from Imµ > 0 to
Imµ > −δ. Moreover for each δ > 0 there exists a real constant C > 0 such that
the following estimates are true:
‖ϕPacR+(µ)ϕf‖L2 ≤
C
〈µ〉‖f‖L2, (34)
‖ϕPacR+(µ)ϕf‖L2 ≤
C
〈µ〉2 ‖f‖H
1, (35)
‖ϕ d
dµ
PacR
+(µ)ϕf‖L2 ≤ C
C
〈µ〉2 ‖f‖L
2, (36)
‖ϕ d
2
dµ2
PacR
+(µ)ϕf‖L2 ≤ C
C
〈µ〉2 ‖f‖H
−1 , (37)
for any Schwartz function f.
Proof. We start to prove the first claim. Denote by Pac the projection on the
absolutely continuous part of the operator
−∆−W.
The perturbed resolvent R(µ2) = (P − µ2)−1 satisfies in Imµ > 0 the relation
Pac(−∆−W − µ2)−1 = Pac
(
I − (∆− µ2)−1W )−1 (−∆− µ2)−1 (38)
provided the operator (I − (P0 − µ2)−1W ) is invertible. This relation implies
ϕPac(−∆−W −µ2)−1ϕ = ϕPacϕ−1
(
I − ϕ(P0 − µ2)−1W 1
ϕ
)−1
ϕ(P0−µ2)−1ϕ.
(39)
We can assume that µ1 < · · · , < µN < 0 are the eigenvalues of the operator
−∆−W with corresponding eigenvectors (normalized in L2) eigenvectors
f1(x) < · · · , < fN(x)
They decay exponentially and this fact implies
(I − Pac)f =
N∑
j=1
fj〈f, fj〉L2 .
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Hence taking δ > 0 sufficiently small in ϕ(x) = e−δ|x| we get
‖(I − Pac)ϕ−1f‖L2 ≤ C‖f‖L2.
Hence the operator ϕPacϕ
−1 is bounded in L2 and the relation (39) can be used
in combination with Analytic Fredholm Theory and the Theorem 3.1 concerning
the lack of strong resonances in µ = 0, we are able to say that the operator(
I − ϕ(−∆− µ2)−1W 1
ϕ
)−1
,
is analytic in Imµ > −δ, excluded a discrete subset where there are the eigen-
values of (1). Moreover, the application of Theorem 4.2 and the remark after
the Theorem gurantees that
ϕPacϕ
−1
(
I − ϕ(−∆− µ2)−1W 1
ϕ
)−1
is analytic in Imµ > −δ.
In this way we obtain the inequality
‖ϕPacR+(µ)ϕf‖L2 .
. ‖ϕPacϕ−1
(
I − ϕ(−∆− µ2)−1W 1
ϕ
)−1
‖B(L2
−δ
,L2
−δ′
)‖ϕR+0 (µ)ϕf‖L2 .
Considering ϕ ∈ L1(R), the right hand side of the previous estimate could be
bounded in several different way: by (29), it does not exceed C〈µ〉−1‖f‖L2,
while, from (30), we get that it is less than C〈µ〉−2‖f‖L2. In that way the
resolvent estimates (34) and (35) are obtained. After integrations by parts and
following the same lines of the proof for the above estimates, by using (31),
(32) and (33) we finally get (36) and (37). We notice that, the meromorphic
extension of the cutoff resolvent ϕ(P − µ2)−1ϕ, guarantees that the estimates
for Imµ > 0, remain valid also in the domain Imµ > −δ.
Remark 5.1. Since the operator −∆−W (|x|) has no resonances, the operator
R+(µ) has the form,
R+(µ) =
∑
j>0
Bj
(µ− µj) +Q(µ) (40)
where the Bj are projection operators on the eigenspaces associated to the eigen-
values µ = µj , while Q(µ) is analytic in Imµ > −δ.. The operator
PacR
+(µ) = PacQ(µ),
is also analytic in Imµ > −δ.
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We now finally give the
Theorem 5.1. Let u0 and v0 are Schwartz functions and ϕ(x) = e
−δ|x|, for
some δ > 0. Then there exists a > 0, such that the solution to (4), assuming
that the potential W has the properties (18), satisfies the following,
‖ϕPacu(t, x)‖L2 . e−at(‖u0‖L2 + ‖v0‖H−1), (41)
and
‖ϕ∂tPacu(t, x)‖L2 . e−at(‖u0‖H1 + ‖v0‖L2). (42)
Proof. The proof of the main theorem follows the one of Vainberg in [27] and
[25]. Proof of (41). We have no loss of generality if we assume u(0, x) = 0 in
(4) and u, v0 are real – valued functions. Let be H a general Hilbert space and
denote by Lν(R,H) = e
−νrL(R,H). We have, by (27), the inversion formula
u(t, x) =
1
2pi
Re
∫ ∞+iν
−∞+iν
e−iµtR+(µ)v0dµ, (43)
and the above integral converges in Lν(R, L
2).We indicate by R
+
(µ) the mero-
morphic extension of the cutoff resolvent ϕR+(µ)ϕ. We indicate by
R˜+(µ) = R
+
(µ)− ϕ
2
µ− i(ν − 1) . (44)
From the fact that
Re
∫ ∞+iν
−∞+iν
e−iµt
µ− i(ν − 1)dµ = 0, (45)
we can rewrite the (43) as
ϕu(t, x) =
1
2pi
Re
∫ ∞+iν
−∞+iν
e−iµtR˜+(µ)ϕ−1v0dµ. (46)
By Cauchy theorem and integrating along the path showed in the Figure 1
we yield:
1
2pi
∫ ∞+iν
−∞+iν
e−iµtR˜+(µ)ϕ−1v0dµ =
3∑
j=1
1
2pi
∫
Γj
e−iµtR˜+(µ)ϕ−1v0dµ =
3∑
j=1
Λj .
(47)
First we notice that from inequality (35) we achieve
‖Λ1‖L2 .
∫ R+iν
R−ia
‖e−istR˜+(s)ϕ−1v0‖L2ds . c(t, ν)R−2‖ϕ−1v0‖H1 . (48)
where c(t, ν) is a positive measurable function depending (exponentially) on t
and ν. A similar estimate is valid also for the term Γ3. Taking R→∞, we easily
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Figure 1: The path Γ ∪ Γ1 ∪ Γ2 ∪ Γ3.
see that ‖Λl‖L2 approaches to 0 for l = 1, 3. As far as concerning the remaining
integral Λ2, we obtain by two integrations by parts,
Λ2 = N(R)ϕ
−1v0 +
1
2t2pi
∫ R−ia
−R−ia
e−iµt
d2
ds2
R˜+(µ)ϕ−1v0dµ, (49)
where we denote by N(R) the expression that includes all the boundary integral
terms. If Λ2 denotes the second term on the right hand side of the previous
identity, we may write
‖Λ2‖L2 .‖N(R)ϕ−1v0‖L2 + ‖Λ2‖L2. (50)
By estimate (34) and (35), it is easy to se that the first term on the right hand
side of the above identity can be bounded by C(R)‖ϕ−1v0‖H1 , where C(R) is a
constant depending on R approaching to 0 as R → 0. The remaining term can
be handled, for t large enough, as
‖Λ2‖L2 .
∫ R−ia
−R−ia
e−at‖R˜+(s)ϕ−1v0‖L2ds . e−at‖ϕ−1v0‖H−1
∫ R
−R
〈s〉−2ds .
. e−at‖ϕ−1v0‖H−1 ,
(51)
and this completes the proof of the first part of the theorem.
Proof of (42). It is enough to see that the function ∂tu(t, x), satisfies the
equation (4), with initial data v0 and ∆v0. Now we use the estimate (41).
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6 The Nonlinear Schrödinger equation
Consider the nonlinear Schrödinger equation (NLS),
iut(t, x) = −∆u(t, x)− |u|p−1u(t, x) = 0, (t, x) ∈ R×R3,
u(0, x) = u0(x),
(52)
where 1 < p < 1+ 4/3, this means in the domain where the problem is globally
well-posed. In fact for p > 1 + 4/3, can be exist solutions with H1 norms
blowing up in a finite time interval. Solitary waves associated with the NLS
type equation have the form
ψs(t, x) = χω(x)e
−iωt, t ∈ R, x ∈ R3, ,
with ω ⊂ O, for some open interval O ∈ R, where χω satisfies the equation
−∆χω − ωχω + |χω|p−1χω = 0, x ∈ R3, (53)∫
R3
χ2 = 1. (54)
We recall some well known facts about the linearization at a ground state. Let
us write the ansatz
u(t, x) = eit(χω(x) + r(t, x)), (55)
Inserting it into the equation (55) we get
i∂tr = Ar + (nonlinear terms), (56)
and
A(ω)r = (−∆+ ω − p+12 χpω)r − p−12 χpωr.
Because of the presence of the variable r, we write the above as a system.
This yields to
i∂tR = H(ω)R (57)
where
H(ω) =
(
0 L+(ω)
−L−(ω) 0,
)
(58)
and with
L+(ω) = −∆+ ω − pχpω, L−(ω) = −∆+ ω − χpω, (59)
having in mind also that the essential spectrum of H(1) consists of (−∞,−ω]∪
[ω,+∞), and that 0 is its isolated eigenvalue. Furthermore it is easy to see that
L(ω)± are self-adjoint operator with continuous spectrum in [ω,∞), that L(ω)−
is nonnegative, while L(ω)+ has exactly one negative eigenvalue (see the paper
[10] and [28] for more details). We get, according also to the results in [12], the
following:
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Theorem 6.1. The operators L±(ω) have neither an eigenvalue nor a strong
resonance at spectral point ω. Moreover the linearized operator H(ω) has no
strong resonances at the spectral points ±ω.
Before to start the proof of the above theorem we need to give some pre-
liminary lemmas. By a rescaling argument we can pick ω = 1, and focalize our
attention on the operator
L− = −∆χ1 + χ1 − χp1, χ1 ∈ H2(R3), χ1 > 0
because all results can be proved in the same manner for L+. It is well - known
that positive radial solutions exist and they are exponentially decaying (see, for
istance, [14]). Here we briefly sketch the proof for completeness and make a
better asymptotic expansion. First we note that the Sobolev embedding implies
|χ1(x)| ≤ C. (60)
A better decay estimate follows from an argument of Strauss (see page 155,
section 2 of [26]). The classical Strauss lemma (Radial Lemma 1 in [26]) gives
rχ1(r) ≤ ‖χ1‖H1 = C,
so
χ1(r) − χp1(r) > (1 − δ)χ1(r)
for any positive δ and for r > 0 large enough. Setting u = χ1(r)r, we see that
u′′(r) ≥ (1− δ)u(r) so(
u2
2
)′′
≥ (u′)2 + (1− δ)u2 ≥ (1− δ)u2.
This differential inequality shows that the quantity
e−
√
2(1−δ)r(w′ +
√
2(1− δ)w), w(r) = u2(r)
in a non-decreasing and has to be non – negative, since w and w′ are integrable
on (0,∞). This implies the decay estimate
u2(r) ≤ Ce−
√
2(1−δ)r, r →∞.
Using the argument of Remark 1.2, we arrive at the following.
Lemma 6.1. For any ω > 0 there exists a unique positive solution χ(x) =
χω(x) ∈ H1 of the equation (53) and a positive δ0 = δ0(ω), such that
|χω(r)| ≤ Ce−δ0r.
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To obtain more precise estimate we rewrite
−∆χ1 + χ1 = F (r) ≡ χp1, χ1 ∈ H1(R3), χ1 > 0
as follows
χ1(|x|) = c
∫
R3
e−|x−y|
|x− y| F (|y|)dy.
Introducing polar coordinates, we find
χ1(|x|) = c
∫ ∞
0
∫
S2
e−r
r
F (|x+ rω|)dωr2dr.
Now we can use the following identity∫
S2
F (|x + rω|)dω = c|x|r
∫ |x|+r
||x|−r|
F (λ)λdλ
so
χ1(|x|) = c|x|
∫ ∞
0
e−r
∫ |x|+r
||x|−r|
F (λ)λdλdr.
One can see that
χ1(|x|) = c|x| (K1(F )(|x|) +K2(F )(|x|)) (61)
with
K1(F )(|x|) =
∫ |x|
0
e−|x| sinh(λ)F (λ)λdλ.
K2(F )(|x|) =
∫ ∞
|x|
sinh(|x|)e−λF (λ)λdλ.
If one substitutes F (λ) with χp1(λ) and note that F (y) = χ
p
1(y) ≤ C for |y|
bounded due to (60) and moreover the estimate of Lemma 6.1 implies F (y) ≤
Ce−δ0p|y| for |y| ≥ 1 so we deduce
|K1(F )(|x|)| ≤ Ce−B|x|, B = min(1, δ0p)
|K2(F )(|x|)| ≤ Ce−B|x|, B = min(1, δ0p)
so we find
|x||χ1(|x|)| ≤ Ce−B|x|, B = min(1, δ0p).
If δ0p < 1 we derive F (|x|) ≤ Ce−pB|x| so making further iterations we get:
Lemma 6.2. For any ω > 0 there exists a unique positive solution χ(x) =
χω(x) ∈ H1 of the equation (53) and a positive C = C(ω), such that
r|χω(r)| ≤ Ce−
√
ωr
for r > 0.
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To get asymptotic expansion, we use (61) If one substitutes F (λ) with χp1(λ)
and apply the estimate of Lemma 6.2 (with ω = 1) one can obtain the asymptotic
expansions
K1(χ
p
1)(|x|) = C0e−|x| +O
(
e−(p−δ)|x|
)
, |x| > 1,
K ′1(χ
p
1)(|x|) = −C0e−|x| +O
(
e−(p−δ)|x|
)
, |x| > 1,
K2(χ
p
1)(|x|) = O
(
e−(p−δ)|x|
)
, |x| > 1,
K ′2(χ
p
1)(|x|) = O
(
e−(p−δ)|x|
)
, |x| > 1,
where δ is any positive number. After rescaling argument we get.
Lemma 6.3. For any ω > 0 there exists a unique positive solution χ(|x|) =
χω(x) ∈ H2 of the equation (53) and a positive C0 = C(ω), such that
rχω(r) = C0e
−√ωr +O
(
e−(p−δ)
√
ωr
)
, r > 1,
(rχω(r))
′
= −√ωC0e−
√
ωr +O
(
e−(p−δ)
√
ωr
)
, r > 1.
Theorem 6.2. For any ω > 0 there exists a unique positive solution χ(|x|) =
χω(x) ∈ H1 of the equation (53) so that
0 >
∂|x|χω(x)
χω(x)
> −C1
for some positive constant C1. Moreover there exists a positive C0 = C(ω) con-
stant, such that
rχω(r) = C0e
−√ωr +O
(
e−(p−δ)
√
ωr
)
, r > 1,
(rχω(r))
′ = −√ωC0e−
√
ωr +O
(
e−(p−δ)
√
ωr
)
, r > 1.
Proof of Theorem 6.1. The proof is easy, so we reduce it in few lines and it is
a consequence of the results stated in the previous sections. By Theorem 6.1,
we obtain that the operator L−− 1 has the form of −∆−W, where W satisfies
the assumption of Theorem 4.2 and this assure that we have no resonance (or
eigenvalue) at zero energy, the same is valid for L+ − 1. Finally, using Lemma
16 in [24] we achieve the proof for H(1).
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7 Appendix 1: Asymptotics for solutions to some
ODE
Lemma 7.1. Assume W (s) > 0, ∀s > 0 and
(1 + s)2W (s) ∈ L1(0,∞).
If u ∈ C2(R) is a solution of u′′ + Wu = 0 and there exist s0 ≥ 0 so that
u(s) > 0 for s > s0, then there exits a non - negative number C1 so that we
have the relations
u′(s) = C1 +
∫ ∞
s
W (τ)u(τ)dτ, (62)
u(s) = u(s0) +
∫ ∞
s0
(τ − s0)W (τ)u(τ)dτ +C1(s− s0)−
∫ ∞
s
(τ − s)W (τ)u(τ)dτ,
(63)
as well as the asymptotic expansions (valid for s→∞)
u(s) = C0 + C1s+O(g(s)), u
′(s) = C1 +O(h(s)),
where
h(s) =
∫ ∞
s
(1 + s)W (s)ds, g(s) =
∫ ∞
s
(1 + s)2W (s)ds.
Proof. We have
u′′(s) = −W (s)u(s) < 0, s ≥ s0.
The Taylor expansion gives
0 < u(s) = D0 +D1s+
u′′(ξ)(s− s0)2
2
< D0 +D1s,
where
s > s0, ξ ∈ (s0, s), D1 = u′(s0), D0 = u(s0)− s0u′(s0).
The inequality
0 < u(s) < C(1 + s)
and the assumption
(1 + s)2W (s) ∈ L1(0,∞)
show that
u′(s)− u′(t) = −
∫ s
t
W (τ)u(τ)dτ (64)
is small when s0 < t < s and s, t are large enough. This argument shows the
existence of the limit
lim
s→∞
u′(s) = C1
as well as the asymptotic expansion
u′(s) = C1 +O(h(s)).
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Integrating this relation and using the fact∫ ∞
s
h(τ)dτ = O(g(s)),
we obtain the desired expansion
u(s) = C0 + C1s+O(g(s)).
The fact that C1 ≥ 0 follows from the positivity of u(s) for s > s0. Finally, to
prove (63) we use (64) and integrating (63) we find (62).
This completes the proof.
A slight modification is the following.
Lemma 7.2. Assume W (s) > 0, ∀s > 0 and
(1 + s)W (s) ∈ L1(0,∞).
If u ∈ C2(R) is a solution of u′′ + Wu = 0 and there exist s0 > 0 so that
u(s) > 0 for s > s0, then
u(s) ≤ C(1 + s)
and the limit
lim
s→∞
u′(s)
exists.
Proof. As in the proof of the previous Lemma we have
u′′(s) = −W (s)u(s) < 0.
The Taylor expansion gives
0 < u(s) = D0 +D1s+
u′′(ξ)(s− s0)2
2
< D0 +D1s,
where
s > s0, ξ ∈ (s0, s), D1 = u′(s0), D0 = u(s0)− s0u′(s0).
The inequality
0 < u(s) < C(1 + s)
and the assumption
(1 + s)W (s) ∈ L1(0,∞)
show that
u′(s)− u′(t) = −
∫ s
t
W (τ)u(τ)dτ
is small when s0 < t < s and s, t are large enough. This argument shows the
existence of the limit
lim
s→∞
u′(s).
This completes the proof.
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Our next step is to consider the equation (20) with potentialW (r) =W1(r)+
W2(r), where
W1(r) = −α(α + 1)
r2
, α ≥ 0, (65)
while W2(r) is a C
1(0,∞) positive strictly decreasing function such that for
some positive constants C, ε0 satisfies the estimate (22).
The first step is to obtain asymptotic expansions of the solution and for this
aim, by the Definitions 3 and 2, we give the following lemma.
Lemma 7.3. Suppose (22) is true.
a) If 0 is an eigenvalue of P and Pu = 0, in sense of Definition 3, then one can
find a real number C so that
u(r) =
C
rα
+O
(
e−ε0r/2
)
(66)
and
u′(r) = − Cα
rα+1
+O
(
e−ε0r/2
)
(67)
as r →∞.
b) If 0 is a strong resonance of P and Pu = 0 in sense of Definition 2, then
there exists a real number C > 0 so that
u(r) =
C
rα
+O
(
e−ε0r/2
)
(68)
and
u′(r) = − Cα
rα+1
+O
(
e−ε0r/2
)
(69)
as r →∞.
Proof. First we prove a). One can rewrite the equation Pu = 0 as[
r−α
(
u′(r) +
α
r
u(r)
)]′
+ r−αW2(r)u(r) = 0 (70)
or as [
r−2α (rαu(r))′
]′
+ r−αW2(r)u(r) = 0 . (71)
Note that the assumptionW2(r) ∈ C1(0,∞) combined with the equation Pu = 0
imply that u ∈ C2(R1, R2) for any 0 < R1 < R2. Integrating (71) in the interval
(R1, R2), we find ∣∣R−2α2 (Rα2 u(R2))′ −R−2α1 (Rα1 u(R1))′∣∣ =
=
∣∣∣∣∣
∫ R2
R1
τ−αW2(τ)u(τ) dτ
∣∣∣∣∣ , (72)
so using the assumption (22) together with the fact that u is bounded (since it
belongs to H1(1,+∞) ∩ C1(1,+∞)), and taking R1 > 1, we find∣∣∣∣∣
∫ R2
R1
τ−αW2(τ)u(τ) dτ
∣∣∣∣∣ ≤ Ce−ε0R1/2. (73)
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In this way we conclude that the limit
lim
r→∞
r−2α (rαu(r))′ , (74)
exists and it is equal to a real constant C0. By this, we achieve the expansion
(rαu(r))′ = C0r2α +O
(
e−ε0r/2
)
. (75)
Consider now the function
g(r) = rαu(r)− C0 r
2α+1
2α+ 1
,
then (75) implies that g′(r) ∈ L1(1,∞). Moreover we can see that g(r) has a
limit (say C) as r goes to ∞ and
g(r) = C −
∫ ∞
r
g′(τ) dτ = C +O(e−ε0r/2).
Thus we obtain
u(r) = C0
rα+1
2α+ 1
+
C
rα
+O
(
e−ε0r/2
)
(76)
and
u′(r) = C0
(α+ 1)rα
2α+ 1
− Cα
rα+1
+O
(
e−ε0r/2
)
(77)
as r move to infinity. Comparing these asymptotic expansions with the fact
that u is bounded, we see that C0 = 0 and this completes the first part of the
lemma.
The proof of b) can be obtained similarly to the above using the assumption
(13), so we skip it.
The above arguments suffices to get
Lemma 7.4. If 0 is a weak resonance of P and Pu = 0, then one can find real
numbers C0, C1 so that
u(r) = C0
rα+1
2α+ 1
+
C1
rα
+O
(
e−ε0r/2
)
(78)
and
u′(r) = C0
(α+ 1)rα
2α+ 1
− C1α
rα+1
+O
(
e−ε0r/2
)
(79)
as r > 1 tends to infinity.
8 Appendix 2
In this Section we complete the discussion concerning the weak resonances and
its connection with different type of potentials. It seems that the weak res-
onances cannot be never avoid, more precisely they are a intrinsic character
of the structure of the differential equation involved in the description of such
phenomena. In order to do that we look at large potentials and small potentials.
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8.1 Large potentials do not generate weak resonance at
the spectral origin.
As in the previous section we shall assume W (s) > 0, ∀s > 0 and
(1 + s)2W (s) ∈ L1(0,∞).
To show that all solutions u ∈ C2(R) to u′′ +Wu = 0 having linear growth
at infinity are identically zero, we can apply Lemma 7.1 so without loss of
generality one can assume
u(0) = 0, u(s) > 0, ∀s > 0.
The key assumption that will guarantee that such solutions do not exist is the
following one
1
M
∫ M
0
s2W (s)ds ≥ 1 (80)
for some real M > 0.
Turning back to the integral equation of Lemma 7.1 we have the following
relations
u′(s) = C1 +
∫ ∞
s
W (τ)u(τ)dτ, (81)
u(s) =
∫ ∞
0
τW (τ)u(τ)dτ + C1s−
∫ ∞
s
(τ − s)W (τ)u(τ)dτ, (82)
so we can introduce the operator
K(u)(s) =
∫ ∞
0
τW (τ)u(τ)dτ −
∫ ∞
s
(τ − s)W (τ)u(τ)dτ =
∫ s
0
τW (τ)u(τ)dτ + s
∫ ∞
s
W (τ)u(τ)dτ.
It is clear that u ≥ 0, ∀s ≥ 0 implies K(u)(s) ≥ 0 ∀s ≥ 0. The relation (81)
show that u′(s) > 0 so for the interval [0,M ] so that u′(s) ≥ C∗ = u′(M) > 0
for 0 ≤ s ≤M. Then we have the estimate
u(s) ≥ C∗s, ∀s ∈ [0,M ].
For any s ∈ [0,M ] we have
K(u)(s) > KM (u)(s) ≡
∫ s
0
τW (τ)u(τ)dτ + s
∫ M
s
W (τ)u(τ)dτ
so
K(u)(s)
s
≥ C∗
(
1
s
∫ s
0
τ2W (τ)dτ +
∫ δ
s
τW (τ)dτ
)
.
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The function
1
s
∫ s
0
τ2W (τ)dτ +
∫ M
s
τW (τ)dτ
is decreasing so
K(u)(s)
s
≥ C∗
(
1
M
∫ M
0
τ2W (τ)dτ
)
.
The assumption (80) implies
D =
1
M
∫ M
0
τ2W (τ)dτ ≥ 1.
so if u solves the equation u(s) = C1s+K(u)(s) we can interating the estimate
u(s)
s
≥ C∗ ∀s ∈ [0,M ] =⇒ u(s)
s
= C1 + C
∗D > C∗ ∀s ∈ [0,M ],
we find
lim
s→0+
u(s)
s
= u′(0) ≥ C∗ +NC1,
but this is a contradiction since N is arbitrary.
8.2 Small potentials generate weak resonance at the spec-
tral origin.
To construct nontrivial solutions u ∈ C2(R+) to u′′ +Wu = 0 having linear
growth at infinity, we assume
∑
M>0
1
M
∫ M
0
s2W (s)ds = D < 1. (83)
Remark 8.1. One sufficient condition for (83) is∫ ∞
0
sW (s)ds < 1,
since we have the estimate
1
M
∫ M
0
s2W (s)ds ≤
∫ M
0
sW (s)ds.
Consider the integral equation
u(s) = C1s+K(u)(s),
where
K(u)(s) =
∫ ∞
0
τW (τ)u(τ)dτ −
∫ ∞
s
(τ − s)W (τ)u(τ)dτ =
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∫ s
0
τW (τ)u(τ)dτ + s
∫ ∞
s
W (τ)u(τ)dτ.
We plan to show that this equation has a solution in the Banach space
obtained as a closure of the linear space L formed by the functions u(s) ∈
C([0,∞)), such that u(0) = 0 and
‖|u‖| = sup
s>0
|u(s)|
s
<∞.
To be more precise, B is the closure of L with respect to the norm ‖|u‖|.
To show this fact it is sufficient to notice that
‖|K(u)‖| ≤ D‖|u‖|
so the assumption D < 1 enables one to apply a contraction argument for the
equation
u(s) = C1s+K(u)(s).
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