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Deep-learning-based precoding in multiuser MIMO
downlink channels with limited feedback
Kyeongbo Kong, Woo-Jin Song Member, IEEE, and Moonsik Min Member, IEEE
Abstract—We propose a deep-learning-based channel quanti-
zation, feedback, and precoding method for downlink multiuser
multiple-input multiple-output systems. In the proposed system,
the traditional codebook-based channel quantization process for
limited feedback is handled by a receiver deep neural network
(DNN) for each user. The precoder selection process is handled
by a transmitter DNN for the base station. At each receiver
DNN, a binarization layer is adopted to emulate the channel
quantization process and enable end-to-end learning. However,
during training, receiver DNNs with the binarization layer can
be trapped at a poor local minimum because of inaccurate
gradients caused by the binarization layer. To address this,
we consider a method of knowledge distillation, in which the
existing DNNs are jointly trained with an additional auxiliary
transmitter DNN. By using the auxiliary DNN as a teacher
network, the receiver DNNs can additionally exploit lossless
gradients, which is useful in avoiding a poor local minimum.
Moreover, through joint training, the existing DNNs can be
generalized including the quantization loss from binarization. All
DNNs at the associated users and transmitter are trained offline
in an end-to-end manner, with the aid of the auxiliary transmitter
DNN. The purpose of the end-to-end learning is to determine
the precoding matrices that maximize the downlink sum rate.
Our DNN-based precoding scheme can achieve a significantly
higher downlink rate compared to traditional linear precoding
with codebook-based limited feedback, for the same number of
feedback bits, particularly when the number of receive antennas
is greater than one.
Index Terms—Deep learning, multiple-input multiple-output,
limited feedback, spatial multiplexing, linear precoding.
I. INTRODUCTION
Multiuser multiple-input multiple-output (MU-MIMO) sys-
tems have been continuously studied to serve multiple users
with high spectral efficiency. In downlink MU-MIMO systems,
the transmitter at the base station (BS) is required to perform
pre-signal processing before data transmission because joint
signal processing is not possible among multiple users [1]–
[4]; this process is generally called precoding. The transmitter
requires channel state information (CSI) for appropriate pre-
coding, and the downlink rate is significantly affected by the
accuracy of the CSI at the transmitter (CSIT) [5], [6].
However, the transmitter cannot directly track the downlink
channel in frequency division duplex (FDD) systems. Thus,
channel quantization and feedback methods, called limited
feedback, have been widely studied to achieve at least partial
CSIT [5]–[12]. In limited feedback, each user estimates and
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quantizes CSI, and then feeds the quantized index back to
the transmitter. In practical systems, each feedback bit must
be conveyed by using uplink communication resources, and
the number of bits allocated for CSI feedback is not very
large. Thus, the type of CSI for feedback should be carefully
determined considering the purpose of the feedback. The
channel direction information (CDI) of the channel matrix,
which is given by a unitary matrix, is commonly considered
for supporting the precoding design because CDI can directly
be used to reduce multiuser interference in the received signals
[5], [6], [11]. CDI can be used to perform useful zero-forcing
linear precoding, which is known to achieve a considerably
high downlink rate, assuming perfect CSIT [13]–[16]. How-
ever, with limited feedback, the performance is limited if the
number of feedback bits is insufficient [5], [6]. Consequently,
the application of MU-MIMO is limited in practical FDD-
based downlink systems (it is often recommended in a low
signal-to-noise ratio (SNR) regime, e.g., the case of cell edge
users). Thus, the achievable downlink rate of limited-feedback-
based MU-MIMO systems needs to be increased; however, this
is a challenging task.
Recently, deep-learning-based methods have been studied
to improve the performance of limited feedback for MIMO
systems. In [17], to improve the accuracy of the CSIT, a
CSI sensing and recovery network was designed using a
convolutional neural network. The authors in [18] further
used a recurrent neural network (RNN) that captures the time
correlation to enhance the channel recovery module. Recurrent
compression and uncompression modules for RNN design
were further studied in [19]. In [20], a deep auto-encoder was
constructed to reduce the impact of the feedback errors and
delay during CSI feedback. Thus far, studies have focused on
improving the accuracy of CSIT. The authors in [21] proposed
a deep neural network (DNN)-based beamforming method
with limited feedback for a single-user single-stream downlink
MIMO system. Two individual DNNs were implemented at the
user and the BS. These DNNs were trained in an end-to-end
manner by introducing a binarization layer, which was used
to effectively model the quantization process of the CSI. The
trained DNNs efficiently abstract the joint process of channel
estimation, quantization, and beamformer selection. Thus, this
method can achieve a gain of approximately 1 dB in terms of
symbol-error-rate performance.
The novel structure proposed in [21] applied a binarization
layer that could effectively abstract the quantization process of
the conventional limited feedback system without construct-
ing an explicit codebook. The receiver DNN replaced the
role of the conventional codebook-based channel quantization
2process. However, the performance achieved by realizing the
quantization and beamformer selection with DNNs is similar
to that of the conventional codebook-based approach. The
gain mainly originates from the joint optimization of the
channel estimation and quantization process based on the use
of the DNN. This is because individual problems of channel
quantization and the beamforming selection for a single-stream
transmission over multiple transmit and receive antennas al-
ready have near-optimal mathematical (or analytical) solutions.
However, suppose that we consider multi-stream spatial
multiplexing in general MU-MIMO downlink channels, in
which a single BS simultaneously communicates with multiple
users who have multiple receive antennas and all the receive
antennas can be used for spatial multiplexing. Then, the
problems of determining an optimal quantization codebook,
optimal distance measure, and optimal precoder are extremely
challenging. Thus, if a data-driven solution based on deep
learning can achieve the joint optimization of the codebook
design, distance measure design, and precoder selection, the
performance may be significantly better than that of the con-
ventional MU-MIMO systems using codebook-based limited
feedback. This is the primary objective of this study.
In this study, we extend the work in [21] to full-stream
MU-MIMO downlink systems with limited feedback, in which
each user can have multiple receive antennas. We focus on
the scenarios in which the transmitter allocates equal power
to the associated users (i.e., we do not consider a specific
power allocation) to consider a fair transmission rate for the
associated users. This is a common assumption in conventional
MU-MIMO systems with limited CDI feedback [5], [6], as a
sophisticated power allocation is not possible with only partial
CDI at the transmitter. Thus, for a direct comparison with
the baseline limited-feedback-based systems, we assume equal
power allocation among the associated users in this study.1 In
the proposed system, individual DNNs are implemented for the
users and the BS. To enable end-to-end learning, a binarization
layer is adopted at each receiver DNN as was done in [21].
However, the binarization operation in the corresponding layer
can cause a vanishing gradient problem in backpropagation
during the end-to-end learning. To address this, we employ
pseudo-gradients using straight-through estimator (STE) [22].
The pseudo-gradients may not be in the right direction for
updating the parameters; thus, DNNs can be trapped at a poor
local minimum [23], [24]. Accordingly, a joint training method
is proposed in this study, in which the existing DNNs are
efficiently trained with the aid of an auxiliary teacher network.
Because each receiver DNN in the proposed system has only
one lossy layer with binarization, we can directly provide
lossless gradients to the receiver DNNs by simply adding an
1In fact, the deep-learning-based solution proposed in this paper can also
handle power allocation, as it does not send, in effect, explicit CSI by
abstracting the quantization and feedback process with DNNs. This can also be
an advantage over the conventional systems, as the latter systems additionally
require information about channel gains to design a specific power allocation.
However, if the number of feedback bits is not sufficient, our deep-learning-
based solution with power allocation, which simply maximizes the sum rate,
tends to allocate all the transmit power to a small portion of users. This is
not desirable for systems considering a fair transmission rate to the associated
users and this is another reason for assuming equal power allocation.
auxiliary transmitter DNN, which has the same structure as the
existing transmitter DNN. Then, end-to-end learning is jointly
performed to determine the precoding matrices that maximize
the downlink sum rate, which is given by the sum of the log-
determinants of a function of channel and precoding matrices.
The proposed data-driven solution for the precoding matrices
outperforms the simple and widely used zero-forcing linear
precoding (possibly regularized) method, particularly when the
number of receive antennas is greater than one. Moreover,
an optimal codebook design or an optimal distance measure
need not be considered, as the trained receiver DNN of each
user can jointly optimize the corresponding processes based
on data-driven training.
Our loss function of the end-to-end learning is the sum rate,
which depends on the transmit power of the system. Therefore,
the transmitter DNN in this study also considers the transmit
power as an input, and the corresponding structure can be
used to further construct a unified transmit DNN applicable for
different values of the transmit power. That is, as a practical
application, the transmit power can be trained during the end-
to-end learning process, and the resulting transmitter DNN can
determine the appropriate precoding matrices for any value of
the transmit power in a predefined range without additional
training.
In a parallel study [25], the authors recently extended the
work in [21] to massive MIMO and millimeter-wave channels,
and they proposed the joint optimization of pilot selection,
channel estimation, quantization, beamforming selection, and
power allocation to increase the sum rate of the system when
each user has a single receive antenna. The corresponding
results are suitable for future wireless standards based on
millimeter-wave transmission with massive transmit antennas.
In contrast, we consider a more practical and traditional
limited-feedback-based MU-MIMO scenario in which equal
power allocation is used for a fairer data-rate allocation to
the associated users, and the number of feedback bits for
each user is relatively small. Simultaneously, we consider a
more general antenna configuration, in which each user can
have multiple receive antennas for spatial multiplexing. For
baseline systems, regularized zero-forcing precoding methods
are also considered, as they perform better than the normal
zero-forcing precoding methods. Then, we focus on improv-
ing the deep learning performance of the proposed DNN-
based MU-MIMO systems; a joint training method with an
auxiliary (teacher) network is proposed to further improve
the performance of deep learning. Based on the propose
joint training, we analyze the improvement realized solely by
replacing the role of the conventional channel quantization
and precoding selection process with the proposed DNNs,
without considering the potential gain from the joint channel
estimation and quantization. The proposed DNN-based limited
feedback and precoding selection can achieve a significantly
higher sum rate than the baseline systems, particularly when
the number of receive antennas of each user is greater than
one. Moreover, the gain increases with the number of receive
antennas for a fixed number of total feedback bits.
Notations: The matrices and column vectors are denoted
by upper- and lower-case boldface letters, respectively. The
3superscripts (·)T and (·)H indicate the transpose and complex
conjugate transpose of a matrix, respectively. The operators
tr(·) and det(·) indicate the trace and determinant of a matrix,
respectively. The sets R and C represent the sets of real and
complex numbers, respectively, and Cm×n denotes the set of
all m× n complex matrices. Im is an m×m identity matrix.
E(·) indicates the expectation operator.
II. BASELINE SYSTEM MODEL
This study considers conventional precoding methods in
MU-MIMO channels based on limited feedback as a baseline
system. In particular, we consider a MIMO broadcast channel
in which K users communicate with a single BS. The BS
is equipped with M transmit antennas, and each user has N
receive antennas. We assume that M is a multiple of N and
M > N . The MIMO channels between the BS and users
k ∈ {1, . . . ,K} are modeled as independent channel matrices
Hk ∈ C
M×N , k = 1 · · · ,K , where the entries of each matrix
are independent and identically distributed (i.i.d.) complex
Gaussian random variables with zero mean and unit variance.
The received signal of user k is given by
yk = H
H
k x+ nk, (1)
k = 1, · · · ,K , where x is the transmit vector and nk is a
complex Gaussian noise vector with independently distributed
entries of zero mean and unit variance. The transmit vector
is given by x =
∑K
l=1Vlsl, where Vl ∈ C
M×N is the
precoding matrix; we assume tr(VHl Vl) = N to realize equal
power allocation to users. The information symbol vector
sl ∈ C
N×1 consists of N independent data symbols for the
user l such that each user is fully served with N degrees of
spatial multiplexing. In addition, we do not consider specific
user selection, and we assume that K ≤ M/N . We impose
the power constraint P at the BS, and the transmit power
allocation for data streams is E[sls
H
l ] =
P
M
IN to achieve equal
power allocation to users.
A. Limited feedback model
In MIMO broadcast channels, the BS can achieve at mostM
spatial multiplexing gain through simultaneous communication
with multiple users. Accordingly, the transmitter should have
CSIT to achieve this gain. In this study, we consider a widely
studied limited feedback model to allow partial CSIT [5], [6].
In the corresponding model, each user quantizes and feeds
back CDI to the transmitter, where the CDI is represented by
a unitary matrix of singular value decomposition (SVD). We
assume perfect channel estimation at the receiver because we
do not consider a potential gain from the joint channel estima-
tion and quantization; such a gain from joint optimization was
sufficiently discussed in [21], and thus, it is evident. Instead,
in this study, we focus on the advantage of replacing the role
of the conventional quantization and precoding process with
DNNs in limited-feedback-based MU-MIMO systems.
Let Hk = H˜kΣ
1
2
kU
H
k represent the compact SVD of
the channel matrix. As quantizing the entire matrix Hk is
inefficient (it requires a large number of feedback bits), a
typical limited feedback model quantizes and feeds back the
unitary matrix H˜k ∈ C
M×N containing the direction infor-
mation of the channel. User k quantizes H˜k using codebook
Ck =
{
Ak,1, . . . ,Ak,2B
}
, which is fixed beforehand for
each user and is known to the transmitter. Each codeword
Ak,j is given by a semi-unitary matrix in C
M×N such that
AHk,jAk,j = IN , and it is different from all other codewords.
Denoting J = {1, . . . , 2B} as the index set for the codewords,
the quantization process can be expressed as
qk = argmin
j∈J
d
(
Ak,j , H˜k
)
, (2)
where d(·, ·) is a distance measure. Each user feeds back index
qk to the transmitter, and the transmitter can obtain a quantized
channel matrix Ĥk = Ak,qk from codebook Ck.
B. Performance metric
From (1), the per-user achievable rate of limited-feedback-
based precoding is given by
Rk , E
[
log2
∣∣∣∣∣IN + PM
K∑
l=1
HHk VlV
H
l Hk
∣∣∣∣∣
]
− E
log2
∣∣∣∣∣∣IN + PM
K∑
l=1,l 6=k
HHk VlV
H
l Hk
∣∣∣∣∣∣
 . (3)
Let G(·) be a function that outputs precoding matrices
V1, · · · ,VK by considering quantized channels Ĥ1, · · · , ĤK
as input, such as V = [V1 · · ·VK ] = G([q1, · · · , qK ]), with
tr(VHl Vl) = N, l = 1, · · · ,K . Then, in terms of capacity, an
optimal precoder is a solution to the following optimization
problem:
max
G(·)
K∑
k=1
Rk(G([q1, · · · , qK ])), (4)
subject to qk = argmin
j∈J
d (Ak,j ,Hk) , ∀k = 1, · · · ,K. (5)
C. Precoding
Designing precoding at the transmitter is equivalent to
determine a mapping functionG(·) from quantized CSIs to the
precoding matrices, as described in the previous subsection.
With limited feedback, one of the most famous methods is
zero-forcing-type linear precoding: zero-forcing beamforming
(ZFBF) when N = 1 [5] and block diagonalization (BD) when
N > 1 [6]. Zero-forcing precoding (possibly regularized) is
useful in practice, as a high downlink sum rate with relatively
low complexity can be achieved; further, zero-forcing precod-
ing is feasible only with CDI feedback, which is typical in the
case of limited feedback [11].
If the transmitter has perfect CSI, an iterative method, called
weighted minimum mean squared error (WMMSE) precoding,
provides a local optimal solution for the linear precoding
design; furthermore, the performance achieved by WMMSE is
near to the capacity achieved by using dirty paper coding [26].
Similarly, other iterative methods have been studied based on
regularized BD (RBD) to achieve near-optimal performance
[16]. However, to realize such a near-optimal linear precoding
4based on iterations, the transmitter must have an accurate esti-
mate of the entire channel matrix H rather than the CDI H˜k.
That is, additional feedback is required to send the quantized
information of Σk, and statistics of the quantization error
are further required to mitigate the performance degradation
caused by the quantization error [27]. Moreover, the sum rate
enhancement largely relies on the dynamic power allocation
among users in succeeding iterations. Thus, these iterative
approaches are not suitable for our limited feedback model.2
In conclusion, we do not consider iterative methods such
as WMMSE or iterative RBD in this study. We consider
normal and regularized zero-forcing linear precoding schemes,
which have a high efficiency among existing linear precoding
schemes with limited feedback in terms of achievable rate per
feedback bit, as baseline systems.
1) ZFBF: If N = 1, Hk and Vk are given by vectors
and thus, the quantized CDI is also given by a vector. For
simplicity, let hˆk be the quantized CDI of user k. ZFBF is
based on channel inversion using precoding vectors. Defining
H¯ZF = [hˆ1, · · · , hˆK ], (6)
FZF = H¯ZF
(
H¯HZFH¯ZF
)−1
. (7)
The ZFBF vector of user k is given by the k-th normalized
column vector of FZF. Regularization can enhance the per-
formance of ZFBF, and the corresponding method is called
regularized zero-forcing (RZF). In RZF, the beamforming
vector of user k is given by the k-th normalized column vector
of the following matrix:
FRZF = H¯ZF
(
H¯HZFH¯ZF + αZF · I
)−1
. (8)
If the transmitter has perfect CSI, the regularization parameter
αZF is given by αZF =
KN
P
[15]. As we use limited feedback,
αZF must be determined by reflecting the quantization error
[28].
2) BD: BD is also based on channel inversion similar to
ZFBF; however, the BD precoding matrix of user k does not
need to invert its own channelHk, as joint signal processing is
possible at the user among the N received signals of the user.
The precoding matrix Vk is selected to satisfy H
H
l Vk = 0
for l 6= k. However, with limited feedback, the transmitter
only knows quantized channel matrices {Ĥl : l = 1, · · · ,K}
that are fed back from the users. Thus, instead, the precoding
matrix of limited-feedback-based BD is selected to satisfy
ĤHl Vk = 0 for l 6= k, such that the columns of Vk lie
in the null space of the following matrix [6]:
Φk = [Ĥ1 · · · Ĥk−1 Ĥk+1 · · · ĤK ]
H ∈ CN(K−1)×M .
(9)
Let the SVD of Φk be Φk = Ek,0Dk,0(Gk,0)
H such that
Dk,0 ∈ C
N(K−1)×M and Gk,0 ∈ C
M×M . Further, let G˜k,0 ∈
CM×(M−N(K−1)) be the matrix whose i-th column is equal
2In fact, it is not feasible to implement them with only the CDI feedback.
Although we succeeded in implementing them with some additional CSI
feedback, they cannot achieve the expected performance unless the number
of feedback bits is very large.
to the (N(K − 1) + i)-th column of Gk,0 for 1 ≤ i ≤ M −
N(K − 1), and let
FBDk = Ĥ
H
k G˜k,0 ∈ C
N×(M−N(K−1)). (10)
Denoting the compact SVD of FBDk as F
BD
k =
Ek,1Dk,1(Gk,1)
H (such that Dk,1 ∈ C
N×N and
Gk,1 ∈ C
(M−N(K−1))×N ), the BD precoding matrix
for user k is given by Vk = G˜k,0Gk,1.
In RBD, the precoding matrix of user k does not always
lie in the null space of Φk, to maintain a trade-off between
mitigating the effects of noise and multiuser interference [16].
Let
FRBDk,0
= ĤHk Gk,0
(
DHk,0Dk,0 + αBD · I
)− 1
2 ∈ CN×M , (11)
where αBD is the regularization parameter for the BD. Denot-
ing the compact SVD of FRBDk,0 as F
RBD
k,0 = Ek,2Dk,2(Gk,2)
H
(such that Dk,2 ∈ C
N×N and Gk,2 ∈ C
M×N ), we define
FRBDk,1 , Gk,0(D
H
k,0Dk,0 + αBD · I)
− 1
2Gk,2. (12)
Then, as we consider equal power allocation to users, the RBD
precoding matrix for user k is given by
Vk =
√√√√ N
tr
(
FRBDk,1
) · FRBDk,1 . (13)
If the transmitter has perfect CSI, the regularization parameter
αBD is given by αBD =
KN
P
[16]. With limited feedback, the
optimal value of αBD depends on the quantization error, similar
to the case of RZF.
As both BD and RBD cannot eliminate multiuser interfer-
ence with limited feedback, the received signal of user k can
be rewritten as
yk = H
H
k Vksk +
K∑
l=1,l 6=k
HHk Vlsl + nk. (14)
In (14), the summation term corresponds to the multiuser
interference caused by the quantization error.
The fundamental logic behind zero-forcing precoding is to
eliminate multiuser interference. This method achieves high
performance with perfect CSIT because the transmitter can
mathematically obtain the precoding matrices that perfectly
eliminate multiuser interference in the received signals. How-
ever, with limited feedback, an avoidable quantization error
exists for the CSI available at the transmitter, which causes
significant multiuser interference when the number of feed-
back bits is not sufficiently large. Consequently, BD cannot
effectively suppress multiuser interference, although the use of
BD is intended to eliminate it. The regularization parameter
can be used to mitigate such a problem; however, it is still not
sufficient and obtaining an optimal regularization parameter
considering the quantization error is difficult. Thus, this study
considers a deep-learning-based solution as an alternative
solution to generate precoding matrices that perform better
than the zero-forcing precoding schemes described in this
section.
5Fig. 1. Schematic of the proposed deep-learning-based MU-MIMO system with joint training method. In the proposed deep-learning-based MU-MIMO
system, receiver DNNs estimate feedback information for each input channel, and these estimated informations are used as input to the transmitter DNN (red
solid line). The transmitter DNN estimates precoding matrices, where the columns of each precoding matrix are normalized. In the training phase, receiver
DNNs are connected with both transmitter DNN (blue solid line) and auxiliary transmitter DNN (blue dotted line). Then, joint training is performed to use a
lossless gradient from auxiliary DNN to the receiver DNNs as well as the lossy gradient (due to binarization layer) from the transmitter DNN to the receiver
DNNs.
III. PROPOSED DNN-BASED SYSTEM
A. Basic operation of a fully connected DNN
Denoting Dn as the dimension of the n-th hidden layer of
a fully connected network, the output zn of the n-th hidden
layer is given by [21]
zn = a(Wnzn−1 + bn), (15)
where a(·) is an element-wise activation function, Wn ∈
R
Dn×Dn−1 is a weight matrix, and bn ∈ R
Dn×1 is a bias
vector. In this study, we exploit a rectified linear unit (ReLU)
activation [29] denoted by a(x) = max(0, x). Denoting t
as the number of total hidden layers in a fully connected
network, the output of DNN zt is obtained by recursively
applying (15); note that the activation function is not applied
at the last recursion. Let Θ be the set of all parameters of the
corresponding fully connected network. Then, the output can
be expressed as
zt = FC(z0;Θ). (16)
A general fully connected network described in (16) is imple-
mented for each user and the BS.
B. Proposed deep-learning-based MU-MIMO system
In this paper, an end-to-end deep-learning-based system is
proposed in which the BS and users have individual fully con-
nected networks (Fig. 1; red box). The receiver DNN abstracts
the channel quantization process; it outputs a quantization
index, which will be fed back to the BS, by considering
its individual channel as an input. Denoting the input-output
relation of the receiver DNN of user k as a mapping function
fRk (·), the quantization process can be modeled as
qˆk = f
R
k (Hk;Θ
R
k ), (17)
where ΘRk is the parameter set of a fully-connected network
included in the receiver DNN of user k and qˆk is a vector of
size B and each element of qˆ is 1 or −1; thus, it has a one-to-
one correspondence with the feedback index qk of the baseline
limited feedback system. The transmitter DNN determines the
precoding matrices Vk, k = 1, · · · ,K by combining the
feedback information from users. The corresponding input-
output relation is denoted by a mapping function fT as
follows:
V = [V1 · · ·VK ] = f
T (qˆ1, · · · , qˆK , P ;Θ
T ), (18)
where ΘT is the parameter set of a fully-connected network
included in the transmitter DNN. Consequently, the optimiza-
tion problem in (4)-(5) is modified to
max
ΘT ,ΘR
1
,··· ,ΘR
K
K∑
k=1
Rk
(
fT (qˆ1, · · · , qˆK , P ;Θ
T )
)
, (19)
subject to qˆk = f
R
k (Hk;Θ
R
k ), ∀k = 1, · · · ,K. (20)
C. Details of receiver DNNs and transmitter DNN
At each user k, channelHk is first converted to a real vector,
and then used as an input to the receiver DNN implemented
at the user. Let hCk be a complex vector obtained by stacking
the columns of Hk one after another from first to the last
column. Then, hRek = [Re(h
C
k)
T Im(hCk)
T ]T is an input to the
receiver DNN at user k. Based on the operation described in
Section III-A, a fully connected network FCRk at user k is used
to estimate a real-valued output vector uk ∈ R
B×1 as uk =
FCRk (h
Re
k ;Θ
R
k ). Then, each element of this vector is binarized
using the sign function after passing through the hyperbolic
tangent function to obtain feedback information (Fig. 1; green
box). Denoting the i-th element of uk as [uk]i, the input-output
relation of the receiver DNN fRk (·) in (17) is given by
qˆk = f
R
k (Hk,Θ
R
k )
= [sign(tanh([uk]1)), · · · , sign(tanh([uk]B))]. (21)
6The input-output relation of the transmitter DNN fT in
(18) is defined by using a fully connected network FCT from
(x1, · · · ,xK , x) ∈ R
B×1×· · ·×RB×1×R to y ∈ R2MNK×1
with the parameter set ΘT for training:
y = FCT (x1, · · · ,xK , x;Θ
T ), (22)
and a function h from y ∈ R2MNK×1 to Z ∈ CM×NK :
Z = h(y). (23)
For each y ∈ R2MNK×1, the function h first maps y to the
complex vector yC ∈ CMNK×1, which is constructed as yC =
yRe + iyIm, where yRe and yIm correspond to the first and
second halves of y, respectively. Then, yC is mapped to Z¯ ∈
CM×NK , where the (i, j)-th element of Z¯ is equal to the
(M(j − 1) + i)-th element of yC. Then, the output matrix Z
of the function h is obtained by normalizing every column of
Z¯.
Using (22) and (23), the input-output relation of the trans-
mitter DNN fT in (18) is given by
V = fT (qˆ1, · · · , qˆK , P ;Θ
T )
= h
(
FCT (qˆ1, · · · , qˆK , P ;Θ
T )
)
. (24)
The binarized outputs of the receiver DNNs are connected to
the transmitter DNN (Fig. 1) such that constraint (20) can
be removed during end-to-end learning. That is, our overall
training problem can be expressed as
min
ΘT ,ΘR
1
,··· ,ΘR
K
Lmain({Θ
R
k }
K
k=1,Θ
T ), (25)
where
Lmain({Θ
R
k }
K
k=1,Θ
T )
= −
K∑
k=1
Rk
(
fT ({fRk (Hk;Θ
R
k )}
K
k=1, P ;Θ
T )
)
. (26)
D. Joint training method for knowledge distillation
To map the real-valued output vector uk of each receiver
DNN to a binary sequence of 1 or −1, we may directly
apply one of the common binarization operators (e.g., sign(·),
etc.). However, when these non-differentiable operators are
used in the end-to-end learning process, the vanishing gradient
problem can occur during backpropagation. To overcome this
problem, most studies have employed the STE [22], which
replaces the binarization operator with a smooth differentiable
function in the backward pass. That is, a smooth differentiable
function layer is added in front of the binarization layer, and
the binarization layer is only exploited in the forward pass.
In this study, we exploit the hyperbolic tangent function as
a smooth differentiable function, similar to the study [21]
(Fig. 1). Then, for the binarization layer, we exploit the
approximated gradient of sign(tanh(z)) in the backward pass
as follows:
∇ΘR
k
sign(tanh(z)) ≈ ∇ΘR
k
tanh(z). (27)
By using the STE, we can train the receiver DNNs and
transmitter DNN in an end-to-end manner. However, according
to [23], [24], [30], the approximated gradient of the binariza-
tion function causes a noisy signal when updating the DNN
parameters because the updating direction may be incorrect.
Therefore, the receiver DNNs can be trapped at a poor local
minima, and consequently, the performance may be degraded.
Moreover, this error can be propagated to the transmitter DNN
because of end-to-end learning.
To mitigate this, we consider knowledge distillation [31]–
[35], where a deep teacher network distills knowledge to a
shallow student network for training the student network well
with respect to generalization. The key issue in knowledge
distillation is to effectively transfer knowledge from a deep
teacher network to a shallow student network. However, most
layers of the shallow student network are bottlenecks in
the training phase compared with those of the deep teacher
network (i.e., because most layers of the shallow student
network have generally different structures from those of the
deep teacher network). Therefore, it is difficult to transfer
knowledge to the corresponding layers effectively. In [31],
the knowledge of deep teacher network was transferred by
indirectly using softmax output, and [33] utilized additional
hidden layers to map the hidden layers of student network to
the hidden layers of teacher network. However, these methods
have information loss caused by a mismatch between the
structures of the teacher and student networks.
Unlike these problems, our study has only a single bot-
tleneck at the end of the receiver DNN. In other words, the
shallow student network and deep teacher network have iden-
tical structures, except for the binarization layer. Therefore,
if we connect an auxiliary transmitter DNN to the outputs
of the layer right before the hyperbolic tangent layer of the
receiver DNNs (blue dotted line in Fig. 1), we can directly
provide a lossless gradient to the receiver DNNs during end-
to-end learning (Fig. 1; blue box). The input-output relation
of the auxiliary transmitter DNN, which has the same network
structure but different training parameters and input range
compared with the existing transmitter DNN, is defined as
follows:
V = fT (u1, · · · ,uK , P ;Θ
T
aux)
= h
(
FCT (u1, · · · ,uK , P ;Θ
T
aux)
)
, (28)
where the output vectors of the receiver DNNs before bina-
rization, i.e., uk = FC
R
k (h
Re
k ,Θ
R
k ), k = 1 · · · ,K , are taken
as the input values of the auxiliary transmitter DNN. This is
the primary difference between the auxiliary DNN and the
existing transmitter DNN described in (18) (the parameter set
ΘTaux for training is also different).
Based on (28), the entire network obtained after removing
both the binarization and hyperbolic tangent layers from each
receiver DNN and then concatenating the remaining receiver
DNNs with the auxiliary transmitter DNN can be considered
as a single fully connected network (the overall network
connected with blue dashed lines in Fig. 1); thus, there is no
quantization error in the training of this network. Note that the
conventional transmitter DNN accepts binary values as input
values, whereas the auxiliary transmitter DNN accepts real
7Algorithm 1 Joint training with auxiliary DNN
1: Initialize ΘRk , Θ
T
aux, Θ
T ;
2: for l = 1 : num iterations do
3: Generate channel data of each users as much as mini-
batch B;
4: Update FCRk (Θ
R
k ) and f
T (ΘTaux) by minimizing
Laux;
5: Update fRk (Θ
R
k ) and f
T (ΘT ) by minimizing Lmain;
6: end for
Algorithm 2 Two-stage training with auxiliary DNN
1: # Pre-training stage
2: Initialize ΘRk , Θ
T
aux;
3: for l = 1 : num iterations do
4: Generate channel data of each users as much as mini-
batch B;
5: Update FCRk (Θ
R
k ) and f
T (ΘTaux) by minimizing
Laux;
6: end for
7:
8: # Fine-tuning stage
9: Initialize ΘT based on pre-traind ΘTaux;
10: Initialize ΘRk based on pre-traind Θ
R
k ;
11: for l = 1 : num iterations do
12: Generate channel data of each users as much as mini-
batch B;
13: Update fRk (Θ
R
k ) and f
T (ΘT ) by minimizing Lmain;
14: end for
values as input values. Similar to (25)-(26), the optimization
problem with the auxiliary network is defined as
min
ΘT
aux
,ΘR
1
,··· ,ΘR
K
Laux({Θ
R
k }
K
k=1,Θ
T
aux), (29)
where
Laux({Θ
R
k }
K
k=1,Θ
T
aux)
= −
K∑
k=1
Rk
(
fT ({FCRk (h
Re
k ;Θ
R
k )}
K
k=1, P ;Θ
T
aux)
)
.
(30)
To utilize the auxiliary transmitter DNN in the training
phase, we employ a joint training method that alternatively
trains the shallow student network (existing transmitter DNN)
and the deep teacher network (auxiliary transmitter DNN) [23],
[24]. The detailed procedure of joint training is described in
Algorithm 1. The auxiliary network and the main (existing)
network are sequentially updated for each iteration. Conse-
quently, the auxiliary transmitter DNN can guide the existing
transmitter and receiver DNNs with useful information for
generalization, and the corresponding joint training prevents
the existing DNNs from being trapped at a poor local mini-
mum when the network is trained from scratch [23], [24].
In contrast to joint training with a teacher network, we
may consider another simple method for distilling knowl-
edge, which uses a two-stage optimization. This method first
optimizes the receiver DNN using an auxiliary transmitter
DNN, and then applies a hyperbolic tangent function and
binarization operator to the outputs of the receiver DNNs. The
network is fine-tuned with pre-trained parameters (Algorithm
2). However, for DNNs that include the quantization layer,
such as the limited feedback system, joint training methods
such as Algorithm 1 are more suitable than the two-stage
training method. This is because, in the pre-training stage of
Algorithm 2, the auxiliary transmitter DNN is trained without
considering the effect of the quantization; thus, this model
cannot produce an appropriate guidance signal for the existing
transmitter and receiver DNNs in the fine-tuning stage [24]. In
contrast, Algorithm 1 jointly trains the existing DNNs and the
auxiliary DNN. The lossless gradient from the auxiliary DNN
guides the generalization of the existing DNNs reflecting the
quantization error from binarization. Thus, it achieve better
performance. We empirically compare two training method in
the following section.
IV. NUMERICAL RESULTS
A. Simulation setup
We use random matrix quantization (RMQ) for the baseline
system, where randomly generated quantization codebooks
are used for limited feedback. That is, codewords are in-
dependently and uniformly distributed in the set of all N -
dimensional subspaces (or planes) passing through the origin
in an M -dimensional space [6]. The total throughput of
the system is evaluated using the sum rate,
∑K
k=1 Rk. For
the baseline BD and RBD schemes, the expected signal-
to-interference-plus-noise ratio (SINR) proposed in [12] is
adopted as the distance measure of (2). This is because the
expected SINR is an optimally designed distance measure
for maximizing the multiplexing gain such that it generally
achieves a higher sum rate than that achieved with the con-
ventional chordal distance.
End-to-end supervised learning is performed with the fol-
lowing setup. Each receiver DNN consists of three-layer
fully connected network with the dimensions 40MN , 30MN ,
20MN , and the transmitter DNN consists of three-layer fully
connected network with the dimensions 20MNK , 30MNK ,
40MNK . The auxiliary transmitter DNN has the same struc-
ture (but different parameters ΘTaux) as the transmitter DNN.
We set a batch size of 1000 with the Adam optimizer [36].
The training was conducted for 50000 iterations with an initial
learning rate of 2× 10−4 by reducing the rate by 0.1 times at
the 30000th and 40000th iterations. For the experiment with
M = 8, N = 4, the initial learning rate is set to 1 × 10−4
as an exception. For testing the learned DNNs, we evaluate
100,000 independently sampled test data. In addition, we use
100,000 independently sampled validation data to determine
the best performing model. The algorithms were implemented
using the TensorFlow 1.8.0 library.
The proposed deep-learning-based system is ideally de-
signed by assuming that users have independent receiver
DNNs. However, in realistic systems, performing end-to-end
learning whenever a new user is attached to the BS is im-
practical (it requires too much computation time and bundle).
Accordingly, we consider a special case assuming that the
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Fig. 2. Sum rate vs. P (dB). M = 8, N = 2, K = 4, and B = 6
users share the same receiver DNN (i.e., fR1 = f
R
2 = · · · = f
R
K
and ΘR1 = Θ
R
2 = · · · = Θ
R
K) as a practical application. Then,
a single receiver DNN trained offline can be used for any
users associated to the BS. Although the performance will be
enhanced if the users can have independent DNNs for training
in an end-to-end manner, the difference between using the
same user DNN and independent user DNNs will not be very
large, unless the statistical distributions of the user channels
are very different. Fig. 2 illustrates these observations; the
performance with using different and independent DNNs for
the users is better than when the same DNN is shared among
the users, when P is high. However, the gain achieved using
the auxiliary teacher network is larger when the users share the
same DNN. This indicates that the proposed training with the
auxiliary network can compensate for the performance degra-
dation caused by forcing the users to share the same DNN in
practical systems. Based on these observations, the simulation
results in the following section are obtained assuming that
the users share the same DNN, unless otherwise specified
(because the corresponding results would be more useful for
practical systems). Moreover, Algorithm 1 that employs an
auxiliary teacher network for end-to-end training is applied,
unless otherwise specified.
B. Simulation results
In this subsection, we first demonstrate the performance of
zero-forcing precoding to emphasize the importance of the
regularization parameter in limited feedback. In Fig. 3, the
regularized methods generally and significantly outperform
the normal zero-forcing precoding method. As discussed in
Section II-C, with limited feedback, the regularization pa-
rameter α should be determined to reflect the effect of the
quantization error. If we use the optimal value α = KN
P
designed with perfect CSIT, the performances of RZF and
RBD converge to those of normal ZF and BD, respectively, as
the multiuser interference increases. For N = 1, an optimal
regularization parameter was designed in [28], which is given
by α = KN
P
(1 + z2), where z2 includes the variance of the
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Fig. 3. Sum rate vs. K = M/N and P (dB)
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Fig. 4. Sum rate vs. P (dB). M = 4, N = 1, and K = 4
multiuser interference normalized by KN
P
. However, if N > 1,
the statistics of the multiuser interference are dependent on
the distance measure used for quantization and are not known
explicitly. Obtaining an explicit form of z2 for N > 1
is difficult; thus, instead, we use the optimal value of z2
numerically obtained based on an exhaustive search in the
range between 0 and the maximum value of the multiuser
interference divided by KN
P
. Unless otherwise specified, the
numerically determined optimal values of the regularization
parameter (which are different for different M , N , B, and
P ) are used for the RBD in this section. It should be noted
that the proposed scheme can outperform such a numerically
optimized (thus infeasible in practical systems) RBD.
In Fig. 4, the sum rate achieved by the proposed deep-
learning-based scheme is compared with those of the baseline
schemes for two cases B = 3 and B = 6, when each user
has a single receive antenna and M = 4. The proposed
scheme shows a similar performance as the baseline RZF
when B = 3 and exhibits lower performance when B = 6.
9-10 -5 0 5 10 15 20 25 30
0
5
10
15
20
25
30
35
40
Fig. 5. Sum rate vs. P (dB). The total number of feedback bits is fixed, i.e.,
BK = 24 where K = M/N
The corresponding results show that the proposed DNN-based
quantization and beamforming selection may not useful when
N = 1. Some gain can be obtained from joint channel
estimation and quantization as demonstrated in a previous
study [21]; however, the gain would not be significant.
In contrast, Fig. 5 shows that the proposed scheme can
significantly outperform the baseline scheme when N > 1.
The sum rate is compared by increasing the number of receive
antennas while M is fixed to 8. If N = 1, similar to the case
in Fig. 4, the proposed scheme shows a performance similar
to that of the baseline scheme. However, when N > 1, the
proposed scheme achieves a much higher sum rate than the
baseline scheme and the gain increases with N at a high
P . The relatively poor performance of RBD is due to the
difficulties in optimizing the limited feedback system when
N > 1. That is, ifN > 1, the CDI is given by a unitary matrix,
and thus, codewords for quantization (in Ck) are generally
given by unitary matrices. However, it is very difficult to
determine a distance measure between two unitary matrices
that optimally decreases multiuser interference; this is also
related to the difficulty in obtaining an optimal quantization
codebook. Moreover, the columns of each precoding matrix
of the conventional RBD are given by orthogonal vectors
because this is a good choice with perfect CSIT. However, in
limited feedback, an optimal precoding matrix may not have
orthogonal columns. In fact, our deep-learning-based solution
for precoding matrices does not have orthogonal columns,
which indirectly shows the inefficiency of selecting orthogonal
vectors with limited feedback.
For a further discussion, a modified version of the proposed
deep-learning-based method, in which the precoding matrix of
each user produced by the transmitter DNN is restricted to a
unitary matrix, is also considered; the corresponding results are
labeled as “proposed with unitary output” in Fig. 5. The output
of the transmitter DNN can be restricted to a unitary matrix by
applying Gram-Schmidt orthogonalization at each iteration of
the end-to-end learning. The RBD achieves higher sum rates
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Fig. 7. Sum rate vs. B (dB). K = M/N and P = 10 dB
than that of the proposed scheme with unitary output. That
is, the RBD efficiently determines a good solution inside the
set of matrices with orthogonal columns; however, a better
solution exists outside the set with limited feedback. In Fig.
6, the sum rate is compared with respect to the number of
feedback bits. When N = 1, similar to the case in Fig. 4,
the proposed scheme achieves lower sum rates than those of
the baseline scheme, and the sum rate gap increases with the
number of feedback bits. When N > 1, the proposed scheme
generally outperforms the baseline as expected in Fig. 5.
The use of an auxiliary (teacher) DNN to enhance the
accuracy of end-to-end learning is a primary subject in this
study. Figs. 7 and 8 show the performance enhancement
achieved by introducing the auxiliary DNN, which can be
used to mitigate gradient mismatches induced by adopting
the binarization layer with STE to emulate the quantization
process, as described in Section III. The sum rates of the
proposed joint training with the auxiliary DNN are generally
higher than those of the training without the auxiliary DNN.
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Fig. 8. Sum rate vs. P (dB). M = 8, N = 2, K = 4, and B = 6
The proposed training is useful at a moderate B for a fixed P
as well as at a moderate and high P for a fixed B. Multiuser
interference is relatively dominant for these cases, which
indicates that the proposed joint training with the auxiliary
DNN is particularly suitable when the number of feedback bits
is insufficient. Moreover, the advantage of using an auxiliary
DNN is enhanced as the number of users increases. As
shown in Fig. 8, two-stage training with the auxiliary DNN
achieves marginal gain compared with training without the
auxiliary DNN. This implies that for training systems using
quantization, such as limited feedback, using a pre-trained
network without considering the quantization process for two-
stage training may not be suitable for mitigating the perfor-
mance loss caused by quantization error [24]. In contrast, joint
training with auxiliary DNN achieves significant gain at a
moderate and high P . This is because the auxiliary DNN can
guide, at every iteration, the generalization of existing DNNs
while considering the quantization error. In conclusion, joint
training prevents the existing DNNs from being trapped at
a poor local minimum in the training phase. At high SNR,
the sum-rate difference between the proposed deep-learning-
based scheme and the baseline RBD scheme is approximately
two times greater with the auxiliary DNN than the difference
without the auxiliary DNN.
In the proposed scheme, the output of the transmitter DNN
varies with the transmit power, as the loss function is given
by the downlink sum rate including the transmit power (3). If
we attempt to train DNNs for each transmit power, we may
require infinite DNNs, as the transmit power P is a continuous
real variable; this is not feasible in practical systems. Thus, in
this study, we also consider a unified transmitter DNN that
can appropriately construct precoding matrices for any value
of P in a fixed range. In particular, we additionally consider
a method that trains our DNNs by considering the dB scale
value of P as a uniform random variable in a certain range,
independent of the channel. In this section, the range of P
dB is set to [−10, 30] dB. Fig. 9 shows the effectiveness of
the corresponding method. If we use fixed DNNs trained with
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Fig. 9. Sum rate vs. P (dB). K = M/N
a fixed value of P to construct the precoding matrices for
downlink transmission at different values of P (dashed line
with square marker), the proposed scheme may not achieve
the performance expected based on using individually trained
DNNs for each P (dashed line with a regular triangle marker,
optimal case). In contrast, if we train the DNNs by taking
P as a random variable in [−10, 30] dB, as discussed above
(dashed line with reverse triangle marker), the performance of
the proposed scheme is similar to that of the optimal case.
V. CONCLUSIONS
In this study, a deep-learning-based channel quantization,
feedback, and precoding selection scheme was proposed for
MU-MIMO systems. The role of the conventional codebook-
based channel quantization process is replaced by a receiver
DNN for each user, and the precoding selection is replaced
a the transmitter DNN. A binarization layer was adopted to
enable end-to-end learning, and the performance degradation
caused by the binarization layer was effectively mitigated by
an auxiliary (teacher) transmitter DNN used only in the train-
ing phase. The auxiliary transmitter DNN is connected to the
receiver DNNs before quantization. Accordingly, by providing
lossless gradients directly, it can prevent the receiver DNNs
from being trapped at a poor local minimum. The proposed
deep-learning-based system jointly trained with the teacher
network significantly outperformed the conventional normal
and regularized zero-forcing precoding when the number of
receive antennas was greater than one, under the assumption
of equal power allocation to the associated users. Appropriate
solutions to a few practical issues regarding the difficulty of
using different DNNs for users and the difficulty of training
DNNs for every value of the transmitter power were also
discussed.
In MU-MIMO downlink channels with limited feedback,
the fairness or quality-of-service (QoS) of each user is an
important issue as precoding does not achieve the expected
performance with perfect CSIT due to the quantization error.
In this study, we simply assumed equal power allocation
11
to consider a fair transmission; however, it still does not
guarantee a minimum QoS for each user. Thus, a noteworthy
direction for future research could be maximizing sum rate
(possibly with power control) while satisfying a predefined
QoS for each user. To achieve this, regularization terms that
impose a QoS constraint can be added to the loss function (it
was sum rate in this study) of end-to-end learning; however, in
this case, the parameters for deep learning must be carefully
optimized with reasonable expectation. Various approaches,
including current studies in supervised-learning, can be used
to achieve such an optimization.
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