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It is known that there are first-order algebraic differential equations with 
complex-valued solutions on [0, co) for which no majorants, expressed in 
terms of the coefficients of the equations, exist. The equation 
Y’* = ay3 + by2 + cy + d 
with certain constants a, b, c and d furnishes such an example [ 11. Lindelof 
(31 has shown that for any real solution y(x) on [0, co) of an algebraic first- 
order differential equation with polynomials as coefficients there is an 
estimation 
y(x) = O(exp x0) 
with a certain constant p which depends only on the coefficients of the 
equation. S. Bank has given also an evaluation in the general case of 
arbitrary coefficients [ 21. 
We have proven (41 that under some restrictions imposed on the first- 
order algebraic differential equation majorants for complex-valued solutions 
exist too. 
Vijayaraghavan [5] and others showed that there exist second-order 
algebraic differential equations whose even positive solutions on [0, co) have 
no majorants expressed in terms of the coefftcients. The functions ye(x) = 
(2 - cos x - cos /Ix)-’ supply such an example v-irrational, y,(x) > l/4). 
The functions ye(x) satisfy second-order algebraic differential equations with 
constant coefficients and have the following property: for a given arbitrary 
increasing function v(x), x E [0, co), there is a p such that on a certain 
sequence x, T co 
Y&n) > V(X”h n = 1, 2, 3 ,... . 
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In this paper first- and second-order algebraic differential equations 
F,(x, Y, Y’) = 0, F”(x, Y, Y’, Y”) = 0 
are considered. F,, is supposed to be a polynomial with respect to y and y’, 
P-a polynomial with respect to y, y’ and y”, whose coefficients are 
arbitrary continuous functions on [0, co). 
In this paper we generalize Lindelofs result for real-valued solutions of the 
above mentioned first-order differential equation F&z, y, y’) = 0 and give an 
evaluation near to but different in some aspects from that found by 
S. Bank [2]. 
We state our results concerning first-order equations mainly because of the 
method of their proof. In view of Vijayaraghavan’s results cited above it 
seems sensible to us to put some restrictions on equation F*(x, y, y’, JY) = 0 
in order to obtain majorants for an arbitrary positive solution J(X) > a > 0, 
a = const., x E [0, co). We use such conditions in the sequel and, under 
them, show the existence of majorants expressed in terms of the coefficients 
of the equation. 
2 
Before stating our results we find it useful to prove the following lemma. 
LEMMA. Let V,,(x) > 0 be a non-decreasing continuous function on 
10, 00). Let further q(x) > 0 be an arbitrary increasing function for which 
I 
m dx 
-<OZ. 
0 (P(x) 
(1.1) 
For each constant p > 0 the function 
V(x)= F(X)f-G v*(x)= lx, q(x) 1 ““[ip ,v,,Fl,.v7(x)]-‘11’* C2*l) 
has the following properties: 
(i) V(x) is an increasing, continuously dlrerentiable and positive 
function on (0, cm); 
(ii) V(x) > V,(x), x E [0, co); 
and 
(iii) V’(x) < CV’ ‘“(x) with a certain C = C(u). 
Proof: Let o(x) > l/,~ be an arbitrary positive function on [0, co). 
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The function V*(x) is obviously an increasing, continuously differentiable 
function on [O, co) and since VO(x) is a non-decreasing function then 
I 
J’F dxldx) 
I 
l/U 
Vx) 2 v*(x) 2 [vo(x) + ;,-” j-F dx,9(x) > Vo(x> + 1 > V,(x). 
Thus (i) and (ii) are proven. It is easy to check that the function V*(x) 
satisfies the differential equation 
y*,(x) = i li,“, W&)1 -’ 
iu lVo(x> + 11”9(x) 
ykwtl 
. 
Now (iii) is satisfied because according to (1.1) 
v’(x)= v*‘(x) t 1<; [j;“-$)-’ [fp(xo)]-’ Phi’(x) + 1. 
To 
Now, denoting 
1 .* & 
[j -1 
-’ 
7 x0 9(x) 
[9(xJ-' + 1= c 
we obtain 
V(x) < C[lr*p+‘(x) + I] < C[P(x) + l]U’t’ 
< Cl v*(x) + xl Ll+1 <cl,-+++(x). 
Remark. Obviously V(x) = v*‘(x) + 1 > 1 because of v*‘(x) > 0. 
3 
We are now ready to formulate our results. 
Consider the algebraic differential equation 
n-1 
where 
Fo(x, Y, Y’> = P,(x, Y3 Y’) + 2 Pk(X, Y, v’> = 0, (3.1) 
k=O 
pk(x, YY .f) = c Pklm(X) &y’)m, 
I+m=k 
k = 0, l)...) It, (3.2) 
is a homogeneous polynomial of degree k with respect to y and y’ and Pkij(x) 
are continuous functions on [0, co). Set 
q = max m, (3.3) 
505/42/3-i 
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where the maximum is taken over all the coefficients P,,,(x) f 0. We require 
/P,,-,,(X)/ > 0. Dividing Eq. (1.3) by the coefficient P,,-,(x) we obtain a 
new equivalent equation of the same type as described with the coefficient 1 
near y’“-q’(y’)q. Thus not diminishing the generality we assume 
P nn-qq(X) 5 1. We put 
Vdx) = max 1 max IPklrn(f)l~~ 
I+m=k,O<k<n o<t(x 
(3.4) 
Evidently V,,(x) satisfies all the conditions of the lemma imposed there on 
VO(x). Let V(x) be the function constructed in this lemma for V,,(x) of (3.4). 
THEOREM 1. Let y(x) be a real-valued, continuously difSerentiable 
solution of Eq. (3.1) (with (3.2)) on [0, 00). If (see (3.3)): 
(a) q > 0 then there is a number /3 such that 
Y(x) = Ww ff%)), 
(b) q = 0 then 
Y (xl = O( I>. 
In both cases /3 depends only upon the coeflcients of the equation. 
We start now with the second-order differential equation. Let the function 
F*(x, y, y’, y”) in the equation 
F*(x, y, Y’, Y”) = 0 (3.5) 
be a polynomial with respect toy, y’ and y”. In view of the above mentioned 
results of Vijayaragharan it seems sensible (and we have it already 
remarked) to put some restrictions on Eq. (3.5) in order to obtain majorants 
for arbitrary positive solutions of (3.5) on the ray (0, co). For our purposes 
we rewrite (3.5) in the following form: 
F(x, Y, Y//Y, (Y’/Y>‘> = 0. (3.6) 
We denote y’/y = K, so that (y’/y)’ = K’. Equation (3.5) can now be 
reduced to 
with 
F(X, y, K, K’) = Qo(x, K, K’) y” + 2 Q,(x, K K’) Y”-’ = 0 (3.7) 
j=l 
Qj(x,K,K’)= ,$Jo Qjts<X>Kt(K’lS* (3.8) 
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Let sg = max s, where the maximum is taken over all the Q, I S (x) f 0. Let 
Q,,,+&) E 1. (Obviously can be reduced the more general case 
) Q, m,-s,,J~)I > Q. to this identity.) 
Further, let 
Vo(x) = max i max IQjf,Wll (3.9) 
O<f+s=mi.O<j<n O<f<x 
and V(x) be the function (2.1) constructed for this V,(x) of (3.9). Finally, 
denote by deg Qj the degree of Q,(x, K, K’) with respect to K and K’. We are 
now ready to formulate our second theorem. 
THEOREM 2. Let 
de Qo > de Qj, j # 1, 2,..., n, (3.10) 
and let y(x) >, a, > 0 be a twice continuously dz@rentiabie solution of (3.7) 
(with (3.8)) on [0, co). If 
(a) so > 0, then for a certain constant /I 
y(x) = O(exp evncx)), 
(b) so = 0, then for a certain constant j3 
~(4 = O(ev V%%. 
In both cases /3 depends only on the coeflcients of Eq. (3.7). 
In order to formulate our third theorem we write (3.5) in the following 
way: 
n-1 
F”(x, y, y’, y”) = P,(x, y’, y”) y” + x Pj(X, y’y”) y”-’ = 0, (3.11) 
i=o 
where 
Pk(XV Y’Y”) = z P,,,(x>(y’)’ (Y”)“, 
s+f=o 
k = 0, 1,2 ,..., n. (3.12) 
Assume now that all the coefficients PktS(x) are continuous functions on 
[O, co) and denote so = max s, where the maximum is taken over all the 
P,,,(x) f 0. 
We first construct the function 
V,(x)) < max 1 max IPkfs(Ull 
O(t+s<mk,O<k<n O<u<x 
(3.13) 
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and then the function V(x) of (2.1) for this V,,(x). Denote finally by deg P, 
the degree of P&c, y’, y”) as a polynomial of y’ and y”. Now here is our 
Theorem 3. 
THEOREM 3. Let 
deg P, > deg P,, k = 0, l,..,, n - 1, (3.14) 
and let y(x) > a, > 0 be a twice continuously dtfirentiable solution on 
[0, 00) of Eq. (3.11) (with (3.12)). If 
(a) s,, > 0, then there is a number p such that 
Y(X) = Wxp @tx)), (3.15) 
(b) s, = 0, then for a certain constant p 
Y(X) = ot wa (3.16) 
where in both cases p depends only on the coeflcients of the equation. 
In the following sections of this paper we prove these three theorems. 
4 
Proof of Theorem 1. (a) Let y(x) be a solution of Eq. (3.1) (with (3.2)) 
on the ray x > 0. In our case q = max m > 0. In order to show the 
correctness of the evaluation given in the theorem it is sufficient to consider 
a solution y(x) satisfying the relation ii&+, y(x) = co. (The case y(x) < 0 
can be considered by substitution y = -u.) 
We denote 
d-4 = 
In+ In+ y+(x) 
In V(x) ’ (4.1) 
where a+ = {max(a, 0)) and In+ a = max(ln a, 0). Let V(x) in (4.1) be the 
function (2.1) built for V,(x) of (3.4). Obviously 
7 - ; -  hm &XY) = hm 
In In y(x) 
x-~ In V(x) * (4.2) x-too 
yw>e 
We suppose first that p(x) is not a monotonous non-decreasing function 
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on no one ray x > x0 > 0. Let x, r co be a sequence of points at each of 
which the function 9(x) achieves a local maximal value and such that 
lim 9(x) = lim 9(x,) (4.3) x-m nbsx 
(such a sequence obviously exists under our propositions). At each x,,, 
n = 1, 2, 3,... we have 9/(x,,) = 0; that is, 
p k> ln ln Y&J -~ 
V(x,) In2 V(x,) =O’ 
n = 1, 2, 3 )...) (4.4’) 
whence 
Y'(X"> = 
V’(x,) 
V&J ln %J 
Y(x,) ln YW In ln YW. (4.4) 
Now, in (3.1) we replace y by the solution y(x) and x by x,,p = 1, 2, 3 ,... . 
According to (4.4) 
I2 
V(x) 
/+m=fl ” ’ m (‘) [ V(x) In V(x) I 
m [In Y(X) ln ln Y(x>l” 
I 
3W> 
n-1 y’(x) m =- T‘ 
ktb 
\‘ P,,,(x) 
I+;=k V(x) In V(x) 
In y(x) In In y(x) 
I I Y”(X), 
x=x&), p= 1,2, 3 ).... (4.5) 
We recall that Pnneqg(x) F 1 so that (4.5) gives us 
( i & ’ [In y In In y]” 
m 
=- z: P,,,(x) 
/+m=n, 
& In y In In y 
I 
m<q 
n-l 
- c ~,+~=kPk~m(x)[~lnylnlny]m, 
k=O Y 
V = V(xJ, y = y(x,), p = I, 2,3 ,... . (4.6) 
We know that IPkao(x)l < V,(x) < V(x) (see (3.4) and (2.1)) and 
V(x) f CV”“(x) 
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with a given arbitrary small ,U > 0 and a certain constant C = C(U). Then, 
since (In y lnln v)*/v < 1 for x = xD and an arbitrary fixed t for p > p,-,(t) 
with pa(t) great enough we obtain from (4.6): 
[In y In In y]” 
q-1 
,< vc [ ( c &lnylnlny r+C V r=o ) 0 (gJ’](~)‘~ 
Y = Y&J, v= v&J, P>Pb, 
with certain constants C, and t, . Further, since y(x,) --t co and V’(x) > 1 
x (Vln V)q < C’ P’f ln4 V(ln y In In Y)~-‘, 
Y = Y(Xp>> v= V(x,), (4.7) 
where C’ is some constant and r2 = max(q - 1, r,) + q. 
From (4.7) it follows 
lnylnlny<C’V’+‘2PlnqV, Y = JG,>, v= v&J> 
and 
In In JJ(X,) + In In In v(x,) _ (1 + O(1)) In In Y(x,> 
In V(xp) - In V&J 
< 
In C In In V(x,) 
In V&J 
+ (1 + r,fiFr) + 9 
In V&J 
so that 
Consequently, 
In In y(x) 
In V(x) <P 
with /I > p’ and x > x*t$?) and 
y(x) = O(eYq”‘). 
Thus in this case the theorem is proven. 
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Suppose now that q(x) is a non-decreasing function on x >, x* > 0 and 
q(x) 7 co (if o(x) < 2; < co then the theorem is evidently true). Under these 
assumptions y(x) 1 co. From the convergence of the integral 
.a: 
I x* y(x) In’ + a y(x) I 
dv 
for an arbitrary fixed a > 0 we easily conclude that 0 < y’(x) < 
y(x) In’ += y(x) everywhere outside a set of points E on the positive x-ray 
with mes E < w. 
Besides 
q?‘(x) = (y;;‘)’ >, 0 
and as it follows from (4.4) 
Y’ (x> 2 
y’(x) 
V(x) In V(x) 
Y(X) *n Y(X) *n *n y(x). 
(4.8) 
(4.9) 
Now, in view of (3.1) and (3.2) 
1 n-1 yn-qytq < v 
i 
,+E. y’(y’Y+ c x yq, v= V(x), y=y(x), 
k=O l+m=k 
m<q 
and for x G?? E according to (4.9) 
V(x) 
V(x) In V(x) 
y”(x) lnq y(x) ln* In y(x) 
q--I n-1 
< V(x) y”(x) x ln(‘+a)m y(x) + C yk(X) i: ln(‘+“)m y(x) . 
I WI=0 k=O flI=O I 
Then (x @ E) 
lnq y(x) < 
V*(x) In V(x) 
v’(x) I 
q*n (1 ta)cq-‘) y(x) 
n-1 
+ k;O ’ 
k-“(k) i In”+“‘myq 
m=O 
< C’ V2(x) In V(x) ln’q-“(’ + a) y(x) 
with a great enough constant C’ since y(x) * co, x 4 E, whence 
lnq-‘q-“” y(x) < @V*(x) In V(x). 
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Consequently, for x 65 E 
In In y(x) 1 
In V(x) < q-k- l)a I 
2 + In C’ + In In Y(x) 
In V(x) ! 
and since q(x) is a monotonous function 
lim q(x) = lim 
In In y(x) 2 
~4 In V(x) ,< x-cc q-G?-lb’ 
Thus case (a) of the theorem is proven. 
(b) q = 0. In this case 
P&9 Y, Y’) E Y”. 
Let y(x) be a solution of (3.1) on [0, co). Denote 
v(x) = In+ y(x) In V(x) ’ 
(4.10) 
(4.11) 
(4.12) 
Suppose first that v(x) is not monotonous on no one ray x > X > 0. Then 
there is a sequence xP T co of local maximal values of v(x) such that 
lim v(x) = lim I. (4.13) x-cc P+m 
Thus 
w’(xp) = 
1 
( 
V’(x,> ln Y(x,) = o Y’(X 1 p
ln V(x,) Y(x,) V(x,) ln V(x,) 1 
* Y’(X,> = 
V’(xjJ 
V(x,> ln V(x,> 
ln Y(x,), 
p = 1, 2, 3 )... . (4.14) 
By (4.14) in the same way as in proving case (a) we obtain from (3.1) 
instead of (4.7) the inequality 
y”(x) < c’ v I+Qy(x) lnqO V(x) y”-‘(x) ln41y(x); 
x=xp, p = 1, 2, 3 )..., 
with certain constants C’, r2; qo, and q,, whence 
Y@,> < c’v’+“” (1 + o(l)) ln Y<Xp> 
ln4’ Y(x,) 
(x,) lnq0 V(x,) * 
ln V<x,> 
< 1 + r,p + 
In C’ + q. In In V(x,) 
In V(x,) ’ 
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Hence the proof of case (b) is obtained if I&) is a not monotonous function. 
Suppose now that y(x) is a non-decreasing function for x > X 2 0. We 
have (see proof of case (a)) 
Y’(X) < Y(X) In’ +a Y(x>, x 6Z E, mesE < 00. 
The same consideration (and even simpler) as proving case (a) in the 
similar circumstances of monotonicity of o(x) will lead us to the conclusion 
that case (b) is true now too. 
Theorem 1 is proven. 
5 
Proof of Theorem 2. Let y(x) be a twice-differentiable solution of 
Eq. (3.7) (with (3.8)) on the ray 10, co) with y(x) > a > 0, a = const. We 
consider the function 
Y(X) = 
In+ In+ K+(x) 
In V(x) ’ 
where at = max(a, 0). 
(a) Suppose that 
!& V(X) < hm Y(X). 
Then there exists a sequence of points x, T co such that 
(i) x, is a local maximum point of v(x) and 
09 
T- 
!iz ~44 = pt”, v/(x>. 
We suppose now 
-i- 
lrm v(x) = 03 x-cc 
(if w(x) < M < co then 
Y’(X) In+ In+ K+(x) < Mln V(x)*K(x)=- 
Y(X) 
< eVL’X’ * In y(x) 
i 
x 
< Const. f eY”‘X’ dx 3 y(x) = O(exp e”“(‘)) 
0 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
and then the theorem is true). 
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By (5.4) K(x,) -+n+m co and 
wt-%> = 
In In K(x,) 
In V(x,) * 
Because of (i) t#(x,) = 0 so that 
K’tx,) 1 In In K(x,) V’(x,) 
Kfx,) In K(x,) In V(x,) - In’ V(x,) V(x,) 
=+ K’(x,) = 
K(x,) in K(x,) In In K(x,) V’ (xx,) 
‘n vtxn> v(x,>’ 
(5.5) 
Now, in (3.7) we replace x by x,, y by I, K(x) by K(x,), and K’(x) by 
K’(x,) and put y = ~(x,,), K = K(x,), K’ = K’(x,), V = V(x,). According to 
(5.5) 
Qo (x7 K 
K In K In In K V’ KlnKlnlnK V’ 
1nV x, K, 
whence in view of (3.8) 
$! Q,,,(x) 
KSS’lnSKlnflnK 
stt=o In” V 
=- i 3 QjsttX> 
KSt’ln”KlnSlnK 
j=l s+t=O Ins V 
and 
$ Q,,,(x) 
KS+‘lnSKlnSlnK 
s+t=o In’ V 
< i 2 IQjsttXl 
KSt’lnSKIn”In K 
j=l s+f=o Ins V 
According to the lemma of Section 2 
IQjsttXl G K v < cv’+w (with V= V. + x and V, from (3.9)), 
so that in view of Q, SOmO-s,(~) = 1 
Km0 inSo K lnSo In K 
Ks+‘lnSKlnSlnK < Ins V vus+1 C” s+t=o, 
s<solors*+f~=m~ 
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+ <! <i $ Xs+tl~nf~slnK Csvus+,. 
,T, ,+%o 
Now, let s > 0. Dividing the last inequality by Km0 we get (we recall that 
V’> 1) 
InSo K ln*~ In K 
“‘;I In” K In” In K 
0 InS-SO V 
P s+so+1 
ST0 
+Ayuo+snt I lnSO Jr, (5.6) 
where 
and A is a certain constant (we use the condition m, > mj, j = 1,2,..., n, and 
the obvious property lnSo K In”’ In K/K 4X -loo 0). In respect to (5.4) and (5.1) 
the inequality (5.6) can be strengthened ii the following way: 
lnSo K h-P In K 
~SVu(SO-l)+so+l lnSo V lrP- I K InSo- ’ In K 
+ A VW’+ So+ ’ lnSo V 
<Ao,‘W+So+I lnSO V InSO-’ K In K 
with some constant A,. Thus 
In K In In K <A L 0 Put ‘Otl lnSo Vs- In K ( VwOtso’l In” V 
whence 
In In K(x,) 
!I% In V(x,) < /I, 
with/?,=~ua+s,+ 1. 
According to (5.3) 
so that 
In In K(x) Q (Jo + 8) In V(x), x > X0(E), 
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and 
In K(x) < B(E) Po+yx), 
We now fix the number E. Then 
=> In y(x) - In J@~) < jx eB V50+‘(X) dx < xeB VD0+‘(X) 
x0 
= $3 PO’YX) + In x* 
But V(x) > x. Therefore 
In y(x) < In y(xo) + exp[ Po+‘(x)(B + 0(1/t/;;))]. 
We can choose x, so that B + o(l/&) < P(x) for some sO. Then 
y(x) < y(xo) exp e’-@) 
with p = /3,, + E + E,, . So under the property (5.2) the theorem is proven. 
Suppone now that v(x) is a monotonous function: t&x) T co. 
This case of I&X) can be dealt with as we have worked out the function 
p(x) in Section 4 (see (4.8) and further). The only essential difference is that 
l/(y(x)) has to be replaced by l/a and that we have to estimate K(x) instead 
of y(x). We obtain an inequality similar to (4.10): 
lim w(x) = lim 
In In K(x) 
~4 In V(x) <<PO x+00 
with a certain constant /I,,, whence the proof of Theorem 2 follows in 
case (a). 
(b) In this case s, = 0 and 
?i?o-1 
Qo(x, K, K’) = Km0 + c Q, s I (x) K’“K’“O. 
Its=0 
We now consider the function 
O(x) = 
In+ K+(x) 
In V(x) ’ 
There are two subcases to investigate: 
(I) &l O(x) < lim O(x) 
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and 
(II) O(x) is an increasing function. 
The method of proof is the same as in case (a) above and we find it 
sensible to leave the detailed proof for the reader. 
6 
The method we use to prove Theorem 3 is literally the same we applied 
for proving Theorem 2. The needed estimation is to find either for the 
function 
a(x) = 
In+ In+ y(x) 
In V(x) 
in case (a) or for the function 
In + ~(4 P(x) = - In V(x) 
in case (b). 
We omit the proof and leave it for the reader. 
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