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Abstract
By Birman and Skvortsov it is known that if Ω is a planar curvilinear polygon with n non-convex
corners then the Laplace operator with domain H2(Ω) ∩ H10(Ω) is a closed symmetric operator
with deficiency indices (n, n). Here we provide a Kreı˘n-type resolvent formula for any self-
adjoint extensions of such an operator, i.e. for the set of self-adjoint non-Friedrichs Dirichlet
Laplacians on Ω, and show that any element in this set is the norm resolvent limit of a suitable
sequence of Friedrichs-Dirichlet Laplacians with n point interactions.
Keywords: Dirichlet Laplacians, Point Interactions, Self-Adjoint Extensions, Kreı˘n’s Resolvent
Formula
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1. Introduction.
Since their rigorous mathematical definition by Berezin and Faddeev [2] as self-adjoint ex-
tensions of the Laplacian restricted to smooth functions with compact support disjoint from a
finite set in Rd, d ≤ 3, point perturbations of the Laplacian have attracted a lot of attention and
have been used in a wide range of applications, as the huge list of references provided in [1]
shows. Successively point perturbations of the Dirichlet Laplacian on a bounded domain have
been defined in a similar way, see [6], [4], [10]. In this case, since functions in the domain
of the Dirichlet Laplacian vanish at the boundary, points perturbations can not be placed there.
Nevertheless one could try to put point-like perturbations at the boundary by moving the points
supporting the perturbation towards the boundary while increasing the interactions strengths, so
to compensate the vanishing of the functions. However it is not clear how to implement this
procedure, because there is no universal behavior for the functions in the operator domain in
a neighborhood of the boundary. For example if Ω ⊂ R2 is a planar bounded domain which
either has a regular (i.e without corners) boundary or is convex, then the self-adjoint Friedrichs-
Dirichlet Laplacian on L2(Ω) has domain H2(Ω)∩H10(Ω). Here Hk(Ω) denotes the usual Hilbert-
Sobolev space of k-th order and the subscript means “zero at the boundary”. Thus, by the (dense)
inclusions C∞0 (Ω) ⊂ H2(Ω) ∩ H10(Ω) ⊂ C0(Ω), there is no minimal vanishing rate for u(x) as x
approaches the boundary. The situation changes if one considers a planar non-convex polygon.
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Indeed in this case the Friedrichs-Dirichlet Laplacian has a domain that is strictly larger than
H2(Ω) ∩ H10(Ω) and for any function u in such a domain one has u(x) ∼ ξu sv(x)‖x − v‖pi/ω when
‖x − v‖ ≪ 1, where v is the vertex at a non-convex corner, ω > pi is the measure of the interior
angle at v, and 0 < sv(x) ≤ 1. This indicates that it should be possible to renormalize the value
of u at v by considering the limit of ‖x − v‖− piω sv(x)−1u(x) as x → v. Indeed such a procedure
works and in the case of an arbitrary point perturbation of the Friedrichs-Dirichlet Laplacian on
a planar polygon Ω with n non-convex corners, the limit operator, as the n points supporting the
perturbations converge to the n non-convex vertices, turns out to be a well defined self-adjoint
operator: it coincides with a self-adjoint extension of the closed symmetric operator (which by
[3] has deficiency indices (n, n) ) given by the Laplace operator on H2(Ω) ∩ H10(Ω).
The proof we give in this paper follows the reverse path.
At first in Section 2 we provide a Kreı˘n’s resolvent formula for any self-adjoint extensions
of the Laplace operator on H2(Ω) ∩ H10(Ω), Ω a bounded non-convex curvilinear polygon (un-
known to the author, some similar results had been given in last section of the unpublished paper
[8]; we thank Mark Malamud for the communication). Here we work in a operatorial setting;
however we profit by some known results obtained by a more PDE-oriented approach, the liter-
ature on the subject being abundant: see e.g. [14], [18], [12], [7], [13], [20], [19], [15], [5] and
references therein. The operator domain of any of the self-adjoint extensions is contained in the
kernel of the unique continuous extension to the domain of the maximal Laplacian of the trace
(evaluation) operator along the boundary, and the functions in the operator domains still satisfy
Dirichlet’s boundary condition u(x) = 0, provided x is not the vertex of a non-convex corner.
Thus such family of self-adjoint extensions defines a set of non-Friedrichs Dirichlet Laplacians,
the Friedrichs-Dirichlet Laplacian being the only one satisfying Dirichlet’s boundary conditions
also at the vertices of the non-convex corners.
In Section 3 we define an arbitrary n-point perturbation of the Friedrichs-Dirichlet Laplacian
∆
F
Ω
by considering all self-adjoint extensions of the symmetric operator given by the restriction
of ∆F
Ω
to the set of function vanishing at n points contained in Ω. Then we provide a corre-
sponding Kreı˘n’s resolvent formula (see [4] and [10] for similar results) and we show that, if
the points supporting the perturbations converge to the non-convex vertices of Ω, while the cou-
pling strength is renormalized according to the vanishing rate of the functions in D(∆F
Ω
), these
self-adjoint operators converge in norm resolvent sense to the self-adjoint extensions provided in
Section 2 (see Theorem 3.6).
In the Appendix, we collect, following the approach developed in [21]-[24], some results
about self-adjoint extensions of symmetric operators that we need in the proofs. In particular we
give a simple convergence criterion for sequences of extensions (see Lemma 4.5).
1.1. Notations.
• D(L), K (L), R(L), ρ(L) denote the domain, kernel, range and resolvent set of a closed linear
operator L on an Hilbert space H ;
• ‖φ‖L = (‖Lφ‖2H + ‖φ‖2H )1/2 denotes the graph norm on D(L);
• L|V denotes the restriction of L to V ⊂ D(L);
• L2(Ω) denotes the Hilbert space of square-integrable functions on the open domain Ω with
scalar product 〈u, v〉L2(Ω) =
∫
Ω
u¯(x)v(x) dx;
• The dot · denotes the scalar product on Cn, i.e. ξ ·ζ = ∑nk=1 ¯ξkζk;
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• Cn
Π
≡ R(Π) denotes the subspace corresponding to the orthogonal projector Π : Cn → Cn. By
a slight abuse of notation we use the same symbolΠ also to denote the injectionΠ|Cn
Π
: Cn
Π
→ Cn
and the surjection (Π|Cn
Π
)∗ : Cn → Cn
Π
;
• E(Cn) denotes the bundle p : E(Cn) → P(Cn), where P(Cn) is the set of orthogonal projectors
on Cn and p−1(Π) is the set of symmetric operators on Cn
Π
;
• c denotes a generic strictly positive constant which can change from line to line.
2. Dirichlet Laplacians on a non-convex planar curvilinear polygon.
Let Ω ⊂ R2 be a bounded open Lipschitz domain. This means that in the neighborhood of
any of its point Ω is below the graph of a Lipschitz function and such a graph coincides with its
boundary Γ.
We denote by ∆Ω the distributional Laplace operator on Ω and we define
∆
max
Ω
: D(∆max
Ω
) ⊂ L2(Ω) → L2(Ω) , ∆max
Ω
u := ∆Ωu ,
where
D(∆max
Ω
) := {u ∈ L2(Ω) : ∆Ωu ∈ L2(Ω)} .
We denote by C∞( ¯Ω) the set of functions on ¯Ω, the closure of Ω, which are restriction to ¯Ω
of smooth functions with compact support on R2 and we denote by Hk(Ω) the Sobolev-Hilbert
space given by closure of C∞( ¯Ω) with respect to the norm defined by
‖u‖2Hk(Ω) =
∑
0≤α1+α2≤k
∥∥∥∂α11 ∂α22 u
∥∥∥2
L2(Ω) .
By Sobolev embedding theorem one has, for any α ∈ (0, 1),
H2(Ω) ⊆ Cα( ¯Ω) (2.1)
and
∀u ∈ H2(Ω) , ∀x, y ∈ ¯Ω , |u(x) − u(y)| ≤ c ‖u‖H2(Ω)‖x − y‖α . (2.2)
Analogously Hk0(Ω) denotes the closure of C∞c (Ω), the set of smooth function with compact
support on Ω, with respect to the same norm. The space H10(Ω) can be equivalently defined by
H10(Ω) := {u ∈ H1(Ω) : γ0u = 0} ,
where
γ0 : H1(Ω) → L2(Γ)
is the unique continuous linear map such that
∀u ∈ C∞( ¯Ω) , ∀ x ∈ Γ , γ0u (x) = u (x) .
There is a standard, well known way to define a self-adjoint Dirichlet Laplacian on L2(Ω) : since
the symmetric sesquilinear form
FΩ : H10(Ω) ⊕ H10(Ω) ⊂ L2(Ω) ⊕ L2(Ω) → C , FΩ(u, v) := 〈∇u,∇v〉L2(Ω)
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is closed and positive, by Friedrichs’ extension theorem there exists an unique self-adjoint oper-
ator
∆
F
Ω
: D(∆max
Ω
) ∩ H10(Ω) ⊂ L2(Ω) → L2(Ω) , ∆FΩu = ∆Ωu ,
such that
∀u ∈ D(∆max
Ω
) ∩ H10(Ω) , ∀v ∈ H10(Ω) , FΩ(u, v) = −〈∆FΩu, v〉L2(Ω) .
Moreover
D(∆F
Ω
) ≡ D(∆max
Ω
) ∩ H10(Ω)
is dense in H10(Ω), 0 ∈ ρ(∆FΩ), −∆FΩ has a compact resolvent, and its spectrum consists of an
infinite sequence
λ1(Ω) < λ2(Ω) ≤ λ3(Ω) ≤ . . .
of strictly positive eigenvalues each having finite multiplicity, λ1(Ω) being simple. We call ∆FΩ
the Friedrichs-Dirichlet Laplacian.
In the case Ω is piecewise regular there is another way to produce a self-adjoint Dirichlet
Laplacian on L2(Ω). Thus from now on we suppose that Ω ⊂ R2 is a planar bounded open
curvilinear polygon (cups points are not allowed) which coincides with a planar polygon in the
neighborhood of any (eventual) non-convex corner.
Let us recall the following Caccioppoli-type regularity estimate:
∀u ∈ H2(Ω) ∩ H10(Ω) , ‖u‖H2(Ω) ≤ c ‖∆Ωu‖L2(Ω) . (2.3)
The proof of such an estimate, for general elliptic second order differential operator on a class of
bounded open sets which includes curvilinear polygons, can be found in [17] (see Lemma 8.1,
Chapter 3, Section 8); for the Laplace operator on polygons a much simpler proof is given in
[13], Theorem 2.2.3.
By (2.3), since H2(Ω) ∩ H10(Ω) is closed in H2(Ω), (see e.g. [13], Theorem 1.6.2), the linear
operator
∆
◦
Ω
: H2(Ω) ∩ H10(Ω) ⊂ L2(Ω) → L2(Ω) , ∆◦Ωu := ∆Ωu
is closed. Moreover, by Green’s formula for curvilinear polygons (see [12], Lemma 1.5.3.3), ∆◦
Ω
is symmetric. Thus a natural question arises: is ∆◦
Ω
self-adjoint? Equivalently: does ∆◦
Ω
coincide
with ∆F
Ω
? If Ω had a regular boundary with no corners then D(∆max
Ω
)∩H10(Ω) = H2(Ω)∩H10(Ω),
i.e. ∆◦
Ω
= ∆
F
Ω
. Otherwise the answer depends on the shape of Ω. Indeed if Ω is a curvilinear
polygon then, as it has been proven in [3], the deficiency indices of ∆◦
Ω
are both equal to n, the
number of non-convex corners of Ω. In this case D(∆max
Ω
) ∩ H10(Ω) , H2(Ω) ∩ H10(Ω) is an
immediate consequence of the fact that the function
u(r, θ) = rβ sin βθ , β := pi
ω
,
belongs to H1(W), where W is the wedge
W = {x ≡ (r cos θ, r sin θ) : 0 < r < 1 , 0 < θ < ω} ,
is in D(∆maxW ) since ∆Wu = 0, but fails to be in H2(W) when ω > pi.
From now on we will suppose that n > 0 so that
D(∆◦
Ω
) ≡ H2(Ω) ∩ H10(Ω) ( D(∆maxΩ ) ∩ H10(Ω) ≡ D(∆FΩ) .
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Since ∆max
Ω
is the adjoint of the restriction of ∆Ω to C∞c (Ω), one has (∆◦Ω)∗ ⊂ ∆maxΩ and so any
self-adjoint extension of ∆◦
Ω
acts on the functions in its domain as the distributional Laplacian.
Let us at first characterize K ((∆◦
Ω
)∗). To this end we need the extension γˆ0 of γ0 to D(∆maxΩ )
provided in [12], Theorem 1.5.3.4, and [13], Theorem 1.5.2: there exits an unique continuous
map
γˆ0 : D(∆maxΩ ) → ⊕mi=1 ˜H−
1
2 (Γi) ,
which coincides with γ0 on D(∆maxΩ )∩H1(Ω). Here ˜H−
1
2 (Γi) denote Hilbert spaces of distributions
on the smooth curves Γi, i = 1, . . . ,m, which union, together with their endpoints (i.e. the vertices
of Ω), give Γ. We do not need here the precise definition of ˜H− 12 (Γi), see the quoted references
for the details. For our purposes it suffices to say that
γˆ0u = 0 ⇐⇒ ∀i = 1, . . . ,m , ∀ϕi ∈ C∞c (Γi) , 〈(γˆ0u)i, ϕi〉 = 0 .
Then, by Lemma 2.3.1 and Theorem 2.3.3 in [13], one has the following
Theorem 2.1.
K ((∆◦
Ω
)∗) = K (∆max
Ω
) ∩K (γˆ0) .
As we already said before, contrarily to the case of a domainΩ either convex or with a regular
boundary, the kernel of (∆◦
Ω
)∗ is not trivial. Indeed in [3] it is shown that
dim K ((∆◦
Ω
)∗) = number of non-convex corners of Ω. (2.4)
In order to better characterize K ((∆◦
Ω
)∗) we introduce some more definitions. Let V = {v1, . . . , vn}
be the set of vertices at the non-convex corners of Ω and, for any vk ∈ V, let ωk > pi denote the
measure of the corresponding interior angle. We define the wedge
WRk := Ω ∩ DRk ≡ {xk ≡ (rk cos θk, rk sin θk) ∈ R2 : 0 < rk < R , 0 < θk < ωk} ,
where DRk denotes the disk of radius R centered at vk; we choose R small enough to have WRi ∩
WRk = ∅, i , k. On any disk Dk centered at vk we consider the functions u±k ∈ K (∆maxDk ) defined
by
u±k (rk, θk) =
1√
pi
r
±βk
k sin βkθk , βk :=
pi
ωk
,
and we take f ∈ C1,1(R+), i.e. f is differentiable with a Lipschitz derivative, such that 0 ≤ f ≤ 1,
f (r) = 1 if 0 < r ≤ R/3 and f (r) = 0 if r ≥ 2R/3. With such a choice we have f u±k ∈ L2(Ω) and,
since supp( f u±k ) ⊂ WRk , the functions f u±k are L2(Ω)-orthogonal and thus linearly independent.
Lemma 2.2. Let us define
sk := f u+k , σk := f u−k , gk := σk + (−∆FΩ)−1∆Ωσk .
Then
1)
sk ∈ D(∆FΩ) , σk ∈ D((∆◦Ω)∗) ∩K (γˆ0) ;
2) gk is the unique function in K ((∆◦Ω)∗) such that
gk − σk ∈ D(∆FΩ);
3) the gk’s are linearly independent;
4)
〈gi, (−∆FΩ)sk〉L2(Ω) = δik .
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Proof. By u+k ∈ C∞(WRk ) ∩ H1(WRk ) one has sk ∈ D(∆maxΩ ) ∩ H10(Ω) .
By σk ∈ K (γˆ0) there follows gk ∈ D(∆maxΩ ) ∩ K (γˆ0). Hence gk ∈ K ((∆◦Ω)∗) by Theorem
2.1. This also shows that σk ∈ D((∆◦Ω)∗). Proof of point 2 is then completed by K (∆FΩ) = {0}.
Take c1, . . . , cn such that
∑n
k=1 ckgk = 0. Then
(∆F
Ω
)−1∆Ω
n∑
k=1
ckσk =
n∑
k=1
ckσk .
This gives c1 = · · · = cn = 0, since the σk ’s are linearly independent and do not belong to D(∆FΩ).
Thus point 3 is proven.
As regards point 4, let us pose Wk := W2R/3k \WR/3k . Then
〈gk,∆FΩsk〉L2(Ω) = 〈σk,∆FΩsk〉L2(Wk) − 〈∆Ωσk, sk〉L2(Wk)
=
∫
Wk
f u−k
(
f ′′u+k +
(
1 + 2pi
ωk
)
1
r
f ′u+k
)
dx
−
∫
Wk
(
f ′′u−k +
(
1 − 2pi
ωk
)
1
r
f ′u−k
)
f u+k dx
=
2
ωk
∫ 2R/3
R/3
2 f ′ f dr
∫ ωk
0
sin2 pi
ωk
θ dθ = −2
pi
∫ pi
0
sin2 θ dθ = −1 .
For notational convenience let us define the Cn-valued functions
s ≡ (s1, · · · , sn) , σ ≡ (σ1, · · · , σn) , g ≡ (g1, · · · , gn) .
By Lemma 2.3.6 and (the proof of) Theorem 2.3.7 in [13], (2.4) can be specified:
Theorem 2.3. For any u ∈ K ((∆◦
Ω
)∗) there exist an unique ξu ∈ Cn such that u = g·ξu.
In order to use the results given in the Appendix we need a more precise characterization of
D(∆max
Ω
) ∩ H10(Ω) i.e. of D(∆FΩ):
Theorem 2.4.
D(∆F
Ω
) = {u ∈ L2(Ω) : u = u◦ + s·ζu , u◦ ∈ D(∆◦Ω) , ζu ∈ Cn} .
Proof. By Theorem 2.3 and point 4 in Lemma 2.2, the linearly independent functions ∆F
Ω
sk are
not orthogonal to K ((∆◦
Ω
)∗). Thus, given u ∈ D(∆F
Ω
), the decomposition L2(Ω) = R(∆◦
Ω
) ⊕
K ((∆◦
Ω
)∗) implies that there exist unique u˜◦ ∈ D(∆◦Ω) and ζu ∈ Cn such that
∆
F
Ω
u = ∆◦
Ω
u˜◦ + ∆FΩs·ζu .
Next we introduce a convenient map τV
Ω
such that D(∆◦
Ω
) = K (τV
Ω
):
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Lemma 2.5. Let
τV
Ω
: D(∆F
Ω
) → Cn ,
(
τV
Ω
u
)
k
:=
√
pi3
4
(2 + βk) lim
R↓0
1
Rβk
〈u〉WRk ,
where 〈u〉WRk denotes the mean of u over the wedge WRk . Then τVΩ is well defined, continuous,
surjective and K (τV
Ω
) = D(∆◦
Ω
).
Proof. By Theorem 2.4 D(∆F
Ω
) = D(∆◦
Ω
) +V, where both D(∆◦
Ω
) and V are closed subspaces
of D(∆F
Ω
), and D(∆◦
Ω
) ∩V = {0}. Therefore the map
P◦ : D(∆FΩ) → Cn , P◦u = ζu ,
given by the composition of the continuous projection onto V with the identification map giving
V ≃ Cn, is continuous. To conclude we show that τV
Ω
= P◦, i.e. τVΩu = ζu. By Theorem 2.4 one
has u = u◦ + s·ζu. Thus, by using (2.2) with α ∈ (βk, 1), one has
|τV
Ω
u◦| ≤ c lim
R↓0
1
Rβk
(
ωk
2
R2
)−1 ∫
WRk
|u◦(x)| dx ≤ c lim
R↓0
Rα−βk = 0 ,
while
(τV
Ω
s·ζu)k =
√
pi3
4
(2 + βk) (ζu)k lim
R↓0
1
Rβk
〈sk〉WRk
=(ζu)k βk2
∫ ωk
0
sin βkθ dθ lim
R↓0
2 + βk
R2+βk
∫ R
0
r1+βk dr = (ζu)k ,
and the proof is done.
Combining Theorem 2.4 and Lemma 2.5 with the results provided in Appendix in the case
A = ∆F
Ω
and τ = τV
Ω
, we can obtain easily a resolvent formulae for all self-adjoint extensions of
∆
◦
Ω
. To this end we give the following
Lemma 2.6. Let
Gz : Cn → L2(Ω) , G∗z : L2(Ω) → Cn , z ∈ ρ(∆FΩ) ,
be defined by
Gz :=
(
τV
Ω
(−∆F
Ω
+ z¯)−1
)∗
.
Then
Gzξ = σ·ξ − (−∆FΩ + z)−1(−∆Ω + z)σ·ξ
and
G∗z u = 〈σ, u〉L2(Ω) − 〈(−∆FΩ + z)−1(−∆Ω + z)σ, u〉L2(Ω) .
Proof. By Lemma 2.2, Theorem 2.4 and Lemma 2.5 one has
〈g,−∆F
Ω
u〉L2(Ω) = 〈g,−∆◦Ωu◦ − ∆FΩs·ζu〉L2(Ω)
=〈(−∆◦
Ω
)∗g, u◦〉L2(Ω) + 〈g,−∆FΩs〉L2 (Ω) ·ζu
=ζu = τ
V
Ω
u .
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Thus
〈G0ξ, u〉L2(Ω) = ξ ·τΩ(−∆FΩ)
−1
u = ξ ·〈g, u〉L2(Ω) ,
i.e.
G0 ξ = g·ξ = σ·ξ + (−∆FΩ)−1∆Ωσ·ξ .
By (4.1) one has then
Gzξ =(1 − z(−∆FΩ + z)−1)G0ξ = (g − z(−∆FΩ + z)−1g)·ξ
=(σ − (−∆F
Ω
+ z)−1(−∆Ω + z)σ)·ξ .
Notice that in next theorem we use the extension, denoted by the same symbol, of (τV
Ω
)k to
functions coinciding away from vk with functions in D(∆FΩ) .
Theorem 2.7. Any self-adjoint extension of ∆◦
Ω
is of the kind
∆
Π,Θ
Ω
: D(∆Π,Θ
Ω
) ⊂ L2(Ω) → L2(Ω) , ∆Π,Θ
Ω
u := ∆Ωu ,
D(∆Π,Θ
Ω
) := {u ∈ L2(Ω) : u = u0 + g·ξu , u0 ∈ D(∆FΩ) , ξu ∈ CnΠ , ΠτˆVΩu = Θξu} ,
where (Π,Θ) ∈ E(Cn) and
(τˆV
Ω
u)k = (τVΩ(u − (ξu)k gk))k .
Moreover
(−∆Π,Θ
Ω
+ z)−1 = (−∆F
Ω
+ z)−1 +GzΠ (Θ + ΠΓzΠ)−1ΠG∗z¯ ,
where
(Γz)i j =
(
z‖σi‖2L2(Ω) + ‖(−∆FΩ)−
1
2∆Ωσi‖2L2(Ω)
)
δi j
−〈(−∆F
Ω
+ z)−1(−∆Ω + z)σi, (−∆Ω + z)σ j〉L2(Ω)
Proof. By Theorem 4.1 any u = u0 +G0ξu = u0 + g·ξu in the domain of a self-adjoint extension
has to satisfy the boundary condition ΠτV
Ω
u0 = ˜Θξu, for some (Π, ˜Θ) ∈ E(Cn). Thus
(τV
Ω
u0)i = (τVΩ(u − gi(ξu)i))i −
∑
j,i
(
τV
Ω
(g j(ξu) j)
)
i
= (τˆV
Ω
u)i − (Λξu)i ,
where, by Lemma 2.6,
Λi j = 〈(−∆FΩ)−1∆Ωσi,∆Ωσ j〉L2(Ω)(1 − δi j) . (2.5)
Moreover, by (4.2) and Lemma 2.6, one has
z(G∗0Gz)i j = (τVΩ(G0 −Gz))i j
=(τV
Ω
((−∆F
Ω
)−1∆Ωσ + (−∆FΩ + z)−1(−∆Ω + z)σ))i j
=(G∗0∆Ωσ)i j + (G∗z (−∆Ω + z)σ)i j
=Λi j +
(
〈σi,∆Ωσi〉L2(Ω) + 〈(−∆FΩ)−1∆Ωσi,∆Ωσi〉L2(Ω)
)
δi j
+ 〈σi, (−∆Ω + z)σi〉L2(Ω) δi j
− 〈(−∆F
Ω
+ z)−1(−∆Ω + z)σi, (−∆Ω + z)σ j〉L2(Ω)
=Λi j + (Γz)i j .
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The proof is then concluded by taking ˜Θ = Θ − ΠΛΠ.
Since gk − σk ∈ D(∆FΩ), Theorem 2.7 admits an alternative version:
Theorem 2.8. Any self-adjoint extension of ∆◦
Ω
is of the kind
˜∆
Π,Θ
Ω
: D( ˜∆Π,Θ
Ω
) ⊂ L2(Ω) → L2(Ω) , ˜∆Π,Θ
Ω
u := ∆Ωu ,
D( ˜∆Π,Θ
Ω
) := {u ∈ L2(Ω) : u = u0 + σ·ξu , u0 ∈ D(∆0Ω) , ξu ∈ CnΠ , ΠτVΩu0 = Θξu} ,
where (Π,Θ) ∈ E(Cn). Moreover
(− ˜∆Π,Θ
Ω
+ z)−1 = (−∆F
Ω
+ z)−1 +GzΠ (Θ + Π ˜ΓzΠ)−1ΠG∗z¯ ,
where
( ˜Γz)i j =
(
z‖σi‖2L2(Ω) − 〈σi,∆Ωσi〉L2(Ω)
)
δi j
−〈(−∆F
Ω
+ z)−1(−∆Ω + z)σi, (−∆Ω + z)σ j〉L2(Ω)
Proof. By Theorem 4.1 and Lemma 2.6 any u in the domain of a self-adjoint extension of D(∆◦
Ω
)
is of the kind u = u˜0 + g ·ξu, u˜0 ∈ D(∆FΩ), ξu ∈ CnΠ, ΠτVΩu˜0 = ˜Θξu, for some (Π, ˜Θ) ∈ E(Cn). By
the definition of g (see Lemma 2.2), one has u = u0 + σ·ξu, u0 = u˜0 + (−∆FΩ)−1∆Ωσ·ξu and, by
Lemma 2.6,
τV
Ω
u˜0 =τ
V
Ω
u0 − τVΩ(−∆FΩ)−1∆Ωσ·ξu = τVΩu0 −G∗0∆Ωσ·ξu
=τV
Ω
u0 − ˜Λξu ,
where
˜Λi j =〈σi,∆Ωσi〉L2(Ω) δi j + 〈(−∆FΩ)−1∆Ωσi,∆Ωσ j〉L2(Ω)
= ˜Λiiδi j + Λi j .
By noticing that ˜Γi j = Γi j − ˜Λiiδi j, the proof is then concluded by taking ˜Θ = Θ − Π ˜ΛΠ.
Remark 2.9. Since both σk and gk, 1 ≤ k ≤ n, belong to K (γˆ0) (see Lemma 2.2), all the self-
adjoint extensions of ∆◦
Ω
have domains contained in K (γˆ0), the only one with domain contained
in K (γ0) being Friedrichs’ Laplacian ∆FΩ. Thus we can interpret the set of all self-adjoint exten-
sions of ∆◦
Ω
different from ∆F
Ω
as the set of self-adjoint, non-Friedrichs’ Dirichlet Laplacians on
L2(Ω).
Remark 2.10. Notice that if both Π and Θ are diagonal, then both the boundary conditions
ΠτˆV
Ω
u = Θξu and ΠτVΩu0 = Θξu appearing in the previous theorems are local, i.e. they do not
couple values of u at different vertices.
Example 2.11. The prototypical example is provided by the curvilinear polygon Ω = W, where
W denotes the non-convex wedge
W = {x ≡ (r cos θ, r sin θ) : 0 < r < R , 0 < θ < ω} , ω ∈ (pi, 2pi) .
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In this case K ((∆◦W)∗) is one dimensional and by Theorem 2.1 g is the unique (up to the multi-
plication by a constant) solution of the boundary value problem

∆
max
W g(r, θ) = 0 ,
g(r, 0) = g(r, ω) = g(R, θ) = 0 , r , 0 .
Thus
g(r, θ) = 1√
pi
(
1
rβ
− r
β
R2β
)
sin βθ , β = pi
ω
.
Similarly Gz : C→ L2(W) acts as the multiplication by the function gz which solves the boundary
value problem

∆
max
W gz(r, θ) = z gz(r, θ) ,
g(r, 0) = g(r, ω) = g(R, θ) = 0 , r , 0 .
Thus
gz(r, θ)
=
1√
pi
( √
z
2
)β
Γ (1 − β)
(
J−β(
√
z r) − J−β(
√
z R)
Jβ(√z R)
Jβ(
√
z r)
)
sin βθ ,
where Re(√z) > 0, Γ(x) denotes Euler’s gamma function at x and Jν denotes the Bessel function
of order ν. Here the constants are chosen in order to have gz → g as z → 0. Then
Γz = z〈g, gz〉L2(W) =
1
R2β
+
( z
4
)β Γ(−β)
Γ(β)
J−β(√z R)
Jβ(√z R)
.
By Theorem 2.7 the set of self-adjoint extensions of ∆◦W different from ∆FW is parametrized by
θ ∈ R. Any of such extensions has resolvent Rθz with kernel
Rθz(x, y) = RFz (x, y) +
(
θ +
( z
4
)β Γ(−β)
Γ(β)
J−β(√z R)
Jβ(√z R)
)−1
gz(x)gz(y) ,
where RFz denotes the resolvent of the Friedrichs-Dirichlet Laplacian.
3. Approximation by Friedrichs-Dirichlet Laplacians with point interactions
3.1. Laplacians with point interactions
Let ∆F
Ω
be the Friedrichs-Dirichlet Laplacian on Ω as defined in the previous section and,
given the discrete set Y = {y1, . . . , yn} ⊂ Ω, we define the linear map
τY
Ω
: D(∆F
Ω
) → Cn , (τY
Ω
u)k := u(yk) , k = 1, . . . , n .
By u(yk) = u◦(yk)+ s(yk)·ζu and (2.3) such a linear map is continuous with respect with the graph
norm of ∆F
Ω
, is evidently surjective and has a dense (in L2(Ω)) kernel. Thus we can apply the
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results provided in the Appendix to write down all the self-adjoint extensions of the symmetric
operator ∆◦Y,Ω given by restricting ∆
F
Ω
to the functions that vanish at Y.
Let us denote by gΩ(z; ·, ·) Green’s function of −∆FΩ + z, so that
gΩ(z; x, y) = g(z; x, y) − hΩ(z; x, y) ,
where
g(0; x, y) = 1
2pi
ln 1‖x − y‖ ,
g(z; x, y) = 1
2pi
K0(
√
z ‖x − y‖) , Re(√z) > 0 ,
K0 the Macdonald (or modified Hankel) function, and hΩ(z; ·, y) solves the inhomogeneous Dirich-
let boundary value problem

(−∆F
Ω
+ z)hΩ(z; x, y) = 0 , x ∈ Ω
hΩ(z; x, y) = g(z; x, y) , x ∈ Γ .
Remark 3.1. One has (see e.g. [11], formula 8.447.3)
K0(
√
z ‖x − y‖) = ln 1‖x − y‖ − ln
√
z
2
+ ψ(1) + o(√z ‖x − y‖) ,
where ψ is Euler’s psi function.
Since Ω satisfies the exterior cone condition and g(z; ·, ·) is continuous outside the diagonal,
by regularity of solutions of boundary value problems for elliptic equations with continuous
boundary data (see e.g. [16], Corollary 7.4.4), one has hΩ(z; ·, y) ∈ C∞(Ω) ∩C( ¯Ω) for any y ∈ Ω.
By Theorem 21 in [25] one has
1
c
gΩ(0; x, y) ≤ ln
(
1 + w(x, y) u1(x) u1(y)‖x − y‖2
)
≤ c gΩ(0; x, y) , (3.1)
where
w(x, y) :=

min
(( d(x)
u1(x)
)2
,
( d(y)
u1(y)
)2)
, ˆd(x) < R , ˆd(y) < R ,
max
(( d(x)
u1(x)
)2
,
( d(y)
u1(y)
)2)
, ˇd(x) < R , ˇd(y) < R ,
1 , otherwise ,
u1 is the first eigenfunction of −∆FΩ, d is the distance form the boundary, ˆd the distance from
the set of the vertices at the convex corners, ˇd is the distance from the set of the vertices at the
non-convex corners, and 2R is smaller than the distance between any couple of vertices.
Defining
GYz : Cn → L2(Ω) , (GYz )∗ : L2(Ω) → Cn , z ∈ ρ(∆FΩ)
by
GYz :=
(
τY
Ω
(−∆F
Ω
+ z¯)−1
)∗
,
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one has
(GYz ξ)(x) =
n∑
i=1
gΩ(z; x, yi) ξi
and
((GYz )∗u)k = 〈gΩ(z; ·, yk), u〉L2(Ω) .
By the results provided in the Appendix one obtains the following
Theorem 3.2. Any self-adjoint extension of ∆◦Y,Ω is of the kind
∆
Π,Θ
Y,Ω : D(∆Π,ΘY,Ω) ⊂ L2(Ω) → L2(Ω) , ∆Π,ΘY,Ωu := ∆FΩu0 ,
D(∆Π,ΘY,Ω) := {u ∈ L2(Ω) : u = u0 +GY0 ξu , u0 ∈ D(∆FΩ) , ξu ∈ CnΠ , ΠτˆYΩu = Θξu},
where (Π,Θ) ∈ E(Cn) and
(
τˆY
Ω
u
)
k
:= lim
x→yk
(
u(x) − (ξu)k
2pi
gΩ(0; x, yk)
)
.
Moreover
(−∆Π,ΘY,Ω + z)−1 = (−∆FΩ + z)−1 +GYzΠ (Θ + ΠΓYzΠ)−1Π (GYz¯ )∗ ,
where
(
Γ
Y
z
)
i j :=
(
1
2pi
(
ln
( √
z
2
)
− ψ(1)
)
− hΩ(0; yi, yi) + hΩ(z; yi, yi)
)
δi j
− gΩ(z; yi, y j) (1 − δi j) .
Proof. By Theorem 4.1 any u = u0 +GY0 ·ξu in the domain of a self-adjoint extension of D(∆◦Y,Ω)
has to satisfy the boundary conditions ΠτV
Ω
u0 = ˜Θξu, for some (Π, ˜Θ) ∈ E(Cn). Since
(τY
Ω
u0)i = lim
x→yi
(u(x) − g(0; x, yi) (ξu)i) −
∑
j,i
gΩ(0; yi, y j) (ξu) j ,
one has
τY
Ω
u0 = τˆ
Y
Ω
u − ΛYξu ,
where
Λ
Y
i j := gΩ(0; yi, y j) (1 − δi j) . (3.2)
Moreover (
z(GY0 )∗GYz
)
i j =
(
τY
Ω
(GY0 −GYz )
)
i j
=
(
lim
x→yi
(g(0; x, yi) − g(z; x, yi)) − hΩ(0; yi, yi) + hΩ(z; yi, yi)
)
δi j
+
(
gΩ(0; yi, y j) − gΩ(z; yi, y j)
)
(1 − δi j)
=Λ
Y
i j +
(
Γ
Y
z
)
i j ,
Thus the proof is concluded by posing ˜Θ = Θ − ΠΛYΠ.
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By the decomposition gΩ = g+ hΩ the previous theorem admits (the proof being of the same
kind) an alternative version which provides results analogous to the ones given in [4] and [10].
Theorem 3.3. Any self-adjoint extension of ∆◦Y,Ω is of the kind
ˇ∆
Π,Θ
Y,Ω : D( ˇ∆Π,ΘY,Ω) ⊂ L2(Ω) → L2(Ω) , ˇ∆Π,ΘY,Ωu := ∆FΩu0 ,
D( ˇ∆Π,ΘY,Ω) := {u ∈ L2(Ω) : u = u0 +GY0 ξu , u0 ∈ D(∆FΩ) , ξu ∈ CnΠ , ΠτˇYΩu = Θξu},
where (Π,Θ) ∈ E(Cn) and
(
τˇY
Ω
u
)
k
:= lim
x→yk
(
u(x) − (ξu)k
2pi
ln 1‖x − yk‖
)
.
Moreover
(− ˇ∆Π,ΘY,Ω + z)−1 = (−∆FΩ + z)−1 +GYzΠ (Θ + Π ˇΓYzΠ)−1Π (GYz¯ )∗ ,
where
(
ˇΓ
Y
z
)
i j :=
(
1
2pi
(
ln
( √
z
2
)
− ψ(1)
)
+ hΩ(z; yi, yi)
)
δi j
− gΩ(z; yi, y j) (1 − δi j) .
Remark 3.4. Notice that if both Π and Θ are diagonal, then both the boundary conditions
ΠτˆY
Ω
u = Θξu and ΠτˇYΩu = Θξu are local, i.e. they do not couple values of u at different points of
Y.
3.2. Approximating non-Friedrichs Dirichlet Laplacians by point perturbations.
Let {YN }∞1 denote a sequence of discrete sets YN = {yNk }n1 ⊂ Ω such that, for any 1 ≤ k ≤ n,
yNk ≡ (rNk cos θNk , rNk sin θNk ) ∈ WR/3k ,
inf
N
sin βkθNk = c > 0
and
lim
N↑∞
yNk = vk .
Posing
τ˜
YN
Ω
: D(∆F
Ω
) → Cn ,
(
τ˜
YN
Ω
u
)
k
:=
u(yNk )
sk(yNk )
,
i.e.
τ
YN
Ω
= MN τ˜YNΩ , (MN)i j := si(yNi ) δi j , (3.3)
one has the following
Lemma 3.5. There exist c > 0 and 0 < αk < 1 − βk such that∣∣∣∣(τ˜YNΩ u − τVΩu
)
k
∣∣∣∣ ≤ c ‖yNk − vk‖αk‖u‖∆F
Ω
.
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Proof. By
u(yNk ) = u◦(yNk ) + s(yNk )·ζu = u◦(yNk ) + sk(yNk )(ζu)k ,
by τV
Ω
u = ζu, by (2.2) and (2.3), and denoting by Q◦ the continuous projection Q◦ : D(∆FΩ) →
D(∆◦
Ω
), one obtains
∣∣∣∣(τ˜YNΩ u − τVΩu
)
k
∣∣∣∣ =
∣∣∣∣∣∣
u◦(yNk )
sk(yNk )
∣∣∣∣∣∣ ≤
1
c
|u◦(yNk )|
‖yNk − vk‖βk
≤1
c
‖yNk − vk‖α−βk‖u◦‖H2(Ω) ≤ c ‖yNk − vk‖α−βk‖∆Ωu◦‖L2(Ω)
≤c ‖yNk − vk‖α−βk‖Q◦u‖∆F
Ω
≤ c ‖yNk − vk‖α−βk‖u‖∆F
Ω
.
In conclusion we get the following
Theorem 3.6. Let (Π,Θ) ∈ E(Cn) and define (ΠN ,ΘN) ∈ E(Cn) by
Cn
ΠN
= M−1N (CnΠ) , ΘN = ΠN MNΘMNΠN .
Then ∆ΠN ,ΘNYN ,Ω converges in norm resolvent sense to ∆
Π,Θ
Ω
as N ↑ ∞.
Proof. Let ˜∆Π,ΘYN ,Ω be the self-adjoint operator obtained by proceeding as in the proof of Theorem
3.2 with τYN
Ω
replaced by τ˜YN
Ω
. Then ˜∆Π,ΘYN ,Ω = A
Π, ˜ΘN
N , where ˜ΘN = Θ − ΠM−1N ΛYN M−1N Π, ΛYN
is defined in (3.2) and the operator sequence AΠ, ˜ΘNN is given by Theorem 4.1 with A = ∆FΩ and
τ = τ˜
YN
Ω
. Analogously (see the proof of Theorem 2.7) ∆Π,Θ
Ω
= AΠ, ˜Θ, where ˜Θ = Θ − ΠΛΠ, Λ is
defined in (2.5), and AΠ, ˜Θ is given by 4.1 with A = ∆F
Ω
and τ = τV
Ω
.
Let us now pose χ˜Ri := (2 + βi)pi1/2χRi /2βiR2+βi , where χRi denotes the characteristic function
of the wedge WRi . Thus, by the definition of τVΩ and by Lemma 3.5,
(τV
Ω
u)i = lim
R↓0
〈χ˜Ri , u〉L2(Ω) = limN↑∞
u(yNi )
si(yNi )
.
Then, for any i , j, by Lemma 2.6 and by (3.1) with w(yN′i , yNj ) = 1, one has
Λi j =
(
τV
Ω
(g j)
)
i
= lim
R↓0
〈χ˜Ri , g j〉L2(Ω) = limR↓0
(
G∗0χ˜
R
i
)
j
= lim
R′↓0
lim
R↓0
〈χ˜R′j , (−∆FΩ)χ˜Ri 〉L2(Ω)
= lim
R′↓0
lim
R↓0
∫
Ω×Ω
χ˜R
′
j (x)gΩ(0; x, y)χ˜Ri (y) dx dy
= lim
N′↑∞
lim
N↑∞
gΩ(0; yN′i , yNj )
si(yN′i )s j(yNj )
= lim
N↑∞
gΩ(0; yNi , yNj )
si(yNi )s j(yNj )
.
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Thus
lim
N↑∞
Λ
YN
i j
si(yNi )s j(yNj )
= Λi j ,
i.e. ˜ΘN converges to ˜Θ. Therefore, by Lemma 3.5 and Lemma 4.5, AΠ,
˜ΘN
N converges in norm
resolvent sense to AΠ, ˜Θ, i.e. ˜∆Π,ΘYN ,Ω converges in norm resolvent sense to ∆
Π,Θ
Ω
. The proof is then
concluded by noticing that, by Lemma 4.4, ˜∆Π,ΘYN ,Ω = ∆
ΠN ,ΘN
YN ,Ω .
4. Appendix
For reader’s convenience in this section we collect some results about the self-adjoint exten-
sions of a closed symmetric operator S with deficiency indices (n, n). Since it suffices for the
purposes of this paper we suppose n < +∞ and −S > 0. For the general case, as well as for the
connection with alternative approaches, we refer to [24] and references therein.
Let
S : D(S ) ⊆ H → H
be a closed symmetric linear operator on the Hilbert space H such that −S > 0. Then by
Friedrichs’ theorem S has a self-adjoint extension
A : D(A) ⊆ H → H
with the same bound.
Suppose now that S has finite deficiency indices n = n± =dimK± > 0, K± := K (−S ∗±i). By
von Neumann’s theory of self-adjoint extensions, there exists an unitary operator UA : K+ → K−
such that
D(A) = D(S ) ⊕A G (UA) ,
A(φ + (1 + UA)φ+) = Sφ + i (1 − UA)φ+ ,
where G (UA) is the graph of UA and ⊕A denotes the orthogonal sum corresponding to the scalar
product inducing the graph norm on D(A). Therefore S = A|K (P), where P : D(A) → K+
denotes the orthogonal projection onto K+ ≃ Cn. Thus, since this gives some advantages in
applications, we will look for the self-adjoint extensions of S by considering the equivalent
problem of the search of the self-adjoint extensions of the restriction of A to the kernel, which
we suppose to coincide with D(S ), of a surjective bounded linear operator
τ : D(A) → Cn .
Typically A is an elliptic differential operator and τ is some restriction operator to a discrete set
with n points. In the case of infinite defect indices typically τ is the restriction operator along a
null subset and Cn is replaced by a (fractional order) Sobolev-Hilbert space (see [21], [24] and
references therein).
By [21], [22] and [24] one has the following
Theorem 4.1. The set of all self-adjoint extensions of S is parametrized by the bundle p :
E(Cn) → P(Cn); if AΠ,Θ denotes the self-adjoint extension corresponding to (Π,Θ) ∈ E(Cn) then
AΠ,Θ : D(AΠ,Θ) ⊆ H → H , AΠ,Θφ := Aφ0 ,
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D(AΠ,Θ) :=
{
φ = φ0 +G0ξφ , φ0 ∈ D(A) , ξφ ∈ CnΠ , Πτφ0 = Θξφ
}
,
where
Gz : Cn → H , Gz :=
(
τ(−A + z¯)−1
)∗
, z ∈ ρ(A) .
Moreover the resolvent of AΠ,Θ is given, for any z ∈ ρ(A) ∩ ρ(AΠ,Θ), by Kreı˘n’s type formula
(−AΠ,Θ + z)−1 = (−A + z)−1 +GzΠ(Θ + zΠG∗0GzΠ)−1ΠG∗z¯ .
Remark 4.2. One can easily check that the density hypothesis about K (τ) gives, for any z ∈
ρ(A),
R(Gz) ∩D(A) = {0} ,
thus the decomposition appearing in D(AΠ,Θ) is well defined. Moreover, since by first resolvent
identity
(z − w)(−A + w)−1Gz = Gw −Gz , (4.1)
one has
R(Gw −Gz) ⊂ D(A)
and
z G∗0Gz = τ(G0 −Gz) (4.2)
Remark 4.3. Notice that the knowledge of the adjoint S ∗ is not required. However it can be
readily calculated: by [23], Theorem 3.1, one has
S ∗ : D(S ∗) ⊆ H → H , S ∗φ = Aφ0 ,
D(S ∗) = {φ ∈ H : φ = φ0 +G0ξφ, φ0 ∈ D(A), ξφ ∈ Cn} .
Moreover
D(AΠ,Θ) = {φ ∈ D(S ∗) : ρ0φ ∈ CnΠ , Πτ0φ = Θρ0φ} .
where the regularized trace operators τ0 and ρ0 are defined by
τ0 : D(S ∗) → Cn , τ0φ := τφ0
and
ρ0 : D(S ∗) → Cn , ρ0φ := ξφ .
By [23], Theorem 3.1, (Cn, τ0, ρ0) is a boundary triple for S ∗, with corresponding Weyl function
zG∗0GZ , and the Green-type formula
〈φ, S ∗ψ〉 − 〈S ∗φ, ψ〉 = τ0φ·ρ0ψ − ρ0φ·τ0ψ (4.3)
holds true. Also notice that Gzξ solves the boundary value type problem

S ∗Gzξ = zGzξ ,
ρ0Gzξ = ξ .
(4.4)
Here we refer to [9] for boundary triplets theory.
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Since S = A|K (τ) = A|K (τM), where τM := Mτ and M : Cn → Cn is any bijective linear
map, the group GL(Cn) = {M : det(M) , 0} acts on the bundle E(Cn) by
α : GL(Cn) × E(Cn) → E(Cn) , α(M, (Π,Θ)) = (ΠM,ΘM) ,
where α is defined in such a way that
AΠM ,ΘMM = A
Π,Θ ,
with AΠ,ΘM denoting the extension corresponding to (Π,Θ) ∈ E(Cn) provided by Theorem 4.1 in
the case one uses the map τM . The action α is explicitly given in the following
Lemma 4.4.
Cn
ΠM
= (M∗)−1(Cn
Π
) , ΘM = ΠM MΘM∗ΠM .
Proof. By the definitions of τM and G0 one has that any φ ∈ D(AΠM ,ΘMM ) is of the kind φ =
φ0+G0 M∗ζ, whereΠM Mτφ0 = ΘMζ, ζ ∈ CnΠM , i.e. φ = φ0+G0ξ, whereΠM Mτφ0 = ΘM(M∗)−1ξ,
ξ ∈ Cn
Π
. Since (Cn
ΠM
)⊥ = M((Cn
Π
)⊥), ΠM MΠ : CnΠ → CnΠM is a bijection. Thus ΠM Mτφ0 =
ΘM(M∗)−1ξ if and only if Πτφ0 = (ΠM MΠ)−1ΘM(M∗)−1ξ.
We conclude by providing a simple convergence criterion:
Lemma 4.5. Given the bounded operators τN : D(A) → Cn and τ : D(A) → Cn, consider the
symmetric operators S N = A|K (τN) and S = A|K (τ). Given Π ∈ P(Cn) and the symmetric
operators ΘN : CnΠ → CnΠ and Θ : CnΠ → CnΠ, let AΠ,ΘNN and AΠ,Θ be the self-adjoint extensions
of S N and S given by Theorem 4.1. If τN norm-converges to τ and ΘN converges to Θ as N ↑ ∞,
then AΠ,ΘNN converges in norm resolvent sense to A
Π,Θ
.
Proof. By our hypothesis on τN , G∗N,z := τN(−A + z)−1 and GN,z norm-converge to G∗z and Gz re-
spectively. This implies that zG∗N,0GN,z norm-converge to zG
∗
0Gz and hence (ΘN+zΠG∗N,0GN,zΠ)−1
norm-converge to (Θ + zΠG∗0GzΠ)−1. The thesis then follows by the resolvent formula provided
in Theorem 4.1.
References
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