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Dihedral and reflexive modules with ∞-simplicial
faces and dihedral and reflexive homology of
involutive A∞-algebras over unital commutative
rings.
S.V. Lapin
Abstract
The concepts of a dihedral and a reflexive module with ∞-simplicial faces
are introduced. For each involutive A∞-algebra, the dihedral and the reflex-
ive tensor modules with ∞-simplicial faces are constructed. On the basis of
dihedral and reflexive modules with ∞-simplicial faces that defined by an invo-
lutive A∞-algebra the constructions of the dihedral and the reflexive homology
of involutive A∞-algebras over any unital commutative rings are given. The
conception of an involutive homotopy unital A∞-algebra is introduced. A long
exact sequence that connecting the dihedral and the reflexive homology of in-
volutive homotopically unital A∞-algebras over any unital commutative rings
is constructed.
Dihedral homology of involutive associative algebras over fields of characteristic
zero was first defined in [1] as the homology of the complex of coinvariants of the
action of the dihedral group on the Hochschild complex of these involutive associative
algebras. After that in [2] (see also [3]) the theory of dihedral simplicial modules
and in particular the theory of dihedral modules with simplicial faces was developed.
Further on the basis of the combinatorial technique of dihedral modules with sim-
plicial faces the dihedral homology theory of involutive associative algebras over any
unital commutative rings was constructed. In [2] also was show that over fields of
characteristic zero the definitions from [1] and [2] are equivalent. Constructed in [2]
the dihedral homology theory proved to be a very useful tool in the study of the
hermitian algebraic K-theory of involutive unital associative algebras, algebraic and
homotopy properties of the hermitian algebraic K-theory of topology spaces and also
in the study of the rational homotopy type of groups of diffeomorphisms of smooth
manifolds (see, g.e., the survey [4]).
On the other hand in [5] the dihedral homology of involutive A∞-algebras over
fields of characteristic zero was defined as the homology of the complex of coinvari-
ants of the action of the dihedral group on the Hochschild complex of these involutive
A∞-algebras. In this regard gives rise to the important and very interesting prob-
lem of constructing the dihedral homology theory of involutive A∞-algebras over any
unital commutative rings, which generalizes developed in [2] the dihedral homology
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theory of involutive unital associative algebras over any unital commutative rings. The
interest to this problem is caused, mainly, by the important question about the pos-
sible of constructing the hermitian algebraic K-theory of involutive homotopy unital
A∞-algebras over any unital commutative rings by the analogue to how it was done
in [6] for involutive unital associative algebras over any unital commutative rings.
Moreover, great interest to constructing of the dihedral homology theory of involutive
A∞-algebras over any unital commutative rings is caused also the possible of applying
of this theory to the study of Kontsevich graph-complexes and the cohomology of
moduli spaces by the analogue to how it was done in [7] for the cyclic homology of
A∞-algebras.
The present paper is devoted to the solution of the above-mentioned problem,
namely, to constructing on the basis of the combinatorial technique of dihedral mod-
ules with ∞-simplicial faces the dihedral homology theory of involutive A∞-algebras
over any unital commutative rings. The paper consists of three paragraphs. In first
paragraph, on the basis of the conceptions of a differential module with ∞-simplicial
faces [8]-[14] and a D∞-differential module [15]-[23] we introduce the notions of a di-
hedral module with∞-simplicial faces and a reflexive module with∞-simplicial faces.
After that, the notions of the dihedral homology of dihedral modules with ∞-simpli-
cial faces and the reflexive homology of reflexive modules with ∞-simplicial faces are
given. In second paragraph, we construct the dihedral module with∞-simplicial faces
for each involutive A∞-algebra over any unital commutative ring (see Theorem 2.1).
Then, we define the dihedral homology of an involutive A∞-algebra over any unital
commutative ring as the dihedral homology of the dihedral module with ∞-simplicial
faces determined by the given involutive A∞-algebra. Since each dihedral module
with ∞-simplicial faces can be view as the reflexive module with ∞-simplicial faces,
the reflexive homology of involutive A∞-algebras over any unital commutative rings
always are defined. Next, we show that over fields of characteristic zero the definition
of the dihedral homology of involutive A∞-algebras introduced here is equivalent to
that proposed in [5] (see Corollary 2.1). Also we consider properties of the reflexive
homology of involutive A∞-algebras over fields of characteristic zero (see Corollary
2.2). In the third paragraph, we introduce the conception of a involutive homotopy
unital A∞-algebra, which is the involutive analogue of the conception of a homotopy
unital A∞-algebra [24] (see also [13]). Next, we construct an exact sequence that
connecting the dihedral and the reflexive homology of involutive homotopy unital
A∞-algebras over any unital commutative rings (see Theorem 3.1). This exact se-
quence generalizes the well-known Krasauskas-Lapin-Solov’ev exact sequence [2] in
the dihedral homology theory of involutive unital associative algebras.
All modules and maps of modules considered in this paper are, respectively, K-
modules and K-linear maps of modules, where K is any unital (i.e., with unit) com-
mutative ring.
§ 1. Dihedral and reflexive modules with ∞-simplicial faces
In what follows, by a bigraded module we mean any bigraded moduleX = {Xn,m},
n > 0, m > 0, and by a differential bigraded module, or, briefly, a differential module
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(X, d), we mean any bigraded module X endowed with a differential d : X∗,• → X∗,•−1
of bidegree (0,−1).
Recall that a differential module with simplicial faces is defined as a differential
module (X, d) together with a family of module maps ∂i : Xn,• → Xn−1,•, 0 6 i 6 n,
which are maps of differential modules and satisfy the simplicial commutation relations
∂i∂j = ∂j−1∂i, i < j. The maps ∂i : Xn,• → Xn−1,• are called the simplicial face
operators or, more briefly, the simplicial faces of the differential module (X, d).
Now, we recall the notion of a differential module with ∞-simplicial faces [9] (see
also [10]-[14]), which is a homotopy invariant analogue of the notion of a differential
module with simplicial faces.
Let Σk be the symmetric group of permutations on a k-element set. Given an
arbitrary permutation σ ∈ Σk and any k-tuple of nonnegative integers (i1, . . . , ik),
where i1 < . . . < ik, we consider the k-tuple (σ(i1), . . . , σ(ik)), where σ acts on the
k-tuple (i1, . . . , ik) in the standard way, i.e., permutes its components. For the k-tuple
(σ(i1), . . . , σ(ik)), we define a k-tuple (σ̂(i1), . . . , σ̂(ik)) by the following formulae
σ̂(is) = σ(is)− α(σ(is)), 1 6 s 6 k,
where each α(σ(is)) is the number of those elements of (σ(i1), . . . , σ(is), . . . σ(ik)) on
the right of σ(is) that are smaller than σ(is).
A differential module with ∞-simplicial faces or, more briefly, an F∞-module
(X, d, ∂˜) is defined as a differential module (X, d) together with a family of mod-
ule maps
∂˜ = {∂(i1,...,ik) : Xn,• → Xn−k,•+k−1}, 1 6 k 6 n,
i1, . . . , ik ∈ Z, 0 6 i1 < . . . < ik 6 n,
which satisfy the relations
d(∂(i1,...,ik)) =
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)+1∂
(σ̂(i1),...,σ̂(im))
∂
( ̂σ(im+1),...,σ̂(ik))
, (1.1)
where Iσ is the set of all partitions of the k-tuple (σ̂(i1), . . . , σ̂(ik)) into two tuples
(σ̂(i1), . . . , σ̂(im)) and (σ̂(im+1), . . . , σ̂(ik)), 1 6 m 6 k − 1, such that the conditions
σ̂(i1) < . . . < σ̂(im) and σ̂(im+1) < . . . < σ̂(ik) holds.
The family of maps ∂˜ = {∂(i1,...,ik)} is called the F∞-differential of the F∞-module
(X, d, ∂˜). The maps ∂(i1,...,ik) that form the F∞-differential of an F∞-module (X, d, ∂˜)
are called the ∞-simplicial faces of this F∞-module.
It is easy to show that, for k = 1, 2, 3, relations (1.1) take, respectively, the follow-
ing view
d(∂(i)) = 0, i > 0, d(∂(i,j)) = ∂(j−1)∂(i) − ∂(i)∂(j), i < j,
d(∂(i1,i2,i3)) = −∂(i1)∂(i2,i3) − ∂(i1,i2)∂(i3) − ∂(i3−2)∂(i1,i2)−
− ∂(i2−1,i3−1)∂(i1) + ∂(i2−1)∂(i1,i3) + ∂(i1,i3−1)∂(i2), i1 < i2 < i3.
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Simplest examples of F∞-modules are differential modules with simplicial faces.
Indeed, given any differential module with simplicial faces (X, d, ∂i), we can define an
F∞-differential ∂˜ = {∂(i1,...,ik)} : X → X by setting ∂(i) = ∂i, i > 0, and ∂(i1,...,ik) = 0,
k > 1, thus obtaining the F∞-module (X, d, ∂˜).
It is worth mentioning that the notion of an F∞-module specified above is a part
of the general notion of a differential ∞-simplicial module introduced in [10] by using
the homotopy technique of differential Lie modules over curved colored coalgebras.
Now, we proceed to the notion of a dihedral module with ∞-simplicial faces.
By a dihedral bigraded module (X, t, r) we mean any bigraded module X together
with two families of module maps t = {tn : Xn,• → Xn,•}, r = {rn : Xn,• → Xn,•},
n > 0, satisfying the conditions
tn+1n = 1Xn,• , r
2
n = 1Xn,• , rntn = t
−1
n rn, n > 0.
In other words, on each graded module Xn,•, n > 0, the dihedral group of order
2(n+ 1) with generators tn and rn acts on the left.
In what follows, we use the term dihedral differential module for any quadru-
ple (X, t, r, d), where (X, t, r) is a dihedral bigraded module, (X, d) is a differential
module, and the conditions dtn = tnd, drn = rnd, n > 0, holds.
Now, recall that a dihedral module with simplicial faces [2] is defined as a dihedral
differential module (X, t, r, d) together with a family of maps ∂i : Xn,• → Xn−1,•,
0 6 i 6 n, with respect to which the triple (X, d, ∂i) is a differential module with
simplicial faces and, moreover, the relations
∂itn = tn−1∂i−1, 0 < i 6 n, ∂0tn = ∂n, ∂irn = rn−1∂n−i, 0 6 i 6 n,
for each n > 0 are true.
Note that if in the definition of a dihedral module with simplicial faces we remove
the family of automorphisms rn : Xn,• → Xn,•, n > 0, and the relations ∂irn =
rn−1∂n−i, 0 6 i 6 n, n > 0, then we obtain the definition of a cyclic module with
simplicial faces [25].
Definition 1.1. A dihedral module with ∞-simplicial faces or, more briefly, a
DF∞-module, is any five-tuple (X, t, r, d, ∂˜), where (X, t, r, d) is a dihedral differential
module and (X, d, ∂˜) is a differential module with ∞-simplicial faces related by
∂(i1,...,ik)tn =
{
tn−k∂(i1−1,...,ik−1), i1 > 0,
(−1)k−1∂(i2−1,...,ik−1,n), i1 = 0,
(1.2)
∂(i1,...,ik)rn = (−1)
k(k−1)/2rn−k∂(n−ik ,...,n−i1). (1.3)
In what follows, we refer to the family of maps ∂˜ = {∂(i1,...,ik) : Xn,• → Xn−k,•+k−1}
as the F∞-differential of the DF∞-module (X, t, r, d, ∂˜). The maps ∂(i1,...,ik) that form
the F∞-differential of a DF∞-module (X, t, r, d, ∂˜) are called the∞-simplicial faces of
this DF∞-module.
Now, we note that if in the definition 1.1 we remove the family of automorphisms
rn : Xn,• → Xn,•, n > 0, and the relations (1.3) then we obtain the definition of a
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cyclic module with ∞-simplicial faces [26] or, more briefly, CF∞-module. Therefore
each DF∞-module (X, t, r, d, ∂˜) always defines the CF∞-module (X, t, d, ∂˜).
Simple examples of DF∞-modules are dihedral modules with simplicial faces. In-
deed, given any dihedral module with simplicial faces (X, t, r, d, ∂i), we can define an
F∞-differential ∂˜ = {∂(i1,...,ik)} by setting ∂(i) = ∂i, i > 0, and ∂(i1,...,ik) = 0, k > 1,
thus obtaining the DF∞-module (X, t, r, d, ∂˜).
Now, we make preparations to introduce the notion of the dihedral homology of a
dihedral module with ∞-simplicial faces.
First, recall that a D∞-differential module [15] (sees also [16]-[23]) or, more briefly,
a D∞-module (X, d
i) is defined as a module X together with a family of module maps
{d i : X → X | i ∈ Z, i > 0} satisfying the relations∑
i+j=k
d id j = 0, k > 0. (1.4)
It is worth noting that a D∞-module (X, d
i) can be equipped with any Z×n-grading,
i.e., X = {Xk1,...,kn}, (k1, . . . , kn) ∈ Z
×n, n > 1, and maps d i : X → X , i > 0, can
have any n-degree (l1(i), . . . , ln(i)) ∈ Z
×n, i.e., d i : Xk1,...,kn → Xk1+l1(i),...,kn+ln(i). For
k = 0, the relations (1.4) have the form d 0d 0 = 0, and hence (X, d 0) is a differential
module. In [15] was established the homotopy invariance of the structure of a D∞-
differential module over any unital commutative ring under homotopy equivalences of
differential modules. Later, it was shown in [27] that the homotopy invariance of the
structure of the module over fields of characteristic zero can be established by using
the Koszul duality theory.
A D∞-module (X, d
i) is said to be stable if, for each x ∈ X , there exists a number
k = k(x) > 0 such that d i(x) = 0, i > k. Any stable D∞-module (X, d
i) determines
the differential d : X → X defined by d = (d 0 + d 1 + . . . + d i + . . .). The map
d : X → X is indeed a differential, because relations (1.4) imply the equality d d = 0.
It is easy to see that if the stable D∞-module (X, d
i) is equipped with a Z×n-grading
X = {Xk1,...,kn}, k1 > 0, . . . , kn > 0, and maps d
i : X → X , i > 0, have n-degree
(l1(i), . . . , ln(i)) satisfying the condition l1(i)+ . . .+ ln(i) = −1, then there is the chain
complex (X, d ) defined by the following formulae:
Xm =
⊕
k1+...+kn=m
Xk1...,kn, d =
∞∑
i=0
d i : Xm → Xm−1, m > 0.
It was shown in [9] that any F∞-module (X, d, ∂˜) determines the sequence of stable
D∞-modules (X, d
i
q), q > 0, equipped with the bigrading X = {Xn,m}, n > 0, m > 0,
and defined by the following formulae:
d 0q = d, d
k
q =
∑
06i1<...<ik6n−q
(−1)i1+...+ik∂(i1,...,ik) : Xn,• → Xn−k,•+k−1, k > 1. (1.5)
Let us recall [26] the construction of the chain bicomplex (C(X), δ1, δ2) that is
defined by the cyclic module with∞-simplicial faces (X, t, d, ∂˜). Given any CF∞-mo-
dule (X, t, d, ∂˜), consider the two D∞-modules (X, d
i
0) and (X, d
i
1) defined by (1.5) for
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q = 0, 1, and the two families of maps
Tn = (−1)
ntn : Xn,• → Xn,•, n > 0,
Nn = 1 + Tn + T
2
n + . . .+ T
n
n : Xn,• → Xn,•, n > 0.
Obviously, the condition tn+1n = 1, n > 0, implies the relations
(1− Tn)Nn = 0, Nn(1− Tn) = 0, n > 0. (1.6)
Moreover, in [26] it was shown that the families of module maps {Tn : Xn,• → Xn,•},
{Nn : Xn,• → Xn,•}, {d
i
0 : X∗,• → X∗−i,•+i−1} and {d
i
1 : X∗,• → X∗−i,•+i−1} are related
by
d i0(1− Tn) = (1− Tn−i)d
i
1, d
i
1Nn = Nn−id
i
0, i > 0, n > 0. (1.7)
For example, for i = 2 and n = 3, we have the following equalities:
d 20 (1− T3) = d
2
0 (1 + t3) = (−∂(0,1) + ∂(0,2) − ∂(0,3) − ∂(1,2) + ∂(1,3) − ∂(2,3))(1 + t3) =
= −∂(0,1) + ∂(0,2) − ∂(0,3) − ∂(1,2) + ∂(1,3) − ∂(2,3) − ∂(0,1)t3 + ∂(0,2)t3 − ∂(0,3)t3−
−∂(1,2)t3 + ∂(1,3)t3 − ∂(2,3)t3 = −∂(0,1) + ∂(0,2) − ∂(0,3) − ∂(1,2) + ∂(1,3)−
−∂(2,3) − (−1)
2−1∂(0,3) + (−1)
2−1∂(1,3) − (−1)
2−1∂(2,3) − t1∂(0,1) + t1∂(0,2) − t1∂(1,2) =
= (1 + t1)(−∂(0,1) + ∂(0,2) − ∂(1,2)) = (1 + t1)d
2
1 = (1− T1)d
2
1 .
d 21N3 = d
2
1 (1 + T3 + T
2
3 + T
3
3 ) =
= d 21 (1− t3 + t
2
3 − t
3
3) = (−∂(0,1) + ∂(0,2) − ∂(1,2))(1− t3 + t
2
3 − t
3
3) =
= (−∂(0,1) + ∂(0,2) − ∂(1,2))− (−∂(0,1) + ∂(0,2) − ∂(1,2))t3 + (−∂(0,1) + ∂(0,2) − ∂(1,2))t
2
3−
−(−∂(0,1) + ∂(0,2) − ∂(1,2))t
3
3 = (−∂(0,1) + ∂(0,2) − ∂(1,2))− (∂(0,3) − ∂(1,3) − t1∂(0,1))+
+(−∂(2,3) − t1∂(0,2) + t1∂(0,3))− (−t1∂(1,2) + t1∂(1,3) − t1∂(2,3)) =
= (1− t1)(−∂(0,1) + ∂(0,2) − ∂(0,3) − ∂(1,2) + ∂(1,3) − ∂(2,3)) = (1− t1)d
2
0 =
= (1 + T1)d
2
0 = N1d
2
0 .
Now, we consider the chain complexes (X, b) and (X, b
′
) corresponding to the
D∞-modules (X, d
i
0) and (X, d
i
1) specified above; here
Xn =
n⊕
k=0
Xk,n−k, b = d 0 =
n∑
i=0
d i0 : Xn → Xn−1,
b
′
= d 1 =
n∑
i=0
d i1 : Xn → Xn−1, n > 0.
Consider also the two families of maps
T n =
n∑
k=0
Tk : Xn → Xn, Nn =
n∑
k=0
Nk : Xn → Xn, n > 0.
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It is seen from (1.6) and (1.7) that
(1− T n)Nn = 0, Nn(1− T n) = 0, n > 0,
b(1 − T n) = (1− T n−1)b
′
, b
′
Nn = Nn−1b, n > 0.
It follows from these relations that any CF∞-module (X, t, d, ∂˜) determines the chain
bicomplex
...
...
...
...
❄ ❄ ❄ ❄
Xn+1 Xn+1 Xn+1 Xn+1 . . .✛ ✛ ✛ ✛
b
b
b
b
−b
′
−b
′
−b
′
−b
′
b
b
b
b
−b
′
−b
′
−b
′
−b
′
❄ ❄ ❄ ❄
Xn Xn Xn Xn . . .
✛ ✛ ✛ ✛
❄ ❄ ❄ ❄
Xn−1 Xn−1 Xn−1 Xn−1 . . .
1−Tn−1
1−Tn
1−Tn+1
Nn−1
Nn
Nn+1
1−Tn−1
1−Tn
1−Tn+1
Nn−1
Nn
Nn+1
...
...
...
...
✛ ✛ ✛ ✛
❄ ❄ ❄ ❄
We denote this chain bicomplex by (C(X), δ1, δ2), where C(X)n,m = Xn, n > 0,
m > 0, δ1 : C(X)n,m → C(X)n−1,m, δ2 : C(X)n,m → C(X)n,m−1, and
δ1 =
{
b, m ≡ 0mod(2),
−b
′
, m ≡ 1mod(2),
δ2 =
{
1− T n, m ≡ 1mod(2),
Nn, m ≡ 0mod(2).
For the chain complex associated with the chain bicomplex (C(X), δ1, δ2), we use the
notation (Tot(C(X)), δ), where δ = δ1 + δ2.
Recall [26] that the cyclic homology HC(X) of a CF∞-module (X, t, d, ∂˜) is de-
fined as the homology of the chain complex (Tot(C(X)), δ) associated with the chain
bicomplex (C(X), δ1, δ2).
Given any DF∞-module (X, t, r, d, ∂˜), consider the specified above D∞-modules
(X, d i0) and (X, d
i
1), and consider the family of maps
Rn = (−1)
n(n+1)/2rn : Xn,• → Xn,•, n > 0.
It is easily verified that the relations tn+1n = r
2
n = 1, rntn = t
−1
n rn, n > 0, implies the
equalities
(1− Tn)(RnTn) = −Rn(1− Tn), NnRn = (RnTn)Nn, n > 0. (1.8)
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For any collection 0 6 i1 < . . . < ik 6 n, the relations (1.3) implies the equality
(−1)i1+...+ik∂(i1,...,ik)Rn = (−1)
(n−ik)+...+(n−i1)Rn−k∂(n−ik ,...,n−i1).
Moreover, for any collection 0 6 i1 < . . . < ik 6 n − 1, by using the relations (1.2)
and (1.3) we obtain the equality
(−1)i1+...+ik∂(i1,...,ik)(RnTn) = (−1)
(n−ik−1)+...+(n−i1−1)(Rn−kTn−k)∂(n−ik−1,...,n−i1−1).
For specified above families {d i0 : X∗,• → X∗−i,•+i−1} and {d
i
1 : X∗,• → X∗−i,•+i−1},
the last two equalities implies the relations
d i0Rn = Rn−id
i
0, d
i
1(RnTn) = (Rn−iTn−i)d
i
1, i > 0, n > 0. (1.9)
Consider the chain complexes (X, b) and (X, b
′
) that corresponds to the D∞-modules
(X, d i0) and (X, d
i
1). Moreover, consider the family of maps
Rn =
n∑
m=0
Rm : Xn → Xn, n > 0.
By using the formulae (1.8) and (1.9) we obtain the following equalities:
(1− T n)(RnT n) = −Rn(1− T n), NnRn = (RnT n)Nn, n > 0,
bRn = Rn−1b, b
′
(RnT n) = (Rn−1T n−1)b
′
, n > 0.

 (1.10)
Since the DF∞-module (X, t, r, d, ∂˜) always defines the CF∞-module (X, t, d, ∂˜), for
the DF∞-module (X, d, t, r, ∂˜), the chain bicomplex (C(X), δ1, δ2) always is defined.
The equalities (1.10) say us that there is a left action of the group Z2 = {1, ϑ | ϑ
2 = 1}
on the chain bicomplex (C(X), δ1, δ2) of any DF∞-module (X, t, r, d, ∂˜). This left
action is defined by means of the automorphism ϑ : C(X)∗,• → C(X)∗,• of the order
two, which at any element x ∈ C(X)n,m is given by the following rule:
ϑ(x) =
{
(−1)kRn(x), m = 2k,
(−1)k+1RnT n(x), m = 2k + 1.
Definition 1.2. We define the dihedral homology HD(X) of a dihedral module
with ∞-simplicial faces (X, t, r, d, ∂˜) as the hyperhomology H(Z2; (C(X), δ1, δ2)) of
the group Z2 with coefficients in (C(X), δ1, δ2) relative to the specified above action
of the group Z2 on the chain bicomplex (C(X), δ1, δ2).
The hyperhomology H(Z2; (C(X), δ1, δ2)) is defined as the homology of the chain
complex that associated with the triple chain complex (P(Z2)⊗K[Z2] C(X), δ1, δ2, δ3),
where K[Z2] is a groups algebra of the group Z2 = {1, ϑ | ϑ
2 = 1}, the chain com-
plex (P(Z2), d) is any projective resolvente of the trivial K[Z2]-module K, and the
differential δ3 is defined by
δ3 = (−1)
n+md⊗ 1 : P(Z2)l ⊗K[Z2] C(X)n,m → P(Z2)l−1 ⊗K[Z2] C(X)n,m.
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If we take as the projective resolvente (P(Z2), d) the standard free resolvente
(S(Z2), d) : K[Z2]
1−ϑ
←− K[Z2]
1+ϑ
←− K[Z2]
1−ϑ
←− K[Z2]
1+ϑ
←− · · · ,
then we obtain that the dihedral homology HD(X) = H(Z2; (C(X), δ1, δ2)) of any
DF∞-module (X, t, r, d, ∂˜) is the homology of the chain complex associated with the
triple chain complex (D(X), δ1, δ2, δ3), where D(X)n,m,l = C(X)n,m = Xn, n > 0,
m > 0, l > 0, the differentials
δ1 : D(X)n,m,l = C(X)n,m → C(X)n,m−1 = D(X)n,m−1,l,
δ2 : D(X)n,m,l = C(X)n,m → C(X)n−1,m = D(X)n−1,m,l
were defined above, and the differential δ3 : D(X)n,m,l → D(X)n,m,l−1 is given by
δ3 =


(−1)n(1 + (−1)lRn), m ≡ 0mod(4),
(−1)n+1(1 + (−1)l+1RnT n), m ≡ 1mod(4),
(−1)n(1 + (−1)l+1Rn), m ≡ 2mod(4),
(−1)n+1(1 + (−1)lRnT n), m ≡ 3mod(4).
The chain complex associated with the triple chain complex (D(X), δ1, δ2, δ3) we de-
note by (Tot(D(X)), δ̂), where δ̂ = δ1 + δ2 + δ3.
Note that if a DF∞-module (X, t, r, d, ∂˜) is a dihedral module with simplicial
faces (X, t, r, d, ∂i), then the triple chain complex (D(X), δ1, δ2, δ3) coincides with
well-known [2] the triple chain complex, which computes the dihedral homology of
the dihedral module with simplicial faces (X, t, r, d, ∂i).
Now, let us describe the convenient method of a computation of the dihedral
homology of dihedral modules with ∞-simplicial faces over fields of characteristic
zero.
Given an arbitrary DF∞-module (X, t, r, d, ∂˜), consider the corresponding chain
complexes (X, b) and (X,−b
′
). It easily follows from the mentioned above relations
b(1 − T n) = (1 − T n−1)b
′
, bRn = Rn−1b, n > 0, that the chain complex (M(X), b),
where
M(X)n = Xn
/(
Im(1− T n) + Im(1−Rn)
)
, n > 0,
is well defined.
The following assertion describes the convenient method of a computation of the
dihedral homology of dihedral modules with ∞-simplicial faces over fields of charac-
teristic zero.
Theorem 1.1. The dihedral homology HD(X) of any DF∞-module (X, t, r, d, ∂˜)
over a field of characteristic zero is isomorphic to the homology of the chain complex
(M(X), b).
Proof. First, given any DF∞-module (X, t, r, d, ∂˜), we note that the specified
above action of the group Z2 on the chain bicomplex (C(X), δ1, δ2) induces the action
of the group Z2 on the chain complex (Tot(C(X)), δ). This action at any element
(x0, . . . , xn) ∈ Tot(C(X))n is given by ϑ(x0, . . . , xn) = (ϑ(x0), . . . , ϑ(xn)), where xi ∈
C(X)i,n−i for 0 6 i 6 n. It is easy see that HD(X) = H(Z2; (Tot(C(X)), δ)). Now,
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given any DF∞-module (X, t, r, d, ∂˜), consider chain complexes (X, b) and (X,−b
′
).
It follows from the relations b(1− T n) = (1− T n−1)b
′
, n > 0, that the chain complex
(L(X), b), where L(X)n = Xn/Im(1 − T n) for n > 0, is well defined. The first and
third equalities in (1.10) imply that on the chain complex (L(X), b) correctly acting
the group Z2 by means of the automorphism ϑ : L(X)• → L(X)• of the order two,
which at any element x ∈ L(X)n, n > 0, is given by ϑ(x) = Rn(x). Now, we consider
the chain bicomplex
(P ′(X), d0, d1) = (S(Z2)⊗K[Z2] Tot(C(X)), d0, d1), d0 = 1⊗ δ,
d1(a⊗ x) = (−1)
md(a)⊗ x, a⊗ x ∈ S(Z2)n ⊗K[Z2] Tot(C(X))m, n > 0, m > 0,
where (S(Z2), d) is the specified above standard free resolvente. Moreover, consider
the chain bicomplex
(P ′′(X), d0, d1) = (S(Z2)⊗K[Z2] L(X), d0, d1), d0 = 1⊗ b,
d1(a⊗ x) = (−1)
md(a)⊗ x, a⊗ x ∈ S(Z2)n ⊗K[Z2] L(X)m, n > 0, m > 0,
where (S(Z2), d) is the same as above. It was shown in [26] that over a field of
characteristic zero the map of differential modules
g : (Tot(C(X)), δ)→ (L(X), b), g(x0, . . . , xn) = [xn] = xn + Im(1− T n),
where (x0, . . . , xn) ∈ Tot(C(X))n, induces the isomorphism of homology modules.
Clearly that the chain map g is an Z2-equivariant map and, consequently, defines the
map of chain bicomplexes
G = 1⊗ g : (P ′(X), d0, d1)→ (P
′′(X), d0, d1).
Now, we consider the spectral sequences {(E ′i, di)}i>0 and {(E
′′
i , di)}i>0 that cor-
responds to the bicomplexes (P ′(X), d0, d1) and (P
′′(X), d0, d1), where (E
′
0, d0) =
(P ′(X), d0) and (E
′′
0 , d0) = (P
′′(X), d0). Since G is a map of chain bicomplexes,
this map induces the map of spectral sequences {Gi : (E
′
i, di) → (E
′′
i , di)}i>0, where
G0 = 1 ⊗ g. The map g over a field characteristic zero induces the isomorphism of
homology modules. Therefore the map G0 = 1 ⊗ g induces the isomorphism of bi-
graded homology modules. It implies that the map G1 : E
′
1 → E
′′
1 is a isomorphism of
bigraded modules. By using the comparison theorem of spectral sequences we obtain
that all maps Gi : E
′
i → E
′′
i , 1 6 i 6∞, are isomorphisms of bigraded modules. Now,
we note that over any field the limit term E ′∞ of the spectral sequence {(E
′
i, di)}i>0
is isomorphic to the homology of the chain complex that associated with the chain
bicomplex (P ′(X), d0, d1). Similarly we have that over any field the limit term E
′′
∞ of
the spectral sequence {(E ′′i , di)}i>0 is isomorphic to the homology of the chain complex
that associated with the chain bicomplex (P ′′(X), d0, d1). It follows that the dihedral
homology HD(X) and the homology of the chain complex that associated with the
chain bicomplex (P ′′(X), d0, d1) are isomorphic. Thus we have the isomorphism
HD(X) = H(Z2; (L(X), b)).
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Let us show that there is the isomorphism H(Z2; (L(X), b)) = H(M(X), b). Since
we have the isomorphism of modules P ′′(X)n.m = S(Z2)n ⊗K[Z2] L(X)m = L(X)m,
n > 0, m > 0, the chain bicomplex (P ′′(X), d0, d1) can be identified with the chain
bicomplex (N(X), d
′
0, d
′
1) that is given by
N(X)n,m = L(X)n, n > 0, m > 0,
d
′
0 = 1 + (−1)
mRn : N(X)n,m → N(X)n,m−1, d
′
1 = b : N(X)n,m → N(X)n−1,m.
Consider the spectral sequence {(Ei, di)} of the chain bicomplex (N(X), d
′
0, d
′
1), where
(E0, d0) = (N(X), d
′
0). Let us calculate (E1)n,m = Hm(N(X)n,•, d
′
0). Clearly, we have
H0(N(X)n,•, d
′
0) = M(X)n. Let us show that Hm(N(X)n,•, d
′
0) = 0 for all m > 1.
Since we have the equality of chain complexes (N(X)n,•, d
′
0) = (N(X)n,•+1,−d
′
0), it
suffices to show that
H1(N(X)n,•, d
′
0) = Ker(1− Rn)/Im(1 +Rn) = 0.
Suppose that an element a ∈ N(X)n,1 satisfies the condition d
′
0(a) = (1−Rn)(a) = 0.
Consider the element c = (1/2)a ∈ N(X)n,2 = L(X)n. Since Rn(a) = a, we have the
equality d
′
0(c) = (1/2)(1+Rn)(a) = a, which means that H1(N(X)n,•, d
′
0) = 0. Thus,
we have (E1)n,0 = M(X)n, n > 0, and (E1)n,m = 0, n > 0, m > 1. It is clear that
the differential d1 : (E1)n,0 → (E1)n−1,0 induced by the differential d
′
1 : N(X)n,0 →
N(X)n−1,0 coincides with the differential b : M(X)n → M(X)n−1. This, together
with the fact that the limit term E∞ = E2 = H(M(X), b) of the spectral sequence
{(Ei, di)} over a field is isomorphic to the homology of the chain complex that asso-
ciated with the chain bicomplex (N(X), d
′
0, d
′
1), implies that there is the isomorphism
H(Z2; (L(X), b)) = H(M(X), b). Thus, HD(X) = H(Z2; (L(X), b)) = H(M(X), b)
and, consequently, we obtain the required isomorphism HD(X) = H(M(X), b). 
Now, we proceed to the notion of a reflexive module with ∞-simplicial faces.
By a reflexive bigraded module (X, r) we mean any bigraded module X together
with a family of module maps r = {rn : Xn,• → Xn,•}, n > 0, satisfying the conditions
r2n = 1Xn,• , n > 0.
In other words, on each graded module Xn,•, n > 0, the group Z2 of order 2 with
generators rn acts on the left.
In what follows, we use the term reflexive differential module for any triple (X, r, d),
where (X, r) is a reflexive bigraded module, (X, d) is a differential module, and the
conditions drn = rnd for all n > 0 holds.
Now, let us recall that a reflexive module with simplicial faces [2] is defined as
a reflexive differential module (X, r, d) together with a family of module maps ∂i :
Xn,• → Xn−1,•, 0 6 i 6 n, with respect to which the triple (X, d, ∂i) is a differential
module with simplicial faces and, moreover, the relations
∂irn = rn−1∂n−i, 0 6 i 6 n,
for each n > 0 are true.
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It is easy to see that if in the definition of a dihedral module with simplicial faces
we remove the family of automorphisms tn : Xn,• → Xn,•, n > 0, and the relations
∂itn = tn−1∂i−1, 0 < i 6 n, ∂0tn = ∂n, n > 0, then we obtain the definition of a
reflexive module with simplicial faces.
Definition 1.3. A reflexive module with ∞-simplicial faces or, more briefly, a
RF∞-module, is any quadruple (X, r, d, ∂˜), where (X, r, d) is a reflexive differential
module and (X, d, ∂˜) is a differential module with ∞-simplicial faces related by the
relations (1.3).
In what follows, we refer to the family of maps ∂˜ = {∂(i1,...,ik) : Xn,• → Xn−k,•+k−1}
as the F∞-differential of the RF∞-module (X, r, d, ∂˜). The maps ∂(i1,...,ik) that form
the F∞-differential of a RF∞-module (X, r, d, ∂˜) are called the ∞-simplicial faces of
this RF∞-module.
It is obvious that if in the definition 1.1 we remove the family of automorphisms
tn : Xn,• → Xn,•, n > 0, and the relations (1.2) then we obtain the definition 1.3.
Therefore each DF∞-module (X, t, r, d, ∂˜) always defines the RF∞-module (X, r, d, ∂˜).
Simple examples of RF∞-modules are reflexive modules with simplicial faces. In-
deed, given any reflexive module with simplicial faces (X, r, d, ∂i), we can define an
F∞-differential ∂˜ = {∂(i1,...,ik)} by setting ∂(i) = ∂i, i > 0, and ∂(i1,...,ik) = 0, k > 1,
thus obtaining the RF∞-module (X, r, d, ∂˜).
Given any reflexive module with ∞-simplicial faces (X, r, d, ∂˜), consider the spec-
ified above D∞-module (X, d
i
0) and the family of maps
Rn = (−1)
n(n+1)/2rn : Xn,• → Xn,•, n > 0.
In the same way as it was made in the case of DF∞-modules we obtain the relations
d i0Rn = Rn−id
i
0, i > 0, n > 0. Consider the chain complex (X, b), which corresponds
to the D∞-module (X, d
i
0), and the family of maps
Rn = (R0 +R1 + . . .+Rn) : Xn → Xn, n > 0.
By using d i0Rn = Rn−id
i
0, i > 0, n > 0, we obtain the relations bRn = Rn−1b, n > 0.
This relations say us that there is a left action of the group Z2 = {1, ϑ | ϑ
2 = 1} on
the chain complex (X, b) of any RF∞-module (X, r, d, ∂˜). This left action is defined
by means of the automorphism ϑ : X → X of the order two, which at any element
x ∈ Xn is given by ϑ(x) = Rn(x).
Definition 1.4. We define the reflexive homology HR(X) of a reflexive module
with ∞-simplicial faces (X, r, d, ∂˜) as the hyperhomology H(Z2; (X, b)) of the group
Z2 with coefficients in (X, b) relative to the specified above action of the group Z2 on
the chain complex (X, b).
It is easy to see that if calculate the hyperhomology H(Z2; (X, b)) by using the
specified above standard free resolvente (S(Z2), d), then we obtain that the reflexive
homology HR(X) = H(Z2; (X, b)) of any RF∞-module (X, r, d, ∂˜) is the homology of
the chain complex associated with the chain bicomplex (R(X), b, D) that is defined
by
R(X)n,m = Xn, n > 0, m > 0,
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D = (−1)n(1 + (−1)mRn) : R(X)n,m → R(X)n,m−1,
b : R(X)n,m = Xn → Xn−1 = R(X)n−1,m.
The chain complex associated with the chain bicomplex (R(X), b, D) we denote by
(Tot(R(X)), D̂), where D̂ = b+D.
Note that if a RF∞-module (X, r, d, ∂˜) is a reflexive module with simplicial faces
(X, r, d, ∂i), then the chain bicomplex (R(X), b, D) coincides with well-known [2] the
chain bicomplex, which computes the reflexive homology of the reflexive differential
module with simplicial faces (X, r, d, ∂i).
Consider the above chain complex (X, b) that is determined by any RF∞-module
(X, r, d, ∂˜). It follows from the mentioned above relations bRn = Rn−1b, n > 0, that
chain complex (N(X), b), where
N(X)n = Xn
/
Im(1−Rn), n > 0,
is well defined.
The following assertion describes the convenient method of a computation of the
reflexive homology of reflexive modules with ∞-simplicial faces over fields of charac-
teristic zero. This assertion proved similarly to the theorem 1.1.
Theorem 1.2. The reflexive homology HR(X) of any RF∞-module (X, r, d, ∂˜)
over a field of characteristic zero is isomorphic to the homology of the chain complex
(N(X), b). 
§ 2. Dihedral and reflexive homology of involutive A∞-algebras
First, following [28] (see also [29]), we recall that an A∞-algebra (A, d, πn) is any
differential module (A, d) with A = {An}, n ∈ Z, n > 0, d : A• → A•−1, equipped
with a family of maps {πn : (A
⊗(n+2))• → A•+n}, n > 0, satisfying the following
relations for any integer n > 1:
d(πn−1) =
n−1∑
m=1
m+1∑
t=1
(−1)t(n−m)+n+1πm−1(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m−1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
), (2.1)
where d(πn−1) = dπn−1 + (−1)
nπn−1d. For example, at n = 1, 2, 3 the relations (2.1)
take the forms
d(π0) = 0, d(π1) = π0(π0 ⊗ 1)− π0(1⊗ π0),
d(π2) = π0(π1 ⊗ 1 + 1⊗ π1)− π1(π0 ⊗ 1⊗ 1− 1⊗ π0 ⊗ 1 + 1⊗ 1⊗ π0).
Now, we recall the notion of an involutive A∞-algebra [5], which generalizes the
notion of a differential associative algebra with a involution. An involutive A∞-algeb-
ra (A, d, πn, ∗) is defined as an A∞-algebra (A, d, πn) together with the automorphism
of graded modules ∗ : A• → A• (the notation ∗(a) = a
∗ for a ∈ A), which at any
elements a ∈ A and a0, a1, . . . , an, an+1 ∈ A satisfies the conditions
a∗∗ = a, d(a∗) = d(a)∗,
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πn(a0 ⊗ a1 ⊗ . . .⊗ an ⊗ an+1)
∗ = (−1)επn(a
∗
n+1 ⊗ a
∗
n ⊗ . . .⊗ a
∗
1 ⊗ a
∗
0), (2.2)
ε =
n(n + 1)
2
+
∑
06i<j6n+1
|ai||aj|, n > 0,
where |a| = q means that a ∈ Aq.
Given any involutive A∞-algebra (A, d, πn, ∗), consider the dihedral differential
module (̺M(A), t, r, d), where ̺ = ±1, defined by
̺M(A) = {̺M(A)n,m},
̺M(A)n,m = (A
⊗(n+1))m, n > 0, m > 0,
tn(a0 ⊗ . . .⊗ an) = (−1)
|an|(|a0|+...+|an−1|)an ⊗ a0 ⊗ a1 ⊗ . . .⊗ an−1,
rn(a0 ⊗ . . .⊗ an) = ̺(−1)
∑
0<i<j6n |ai||aj |a∗0 ⊗ a
∗
n ⊗ a
∗
n−1 . . .⊗ a
∗
1,
d(a0 ⊗ . . .⊗ an) =
n∑
i=0
(−1)|a0|+...+|ai−1|a0 ⊗ . . .⊗ ai−1 ⊗ d(ai)⊗ ai+1 ⊗ . . .⊗ an.
It is easy to verify that maps tn and rn satisfy the conditions t
n+1
n = 1, r
2
n = 1, tnrn =
rnt
−1
n for all n > 0. Therefore, (
̺M(A), t, r, d) is indeed a dihedral differential module.
Now, consider the family of maps ∂˜ = {∂(i1,...,ik) :
̺M(A)n,p →
̺M(A)n−k,p+k−1},
0 6 i1 < . . . < ik 6 n, n > 0, p > 0, defined by
∂(i1,...,ik) =
=


(−1)k(p−1)1⊗j ⊗ πk−1 ⊗ 1
⊗(n−k−j) , if 0 6 j 6 n− k
and (i1, . . . , ik) = (j, j + 1, . . . , j + k − 1);
(−1)q(k−1)∂(0,1,...,k−1)t
q
n , if 1 6 q 6 k
and (i1, . . . , ik) = (0, 1, . . . , k − q − 1, n− q + 1, n− q + 2, . . . , n);
0, otherwise.
(2.3)
Theorem 2.1. For any involutive A∞-algebra (A, d, πn, ∗), the specified above
five-tuple (̺M(A), t, r, d, ∂˜) is a dihedral module with ∞-simplicial faces.
Proof. In [26] it was shown that the quadruple (̺M(A), t, d, ∂˜) is a cyclic differ-
ential module with ∞-simplicial faces. Therefore, it is remains only to check that the
maps ∂(i1,...,ik) ∈ ∂˜ defined by (2.3) satisfy the relations (1.3). Consider several cases.
1). Suppose that (i1, . . . , ik) = (j, j+1, . . . , j+k−1), where 1 6 j 6 n−k. In this
case, on the one hand, we have at any element a0 ⊗ . . .⊗ an ∈ (A
n+1)p the equalities
∂(j,j+1,...,j+k−1)rn(a0 ⊗ . . .⊗ an) = ̺(−1)
α∂(j,j+1,...,j+k−1)(a
∗
0 ⊗ a
∗
n ⊗ . . .⊗ a
∗
1) =
= ̺(−1)α+k(p−1)(1⊗j ⊗ πk−1 ⊗ 1
⊗(n−k−j))(a∗0 ⊗ a
∗
n ⊗ . . .⊗ a
∗
1) =
= ̺(−1)α+k(p−1)+βa∗0 ⊗ a
∗
n ⊗ . . .⊗ a
∗
n−j+2⊗
⊗ πk−1(a
∗
n−j+1 ⊗ . . .⊗ a
∗
n−j−k+1)⊗ a
∗
n−j−k ⊗ . . .⊗ a
∗
1,
where
α =
∑
0<i<j6n
|ai||aj|, β = (k − 1)(|a0|+ |an|+ . . .+ |an−j+2|).
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On the other hand, we have the equalities
(−1)k(k−1)/2rn−k∂(n−j−k+1,n−j−k+2,...,n−j)(a0 ⊗ . . .⊗ an) =
= (−1)(k(k−1)/2)+k(p−1)rn−k(1
⊗(n−j−k+1) ⊗ πk−1 ⊗ 1
⊗(j−1))(a0 ⊗ . . .⊗ an) =
= (−1)(k(k−1)/2)+k(p−1)+γrn−k(a0 ⊗ . . .⊗ an−j−k ⊗ πk−1(an−j−k+1 ⊗ . . .⊗ an−j+1)⊗
⊗ an−j+2 ⊗ . . .⊗ an) =
= ̺(−1)(k(k−1)/2)+k(p−1)+γ+δa∗0 ⊗ a
∗
n ⊗ . . .⊗ a
∗
n−j+2⊗
⊗ πk−1(an−j−k+1 ⊗ . . .⊗ an−j+1)
∗ ⊗ a∗n−j−k ⊗ . . .⊗ a
∗
1 =
= ̺(−1)(k(k−1)/2)+k(p−1)+γ+δ+µa∗0 ⊗ a
∗
n ⊗ . . .⊗ a
∗
n−j+2⊗
⊗ πk−1(a
∗
n−j+1 ⊗ . . .⊗ a
∗
n−j−k+1)⊗ a
∗
n−j−k ⊗ . . .⊗ a
∗
1,
where
γ = (k − 1)(|a0|+ |a1|+ . . .+ |an−j−k|),
δ =
∑
0<i<j6n
|ai||aj| −
∑
n−j−k+16s<t6n−j+1
|as||at|+
+ (k − 1)(|a1|+ . . .+ |an−j−k|+ |an−j+2|+ . . .+ |an|),
µ =
k(k − 1)
2
+
∑
n−j−k+16s<t6n−j+1
|as||at|.
Since α + β ≡ (k(k − 1)/2) + γ + δ + µmod(2), we obtain we obtain the required
relation
∂(j,j+1,...,j+k−1)rn = (−1)
k(k−1)/2rn−k∂(n−j−k+1,n−j−k+2,...,n−j).
2). Suppose that (i1, . . . , ik) = (0, 1, . . . , k − 1). In this case, on the one hand, we
have at any element a0 ⊗ . . .⊗ an ∈ (A
n+1)p the equalities
∂(0,1,...,k−1)rn(a0 ⊗ . . .⊗ an) = ̺(−1)
α∂(0,1,...,k−1)(a
∗
0 ⊗ a
∗
n ⊗ . . .⊗ a
∗
1) =
= ̺(−1)α+k(p−1)(πk−1 ⊗ 1
⊗(n−k))(a∗0 ⊗ a
∗
n ⊗ . . .⊗ a
∗
1) =
̺(−1)α+k(p−1)πk−1(a
∗
0 ⊗ a
∗
n ⊗ . . .⊗ a
∗
n−k+1)⊗ a
∗
n−k ⊗ . . .⊗ a
∗
1,
where α is the same as in 1). On the other hand, since the second equality in (2.3) at
q = k becomes the equalities ∂(n−k+1,n−k+2,...,n) = ∂(0,1,...,k−1)t
k
n, we have the equality
(−1)k(k−1)/2rn−k∂(n−k+1,n−k+2,...,n)(a0 ⊗ . . .⊗ an) =
= (−1)k(k−1)/2rn−k∂(0,1,...,k−1)t
k
n(a0 ⊗ . . .⊗ an) =
= (−1)(k(k−1)/2)+νrn−k∂(0,1,...,k−1)(an−k+1 ⊗ . . .⊗ an ⊗ a0 ⊗ . . .⊗ an−k) =
= (−1)(k(k−1)/2)+ν+k(p−1)rn−k(πk−1 ⊗ 1
⊗(n−k))(an−k+1 ⊗ . . .⊗ an ⊗ a0 ⊗ . . .⊗ an−k) =
= (−1)(k(k−1)/2)+ν+k(p−1)rn−k(πk−1(an−k+1 ⊗ . . .⊗ an ⊗ a0)⊗ a1 ⊗ . . .⊗ an−k) =
= ̺(−1)(k(k−1)/2)+ν+k(p−1)+ϑπk−1(an−k+1 ⊗ . . .⊗ an ⊗ a0)
∗ ⊗ a∗n−k ⊗ . . .⊗ a
∗
1 =
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= ̺(−1)(k(k−1)/2)+ν+k(p−1)+ϑ+λπk−1(a
∗
0 ⊗ a
∗
n ⊗ a
∗
n−k+1)⊗ a
∗
n−k ⊗ . . .⊗ a
∗
1,
where
ν = (|an−k+1|+ . . .+ |an|)(|a0|+ . . .+ |an−k|), ϑ =
∑
0<i<j6n−k
|ai||aj|,
λ =
k(k − 1)
2
+
∑
n−k+16i<j6n
|ai||aj|+ (|an−k+1|+ . . .+ |an|)|a0|.
Since (k(k − 1)/2) + ν + ϑ+ λ ≡ αmod(2), we obtain the required relation
∂(0,1,...,k−1)rn = (−1)
k(k−1)/2rn−k∂(n−k+1,n−k+2,...,n).
3). Suppose that (i1, . . . , ik) = (0, 1, . . . , k − q − 1, n − q + 1, n − q + 2, . . . , n),
where 1 6 q 6 k. The second equality in (2.3) follows that
∂(0,1,...,k−q−1,n−q+1,n−q+2,...,n) = (−1)
q(k−1)∂(0,1,...,k−1)t
q
n.
By using tqnrn = rnt
−q
n = rnt
n+1−q
n = rnt
n−k+1
n t
k−q
n , we have
∂(0,1,...,k−q−1,n−q+1,n−q+2,...,n)rn = (−1)
q(k−1)∂(0,1,...,k−1)t
q
nrn =
= (−1)q(k−1)∂(0,1,...,k−1)rnt
n−k+1
n t
k−q
n =
= (−1)q(k−1)+(k(k−1)/2)rn−k∂(n−k+1,...,n)t
n−k+1
n t
k−q
n =
= (−1)q(k−1)+(k(k−1)/2)rn−kt
n−k+1
n−k ∂(0,1,...,k−1)t
k−q
n =
= (−1)q(k−1)+(k(k−1)/2)rn−k∂(0,1,...,k−1)t
k−q
n .
The second equality in (2.3) follows that
∂(0,1,...,k−1)t
k−q
n = (−1)
(k−q)(k−1)∂(0,1,...,q−1,n−k+q+1,...,n).
Since q(k − 1) + (k(k − 1)/2) + (k − q)(k − 1) ≡ (k(k − 1)/2)mod(2), we obtain the
required relation
∂(0,1,...,k−q−1,n−q+1,n−q+2,...,n)rn = (−1)
k(k−1)/2rn−k∂(0,1,...,q−1,n−k+q+1,...,n).
Thus, all maps ∂(i1,...,ik) ∈ ∂˜ satisfy the conditions (1.3) and, consequently, the five-
tuple (̺M(A), t, r, d, ∂˜) is a DF∞-module. 
Note that if an involutive A∞-algebra (A, d, πn, ∗) is a differential involutive asso-
ciative algebra (A, d, π, ∗), where π = π0 and πn = 0, n > 0, then the DF∞-module
(̺M(A), t, r, d, ∂˜) coincides with the well-known [2] dihedral module with simplicial
faces that defined by a differential involutive associative algebra (A, d, π, ∗).
Definition 2.1. We define the dihedral homology ̺HD(A) of an arbitrary invo-
lutive A∞-algebra (A, d, πn, ∗) as the dihedral homology HD(
̺M(A)) of the DF∞-
module (̺M(A), t, r, d, ∂˜).
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Thus, the dihedral homology ̺HD(A) of an involutive A∞-algebra (A, d, πn, ∗) is
the homology of the chain complex (Tot(D(̺M(A))), δ̂) associated with the triple
chain complex (D(̺M(A)), δ1, δ2, δ3).
Note that if an involutive A∞-algebra (A, d, πn, ∗) is a differential involutive as-
sociative algebra (A, d, π, ∗), where π = π0 and πn = 0, n > 0, then the triple chain
complex (D(̺M(A)), δ1, δ2, δ3) coincides with the well-known [2] triple chain complex
that computes the dihedral homology of a differential involutive associative algebra
(A, d, π, ∗).
If apply the theorem 1.1 to the DF∞-module (
̺M(A), t, r, d, ∂˜), then we obtain
the following assertion.
Corollary 2.1. The dihedral homology ̺HD(A) of any involutive A∞-algebra
(A, d, πn, ∗) over a field of characteristic zero is isomorphic to the homology of the
chain complex (M(̺M(A)), b). 
Note that the chain complex (M(̺M(A)), b) was defined in [5] without employing
dihedral modules with ∞-simplicial faces. In [5], where the ground ring is a field of
characteristic zero, the homology of this chain complex was referred to as the dihedral
homology of the involutive A∞-algebra (A, d, πn, ∗). Thus, the corollary 2.1 implies
that, over fields of characteristic zero, the definition 2.1 of the dihedral homology of
an involutive A∞-algebra is equivalent to that given in [5].
As it was said above, an arbitrary DF∞-module always can be considered as a
RF∞-module. Therefore, the DF∞-module (
̺M(A), t, r, d, ∂˜) that defined by any in-
volutive A∞-algebra (A, d, πn, ∗) always determines the RF∞-module (
̺M(A), r, d, ∂˜).
Note that if an involutive A∞-algebra (A, d, πn, ∗) is a differential involutive asso-
ciative algebra (A, d, π, ∗), where π = π0 and πn = 0, n > 0, then the RF∞-module
(̺M(A), r, d, ∂˜) coincides with the well-known [2] reflexive module with simplicial
faces that defined by a differential involutive associative algebra (A, d, π, ∗).
Definition 2.1. We define the reflexive homology ̺HR(A) of an arbitrary involu-
tive A∞-algebra (A, d, πn, ∗) as the reflexive homologyHR(M(A)) of theRF∞-module
(̺M(A), r, d, ∂˜).
Thus, the reflexive homology ̺HR(A) of an involutive A∞-algebra (A, d, πn, ∗) is
the homology of the chain complex (Tot(R(̺M(A))), D̂) associated with the chain
bicomplex (R(̺M(A)), b, D).
Note that if an involutive A∞-algebra (A, d, πn, ∗) is a differential involutive asso-
ciative algebra (A, d, π, ∗), where π = π0 and πn = 0, n > 0, then the chain bicomplex
(R(̺M(A)), b, D) coincides with the well-known [2] chain bicomplex that computes
the reflexive homology of a differential involutive associative algebra (A, d, π, ∗).
If apply the theorem 1.2 to the RF∞-module (
̺M(A), r, d, ∂˜), then we obtain the
following assertion.
Corollary 2.2. The reflexive homology ̺HR(A) of any involutive A∞-algebra
(A, d, πn, ∗) over a field of characteristic zero is isomorphic to the homology of the
chain complex (N(̺M(A)), b). 
§ 3. An exact sequence for the dihedral and the reflexive
homology of involutive homotopy unital A∞-algebras
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To introduce the notion of an involutive homotopy unital A∞-algebra, we need
definitions and constructions related to the notions of a (nonsymmetric) operad and
an algebra over an operad in the category of differential modules (see, e.g., [27]).
A differential family or, more briefly, a family, E = {E(j)}j>0 is any family of
differential modules (E(j), d), j > 0. A morphism of families f : E ′ → E ′′ is any
family of maps α = {α(j) : (E ′(j), d) → (E ′′(j), d)}j>0 of differential modules. For
any families E ′ and E ′′, the family E ′ × E ′′ is defined by
(E ′ × E ′′)(j) =
⊕
j1+···+jk=j
E ′(k)⊗ E ′′(j1)⊗ · · · ⊗ E
′′(jk), j > 0.
Clearly, the ×-product of families thus defined is associative i.e., given any families
E , E ′ and E ′′, there is an isomorphism of families E × (E ′ × E ′′) ≈ (E × E ′)× E ′′.
A (nonsymmetric) operad (E , γ) is any family E together with a morphism of
families γ : E × E → E satisfying the condition γ(γ × 1) = γ(1× γ). Moreover, there
exists an element 1 ∈ E(1)0 such that γ(1 ⊗ ej) = ej for each ej ∈ E(j), j > 0, and
γ(ej ⊗ 1⊗ . . .⊗ 1) = ej for each ej ∈ E(j), j > 1. In what follows, we write elements
of the form γ(ek ⊗ ej1 ⊗ . . .⊗ ejk) as ek(ej1 ⊗ . . .⊗ ejk).
A morphism of operads f : E ′, γ)→ (E ′′, γ) is a morphism of families f : E ′ → E ′′
satisfying the condition fγ = γ(f × f).
A canonical example of an operad is the operad (EX , γ) defined by
(EX(j), d) = (Hom(X
⊗j;X), d), γ(fk ⊗ fj1 ⊗ . . .⊗ fjk) = fk(fj1 ⊗ . . .⊗ fjk)
for any differential module (X, d).
An algebra over on operad (E , γ) or, more briefly, an E-algebra (X, d, α) is defined
as a differential module (X, d) together with a fixed morphism of operads α : E → EX .
An important example of an operad is the Stasheff operad (A∞, γ). As a graded
operad this is the free operad with generators πn ∈ A∞(n + 2)n, n > 0; at each
generator πn−1, n > 1, the differential is defined by (2.1).
It is easy to see that, given a differential module (A, d), where A = {An}, n > 0,
d : A• → A•−1, defining the structure of an algebra (A, d, α) over the operad (A∞, γ)
on the differential module (A, d) is equivalent to specifying a family of maps
{πn = α(πn) : (A
⊗(n+2))• → A•+n}, n > 0,
for which the relations (2.1) hold, i.e., to endowing (A, d) with the structure of the
A∞-algebra (A, d, πn).
Now, following [24] (see also [13]), we recall the notion of a homotopy unital A∞-
algebra. Consider the operad (Asu∞ <u, h>, γ) introduced in [24]. As a graded operad,
(Asu∞ <u, h>, γ) has the generators
πn ∈ (A
su
∞ <u, h>)(n+ 2)n, n > 0, 1
su ∈ (Asu∞ <u, h>)(0)0,
u ∈ (Asu∞ <u, h>)(0)0, h ∈ (A
su
∞ <u, h>)(0)1,
which satisfy the relations
π0(1
su ⊗ 1) = 1, π0(1⊗ 1
su) = 1, πn(1
⊗k ⊗ 1su ⊗ 1⊗(n−k+1)) = 0, n > 0, (3.1)
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where 0 6 k 6 n+1; the differential is defined at the generators by the formulae (2.1)
and
d(1su) = 0, d(u) = 0, d(h) = u− 1su. (3.2)
The operad (Asu∞ <u, h>, γ) contains the suboperad (A
hu
∞ , γ) with generators
τ 00 = u ∈ (A
su
∞ <u, h>)(0)0, τ
∅
n = πn−1 ∈ (A
su
∞ <u, h>)(n+ 1)n−1, n > 1,
τ jq,...,j1n =
= πn−1(
j2︷ ︸︸ ︷
1⊗n1︸︷︷︸
j1
⊗h⊗ 1⊗n2 ⊗h⊗ 1⊗n3 . . .⊗ 1nk ⊗ h⊗ 1⊗nk+1 ⊗ . . .⊗ 1⊗nq
︸ ︷︷ ︸
jq
⊗h⊗ 1⊗nq+1) ∈
∈ (Asu∞ <u, h>)(n− q + 1)n+q−1, n > 1, q > 1, n > jq > . . . > j1 > 0, ns > 0,
1 6 s 6 q+1, n1+ . . .+nq+1 = n− q+1, jk = n1+ . . .+nk+ k− 1, 1 6 k 6 q.
It is worth mentioning for clarity that each jk, 1 6 k 6 q, is equal to the number
of all tensor factors on the left of the kth occurrence of h, counting from the beginning
of the tensor stack to the right. For example, according to this rule, we have
τ 3,14 = π3(1⊗ h⊗ 1⊗ h⊗ 1), τ
3,2
3 = π2(1⊗ 1⊗ h⊗ h),
τ 5,1,05 = π4(h⊗ h⊗ 1⊗ 1⊗ 1⊗ h).
Note that, in [24], an element τ
jq ,...,j1
n is denoted by mn1,n2,...,nq+1, where the numbers
n1, . . . , nq+1 are the same as in the above expression for τ
jq ,...,j1
n . At the generators
τ
jq ,...,j1
n , n > 0, q > 0, n + q > 1, where τ
jq ,...,j1
n = τ∅n = πn−1 for q = 0 and n > 1,
the differential is completely determined by the formulae (2.1), (3.2) and the relations
(3.1).
Algebras (A, d, α) over the operad (Ahu∞ , γ), i.e., A
hu
∞ -algebras, are called homotopy
unital A∞-algebras.
It is easy to see that defining the structure of an Ahu∞ -algebra (A, d, α) on a differ-
ential module (A, d), where A = {An}, n ∈ Z, n > 0, d : A• → A•−1, is equivalent to
specifying a family of maps
{α(τ jq,...,j1n ) : (A
⊗(n−q+1))• → A•+n+q−1 | n ∈ Z, n > 0, q > 0, n+ q > 1},
n− q + 1 > 0, jq, . . . , j1 ∈ Z, n > jq > . . . > j1 > 0,
which satisfy the relations
d(α(τ jq,...,j1n )) = α(d(τ
jq,...,j1
n )), (3.3)
where d(α(τ
jq,...,j1
n )) = dα(τ
jq,...,j1
n ) + (−1)n+qα(τ
jq,...,j1
n )d. In what follows, we denote
the map α(τ
jq,...,j1
n ) by τ
jq,...,j1
n . For example, by (3.3) we have the following relations:
d(τ 02 ) = τ
0
1π0 + π0(τ
0
1 ⊗ 1)− π1(τ
0
0 ⊗ 1⊗ 1),
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d(τ 2,02 ) = −τ
1
1 τ
0
1 − τ
0
1 τ
1
1 − τ
2
2 (τ
0
0 ⊗ 1) + τ
0
2 (1⊗ τ
0
0 ),
d(τ 33 ) = τ
∅
1 (1⊗ τ
2
2 )− τ
∅
2 (1⊗ 1⊗ τ
1
1 )− τ
1
1 τ
∅
2 − τ
2
2 (τ
∅
1 ⊗ 1)+
+ τ 22 (1⊗ τ
∅
1 ) + τ
∅
3 (1⊗ 1⊗ 1⊗ τ
0
0 ).
Note that, for q = 0, the relations (3.3) in which the maps α(τ∅n ), n > 1,
are denoted by πn−1 transforms into the relations (2.1). Thus, each A
hu
∞ -algebra
(A, d, τ
jq,...,j1
n ) is an A∞-algebra (A, d, πn). In what follows, we write A
hu
∞ -algebras
(A, d, τ
jq,...,j1
n ) in the form (A, d, πn, τ
jq,...,j1
n ), where πn = τ
∅
n+1, n > 0.
Note also that, by virtue of (3.2) and (3.3), we have
d(τ 00 ) = 0, d(τ
0
1 ) = π0(τ
0
0 ⊗ 1)− 1, d(τ
1
1 ) = π0(1⊗ τ
0
0 )− 1,
for any Ahu∞ -algebra (A, d, πn, τ
jq,...,j1
n ); thus, the map τ 00 : K → A or, to be more
precise, the element τ 00 (1) ∈ A0 is up to homotopy the unit of the differential homotopy
associative algebra (A, d, π0). Moreover, it was shown in [26] that in an explicit form
the relations (3.3), for q = 1 and jq = j1 = n > 2, are written as the following
equalities:
d(τnn ) =
n−1∑
m=1
m−1∑
t=0
(−1)t(n−m)+nτmm (1⊗ . . .⊗ 1︸ ︷︷ ︸
t
⊗ πn−m−1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t−1
) +
+
n∑
m=1
(−1)mn+1πm−1(1⊗ . . .⊗ 1⊗ τ
n−m
n−m ). (3.4)
Now we introduce the notion of an involutive homotopy unital A∞-algebra, which
generalizes the notion of a differential unital associative algebra with a involution.
Definition 3.1. We define the involutive homotopy unital A∞-algebra, briefly,
the involutive Ahu∞ -algebra (A, d, πn, τ
jq,...,j1
n , ∗) as any five-tuple (A, d, πn, τ
jq,...,j1
n , ∗)
that satisfy the following conditions:
1). (A, d, πn, ∗) is an involutive A∞-algebra;
2). (A, d, πn, τ
jq,...,j1
n ) is a homotopy unital A∞-algebra;
3). For any elements a0, . . . , an−q ∈ A, n > 1, q > 1, there are the relations
τ jq,...,j1n (a0 ⊗ a1 ⊗ . . .⊗ an−q−1 ⊗ an−q)
∗ =
= (−1)ετn−j1,...,n−jqn (a
∗
n−q ⊗ a
∗
n−q−1 ⊗ . . .⊗ a
∗
1 ⊗ a
∗
0),
n > jq > . . . > j1 > 0, ε =
n(n− 1)
2
+
q(q − 1)
2
+
∑
06i<j6n−q
|ai||aj|,
where |a| = q means that a ∈ Aq.
Given an Ahu∞ -algebra (A, d, πn, τ
jq,...,j1
n , ∗) consider the family of maps
sk−1 : (A⊗(n+1))p → (A
⊗(n−k+2))p+k, n > 0, p > 0, 0 6 k 6 n+ 1,
defined by the following formulae:
sk−1 = (−1)ε 1⊗ . . .⊗ 1︸ ︷︷ ︸
n−k+1
⊗ τkk , (3.5)
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ε = (k − 1)p+ (n− k + 1)k +
k(k − 1)
2
+ n + 1.
Consider also the DF∞-module (
̺M(A), t, r, d, ∂˜) corresponding to this Ahu∞ -algebra.
As mentioned above, this DF∞-module determines the D∞-module (
̺M(A), d i1) ac-
cording to (1.4) with q = 1. In [26], it was shown that, given any integer k > 0, the
families of maps
{d i1 :
̺M(A)∗,• →
̺M(A)∗−i,•+i−1} and {s
i−1 : ̺M(A)∗,• →
̺M(A)∗−i+1,•+i}
are related by ∑
i+j=k
d i1s
j−1 + sj−1d i1 =
{
1 ̺M(A), k = 1,
0, k 6= 1.
(3.6)
Given a stable D∞-module (
̺M(A), d i1), consider the corresponding chain complex
(̺M(A), b
′
), where b
′
= (d 01 + d
1
1 + . . .+ d
i
1 + . . .) :
̺M(A)• →
̺M(A)•−1. It follows
from (3.6) that the map
s = (s−1 + s0 + s1 + . . .+ si + . . . ) : ̺M(A)• →
̺M(A)•+1
satisfies the condition b
′
s+sb
′
= 1̺M(A) , which means that s is a contracting homotopy
for the chain complex (̺M(A), b
′
).
Given an arbitrary involutive Ahu∞ -algebra (A, d, πn, τ
jq,...,j1
n , ∗), the relations (1.9)
follows that there is a left action of the group Z2 = {1, ϑ | ϑ
2 = 1} on the chain complex
(̺M(A), b
′
). This left action is defined by means of the module automorphism ϑ :
̺M(A) → ̺M(A) of the order two, which at any element x ∈ ̺M(A)n is given by
ϑ(x) = RnT n(x).
Consider the chain bicomplex (Q(̺M(A)),−b
′
, D′) defined by
Q(̺M(A))n,m = ̺M(A)n, n > 0, m > 0,
D′ = (−1)n+1(1 + (−1)m+1RnT n) : D
′ : Q(̺M(A))n,m → Q(̺M(A))n,m−1,
−b
′
: Q(̺M(A))n,m = ̺M(A)n →
̺M(A)n−1 = Q(
̺M(A))n−1,m.
For the chain complex associated with the chain complex (Q(̺M(A)),−b
′
, D′), we use
the notation (Tot(Q(̺M(A))), D̂′), where D̂′ = −b +D′. If we consider the spectral
sequence of the chain bicomplex (Q(̺M(A)),−b
′
, D′) and use the the contractibility
of the chain complex (̺M(A), b
′
), then we obtain Hn(Tot(Q(̺M(A))), D̂
′) = 0 for all
n > 0.
In what follows, by the dihedral homology ̺HD(A) of any involutive Ahu∞ -algebra
(A, d, πn, τ
jq,...,j1
n , ∗) we mean the dihedral homology ̺HD(A) of the corresponding in-
volutive A∞-algebra (A, d, πn, ∗). Similarly, by the reflexive homology
̺HR(A) of any
involutive Ahu∞ -algebra (A, d, πn, τ
jq,...,j1
n , ∗) we mean the reflexive homology ̺HR(A)
of the corresponding A∞-algebra (A, d, πn, ∗).
Now, using the acyclicity of the chain complex (Tot(Q(̺M(A))), D̂′), we find a
relationship between the dihedral and the reflexive homology of involutive homotopy
unital A∞-algebras.
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Theorem 3.1. For any involutive Ahu∞ -algebra (A, d, πn, τ
jq,...,j1
n , ∗), there is the
long exact sequence
· · ·
δ∗−→ ̺HRn(A)
i∗−→ ̺HDn(A)
p∗
−→−̺HDn−2(A)
δ∗−→ ̺HRn−1(A)
i∗−→ · · · , (3.7)
where maps i∗ and p∗ are induced respectively by the inclusion and by the projection,
and the map δ∗ is induced by the connecting homomorphism.
Proof. Given the triple chain complex (D(̺M(A)), δ1, δ2, δ3), consider the chain
bicomplex (D˜(̺M(A)), δ˜1, δ˜2) defined by
D˜(̺M(A))n,m =
⊕
k+l=n
D(̺M(A))k,m,l, n > 0, m > 0, δ˜1 = δ1 + δ3, δ˜2 = δ2.
The chain complex associated with the chain bicomplex (D˜(̺M(A)), δ˜1, δ˜2) we de-
note by (Tot(D˜(̺M(A))), δ˜), where δ˜ = δ˜1 + δ˜2. It is easy to see that the chain
complex (Tot(D(̺M(A))), δ) is isomorphic to the chain complex (Tot(D˜(̺M(A))), δ˜)
and, consequently, we have the isomorphism H(Tot(D˜(̺M(A))), δ˜) = ̺HD(A). Con-
sider in the chain complex (Tot(D˜(̺M(A))), δ˜) the chain subcomplex (P (̺M(A)), δ˜)
defined by the following formulae:
P (̺M(A))n = D˜(̺M(A))n−1,1 ⊕ D˜(̺M(A))n,0, n > 0,
δ˜(xn−1, xn) = (δ˜1(xn−1), δ˜1(xn) + δ˜2(xn−1), (xn−1, xn) ∈ P (̺M(A))n.
It is easy to see that there are the equalities of modules
D˜(̺M(A))n−1,1 = Tot(Q(̺M(A)))n−1, D˜(̺M(A))n,0 = Tot(R(̺M(A)))n.
Consider the short exact sequence of chain complexes
0→ (P (̺M(A)), δ˜)
j
−→ (Tot(D˜(̺M(A))), δ˜)
p
−→ Σ−2(Tot(D˜(̺M(A))), δ˜)→ 0,
j((xn−1, xn)) = (0, . . . , 0, xn−1, xn), n > 0,
Σ−2(Tot(D˜(̺M(A)))•, δ˜) = (Tot(D˜(−̺M(A)))•−2, δ˜),
p((x0, . . . , xn−2, xn−1, xn)) = (x0, . . . , xn−2), n > 0.
In the homology, this short exact sequence induces the long exact sequence
· · ·
δ
−→ Hn(P (̺M(A)))
j∗
−→ ̺HDn(A)
p∗
−→
−̺HDn−2(A)
δ
−→ Hn−1(P (̺M(A)))
i∗−→ · · · . (3.8)
Now, let us prove that the graded modules H(P (̺M(A))) and ̺HR(A) are isomor-
phic. To this purpose we consider the short exact sequence of chain complexes
0→ (Tot(R(̺M(A)))•, D̂)
α
−→ (P (̺M(A))•, δ˜)
β
−→ (Tot(Q(̺M(A)))•−1, D̂
′)→ 0,
22
where α(xn) = (0, xn), β(xn−1, xn) = xn−1, (xn−1, xn) ∈ (P (̺M(A))n. In the homol-
ogy, this short exact sequence induces the long exact sequence. Since the equality
H•−1(Tot(Q(̺M(A))), D̂
′) = 0 is true, this long exact sequence implies that the map
α∗ :
̺HR•(A) → H•(P (̺M(A))) is an isomorphism. Now, replacing the modules
H•(P (̺M(A))) in the long exact sequence (3.8) by
̺HR•(A) and the maps j∗ and δ
by i∗ = j∗α∗ and δ∗ = α
−1
∗ δ, respectively, we obtain the long exact sequence (3.7). 
In conclusion we mention that if an involutive Ahu∞ -algebra (A, d, πn, τ
jq ,...,j1
n , ∗) is
a differential involutive unital associative algebra (A, d, π, u, ∗), where π = π0, u = τ
0
0
and τ
jq,...,j1
n = 0 in all other cases, then the exact sequence (3.7) coincides with the
well-known Krasauskas-Lapin-Solov’ev exact sequence that connecting the dihedral
and the reflexive homology of an algebra (A, d, π, u, ∗) over any unital commutative
ring.
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