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Cap´ıtulo 1
Descripcio´n y Modelado Matema´tico
1.1. Antecedentes
En la actualidad las investigaciones sobre robo´tica han impulsado en gran medida el desarrollo de lo
que se conoce como Ingenier´ıa de Control debido a la necesidad de automatizacio´n existente en todo
lo relacionado a procesos industriales que involucran el uso de maquinaria y por tanto, riesgo para
las personas. Es por ello que cosas tan comunes hoy en d´ıa como el transporte, las comunicaciones
y en general los procesos de produccio´n han tenido una evolucio´n enorme, alcanzando niveles de
seguridad y calidad impensados algunas de´cadas atra´s.
Durante muchos an˜os el componente investigativo de la ciencia se ha enfocado en el desarrollo y
la comprensio´n de sistemas f´ısicos que posean caracter´ısticas no lineales dentro de su modelado
matema´tico y en consecuencia un desaf´ıo para las te´cnicas cla´sicas de control, es por e´sta razo´n
que los equipos conocidos como pe´ndulos han sido elementos con gran acogida en el campo de
la investigacio´n, ya que son sistemas que poseen grandes similitudes con los modelos de equipos
comu´nmente utilizados en el mundo laboral, crea´ndose as´ı nuevos prototipos y esquemas de control
que mejoren y/o superen lo que se ha hecho hasta el momento.
Desde la de´cada de los 70´s se empezo´ a trabajar en el sistema f´ısico conocido como el Pe´ndulo
Invertido, el cual consta de caracter´ısticas esta´ticas y dina´micas especiales que lo hacen atractivo
para el desarrollo de estudios acade´micos y aplicaciones industriales. Dado su complejidad y
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limitantes f´ısicas es quiza´ el sistema pendular sobre el cual se ha planteado ma´s esquemas de control,
y que por tanto ha permitido tener un conocimiento cualitativo y determin´ıstico de la planta de
gran valor y robustez, logra´ndose as´ı resultados satisfactorios que siempre brindan la posibilidad de
nuevos avances y abren la puerta para futuras investigaciones.
Una ventaja indudable de este tipo de planta es la capacidad y adaptabilidad a diferentes esquemas
de control, sin embargo el Pe´ndulo Invertido posee una limitante f´ısica inherente a sus componentes
constructivas que restringen el movimiento del veh´ıculo que lo sujeta, dado que la trayectoria que
puede e´ste recorrer esta´ acotada por unos topes en los extremos que impiden su libre movimiento.
En el an˜o de 1992 el Doctor Katsuhisa Furuta del Instituto Tecnolo´gico de Tokio en Japo´n disen˜o´ y
construyo´ el Pe´ndulo Rotacional Invertido y como su nombre lo indica se soporta sobre un eje que
puede girar en sentido horario o contrario a e´ste 360◦, lo que en teor´ıa significa que es independiente
de la trayectoria, eliminando la limitante del modelo anterior.
Desde el momento en que se dio a conocer el Pe´ndulo de Furuta se han realizado innumerables
trabajos y reportes que tienen como objetivo espec´ıfico aplicar una te´cnica o metodolog´ıa para
controlar y en lo posible garantizar la estabilidad del brazo (pe´ndulo) en una regio´n o zona deseada,
conocida como punto de equilibrio. Durante el desarrollo de este proyecto se hara´n las referencias y
respectivas ampliaciones de las bibliograf´ıas, a medida que se profundice en cada uno de los temas
y por el momento se dara´n anotaciones breves de los trabajos que en nuestra consideracio´n son los
ma´s significativos, sin que esto quiera decir que los dema´s no sean importantes.
En 2002 Valera, Valle´s y Cardo en [1] implementan un controlador, utilizando dos te´cnicas de control
diferentes que se sincronizan a partir de una conmutacio´n de los mismos en funcio´n de la cercan´ıa
a la zona de equilibrio; el primer controlador se realizo´ con base en las propiedades energe´ticas
utilizando la funcio´n de Lyapunov que asegura la atraccio´n del sistema a zonas cercanas al origen,
gracias a las caracter´ısticas pasivas del pe´ndulo de Furuta; el segundo controlador se fundamento´ en
la realimentacio´n de variables de estado, para establecer el control en el punto de equilibrio. En este
trabajo se mostro´ la capacidad del controlador para no permitir que la planta salga de la zona de
equilibrio y la suficiencia para eliminar perturbaciones que afecten su desempen˜o.
En 2004 De la Torre en [2] presenta un trabajo de grado en el que se propone realizar un controlador
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con base en la regulacio´n de energ´ıa, lo que requiere de un modelado fundamentado en te´cnicas
matema´ticas avanzadas como son la formulacio´n Lagrangiana y Hamiltoniana incluyendo sobre
estos, caracter´ısticas o restricciones f´ısicas que son inherentes a los sistemas f´ısicos. Los resultados
obtenidos fueron satisfactorios ya que lograron el objetivo trazado inicialmente, obtenie´ndose as´ı un
controlador con un correcto desempen˜o.
En 2009 Ibargu¨en, Morales, Moreno, Cardona y Mun˜oz en [3] realizaron el disen˜o de un controlador
para el pe´ndulo de Furuta, utilizando dina´mica Hamiltoniana y control por modos deslizantes. La
primera corresponde a la representacio´n del sistema mediante un modelo energe´tico que permite
establecer el comportamiento de la planta para cada instante de tiempo a partir de sus para´metros
f´ısicos y el segundo es muy utilizado y aceptado por la comunidad cient´ıfica ya que permite brindar
estabilidad en el punto de equilibrio, con una alta eficiencia debido a que tiene gran capacidad
de rechazo a perturbaciones externas y buen comportamiento ante la variacio´n de los para´metros.
Este trabajo presento´ resultados exitosos y satisfactorios dado que mediante la combinacio´n de
estas te´cnicas en un controlador se logro´ la estabilidad y sostenimiento de la planta en el punto de
equilibrio.
1.2. Pe´ndulo de Furuta
El Pe´ndulo de Furuta es tambie´n conocido como Pe´ndulo Rotacional Invertido y es un mecanismo
sub-actuado con 2 grados de libertad y constituido por 2 eslabones o brazos y 2 articulaciones
rotacionales. El primer eslabo´n tiene la capacidad de girar en el plano horizontal, en uno de sus
extremos se encuentra el actuador (motor), quien imprime sobre e´ste la capacidad de movimiento, a
su vez e´ste se conecta al segundo eslabo´n o pe´ndulo en el extremo restante mediante una articulacio´n
que puede girar libremente y permite su rotacio´n sobre el plano vertical. Ver figura 1.1.[2]
La caracter´ıstica por la cual es definido como un mecanismo sub-actuado es debido a que solo posee
un actuador (motor) en el primer brazo y tiene la capacidad de moverse en dos planos diferentes y
perpendiculares entre s´ı. En consecuencia posee ma´s grados de libertad que actuadores cumpliendo
as´ı con la definicio´n de sistema sub-actuado.
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Figura 1.1: Pe´ndulo de Furuta
1.3. Modelo Matema´tico
El modelo dina´mico de un robot puede ser expresado mediante una ecuacio´n diferencial vectorial
definida en las posiciones, ya sean articulares q o cartesianas x, generalmente de segundo orden,
como se puede observar en las ecuaciones (1.1) y (1.2).
f(q, q˙, q¨, τ) = 0 (1.1)
g(x, x˙, x¨, τ) = 0 (1.2)
Donde τ representa el vector de pares y fuerzas aplicadas en las articulaciones por los actuadores.
El modelo descrito por (1.1) es conocido como modelo dina´mico articular, mientras que (1.2) como
modelo dina´mico cartesiano. En el desarrollo de este proyecto se considerara´ el modelo cartesiano.
Es importante tener en cuenta que un modelo matema´tico que represente un sistema f´ısico puede
no ser el u´nico y depende exclusivamente de la perspectiva del disen˜ador.[2]
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Como se puede observar en la Figura 1.2 el sistema conocido como pe´ndulo de Furuta consta de dos
cuerpos inerciales conectados. Un pilar central (eje del motor) con momento de inercia J conectado
al brazo horizontal de longitud la y masa ma en uno de sus extremos, en el extremo restante se
articula un pe´ndulo con longitud lp de masa mp y se considera una masa de balance en la parte
superior del pe´ndulo de magnitud M . El a´ngulo del pe´ndulo θ se ha definido como cero en la
posicio´n vertical superior, y positivo, cuando el pe´ndulo se mueve en la direccio´n de las manecillas
del reloj. El a´ngulo del brazo horizontal φ se ha definido como positivo cuando el brazo se mueve
en la direccio´n opuesta a las manecillas del reloj.
x
y
z
l a
l p
?
Figura 1.2: Representacio´n del pe´ndulo en el espacio
1.3.1. Cinema´tica del Sistema
La ubicacio´n en el espacio de un punto p puede ser descrito mediante un vector posicio´n como se
muestra en la ecuacio´n (1.3).[4]
r(ra, rp) = (rx(ra, rp), ry(ra, rp), rz(ra, rp))
T (1.3)
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Donde las variables ra y rp, son las posiciones radiales de los brazos horizontal y vertical
respectivamente, las cuales son medidas desde los centros de rotacio´n de los cuerpos.
Tomando la derivada con respecto al tiempo de la ecuacio´n (1.3) se encuentra la ecuacio´n vectorial
de velocidad (1.4).
v(ra, rp) = (vx(ra, rp), vy(ra, rp), vz(ra, rp))
T (1.4)
Realizando una descomposicio´n sobre los ejes coordenados se obtienen las ecuaciones de posicio´n
(1.5), (1.6) y (1.7).
rx(ra, rp) = racosφ− rpsinφsinθ (1.5)
ry(ra, rp) = rasinφ− rpcosφsinθ (1.6)
rz(ra, rp) = rpcosθ (1.7)
Tomando las derivadas con respecto al tiempo de las ecuaciones (1.5), (1.6) y (1.7), se obtienen las
velocidades correspondientes al sistema en cada eje coordenado como se observa en las ecuaciones
(1.8), (1.9) y (1.10).
vx(ra, rp) = −rasinφφ˙− rpcosφsinθφ˙− rpsinφcosθθ˙ (1.8)
vy(ra, rp) = racosφφ˙+ rpsinφsinθφ˙− rpcosφcosθθ˙ (1.9)
vz(ra, rp) = −rpsinθθ˙ (1.10)
Considerando que para obtener la energ´ıa cine´tica es necesario conocer la magnitud de la velocidad
total del sistema, en la ecuacio´n (1.11) se muestra como calcular dicha magnitud para un sistema
vectorial de tres componentes.
v2(ra, rp) = v
2
x(ra, rp) + v
2
y(ra, rp) + v
2
z(ra, rp) (1.11)
En consecuencia mediante la manipulacio´n algebraica de las ecuaciones (1.8), (1.9) y (1.10), y
efectuando las respectivas simplificaciones se obtiene la ecuacio´n de velocidad (1.12).
v2(ra, rp) = (r
2
a + r
2
psin
2θ)φ˙2 + 2rarpcosθθ˙φ˙+ r
2
p θ˙
2 (1.12)
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1.3.2. Ana´lisis Energe´tico de la Planta
Despue´s de que se ha obtenido la magnitud de la velocidad para el sistema pe´ndulo de Furuta, es
posible encontrar la energ´ıa total de la planta. En este caso se dividira´ la energ´ıa total en cuatro
elementos: energ´ıa del centro de rotacio´n, energ´ıa de la barra horizontal, energ´ıa del brazo vertical
y energ´ıa de la masa de balance, las energ´ıas se denotara´n con las letras U y K como energ´ıas
potencial y cine´tica respectivamente.[4]
Las ecuaciones (1.13) y (1.14) representan la forma para calcular las energ´ıas presentes en un sistema
f´ısico.
K =
1
2
∫
v2dm (1.13)
U = g
∫
rzdm (1.14)
Donde dm es un diferencial de masa y g la constante de gravedad.
Usando las definiciones (1.13) y (1.14) se pueden obtener los resultados mostrados desde la ecuacio´n
(1.15) hasta la ecuacio´n (1.22).
Centro de Rotacio´n
KCR =
1
2
Jφ˙2 (1.15)
UCR = 0 (1.16)
La energ´ıa potencial gravitacional en el centro de rotacio´n es cero debido a que se encuentra en el
origen de coordenadas.
Barra Horizontal
KBH =
1
2
(
1
3
mal
2
aφ˙
2
)
(1.17)
UBH = 0 (1.18)
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La energ´ıa potencial gravitacional es cero porque el brazo horizontal se encuentra sujeto al centro
de rotacio´n que como ya se menciono´, se encuentra en el origen.
Barra Vertical
KBV =
1
2
[
mp
(
l2a +
1
3
l2psin
2θ
)
φ˙2 +mplalpcosθφ˙θ˙ +
1
3
mpl
2
pθ˙
2
]
(1.19)
UBV =
1
2
gmplpcosθ (1.20)
Masa de Balance
KMB =
1
2
[
M
(
l2a + l
2
psin
2θ
)
φ˙2 + 2Mlalpcosθφ˙θ˙ +Ml
2
pθ˙
2
]
(1.21)
UMB = Mglpcosθ (1.22)
Finalmente para el ca´lculo de la energ´ıa cine´tica total se usa K=KCR+KBH+KBV +KMB y para la
energ´ıa potencial total se usa U=UCR+UBH+UBV +UMB, como se puede observar en las ecuaciones
(1.23) y (1.24).
K =
1
2
[(
J +
(
1
3ma +mp +M
)
l2a +
(
1
3mp +M
)
l2p sin
2 θ
)
φ˙2
]
+
1
2
[
2
(
1
2mp +M
)
lalp cos θφ˙θ˙ +
(
1
3mp +M
)
l2pθ˙
2
] (1.23)
U =
(
1
2
mp +M
)
glpcosθ (1.24)
1.3.3. Ecuaciones de Movimiento
El me´todo de Lagrange que permite modelar el sistema y encontrar las expresiones de movimiento
en funcio´n de la entrada activa (torque) se presenta mediante las ecuaciones (1.25) y (1.26).[4]
d
dt
(
∂L
∂φ˙
)
− ∂L
∂φ
= τφ (1.25)
d
dt
(
∂L
∂θ˙
)
− ∂L
∂θ
= 0 (1.26)
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Donde L representa la diferencia entre la energ´ıa cine´tica y potencial. En la ecuacio´n (1.27) se
muestra el Lagrangiano con los te´rminos agrupados segu´n la variable de intere´s.
L=12
[(
J +
(
1
3ma +mp +M
)
l2a +
(
1
3mp +M
)
l2p sin
2 θ
)
φ˙2 + 2
(
1
2mp +M
)
lalp cos θφ˙θ˙
]
+12
[(
1
3mp +M
)
l2pθ˙
2
]
− (12mp +M) glp cos θ (1.27)
Para simplificar la ecuacio´n (1.27) se definen unos para´metros auxiliares en te´rminos de las
constantes propias del sistema f´ısico (1.28).
α = J +
(
1
3ma +mp +M
)
l2a
β =
(
1
3mp +M
)
l2p
γ =
(
1
2mp +M
)
lalp
δ =
(
1
2mp +M
)
glp
(1.28)
Al sustituir estas nuevas constantes en la expresio´n (1.27) se obtiene (1.29).
L =
1
2
[(
α+ βsin2θ
)
φ˙2 + 2γcosθφ˙θ˙ + βθ˙2
]
− δcosθ (1.29)
Como se observa en las ecuaciones (1.25) y (1.26) es necesario encontrar los te´rminos que las
componen.
Componente φ
No existe en la ecuacio´n del Lagrangiano (1.29) un te´rmino que corresponda con la posicio´n angular
φ y por tanto la derivada parcial con respecto a este te´rmino es cero.
∂L
∂φ
= 0 (1.30)
Componente φ˙
Realizando la derivada parcial con respecto a la velocidad angular de la barra horizontal en la
ecuacio´n (1.29) se obtiene (1.31).
∂L
∂φ˙
=
(
α+ βsin2θ
)
φ˙+ γcosθθ˙ (1.31)
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Tomando la derivada temporal de la expresio´n (1.31), se obtiene la ecuacio´n (1.32).
d
dt
(
∂L
∂φ˙
)
=
(
α+ βsin2θ
)
φ¨+ 2βsinθcosθφ˙θ˙ + γcosθθ¨ − γsinθθ˙2 (1.32)
Componente θ
Al realizar la derivada parcial con respecto a la posicio´n angular de la barra vertical en (1.29), se
obtiene (1.33).
∂L
∂θ
= βsinθcosθφ˙2 − γsinθφ˙θ˙ + δsinθ (1.33)
Componente θ˙
Realizando la derivada parcial con respecto a la velocidad angular de la barra vertical en la ecuacio´n
(1.29) se obtiene la expresio´n (1.34).
∂L
∂θ˙
= 2βθ˙ − γcosθφ˙ (1.34)
Tomando la derivada temporal de la expresio´n (1.34), se obtiene la ecuacio´n (1.35).
d
dt
∂L
∂θ˙
= γcosθφ¨− γsinθφ˙θ˙ + βθ¨ (1.35)
Finalmente al realizar la combinacio´n lineal que se muestra en las ecuaciones (1.25) y (1.26); y
utilizando los resultados de las ecuaciones (1.30),(1.32),(1.33) y (1.35) se llega a las expresiones
(1.36) y (1.37) que modelan la dina´mica del sistema en te´rminos del torque de entrada.
(α+ βsin2θ)φ¨+ 2βsinθcosθφ˙θ˙ + γcosθθ¨ − γsinθθ˙2 = τφ (1.36)
γcosθφ¨+ βθ¨ − βsinθcosθφ˙2 − δsinθ = 0 (1.37)
1.3.4. Modelado del Motor de Corriente Continua
Teniendo en cuenta que el par de un motor de corriente continua, esta´ estrechamente ligado con el
voltaje aplicado en terminales del motor, se hace necesaria la expresio´n matema´tica que representa
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el circuito ele´ctrico del motor en te´rminos de las variables f´ısicas de corriente, voltaje y velocidad
de giro en el eje del motor, como se puede observar en la ecuacio´n (1.38).[4]
v = Ri+ L
di
dt
+Keφ˙ (1.38)
Donde R,L y Ke son constantes ele´ctricas del motor.
En la ecuacio´n (1.38) despreciando el efecto inductivo (por ser muy pequen˜o), se encuentra el modelo
simplificado, y considerando que el par es proporcional a la corriente se obtienen las ecuaciones (1.39)
y (1.40).
i =
1
R
v − Ke
R
φ˙ (1.39)
τφ = Kti (1.40)
Reemplazando (1.39) en (1.40) y considerando que en un motor de corriente continua las constantes
Ke y Kt son ide´nticas en el sistema MKS, se obtiene la expresio´n (1.41) que relaciona el par del
motor con el voltaje aplicado en terminales.
τφ =
Kt
R
v − K
2
t
R
φ˙ (1.41)
1.4. Representacio´n en Espacio de Estados
Con base en el modelo matema´tico del pe´ndulo de Furuta presentado en las ecuaciones (1.36) y
(1.37) e introduciendo las variables de estado x1 = φ, x2 = φ˙, x3 = θ y x4 = θ˙, es posible reescribir
el comportamiento de la planta como una serie de ecuaciones diferenciales de primer orden no
lineales, como se muestra en las ecuaciones (1.42), (1.43), (1.44) y (1.45), que representan el modelo
de estados.
x˙1 = x2 (1.42)
x˙2 =
βτφ − βγcos2x3sinx3x22 − 2β2cosx3sinx3x2x4 + βγsinx3x24 − γδcosx3sinx3
αβ − γ2 + (β2 + γ2)sin2x3 (1.43)
x˙3 = x4 (1.44)
x˙4 =
β(α+ β sin2 x3) cosx3 sinx3x
2
2 + 2βγ cos
2 x3 sinx3 · x2x4 − γ2 cosx3 sinx3 · x24
αβ − γ2 + (β2 + γ2) sin2 x3
+
δ(α+ β sin2 x3) sinx3 − γ cosx3τφ
αβ − γ2 + (β2 + γ2) sin2 x3
(1.45)
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Las ecuaciones (1.42), (1.43), (1.44) y (1.45) pueden ser linealizadas alrededor del punto de
operacio´n.
1.4.1. Puntos de Equilibrio
Para conocer los puntos de equilibrio de la planta, se igualan las ecuaciones de estado no lineales a
cero, con lo que se llega al sistema de ecuaciones (1.46).
x2 = 0 cosx3sinx3 = 0 x4 = 0 (α+ βsin
2x3)sinx3 = 0 (1.46)
Por lo tanto los puntos de equilibrio de la planta son (x1, 0, x3, 0), donde x1 ∈ R y x3 = kpi, con
k ∈ Z.
1.4.2. Linealizacio´n Alrededor del Punto de Equilibrio
Sea el conjunto de ecuaciones de estado no lineales:
x˙ = f(x, τ, t) (1.47)
En donde x y u son vectores columna que contienen las variables de estado (n) y las entradas al
sistema (p), respectivamente; y f es una funcio´n vectorial no lineal de x, τ y t.
La representacio´n de un sistema no lineal y/o variante con el tiempo mediante ecuaciones de estado
es una gran ventaja sobre el me´todo de funcio´n de transferencia, ya que e´ste u´ltimo se define
estrictamente solo para sistemas lineales e invariantes con el tiempo.[5]
Sea la trayectoria nominal de operacio´n (punto de operacio´n) detonado por x0(t), la cual corresponde
a una entrada nominal τ0(t). Expandiendo la ecuacio´n de estado no lineal (1.47) en Series de Taylor
alrededor del punto de equilibrio y despreciando los te´rminos de orden superior a 1, se obtiene la
expresio´n (1.48).
x˙i(t) = fi(x0, τo) +
m∑
j=1
∂fi(x, τ)
∂xj
|x0,τ0(xj − x0j) +
p∑
j=1
∂fi(x, τ)
∂τj
|x0,τ0(τj − τ0j) (1.48)
En donde i = 1,2,. . . ,n.
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Se definen:
δxi
∆
= xi − x0i, δτj ∆= τj − τ0j , δx˙i ∆= x˙i − x˙0i (1.49)
Adema´s:
x˙0i = fi(x0, τo) (1.50)
Reemplazando (1.49) y (1.50) en la ecuacio´n (1.48), se obtiene la expresio´n (1.51).
δx˙i =
n∑
j=1
∂fi(x, τ)
∂xj
|x0,τ0δxj +
p∑
j=1
∂fi(x, τ)
∂τj
|x0,τ0δτj (1.51)
La ecuacio´n (1.51) se puede reescribir en forma matricial como se muestra en la expresio´n (1.52).
d(δx)
dt
= Aδx+ Bδτ (1.52)
Y la ecuacio´n que relaciona la salida con las variables de estado de intere´s y las entrada viene dada
por la ecuacio´n (1.53).
y = Cδx+ Dδτ (1.53)
Como se mostro´ en la ecuacio´n (1.41) y siendo consecuentes con la entrada de intere´s, al linealizarla
y utilizando los resultados (1.52) y (1.53) se encuentra que las matrices de relacio´n A,B,C y D son
(1.54).
A =

0 1 0 0
0
βK2t
R(γ2−βα)
δγ
γ2−βα 0
0 0 0 1
0
−γK2t
R(γ2−βα)
−δα
γ2−βα 0
 B =

0
−βKt
R(γ2−βα)
0
γKt
R(γ2−βα)
 C =
 1 0 0 0
0 0 1 0
 D =
 0
0

(1.54)
Es de notar que en la matriz C, las variables de intere´s son x1 = φ y x3 = θ.
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Cap´ıtulo 2
Sistemas de Control por
Realimentacio´n de Variables de
Estado
2.1. Introduccio´n
Un sistema de control es aquel que mediante un conjunto de operaciones altera y/o determina el
comportamiento de una planta y que en consecuencia permite tener un manejo directo o indirecto de
las variables para las cuales se desean unas salidas espec´ıficas; en este contexto se puede afirmar que
un control automa´tico compara el valor efectivo de la salida del sistema f´ısico con el valor deseado y
determina la diferencia o desviacio´n respecto a la sen˜al de referencia y con base en estas mediciones
genera una sen˜al de control que permite reducir dicha desviacio´n a cero o a un valor muy pro´ximo
a e´ste, con el fin de tener menor error posible en la sen˜al de salida.[5]
En la actualidad existen muchas acciones de control que coinciden con el objetivo de optimizar
procesos y minimizar el costo computacional de los mismos; es as´ı como durante el desarrollo de
este cap´ıtulo se hara´ referencia a la te´cnica conocida como Realimentacio´n de Variables de Estado.
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2.2. Realimentacio´n de las Variables de Estado
Un sistema f´ısico es complejo, debido a que posee gran cantidad de entradas y salidas que esta´n
interrelacionadas generalmente de forma no lineal, caso al que no es ajeno el Pe´ndulo de Furuta,
que si bien se conoce, es un sistema sub-actuado, tambie´n posee no linealidades marcadas como
se mostro´ en la seccio´n 1.4, razo´n por la que se debe garantizar mediante una ley de control la
estabilidad del sistema en lazo cerrado en el punto de operacio´n.
La teor´ıa ba´sica de sistemas de control normalmente esta´ enfocada al ana´lisis de la relacio´n
entrada-salida o funcio´n de transferencia. La realimentacio´n de las variables de estado puede ser
usada para modificar las frecuencias naturales del sistema, y en particular, hacerlas todas estables,
siempre que el sistema sea controlable por realimentacio´n de variables de estado, lo que se puede
determinar, si la matriz de controlabilidad Co de la realizacio´n {A,B,C} tiene rango n. Normalmente
los disen˜os de este tipo de controladores se basan en obtener polos estables en lazo cerrado y esta
metodolog´ıa es comu´nmente conocida como reubicacio´n de polos.
Mediante la realimentacio´n de las variables de estado es posible solucionar dos problemas
fundamentales: el problema de regulacio´n y el problema de seguimiento. El problema de regulacio´n
consiste en llevar todas las variables de estado del sistema y las perturbaciones desde un estado
diferente de cero hasta el valor de cero, y el problema de seguimiento busca que el sistema pueda
seguir un comando de referencia.[5]
2.2.1. Regulacio´n Mediante Realimentacio´n de los Estados
Es necesario, para el disen˜o de un controlador por realimentacio´n de variables de estado, obtener el
modelo linealizado de la planta alrededor de un punto de equilibrio, desarrollo que se mostro´ en la
subseccio´n 1.4.2.
Se considera el sistema dina´mico descrito mediante variables de estado, como se muestra en las
ecuaciones (2.1) y (2.2).
x˙(t) = Ax(t) + Bu(t) (2.1)
y = Cx(t) (2.2)
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Con polinomio caracter´ıstico definido por la ecuacio´n (2.3).
a(s) = det(sI−A) = sn + a1sn−1 + · · ·+ an−1s+ an (2.3)
Es de intere´s modificar las frecuencias naturales del sistema, es decir, los valores propios mediante
la realimentacio´n de las variables de estado para obtener un sistema estable con unos para´metros
de respuesta en el tiempo acorde con los criterios de disen˜o; accio´n que se puede realizar a trave´s
de la comparacio´n con un polinomio caracter´ıstico deseado en lazo cerrado, como se observa en la
ecuacio´n (2.4).
α(s) = sn + α1s
n−1 + · · ·+ αn−1s+ αn (2.4)
Para lograr este objetivo, se define la ley de control (2.5), como:
u(t) = −Kx(t) (2.5)
Donde usualmente la realimentacio´n es definida con signo negativo, solo por convencio´n.
Sustituyendo la ecuacio´n (2.5) en la expresio´n (2.1), se obtiene (2.6).
x˙(t) = Ax(t)−BKx(t)
x˙(t) = (A−BK)x(t) (2.6)
En la Figura 2.1 se muestra el esquema de realimentacio´n para regulacio´n y donde es posible notar
que este esquema no considera un comando de referencia, tema que sera´ tratado en la subseccio´n
2.2.3.
La dina´mica resultante tiene como polinomio caracter´ıstico la ecuacio´n (2.7), donde claramente se
puede observar que las ganancias K intervienen directamente en la ubicacio´n de los polos de lazo
cerrado.
aK(s) = det(sI−A + BK) (2.7)
2.2.2. Ca´lculo de las Ganancias de Realimentacio´n
Se consideran dos metodolog´ıas para la obtencio´n de los para´metros de realimentacio´n K, y su
aplicacio´n depende de los criterios de disen˜o y requerimientos del sistema, aunque la complejidad
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Figura 2.1: Esquema de Realimentacio´n para Regulacio´n.
puede aumentar con la utilizacio´n de uno u otro me´todo, por lo que se deja a consideracio´n del
disen˜ador la escogencia del mismo.
Por Comparacio´n con el Polinomio Deseado
Considerando un sistema de orden n, con n ganancias de realimentacio´n, como se muestra en la
ecuacio´n (2.8).
K =
[
k1 k2 · · · kn
]
(2.8)
Y dado que el polinomio deseado posee los polos del sistema definidos por disen˜o, por comparacio´n
entre las ecuaciones (2.4) y (2.7), se pueden determinar los valores de las ganancias de
realimentacio´n, como se muestra en la ecuacio´n (2.9).
det(sI−A + BK) = sn + α1sn−1 + · · ·+ αn−1s+ αn (2.9)
Finalmente esta comparacio´n produce un sistema de ecuaciones en te´rminos de las ganancias de
realimentacio´n kn, y en consecuencia es posible obtener los para´metros descritos en la ecuacio´n
(2.8).
Fo´rmula de Ackerman
Suponiendo que se tiene un sistema descrito por las ecuaciones (2.1) y (2.2), donde u(t) es la u´nica
sen˜al de control, con un polinomio caracter´ıstico en lazo abierto definido por (2.3) y considerando
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que el modelo de la planta es controlable, es decir, la matriz de controlabilidad Co de la realizacio´n
tenga rango n, entonces es posible encontrar una matriz de transformacio´n T, tal que los estados
puedan ser descritos por (2.10)
xc(t) = Tx(t) (2.10)
Donde las variables resultantes de la transformacio´n, corresponden a la forma cano´nica Controller,
por tanto al transformar la ecuacio´n de estado (2.1), se obtiene (2.11).
x˙c(t) = Acx(t) + Bcu(t) (2.11)
Modelo para el cual la matriz Ac y Bc corresponden a la forma cano´nica Controller, que se describe
en (2.12)
Ac =

−a1 −a2 · · · −an
1 0 · · · 0
...
. . .
. . .
...
0 · · · 1 0
 , Bc =

1
0
...
0
 (2.12)
Se puede observar de manera expl´ıcita que los coeficientes del polinomio caracter´ıstico en lazo
abierto a(s) mostrado en la ecuacio´n (2.3) aparecen en la primer fila de la matriz Ac. Con una
ganancia de realimentacio´n definida por (2.13) y una ley de control de la forma (2.14).
Kc =
[
kc1 kc2 · · · kcn
]
(2.13)
u(t) = −Kcxc(t) (2.14)
Al reemplazar la ecuacio´n (2.14) en (2.11), se obtiene la expresio´n (2.15).
x˙c(t) = (Ac −BcKc)xc(t) (2.15)
Donde el te´rmino Ac −BcKc esta´ definido por:
Ac −BcKc =

−(a1 + kc1) −(a2 + kc2) · · · −(an + kcn)
1 0 · · · 0
...
. . .
. . .
...
0 · · · 1 0

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De esta manera el polinomio caracter´ıstico del sistema estara´ dado por (2.16).
det(sI−Ac + BcKc) = sn + (a1 + kc1)sn−1 + · · ·+ (an + kcn) (2.16)
Comparando con el polinomio caracter´ıstico deseado, mostrado en la ecuacio´n (2.4), se pueden
obtener las ganancias de realimentacio´n definidas por (2.17).
kci = αi − ai , i = 1, 2, ..., n (2.17)
Para obtener la ganancia de realimentacio´n K, para el espacio de estados definido en la ecuacio´n
(2.1), se obtiene (2.18).
u(t) = −Kcxc(t) = −KcTx(t) (2.18)
Que por semejanza con la ecuacio´n (2.5) se obtiene (2.19)
K = KcT (2.19)
Puesto que la matriz de transformacio´n T, esta´ en te´rminos de las matrices de controlabilidad.
T = CocC
−1
o
Donde Coc es la matriz de controlabilidad dada por la realizacio´n {Ac,Bc}. Mediante un manejo
algebra´ico adecuado y reemplazando en la ecuacio´n (2.19), la ganancia de realimentacio´n puede ser
escrita como (2.20).
K =
[
1 0 · · · 0
]
C−1o α(A) (2.20)
Donde
[
1 0 · · · 0
]
C−1o es la ultima fila de C−1o y α(A) es el polinomio caracter´ıstico evaluado
en la matriz A. Con lo que se llega a la ecuacio´n (2.20), que es conocida como la formula de
Ackerman.[5]
2.2.3. Sistemas de Seguimiento
La mayor´ıa de sistemas de control disen˜ados para regulacio´n, son incapaces de seguir a una sen˜al de
referencia, ante una sen˜al de entrada diferente de cero, caso para el cual se hace necesario introducir
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una ganancia que altera directamente la sen˜al de referencia y le permite a la salida alcanzar el
estado deseado; es importante aclarar que no todas las veces sera´ posible encontrar dicha ganancia,
caso que se presenta, si la funcio´n de trasferencia que relaciona la salida y la referencia, posee ceros
en el origen.[5]
Sea un sistema descrito en espacio de estados definido por las ecuaciones (2.1) y (2.2) y con una
sen˜al de control definida como (2.21).
u(t) = Krr(t)−Kx(t) (2.21)
Para el caso que se presenta en la ecuacio´n (2.21), la ganancia de seguimiento debe ser un vector
con dimensiones apropiadas, dependiendo del vector de referencias; aunque normalmente so´lo se
considera el caso escalar, es decir, una u´nica referencia. La Figura 2.2 representa el modelo en
espacio de estados con una sen˜al de referencia.
Figura 2.2: Representacio´n Esquema´tica para Seguimiento de Referencia.
Con el sistema de ecuaciones definido por (2.1), (2.2) y (2.21), con ayuda de la transformada de
Laplace y un manejo algebra´ico muy simple, se obtiene que la funcio´n de transferencia que relaciona
la salida con la referencia es (2.22), y so´lo es aplicable si se tiene una u´nica sen˜al de salida; en caso
contrario se tendra´ una matriz de transferencia.
Y (s)
R(s)
= C(sI−A + BK)−1BKr = Kr b(s)
α(s)
(2.22)
Con esta representacio´n, si se desea que la salida y(t), siga un comando de referencia r(t), y
asumiendo que la sen˜al de referencia es constante r, se debe cumplir (2.23):
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Kr =
α(0)
b(0)
(2.23)
Y como se puede observar, la funcio´n de transferencia en lazo abierto no puede poseer ceros en el
origen, lo que conduce a la restriccio´n b(0) 6= 0, ya que si esto sucede no es posible encontrar una
ganancia que permita seguir un comando de referencia.[5]
2.3. Metodolog´ıa Alterna para el Ca´lculo de la Matriz de
Ganancias de Realimentacio´n (K)
2.3.1. Regulador Lineal O´ptimo con Criterio Cuadra´tico (LQR)
En esta seccio´n se abordara´ una tema´tica que permite para un sistema definido en espacio de estados
encontrar la ganancias de realimentacio´n considerando algunos criterios de optimizacio´n, tales como
la ubicacio´n de polos y magnitudes ma´ximas permisibles en la sen˜al de control y las variables de
estado; razo´n por la cual es necesario formular un problema de optimizacio´n que tenga en cuenta
la rapidez de convergencia al estado cero y en general las restricciones f´ısicas de los elementos
a controlar. Un criterio que tiene en cuenta los factores mencionados es el criterio de la integral
cuadra´tica.
2.3.2. Formulacio´n General del LQR
Considerando el modelo de espacio de estados definido en la ecuacio´n (2.1), en el cual se supone
que la matriz de controlabilidad C tiene rango n, se plantea la integral cuadra´tica (2.24).
J =
1
2
xT (tf )Px
T (tf ) +
1
2
tf∫
t0
(
xTQx+ uTRu
)
dt (2.24)
La expresio´n (2.24) se puede simplificar, si se considera que tf → ∞, el estado x(tf ) → 0 para
sistemas de regulacio´n, siendo reescrita como se muestra en (2.25), en donde J es conocida como la
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funcio´n de costo.
J =
1
2
∞∫
t0
(
xTQx+ uTRu
)
dt (2.25)
Donde Q y R, son matrices de (n ∗ n), (m ∗ m) positivas definidas, y donde n es el nu´mero de
variables de estado y m es el nu´mero de entradas.
La cantidad xTQx es una medida de la desviacio´n del estado, con respecto a al estado cero, en
un tiempo t y uTRu es una medida del esfuerzo en la sen˜al de control, en un tiempo t; la integral
obtiene como resultado el acumulado de las medidas anteriores.
Las matrices Q y R, son determinadas por el disen˜ador de forma emp´ırica y cuyos elementos deben
ser positivos o cero. En general, el disen˜o de un controlador LQR o´ptimo, depende de la habilidad
en la minimizacio´n de la funcio´n costo, definida por la ecuacio´n (2.25), lo cual supone que para
obtener un mayor grado de fidelidad con respecto a los requerimientos del sistema, es necesario un
mayor conocimiento de la planta.[6]
2.3.3. Obtencio´n de la Ganancia de Realimentacio´n K y Ecuacio´n de Riccati
Definiendo la ley de control o´ptima como (2.26) para el sistema en espacio de estados definido por
(2.1) y teniendo en cuenta que la ganancia de realimentacio´n K(t) para un controlador LQR tiene
la forma (2.27), es posible encontrar el valor de dicha ganancia mediante el previo conocimiento
de la matriz P(t), cuya solucio´n es hallada desarrollando la ecuacio´n matricial de Riccati (2.28),
considerando condiciones iniciales.
u(t) = −K(t)x(t) (2.26)
K(t) = R−1BTP(t) (2.27)
P˙ + PA−PBR−1BTP + Q + ATP = 0 (2.28)
Si para la ecuacio´n (2.28), las matrices A, B, Q y R, son independientes del tiempo y tf → ∞,
entonces P˙ = 0, con lo que la ecuacio´n matricial de Riccati se convierte en la ecuacio´n algebraica
de Riccati, como se muestra en (2.29).
PA−PBR−1BTP + Q + ATP = 0 (2.29)
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Resolviendo la ecuacio´n algebraica de Riccati, es posible encontrar la ganancia de realimentacio´n
K, que sera´ ma´s o menos o´ptima en la medida que las matrices Q y R, hayan sido bien escogidas
por el disen˜ador.
Procedimiento para Seleccionar las Matrices Q y R
1. Considerar las matrices Q y R como:
Q = diag [q1, q2, ..., qn]
R = diag [r1, r2, ..., rm]
2. Determinar las ma´ximas desviaciones permisibles, tanto de los estados como de las sen˜ales de
control:
xi(ma´x) , i = 1, 2, ..., n
ui(ma´x) , j = 1, 2, ...,m
3. Evaluar los elementos de las matrices Q y R as´ı:
qi =
1
x2i (ma´x)
, i = 1, 2, ..., n
rj =
1
u2i (ma´x)
, j = 1, 2, ...,m
4. Resolver la ecuacio´n de Riccati, con los para´metros de obtenidos de Q y R del numeral
anterior.
5. Si la respuesta no es satisfactoria, alterar los pesos individuales de qi o rj .
6. Repetir los pasos 3 y 4, hasta obtener la respuesta deseada.
Consideraciones Adicionales
Sea un caso en el que desea una ganancia de realimentacio´n K con una respuesta especifica en
el tiempo, para el espacio de estados definido por las ecuaciones (2.1) y (2.2). La ganancia de
realimentacio´n K sera´ hallada con la fo´rmula de Ackerman como se mostro´ en la subseccio´n 2.2.2
y dado que las matrices de intere´s son Q y R, estas sera´n determinadas as´ı:
Es estrictamente necesario definir la matriz R como se mostro´ en el paso 3 del procedimiento
anterior. Por comparacio´n en la ecuacio´n (2.27) se pueden obtener todos los elementos de la matriz
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P y finalmente resolviendo la ecuacio´n algebraica de Riccati (2.29) se obtiene la matriz Q. Con las
consideraciones anteriores no necesariamente el resultado de la matriz Q sera´ diagonal.
2.4. Modelo Discreto en el Espacio de Estados
En esta seccio´n se presentara´ la metodolog´ıa para discretizar las matrices que representan el modelo
del Pe´ndulo de Furuta en el espacio de estados en tiempo continuo. El procedimiento anteriormente
mencionado se debe realizar debido a que son necesarios los datos digitales para llevar a cabo la
respectiva adquisicio´n cuando se tiene conectado el computador con el sistema f´ısico.[7]
Se supone que el vector de entrada u(t) cambia so´lo en instantes de muestreo uniformemente
espaciados. Se deducira´ una ecuacio´n de estado en tiempo discreto y una ecuacio´n de salida que
den como resultado los valores exactos en t = kT , donde k=0, 1, 2, ...
Se utilizara´ la notacio´n kT y (k + 1)T para la representacio´n en tiempo discreto de la ecuacio´n de
estado (2.1) y de salida (2.2) en tiempo continuo, obteniendo as´ı (2.30) y (2.31).
x((k + 1)T ) = G(T )x(kT ) +H(T )u(kT ) (2.30)
y(kT ) = Cx(kT ) (2.31)
La matriz C es constante y no depende del periodo de muestreo T , por el contrario las matrices G
y H si dependen de dicho periodo y esta´n definidas por (2.32) y (2.33), respectivamente.
G(T ) = eAT (2.32)
H(T ) =
(∫ T
0
eAλdλ
)
B (2.33)
Adema´s de discretizar las matrices A y B, tambie´n se deben discretizar los polos del sistema
mediante la ecuacio´n (2.34) con el fin de obtener el vector de ganancias discreto.
z = esT (2.34)
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Cap´ıtulo 3
Redes Neuronales Artificiales
3.1. Introduccio´n
Las Redes Neuronales Artificiales (RNA) son aquellas que emulan el comportamiento de las redes
neuronales biolo´gicas y se han estado utilizando desde hace ma´s de 30 an˜os para aprender estrategias
de solucio´n basadas en ejemplos de comportamiento t´ıpico de patrones. Estos sistemas no requieren
que la tarea a ejecutar se programe, ellos generalizan y aprenden de la experiencia.
Las redes neuronales biolo´gicas esta´n constituidas por tres partes principales: dendritas, cuerpo de
la ce´lula o soma y axo´n. Las dendritas son fibras nerviosas que se encargan de la recepcio´n de
sen˜ales ele´ctricas y llevan dichas sen˜ales al soma, este u´ltimo cumple la funcio´n de acumular estas
sen˜ales de entrada y las transfiere al axo´n el cual las entrega a las neuronas adyacentes. El punto
de contacto entre el axo´n de una neurona y una dendrita de otra es conocido como sinapsis. Ver
Figura 3.1.
A partir de las caracter´ısticas de una red neuronal biolo´gica se plantea el modelo equivalente para
la red artificial, as´ı una RNA esta´ constituida principalmente por un vector de entradas pi que
representa las sen˜ales que provienen de otras neuronas y que son capturadas por las dendritas, una
matriz de pesos Wi que representan la intensidad de la sinapsis que conecta dos neuronas y una
funcio´n suma que representa la funcio´n umbral que la neurona debe sobrepasar para activarse, e´ste
u´ltimo proceso ocurre en el cuerpo de la ce´lula.
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Figura 3.1: Red Neuronal Biolo´gica
La Figura 3.2 muestra la estructura de una RNA de una neurona con mu´ltiples entradas.
Figura 3.2: Neurona Artificial con Mu´ltiples Entradas
Donde b es una ganancia escalar que refuerza la salida del sumador n, este u´ltimo representa la
salida neta de la red neuronal, la salida total a esta´ determinada por la funcio´n de transferencia f la
cual puede ser una funcio´n lineal o no lineal de n, y es escogida dependiendo de las especificaciones
del problema que la neurona tenga que resolver.[8]
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La salida del sumador n se muestra en la ecuacio´n (3.1).
n = w1,1 · p1 + w1,2 · p2 + · · ·+ w1,R · pR + b (3.1)
Como se puede observar en (3.1), se adopta una convencio´n en los ı´ndices de los elementos de la
matriz de pesos, as´ı el primer ı´ndice indica la neurona a la cual va dirigido el peso w y el segundo
ı´ndice indica la fuente de la sen˜al que alimenta la neurona, es decir, los ı´ndices w1,2 representan la
conexio´n de ese peso con la primera neurona desde la segunda fuente.
Escribiendo la ecuacio´n (3.1) de forma matricial, se obtiene (3.2).
n = Wp+b (3.2)
En este caso solo se tiene una neurona, por lo tanto la matriz W tiene una sola fila y la salida de
dicha neurona esta´ definida por (3.3).[9]
a = f(Wp+b) (3.3)
3.2. Funciones de Transferencia
En el caso espec´ıfico de las Redes Neuronales Artificiales existen muchas funciones de transferencia
que convierten el estado de activacio´n de la neurona en una sen˜al de salida. E´stas pueden ser o no
de tipo lineal y su escogencia depende de la necesidad de la planta y de los criterios o para´metros
de disen˜o. En el desarrollo de esta seccio´n se hara´ una descripcio´n de las clases de funciones de
trasferencia mencionadas anteriormente y que son de comu´n aplicacio´n en las RNA, debido a que
presentan una respuesta satisfactoria ante las posibles sen˜ales de entrada.
En la Figura 3.3 se muestran las principales funciones de transferencia que son utilizadas en las
Redes Neuronales Artificiales.[9]
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Figura 3.3: Funciones de Transferencia
3.3. Topolog´ıas de las Redes Neuronales Artificiales
Comu´nmente una neurona esta´ conformada por mu´ltiples entradas y en ocasiones esto no es
suficiente para resolver un problema, es por esta´ razo´n que se pueden necesitar varias neuronas
operando en paralelo. Este arreglo es conocido como capa y existen redes neuronales constituidas
por una, dos o ma´s capas, estas u´ltimas son denominadas redes multicapa.
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3.3.1. Red de una Capa
Una red de una capa con S neuronas se muestra en la Figura 3.4 y como se puede observar cada
elemento del vector de entrada p esta´ conectado a cada neurona por medio de la matriz de pesos
W la cual esta´ conformada por S filas. Adema´s se tiene un vector de ganancias b.[9]
Figura 3.4: Red Neuronal de una Capa con S Neuronas
Las dimensiones del vector de entrada p, la matriz de pesos W y el vector de ganancias b se
presentan en (3.4).
p =

p1
p2
...
pR
 W =

w1,1 w1,2 · · · w1,R
w2,1 w2,2 · · · w2,R
...
...
...
wS,1 wS,2 · · · wS,R
 b =

b1
b2
...
bS
 (3.4)
Cada neurona tiene una ganancia bi, un sumador, una funcio´n de transferencia f y una salida ai.
Juntas estas salidas conforman un u´nico vector de salida a de la forma (3.5).
a = f(Wp+b) (3.5)
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3.3.2. Red Multicapa
Ahora se considera una red con mu´ltiples capas. Cada capa tiene su propio vector de entrada p, su
propia matriz de pesos W, su propio vector de ganancias b y su propio vector de salida a.[9]
Para esta configuracio´n se adiciona la notacio´n de super´ındice para identificar las variables de cada
capa, es decir, b12 representa la ganancia de la segunda neurona de la primera capa. As´ı para todos
los elemento de cada capa tal como se muestra en la Figura 3.5.
Figura 3.5: Red Neuronal de Tres Capas
Es de notar que las salidas de la primera y segunda capa, son las entradas de la segunda y tercera
capa, respectivamente. Adema´s, cabe aclarar que cada capa puede tener una funcio´n de transferencia
similar o diferente y as´ı mismo, estar conformada por un nu´mero diferente de neuronas.
La salida total de la red es determinada por el conjunto de salidas de la capa 3 (ecuacio´n (3.6)), la
cual es denominada capa de salida y las capas 1 y 2 son denominadas capas ocultas.[9]
a3 = f3(W3f2(W2f1(W1p + b1) + b2) + b3) (3.6)
Para esta configuracio´n se vuelve complejo mostrar todas las conexiones debido a que como ya se
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menciono´ anteriormente, las capas pueden tener un nu´mero diferente de neuronas, es por esto que
se acostumbra a tener un diagrama abreviado como se puede observar en la Figura 3.6.[9]
Figura 3.6: Diagrama Abreviado Red Neuronal de Tres Capas
Las redes de una capa tienen la limitante de solo resolver problemas linealmente separables, este
te´rmino hace referencia a que la salida puede estar clasificada en dos valores diferentes, por esta
razo´n surgieron las redes multicapa para superar dicha dificultad.[8]
3.4. Backpropagation
La red Backpropagation trabaja bajo aprendizaje supervisado, es decir, e´sta necesita conocer la
salida que se desea obtener. Una vez aplicado un est´ımulo a la entrada de la red, e´ste se propaga
capa por capa hasta generar una salida. La sen˜al de salida obtenida se compara con la salida deseada
calculando as´ı una sen˜al de error para cada componente de la salida total.
Una vez determinada dicha sen˜al de error, e´sta se propaga hacia atra´s desde la salida, a trave´s
de todas las capas, hasta que todas las neuronas hayan recibido la sen˜al de error que describe su
contribucio´n a la sen˜al de error total. Basa´ndose en la minimizacio´n del error medio cuadra´tico, el
algoritmo Backpropagation actualiza los valores de las ganancias y de los pesos con el fin de que la
red converja hacia un estado que le permita aprender los patrones de entrenamiento.
La importancia de este proceso consiste en que a medida que se entrena la red, las neuronas de
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las capas ocultas aprenden a reconocer diferentes propiedades del espacio total de entrada. Una
vez finalizado el entrenamiento, aunque se presente un patro´n arbitrario de entrada que contenga
ruido o que la red no haya visto antes, dichas neuronas respondera´n con una salida activa si esta
entrada contiene un patro´n semejante a las caracter´ısticas que aprendieron a reconocer durante su
entrenamiento.
El algoritmo Backpropagation es comu´nmente implementado en redes multicapa y como e´sta se
encuentre constituida no se determina por medio de alguna te´cnica particular, depende de la
experiencia del disen˜ador y de las limitaciones computacionales que e´ste posea. Para inicializar
el proceso de entrenamiento se debe establecer la topolog´ıa de la red, es decir, se debe definir el
nu´mero de neuronas de la primera capa que depende directamente del nu´mero de componentes del
vector de entrada, el nu´mero de capas ocultas y las neuronas que conforman cada una de ellas, el
nu´mero de neuronas de la capa final la cual depende del nu´mero de componentes del vector de salida
y la funcio´n de transferencia que precisa cada capa. Despue´s de establecida la topolog´ıa se asignan
los valores iniciales de los para´metros de la red, tales como, el vector de entrada p, la matriz de
pesos W y el vector de ganancias b.[8]
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Cap´ıtulo 4
Disen˜o del Controlador y Simulaciones
4.1. “Swing Up” Mediante Regulacio´n de Energ´ıa
El disen˜o de controladores por regulacio´n de energ´ıa para un pe´ndulo invertido fue presentado por
Astrom y Furuta en 1996, en el cual se mostro´ como idea fundamental la necesidad de incrementar
la energ´ıa del sistema hasta alcanzar un nivel suficiente que permita llevar la planta a una regio´n
muy cercana al punto de equilibrio (posicio´n vertical superior) y all´ı realizar la conmutacio´n de las
te´cnicas de control para efectuar la estabilizacio´n del sistema.[10]
Se considera el modelo simplificado del pe´ndulo como se muestra en la Figura 4.1, donde no se
tienen en cuenta los torques de reaccio´n aplicados por el pe´ndulo hacia la barra horizontal (brazo)
y se desprecia la friccio´n existente en el punto de pivote.
Con estas consideraciones es posible estudiar el control de energ´ıa de la barra vertical sin incluir
la posicio´n y velocidad angular del eje sobre el que se encuentra el actuador (motor), lo que en
consecuencia permite obtener un modelo simplificado de segundo orden.[4]
Realizando una descomposicio´n de las fuerzas de reaccio´n sobre los ejes coordenados considerando
como entrada la aceleracio´n aplicada por la barra horizontal (u) en el punto de pivote y haciendo
las operaciones algebraicas correspondientes se obtienen las ecuaciones (4.1) y (4.2).
∑
Fy = H = m
d2
dt2
(y + lsinθ) (4.1)
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Figura 4.1: Diagrama de cuerpo libre del pe´ndulo
∑
Fz = V −mg = m d
2
dt2
(lcosθ) (4.2)
Aplicando una suma de momentos en el centro de masa del pe´ndulo se obtiene la ecuacio´n (4.3).
∑
Mcm = V lsinθ −Hlcosθ = Iθ¨ (4.3)
Con una combinacio´n lineal de las ecuaciones (4.1), (4.2) y (4.3) y definiendo u = y¨ y I +ml2 = Jp
se obtiene la ecuacio´n de movimiento (4.4).
Jpθ¨ +mlucosθ −mglsinθ = 0 (4.4)
La expresio´n de energ´ıa para el pe´ndulo considerando nula la sen˜al de control (u = 0) y definiendo
como cero la energ´ıa potencial del pe´ndulo en la posicio´n vertical superior (θ = 0) se muestra en la
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ecuacio´n (4.5), donde la energ´ıa total esta´ compuesta por la suma de energ´ıa cine´tica y la energ´ıa
potencial.
E =
1
2
Jpθ˙
2 +mgl(cosθ − 1) (4.5)
Es evidente que para llevar el pe´ndulo a la posicio´n vertical superior es estrictamente necesario
llevar la energ´ıa a su valor correspondiente en dicho punto, es decir, el valor de θ y θ˙ deben de ser
cero.
Para realizar el disen˜o de la te´cnica de control es necesario conocer la influencia de la sen˜al de
control en la energ´ıa de la planta. Por lo tanto al diferenciar con respecto al tiempo la ecuacio´n
(4.5), se obtiene la expresio´n (4.6) a partir de la manipulacio´n algebraica de (4.4).
dE
dt
= Jpθ˙θ¨ +mglθ˙sinθ = mguθ˙cosθ (4.6)
Como se muestra en la ecuacio´n (4.6) la controlabilidad se pierde cuando θ˙ = 0 y θ = ±pi2 como
ocurre cuando la velocidad cambia de direccio´n o se encuentra pasando por la posicio´n horizontal.
Es posible mediante la aplicacio´n de la teor´ıa desarrollada por el matema´tico y f´ısico Ruso Aleksandr
Lyapunov encontrar una sen˜al de control que permita llevar la funcio´n correspondiente a la posicio´n
del pe´ndulo a una regio´n de operacio´n deseada; lo que en consecuencia tiene como un posible
resultado la ley de control (4.7).[4]
u = k(E − E0)sign(θ˙cosθ) (4.7)
Donde la funcio´n sign(x) representa la direccio´n que debe ser implementada para llevar la funcio´n
de energ´ıa al valor deseado y k es un para´metro de disen˜o.
Considerando que la entrada real aplicada al motor es una sen˜al de voltaje, se hace necesario
encontrar una relacio´n entre la sen˜al de control u (aceleracio´n tangencial) y el torque en funcio´n de
la sen˜al de alimentacio´n.
La ecuacio´n que relaciona la aceleracio´n tangencial con el torque aplicado al motor se muestra en
(4.8).
τ =
J
la
u (4.8)
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Reemplazando (4.7) en (4.8) se obtiene la expresio´n (4.9).
τ =
J
la
k(E − E0)sign(θ˙cosθ) (4.9)
Igualando la ecuacio´n (4.9) y la ecuacio´n (1.40) se obtiene la expresio´n matema´tica (4.10) que
relaciona el voltaje con la energ´ıa del pe´ndulo.
v =
R
Kt
[
Jk
la
(E − E0)sign(θ˙ cos θ) + K
2
t
R
ϕ˙
]
(4.10)
4.2. Disen˜o del Controlador en el Punto de Equilibrio
Para el disen˜o del controlador se escogieron los polos continuos mostrados en (4.11), ya que se
obtuvo un buen tiempo de respuesta despue´s de que la planta se ubicara en el punto de equilibrio.
Adema´s si se utilizaban polos de mayor valor se presentaba el inconveniente de que el controlador
que debe actuar en el punto de operacio´n no lo hac´ıa sino hasta que el pe´ndulo pasara la segunda
vez por dicho punto.
P = [−5,−5,5,−6− i,−6 + i] (4.11)
Los valores de los para´metros del sistema se muestran en el Cuadro 4.1.
Para´metro Valor
Masa brazo horizontal (ma) 0.0777520kg
Masa pe´ndulo (mp) 0.0139675kg
Longitud brazo horizontal (la) 0.0840000m
Longitud pe´ndulo (lp) 0.2030000m
Gravedad (g) 9.8066500m/s2
Constantes del motor Valor
Resistencia (R) 12.10Ω
Inercia (J) 9.89e-7 kg ·m2
Constante de torque (Kt) 27.40e-3N ·m/A
Constante de fuerza electromotriz (Ke) 27.40e-3V · s/rad
Cuadro 4.1: Para´metros
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Evaluando los para´metros mostrados en el Cuadro 4.1 y los para´metros auxiliares definidos en (1.28)
en las matrices A y B mostradas en (1.54), se obtiene (4.12).
A =

0 1 0 0
0 −0,412782 −102,603297 0
0 0 0 1
0 0,342518 182,011525 0
 B =

0
15,065037
0
−12,500657
 (4.12)
La matriz de ganancias de realimentacio´n con los polos mostrados en (4.11), se muestra en (4.13).
K = [−0,6972 − 0,5197 − 30,6396 − 2,3932] (4.13)
Utilizando las ecuaciones (2.29), (2.30) y (2.31), se obtienen las matrices G, H (4.14) y los polos
discretos (4.15) para un tiempo de muestreo de 5ms.
G(T) =

1 0,0050 −0,0013 0
0 0,9979 −0,5129 −0,0013
0 0 1,0023 0,0050
0 0,0017 0,9103 1,0023
 H(T) =

0,0002
0,0753
−0,0002
−0,0625
 (4.14)
Pd = [0,9753, 0,9729, 0,9704− 0,0049i, 0,9704 + 0,0049i] (4.15)
Con los datos ya discretizados, se obtiene la matriz de ganancias disctreta (Kd) mostrada en (4.16).
Kd = [−0,6596 − 0,4948 − 29,9185 − 2,3387] (4.16)
4.3. Control Total de la Planta
En esta seccio´n se mostrara´ el diagrama de bloques completo (Figura 4.2) de los controladores
implementados utilizando Simulink de Matlab y los resultados obtenidos.
La operacio´n mo´dulo que se puede observar en la Figura 4.2 convierte el a´ngulo del pe´ndulo a
un valor equivalente entre pi y −pi y se utiliza con el fin de que el controlador para “Swing Up”
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vuelva a actuar despue´s de que el pe´ndulo se salga del punto de equilibrio independiente del sentido
de giro (horario o antihorario) y lleve el pe´ndulo nuevamente a la posicio´n deseada. En el bloque
denominado Conmutacio´n de los controladores se establecio´ la condicio´n de 25◦ en valor absoluto
para que el controlador para “Swing Up” deje de operar cuando reconozca dicho valor, logrando
que el pe´ndulo alcance el punto de operacio´n con la energ´ıa que e´ste posea. Adema´s se fijo´ el valor
de 15◦ en valor absoluto alrededor de cero como condicio´n para realizar el cambio de controlador, es
decir, despue´s de detectada la condicio´n establecida se realiza la conmutacio´n y opera el controlador
por Realimentacio´n de Variables de Estado.
Figura 4.2: Diagrama de bloques del control total de la planta
Se establecieron los valores de los para´metros de disen˜o k = 22,99, E0 = 0,05J y la condicio´n inicial
de posicio´n del pe´ndulo de -179.99◦.
En las Figuras 4.3 y 4.4, se muestran los resultados obtenidos de θ y ϕ, respectivamente. Como se
puede observar en estas figuras, el tiempo en el cual el sistema alcanza el punto de equilibrio es
aproximadamente 6s, presentando una pequen˜a oscilacio´n alrededor de cero que tarda un tiempo
de 2s en extinguirse y estabiliza´ndose permanentemente siempre que no se consideren sen˜ales de
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perturbacio´n.
Figura 4.3: Comportamiento del a´ngulo del pe´ndulo (θ) respecto al tiempo
Figura 4.4: Comportamiento del a´ngulo de la barra horizontal (φ) respecto al tiempo
En la Figura 4.5 se muestra la sen˜al de control u(t). Cabe notar que en el instante en el cual
el controlador por Realimentacio´n de Variables de Estado actu´a, dicha sen˜al toma un valor
relativamente alto debido a que el actuador se esfuerza para ubicar las condiciones actuales del
sistema en las condiciones de operacio´n establecidas. Sin embargo, no se supera el valor l´ımite de
voltaje que puede ser aplicado al motor del sistema.
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Figura 4.5: Comportamiento de la sen˜al de control respecto al tiempo
Con el objetivo de verificar que en el punto de operacio´n la energ´ıa del pe´ndulo E(t) tiende a cero
como se planteo´ en la seccio´n 4.1, en la Figura 4.6 se presenta el comportamiento de dicha sen˜al.
Figura 4.6: Comportamiento de la energ´ıa del pe´ndulo respecto al tiempo
4.4. Entrenamiento de la Red Neuronal Artificial
En esta seccio´n se realizara´ una breve descripcio´n del procedimiento utilizado para el entrenamiento
de la RNA, que como ya se menciono´ anteriormente sera´ implementada para llevar el pe´ndulo desde
su posicio´n inicial hasta el punto de equilibrio.
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Se utilizo´ el comando de Matlab newff para crear una red Backpropagation. Esta herramienta
requiere los datos de entrada, la salida deseada, el nu´mero de neuronas y la funcio´n de transferencia
de cada capa. As´ı, las entradas pi son φ, φ˙, θ y θ˙, las cuales son reconocidas como un vector fila.
La red esta´ conformada por 3 capas, cada una de ellas con 4, 8 y 1 neurona, respectivamente,
y la funcio´n de transferencia para cada capa es tansig, tansig y purelin. Los valores iniciales de
la matriz de pesos W y del vector de ganancias b, son escogidos aleatoriamente por el programa
cuando se inicializa el entrenamiento.[11]
Despue´s de entrenar la red neuronal con las mismas funciones de transferencia, el mismo nu´mero
de capas, pero con mayor nu´mero de neuronas en la capa oculta, se encontro´ que se genera un
mayor esfuerzo computacional dado por el incremento de tiempo de simulacio´n, adema´s de la salida
obtenida no satisface las necesidades. Es por esta razo´n que se selecciono´ la red inicialmente descrita,
ya que luego de entrenarla en repetidas ocasiones genero´ la salida que cumple con los requisitos
establecidos.
La salida que se desea que la RNA aprenda es la sen˜al de control (voltaje) generada por el “Swing
Up” por Regulacio´n de Energ´ıa. As´ı, despue´s de entrenar la red, se realizo´ el cambio en el diagrama
de bloques mostrado en la Figura 4.2 del subsistema denominado Controlador para “Swing Up” del
pe´ndulo por el subsistema Controlador para “Swing Up” del pe´ndulo con redes neuronales, tal como
se muestra en la Figura 4.7.
Adicionalmente, se utilizo´ el bloque Animacio´n Pe´ndulo para mostrar gra´ficamente el
comportamiento del pe´ndulo, dicho bloque requiere como entrada el a´ngulo θ y el a´ngulo φ.
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Figura 4.7: Diagrama de bloques del control total de la planta con RNA
El subsistema llamado Controlador para “Swing Up” del pe´ndulo con redes neuronales contiene los
bloques que se observan en la Figura 4.8.
Figura 4.8: Sustitucio´n del “Swing Up” mediante regulacio´n de energ´ıa por RNA
Donde el bloque Red neuronal entrenada para “Swing Up” es generado por Simulink despue´s de
realizado el proceso de entrenamiento.
En la Figura 4.9 se muestra la sen˜al de control obtenida con la RNA, es decir, la salida deseada.
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Comparando esta respuesta con la Figura 4.5, se puede notar cierto grado de diferencia entre
ambas sen˜ales ya que la red neuronal no reemplaza fielmente el comportamiento del patro´n de
entrenamiento, solo lo emula bajo condiciones de aprendizaje preestablecidas.
Figura 4.9: Sen˜al de control con RNA
As´ı mismo se muestra el comportamiento de los a´ngulos θ y φ en las Figuras 4.10 y 4.11,
respectivamente. Es de notar que el tiempo de establecimiento en el punto de operacio´n es similar
al obtenido por “Swing Up” Mediante Regulacio´n de Energ´ıa y la variable φ presenta una diferencia
en su valor ma´ximo.
Figura 4.10: Comportamiento del a´ngulo del pe´ndulo (θ) con RNA
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Figura 4.11: Comportamiento del a´ngulo de la barra horizontal (φ) con RNA
4.5. Perturbacio´n en la Sen˜al de Control
Generalmente a los sistemas de control se le introducen perturbaciones para observar el
comportamiento del sistema f´ısico ante ellas.
En esta seccio´n se muestran los resultados obtenidos despue´s de generar perturbaciones directamente
en la sen˜al de control, debidamente espaciadas y de corta duracio´n.
La Figura 4.12 muestra la tendencia del a´ngulo del pe´ndulo cuando se le ha introducido dos valores
diferentes de perturbacio´n, una de ellas en un tiempo de 10s con una amplitud de 4V y la otra
en 20s con una amplitud de 12V. Es evidente que con la primera de ellas, el a´ngulo del pe´ndulo
oscila alrededor de cero; sin embargo, no se desestabiliza. Caso contrario ocurre con la segunda
perturbacio´n con la cual el pe´ndulo sale de la zona de operacio´n pero pasados 4s logra nuevamente
estabilizarse hasta que se vuelva a presentar una nueva alteracio´n.
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Figura 4.12: Comportamiento del a´ngulo del pe´ndulo (θ) respecto al tiempo ante perturbacio´n
Dado que la barra horizontal se encuentra directamente conectada con el actuador, el a´ngulo φ es
muy sensible a las perturbaciones en la sen˜al de control como se percibe en la Figura 4.13.
Figura 4.13: Comportamiento del a´ngulo de la barra horizontal (φ) respecto al tiempo ante perturbacio´n
La sen˜al de control que se observa en la Figura 4.14, muestra el esfuerzo de corta duracio´n que
realiza el actuador para llevar el sistema a las condiciones de operacio´n.
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Figura 4.14: Comportamiento de la sen˜al de control respecto al tiempo ante perturbacio´n
4.6. Ruido Introducido en el Sensor del A´ngulo del Pe´ndulo
La operacio´n de todo sistema f´ısico esta´ sujeto a la interferencia de sen˜ales extran˜as conocidas
comu´nmente como ruido. Este tipo de sen˜ales posee un comportamiento de naturaleza aleatoria y
se debe a que dependen en gran medida de las condiciones del medio en el cual se desarrolla el
funcionamiento de una planta; razo´n por la cual el disen˜o de sistemas de control tiene en cuenta
consideraciones de operacio´n en las cuales se tiende a minimizar el efecto de las perturbaciones
causadas por el ruido interno y externo, adema´s ser altamente sensibles ante sen˜ales y patrones de
entrada.[5]
Son consideradas sen˜ales senoidales para representar ruidos o interferencias, debido a que toda sen˜al
aleatoria puede ser representada como una combinacio´n lineal de sen˜ales perio´dicas de magnitud
variable, una frecuencia fundamental y gran contenido armo´nico.
Para el sensor del a´ngulo del pe´ndulo se introdujo una sen˜al senoidal con magnitud en radianes
equivalente a 2 grados para simular la inclusio´n de ruidos externos en el medidor. Esto debido a
que pueden existir interferencias electromagne´ticas que afectan las medidas realizadas.
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Frecuencia de 5pi rad/s
En las Figuras 4.15 y 4.16, se presentan la variaciones correspondientes a las medidas angulares
del pe´ndulo y la barra horizontal, respectivamente. Es fa´cil notar que ante sen˜ales de error o ruido
de baja frecuencia presente en el dispositivo que sensa la variable θ el comportamiento del sistema
f´ısico se ve afectado de forma general con oscilaciones alrededor de cero.
Figura 4.15: Comportamiento del a´ngulo del pe´ndulo (θ) en presencia de ruido
Figura 4.16: Comportamiento del a´ngulo de la barra horizontal (φ) en presencia de ruido
Es evidente que la sen˜al de control presenta oscilaciones de amplitud y frecuencia constante despue´s
de que el pe´ndulo esta´ en la zona de operacio´n. Ver Figura 4.17.
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Figura 4.17: Comportamiento de la sen˜al de control en presencia de ruido
Frecuencia de 15pi rad/s
En comparacio´n con las Figuras 4.15 y 4.16, el aumento en la frecuencia de la sen˜al de ruido no
produce variaciones notables en la amplitud de las oscilaciones alrededor del punto de equilibrio.
Figura 4.18: Comportamiento del a´ngulo del pe´ndulo (θ) en presencia de ruido
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Figura 4.19: Comportamiento del a´ngulo de la barra horizontal (φ) en presencia de ruido
En la Figura 4.20 se muestra el comportamiento de la sen˜al de control, en la que se puede observar
el incremento en el esfuerzo de dicha sen˜al, con el fin de mantener el sistema estable.
Figura 4.20: Comportamiento de la sen˜al de control en presencia de ruido
4.7. Seguimiento de Referencia
Como se menciono´ en la subseccio´n 2.2.3, la funcio´n de transferencia que relaciona la salida con la
referencia no puede tener un cero en el origen porque tiene como consecuencia la obtencio´n de una
ganancia infinita, con lo cual no se podr´ıa seguir un comando de referencia.
Para el caso del Pe´ndulo de Furuta, la u´nica variable que permite seguir un comando de referencia
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es el a´ngulo del brazo horizontal φ.
El valor de la ganancia de referencia para los polos escogidos es Kr = −0,6972.
Referencia Tipo Escalo´n
En la Figura 4.21, se muestra el comportamiento de φ ante la sen˜al de referencia. Se puede observar
que mientras el controlador local no esta´ operando el a´ngulo del brazo horizontal omite el comando
de referencia, dado que la prioridad es llevar el sistema al punto de equilibrio. Luego de ubicarse en
dicho punto, se inicia el seguimiento de referencia.
Figura 4.21: Seguimiento de referencia de una sen˜al tipo escalo´n
Como se percibe en las Figuras 4.22 y 4.23, el a´ngulo del pe´ndulo θ y la sen˜al de control u(t)
presentan variaciones en los instantes de tiempo en los cuales la sen˜al de referencia cambia de valor.
Es importante aclarar que los cambios en la sen˜al de referencia no constituyen una perturbacio´n los
suficientemente fuerte para desestabilizar la planta y en consecuencia los esfuerzos de la sen˜al de
control son mı´nimos.
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Figura 4.22: Comportamiento del a´ngulo del pe´ndulo (θ) ante variaciones en la referencia de la Figura 4.21
Figura 4.23: Comportamiento del voltaje ante variaciones en la referencia de la Figura 4.21
Referencia Tipo Senoidal
En las Figura 4.24 es posible observar el comportamiento del a´ngulo de la barra horizontal φ ante
un comando de referencia de tipo senoidal de frecuencia menor a 1rad/s, el cual es seguido con un
error mı´nimo.
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Figura 4.24: Seguimiento de referencia de una sen˜al tipo senoidal
En el caso del a´ngulo θ, la Figura 4.25 permite observar un comportamiento ideal, ya que despue´s
de alcanzado el punto de equilibrio, este se queda fijo en cero.
Figura 4.25: Comportamiento del a´ngulo del pe´ndulo (θ) ante referencia de una sen˜al tipo senoidal
La sen˜al de control que se muestra en la Figura 4.26 solo presenta esfuerzos durante la operacio´n de
la red neuronal y en los primeros instantes despue´s de realizada la conmutacio´n de los controladores
y es posible observar que la variacio´n es pra´cticamente nula durante el tiempo que la planta se
encuentra en el punto de operacio´n, esto debido a la baja frecuencia que tiene el comando de
referencia.
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Figura 4.26: Comportamiento del voltaje ante referencia de una sen˜al tipo senoidal
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Cap´ıtulo 5
Conclusiones
Los controladores basados en Realimentacio´n de Variables de Estado muestran ser una buena
te´cnica para lograr la respuesta deseada siempre que el sistema f´ısico haya sido modelado de
manera adecuada y dicho modelo se encuentre linealizado alrededor de un punto de operacio´n
definido.
Aunque la determinacio´n de los valores de la matriz de las ganancias de realimentacio´n es
de cierta manera emp´ırica, resulta ma´s sencillo definir dicha matriz utilizando la Fo´rmula de
Ackerman que utilizando la metodolog´ıa del Regulador Lineal O´ptimo con Criterio Cuadra´tico
(LQR). Esto se debe a que el primero precisa como para´metro adicional la ubicacio´n de los
polos y la segunda requiere la definicio´n de las matrices Q y R para as´ı calcular los valores de
polos y finalmente la matriz inicialmente mencionada.
Resulta ma´s sencillo plantear el modelo matema´tico de sistemas f´ısicos no lineales utilizando
funciones de energ´ıa que utilizando la meca´nica cla´sica (ecuaciones de Newton), adema´s las
primeras permiten el conocimiento de los estados energe´ticos de la planta en todo momento,
lo que garantiza generar sen˜ales con las cuales se puede regular dichos estados.
Las Redes Neuronales Artificiales resultan ser una herramienta u´til para modelar sistemas
no lineales. Sin embargo, la salida que se obtiene despue´s de completar el proceso de
aprendizaje depende de la constitucio´n interna de la red y de las caracter´ısticas del patro´n de
entrenamiento.
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El disen˜o de un controlador global depende de la naturaleza de la planta y generalmente suele
ser complicado implementar una u´nica te´cnica que posea la suficiente capacidad para arrojar
los resultados esperados. Es por esto que resulta ma´s sencillo emplear una combinacio´n de
controladores que actuen teniendo en cuenta los requerimientos de la planta y las regiones de
operacio´n de esta.
A pesar de que la sen˜al de ruido introducida en el sensor del a´ngulo de pe´ndulo ocasionara
esfuerzos en la sen˜al de control con la finalidad de mantener estable el sistema en el punto de
equilibrio, dichos esfuerzos en ningu´n momento superan los l´ımites operativos del actuador.
Ante las perturbaciones introducidas en la sen˜al de control el sistema respondio´ de manera
adecuada demostrando as´ı cierto grado de robustez en el controlador. Adema´s al considerar
sen˜ales de referencia se pudo apreciar la sensitividad de la planta ya que sigue este comando
sin mayor dificultad.
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