An automatic cDNA microarray image processing using an improved fuzzy clustering algorithm is presented in this paper. The spot segmentation algorithm proposed uses the gridding technique developed by the authors earlier, for finding the co-ordinates of each spot in an image. Automatic cropping of spots from microarray image is done using these co-ordinates. The present paper proposes an improved fuzzy clustering algorithm Possibility fuzzy local information c means (PFLICM) to segment the spot foreground (FG) from background (BG). The PFLICM improves fuzzy local information c means (FLICM) algorithm by incorporating typicality of a pixel along with gray level information and local spatial information. The performance of the algorithm is validated using a set of simulated cDNA microarray images added with different levels of AWGN noise. The strength of the algorithm is tested by computing the parameters such as the Segmentation matching factor (SMF), Probability of error (pe), Discrepancy distance (D) and Normal mean square error (NMSE). SMF value obtained for PFLICM algorithm shows an improvement of 0.9 % and 0.7 % for high noise and low noise microarray images respectively compared to FLICM algorithm. The PFLICM algorithm is also applied on real microarray images and gene expression values are computed.
INTRODUCTION
cDNA microarray is used to measure the gene expression levels of thousands of genes simultaneously over different time points and different experiments. This powerful tool in biotechnology has been utilized in many biomedical applications such as cancer research, infectious disease diagnosis and treatment, toxicology research, pharmacology research, and agricultural development. The enormous improvement of technology in the last decade makes it possible to simultaneously identify and quantify thousands of genes by their gene expression [1] , [2] , [3] . The spots on a microarray are segmented from the background to compute the gene expression. The three basic operations to compute the spot intensities are gridding, segmentation and intensity extraction. These operations are used to find the accurate location of the spot, separate spot Foreground (FG) from Background (BG) and to calculate of the mean red and green intensity ratio for gene expression. In the last decade, several software packages and algorithms have been developed for segmenting spots in microarray images. Fixed circle segmentation was the first algorithm used in ScanAlyze software where all spots are considered to be circular with a predefined fixed radius [4] . An adaptive circle segmentation technique was employed in the GenePix software [5] , where the radius of each spot was not considered constant but adapts to each spot separately. Dapple software estimated the radius of the spot using the laplacian based edge detection [6] .
An adaptive shape segmentation technique was used in the Spot software [7] . A histogram-based segmentation method was used in the ImaGene software [8] . Later Watershed [9] and the Seeded region growing algorithms were employed [10] in microarray image analysis. The disadvantages of the above mentioned software packages and algorithms were either the spots were considered to be circular in shape or it was a prerequisite to know the precise position of the spot's center [11] . Further segmentation algorithms based on the statistical Mann-Whitney test was also used in spot segmentation [12] , which assessed the statistical significant difference between the FG and BG.
The model based segmentation technique suggested by Q. Li et al. [13] for segmenting microarray spots uses clustering techniques but removes small disconnected clusters based on some threshold assuming that they are artifacts. The spot segmentation using the Markov random field method (MRF) [14] , [15] utilizes neighbor information, along with intensity information based on an MRF modeling of the compartment. Although this combination of intensity and spatial information results in a more accurate pixel classification process, it requires an initial classification of the pixels, which in turn affects the final results. Another similar approach is the segmentation method included in the Matarray toolbox of Matlab [16] , which also combines both spatial and intensity information. A disadvantage of this method is that it requires input parameters in order to segment the spots.
A 3-D model for spot segmentation was introduced by Eleni Zacharia and Dimitris Maroulis [17] . In this method each real spot of the cDNA microarray image is represented in a 3D space by a 3D model. Since this optimization of 3D space model is using genetic algorithm it is time consuming. Two segmentation methods, Fuzzy gaussian mixture model (FGMM) [18] and Wavelet markov random field (WMRF) model [19] were proposed by Emmanouil I. et al. for segmenting cDNA microarray images. These algorithms were applied to each cell with the purpose of discriminating FG from BG.
Shape-independent segmentation approaches regard pixel intensities in a compartment as a single unit which includes the basic clustering and fuzzy clustering algorithm such as K-means [20] , [21] , Hybrid k-means [22] and Fuzzy c means (FCM) [23] . The main drawbacks of these methods are their sensitivity to noise. The improved fuzzy clustering techniques such as Possibilistic fuzzy c mean (PFCM) [24] and Fuzzy local information c means (FLICM) [25] solve the noise sensitivity problem of the basic clustering algorithm to some extent, but still need further improvement. The Genetic algorithm based fuzzy c means (GAFCM) [26] method was applied to cDNA microarray images by the authors for segmenting microarray spots. This algorithm improves the FCM algorithm with the help of an optimization technique which results in better segmentation of microarray spots compared to FCM, but needs more computation time since genetic algorithm is used for optimization.
Machine learning based DNA microarray image gridding, a novel method for automatic gridding of cDNA microarray images based on the maximization of the margin between rows and columns of the spots, was introduced by D. Bariamis et al. [27] . This algorithm first estimated the microarray image rotation, followed by spot detection. Then, a set of grid lines were placed on the image in order to separate each pair of consecutive rows and columns of the selected spots. The optimal positioning of the lines was determined by maximizing the margin between these rows and columns by using a maximum margin linear classifier [27] , [28] .
The aim of microarray image processing is to find the gene expression from each spot. The block diagram shown in Fig.1 explains the steps involved in the calculation of gene expression from a microarray image.
In this paper, an improved fuzzy clustering algorithm which can perform better spot segmentation in the presence of noise, than the existing PFCM and FLICM algorithm is proposed. Gridding of microarray image is done using an algorithm developed by the authors [29] . The fully automatic gridding method developed enhances spot intensity in the preprocessing step as per a histogram based threshold method. The gridding step finds co-ordinates of spots from horizontal and vertical profile of the image. To correct errors due to the grid line placement, a grid line refinement technique is used [29] . Fuzzy clustering is one of the most significant techniques that is used for microarray spot segmentation. The fuzzy clustering algorithms such as FCM, PCM, PFCM and FLICM were used for spot segmentation of cDNA microarray images. The proposed method PFLICM is an improved version of fuzzy clustering algorithm. The PFCM, FLICM and PFLICM algorithm are coded in MATLAB [30] . For evaluation and testing of the algorithm both simulated and real microarray images are used. The performance of PFCM, FLICM and PFLICM algorithms are tested by evaluating the SMF, (pe), D, and NMSE. 
MOTIVATION
In FLICM [25] , [31] , Gij is used to measure the damping extent of the neighboring pixels with the spatial distances from the central pixel. The analysis of the fuzzy factor Gij shows that the spatial information and the local gray-level information are represented by the spatial distance and the gray-level difference, respectively.
Furthermore, the local spatial relationship changes adaptively according to spatial distances from the central pixel. For the neighborhood pixels having same gray level value, the greater the spatial distance, the smaller the damping extent, and vice versa. However, the spatial distance used to measure the damping extent of the neighbors may be unreasonable in some cases. Two situations which give unreasonable result are mentioned. 1. A sub image with the central pixel corrupted by noise, whereas the other adjacent pixels are not corrupted and is homogenous. 2. A sub image with the central pixel not noisy but some adjacent pixels are corrupted by noise. In the above cases, the gray level differences between the neighboring pixels and the central pixel are different. For accurate estimation of the fuzzy factor, the damping extent of the neighboring pixels is to be treated separately. However, the damping extent of the neighboring pixels which is a function of the spatial distance, fails to analyze the impact of each neighboring pixel on the fuzzy factor.
In the proposed PFLICM, to overcome the above mentioned shortcomings of FLICM, the typicality of the pixel from PFCM algorithm is incorporated along with fuzzy factor in FLICM [31] . PFLICM solves the noise sensitivity defect and overcomes the coincident clustering problem. It incorporates typicality, local gray level and local spatial information in a fuzzy way to obtain robustness and noise insensitivity. The factor Gij controls the influence of the neighborhood pixels depending on their distance from the central pixel. To make the proposed algorithm independent of the types of noise and make it a better choice for clustering pixels in the absence of a priori knowledge of the noise, the typicality of the pixel tij is included [31] .
POSSIBILISTIC FUZZY LOCAL INFORMATION C MEANS (PFLICM)
The PFLICM is an improved fuzzy clustering algorithm which incorporates typicality of a pixel, local gray level and spatial information in grouping pixels in an image into different clusters. Let x = xi (i = 1 to N) be the pixels of a single microarray spot, where N is the total number of pixels present in the spot image. These pixels have to be clustered in two classes BG and FG. Let Cj (j =1, 2) be the prototype cluster centers of the BG and FG pixels respectively. A membership function uij represents the membership value of each pixel to be in different clusters. Based on the maximum value of the membership function each pixel is grouped. The cluster centers C1 and C2 are updated iteratively based on the grouped pixel. PFLICM is an iterative clustering algorithm that produces an optimal C partition by minimizing the weight within group sum of squared error objective function 
The aim of this method is to minimize the absolute value of the difference between the two consecutive objective functions F t and F t + 1 given by the Eq.(2),
where,  is a small value close to zero.
In Eq. (1), dij is the Euclidean distance from a pixel to a cluster center and is given by,
where, tij is called the typicality of the pixel, each row of tij is interpreted as the possibility distribution over x. tij is calculated by Eq.(4) [24] , [31]    
where, γ is a constant and is given by Eq. (5),
where, K is a constant greater than zero and uij is the membership function.
In order to enhance the insensitivity to noise, a new factor Gij is included in PFLICM objective function [25] , [31] . This factor incorporates local gray level and local spatial information in a fuzzy way so as to obtain robustness and noise insensitivity, and also control the influence of the neighborhood pixels depending on their distance from the central pixel
where, the k th pixel is the center of the local window, j is the reference cluster and the i th pixel belongs to the set of neighbours falling into a window around the k th pixel (Nk). dk, j is the spatial Euclidean distance between pixels k and j, uij is the degree of membership of the i th pixel in the j th cluster, m is the weighting exponent on each fuzzy membership, and cj is the prototype of the centre of cluster j.
The membership function uij is given as,
The prototype center cj is updated using Eq. 
The objective function F t has to be minimized to find the optimum cluster centers.
Finally the PFLICM algorithm is given as follows:
Step 1: Initialize the cluster centers cj, fuzzification parameters (m and ) and the stopping condition ().
Step 2: Initialize randomly membership function uij and i.
Step 3: Initialize randomly the typicality matrix tij.
Step 4: Set the loop count iter = 0.
Step 5: Calculate tij using Eq.(4).
Step 6: Compute fuzzy partition membership degree matrix uij using Eq.(7).
Step 7: Update cj using Eq.(8).
Step 8: If the max {ǁFt + 1  Ftǁ}   then stop otherwise iter = iter + 1 and go to step 5.
DATABASE USED FOR EVALUATION
The evaluation was carried out on two types of databases referred to as Type 1 and Type 2. The proposed algorithm is also applied on real microarray images downloaded from UNC microarray database.
TYPE 1
In order to objectively compare the proposed segmentation method with fuzzy clustering methods such as PFCM and FLICM, a dataset of synthetic cDNA microarray images is used [32] . This dataset contains 50 Good-quality images (GQI) and 50 Lowquality images (LQI) for which the ground truth is known. Each image having 1000 spots is digitized at 330  750 pixels. It was produced by the microarray simulator of Nykter, which generates synthetic cDNA microarray images with realistic characteristics [33] . The good-quality images have low variability in spot sizes and shapes, and their noise level is reasonably low. On the contrary, the low-quality images contain spots whose shape and size vary significantly. The noise levels are significantly higher in the low-quality images. This dataset is used here since it is used by different authors for comparing various established segmentation techniques [34] .
TYPE 2

Synthetic Database:
A set of 40 microarray images, each with 225 spot, are simulated by the authors as mentioned in the literature [18] , [19] for numerically evaluating and comparing the various segmentation methods. In order to generate spots with realistic characteristics, the following procedure is adopted. A true cDNA image is used as a template, and its binary version is produced by employing a thresholding technique. Thus, the location, boundary, and area of all simulated spots are a priori determined. The intensities of each FG region are drawn from a uniform distribution using the mean FG intensities of the respective spots in the original image. The remaining BG pixels are drawn from a uniform distribution whose mean intensity is determined from the original image using the entire binary mask image. Note, all the BG intensities is drawn from a single distribution while FG intensities of each target region are drawn from an uniform distribution whose mean is estimated separately from the original respective spot region. The spots in microarray images sometimes exhibited doughnut-like shapes. During the simulation the doughnut holes which are identified as BG during thresholding, have the same intensity distributions as the BG.
Real Microarray Images:
Real microarray images with category cell line & sub category drug treatment are downloaded from the UNC microarray data base [35] . Each image consists of 34 blocks or sub arrays with each block containing 625 spots. From the downloaded images we have arbitrary selected 25 microarray blocks, i.e. total 15625 spots are used for segmentation. Although the ground truth is not known, it is clear from the segmentation result that the proposed method is more efficient in segmenting the real microarray spots.
MEASURES USED FOR EVALUATION
To compare the performance of the proposed algorithm applied on Type 1 and Type 2 databases, with PFCM and FLICM, the following parameters are used. The Type 1 database is evaluated with two statistical parameter such as p e and D [17] , [34] and the Type 2 synthetic database with SMF, pe, D, and NMSE.
The accuracy of the segmentation is examined with the statistical parameter probability of error pe, which measures the missegmented pixels, and is defined as,
where,
is the probability of error in classifying foreground pixel as background pixels,
is the probability of error in classifying background pixels as foreground pixels, P(F) and P(B) are a priori probabilities of foreground and background pixels in the image. The minimum value of zero occurs for pe then all of the pixels of the spots are segmented correctly. A maximum value of one for pe indicates a situation where all of the pixels of the background are segmented as foreground and vice versa. The parameter discrepancy distance D, which gives different weights for missegmented pixel, based on how spatially far they are located from the nearest correct segmentation result.
It is defined as,
where, N is the number of missegmented pixels, d(i) is the Euclidian distance from the i th missegmented pixels to the nearest pixel that actually belongs to the missegmented class. A is the total number of pixels in the image.
The Type 2 synthetic database images are corrupted by Additive white gaussian noise (AWGN) [18, 19] with the Signal-to-noise ratio (SNR) ranging from 1 to 10dB. The segmentation ability of the proposed algorithm is compared with PFCM and FLICM by finding the SMF, pe, and NMSE for every binary spots produced by these clustering algorithms. The SMF [17] - [19] , [34] for every binary spot, produced by the clustering algorithm is given by, (11) where, Aseg is the area of the spot, as determined by the proposed algorithm and Aact is the actual spot area. A perfect match in the case of SMF is indicated by a 100% score, any score higher than 50% indicates reasonable segmentation where as a score less than 50% indicate poor segmentation [18] , [19] . For a simulated image with known ground truth, another metric called NMSE [34] is used to measure the performance of the proposed approach which is given by,
where, M and N are the dimensions of the image. ij x and ij x are the original and clustered image pixels respectively. NMSE is calculated for varying noise levels in the input image. A minimum value of zero is desirable for better segmentation.
RESULTS AND DISCUSSION
After validating the PFLICM algorithm and ensuring its correctness, it is applied on the Type 1 and Type 2 databases. The evaluation results of the proposed method on Type 1 are shown in Table. 1. It includes the results of ten established segmentation techniques, as reported by Lehmussola et al. [2] and Eleni Zacharia et al. [17] .
(a) (b) Fig.2. (a) . A block in a good-quality artificial microarray image (b). Spot-segmentation result using proposed method
Comparing K-means, 3D modeling, PFCM and FLICM in the case of HQI, the proposed method yields the same results. However, in the case of LQI the proposed method is better. The significant number of spots used for evaluation additionally supports these arguments. The evaluation is done on more than 50000 artificial microarray spots for which the correct segmentation result is known. The Fig.2(a) illustrates the a microarray block taken from a good-quality synthetic image, while Fig.3(a) illustrates a microarray block taken from a low-quality synthetic image. From Fig.2(b) and Fig.3(b) it is observed that the proposed approach has near optimally segmented all the microarray spots of Fig.2(a) and most of the microarray spots of Fig.3(a) . It can be seen that the proposed method has not segmented any spurious spot. The results show that the proposed segmentation algorithm can segment spots of any shape.
(a) (b) Fig.3. (a) . A block in a low-quality artificial microarray image (b). Spot-segmentation result using proposed method The proposed algorithm is also applied on a set of 40 Type 2 synthetic microarray images, each with 225 spots which was simulated as mentioned in the literature [18, 20] . The Table. 2 summarizes the average performance results obtained for segmenting spots of 40 simulated microarray images (10000 spots). The Fig.4(a) shows a simulated microarray image and Fig.4(b) shows the segmentation result obtained using the proposed algorithm.
The segmentation algorithm is applied on each image after applying the AWGN noise. The SNR value of noise is varied from 1 to 10dB. The performance measurement parameter such as SMF, pe, and NMSE achieved for all simulated spots corresponding to different SNR levels are presented in Table. 2. Regarding the SMF, the PFLICM algorithm resulted in higher spot area identification accuracy than PFCM and FLICM. The ultimate goal of the segmentation process in microarray image processing is to obtain intensity measurement. Accurate segmentation of spot has a great impact on the intensity calculation. Measurements based on the pixel intensity, rather than the segmentation area such as pe and NMSE, support the superiority of the PFLICM against PFCM and FLICM. When evaluating the results in intensity extraction perspective a lower value of pe and NMSE are expected for the better performance of the algorithm [12] . Hence the proposed algorithm is better compared to other algorithms. The Fig.5(a)-(c) shows three subimages, from a simulated image added with AWGN noise (SNR value 5dB). The subimages includes good quality, low quality and doughnut shaped spots. The Fig.6(a)-(c) shows the segmented output of Fig.5(a) -(c) obtained using the proposed algorithm. The result shows the strength of the proposed algorithm in segmenting multi shaped and spurious spots. Real microarray images downloaded from the UNC microarray data base is used for segmenting spots FG from BG. All downloaded images are having 34 sub arrays with 625 spots in each sub array. The proposed algorithm is applied on 25 such sub arrays. The Fig.7(a) and Fig.7(b) shows a real image sub array obtained from the UNC microarray data base and its gridded image respectively. The Fig.8 shows the segmented result obtained using the proposed method. The Fig.9 (a)-(c) shows three 3  3 subimages selected from real microarray image with high intensity, low intensity, doughnut shaped and spurious spots. The Fig.10(a)-(c) shows the segmentation results obtained using the proposed algorithm. The results show that the proposed method segments all high intensity, low intensity and doughnut shaped spots successfully even when the spots are not easily distinguishable. The method also properly segments most of the spurious spots. So the proposed algorithm is a good choice for segmenting real microarray image spots and computation of gene expression. 
CONCLUSION
An improved version of fuzzy clustering technique, PFLICM is proposed in this paper. The PFLICM algorithm is applied on simulated and real microarray images. The results obtained support the method strength in reliable measurement of gene expression values from real microarray images. The simulated microarray images include good quality, low quality images and synthetic images whose ground truth value is known. The number of spots used for the evaluation purpose and measures obtained support the superiority of the proposed method over other existing standard methods in microarray image processing.
For real microarray images, more than 15000 spots are segmented for calculating the gene expression values.
The combination of gridding step developed by the authors and spot segmentation step proposed in this paper will make the microarray image analysis automatic.
