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Abstract
In this paper, we prove a theorem of linearized asymptotic stability for
fractional differential equations with a time delay. More precisely, using
the method of linearization of a nonlinear equation along an orbit (Lya-
punov’s first method), we show that an equilibrium of a nonlinear Caputo
fractional differential equation with a time delay is asymptotically stable if
its linearization at the equilibrium is asymptotically stable. Our approach
based on a technique which converts the linear part of the equation into
a diagonal one. Then using properties of generalized Mittag-Leffler func-
tions, the construction of an associated Lyapunov–Perron operator and
the Banach contraction mapping theorem, we obtain the desired result.
Key words: Asymptotic stability, delay differential equations with fractional
derivatives, existence and uniqueness, fractional differential equations, growth
and boundedness, stability..
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1 Introduction
Recently, delay fractional differential equations (DFDEs) have received consid-
erable attentions because they provide mathematical models of real-world prob-
lems in which the fractional rate of change depends on the influence of their
hereditary effects, see e.g., [11, 2, 10, 4, 17] and the references therein. One of
the simplest form of DFDEs is{
CDα0+x(t) = f(t, x(t), x(t − τ)), t ∈ [0, T ],
x(t) = φ(t), ∀t ∈ [−τ, 0],
(1)
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where α > 0 is the order of the Caputo fractional derivative CDα0+, the initial
condition φ is a continuous function on the interval [−τ, 0] with τ, T > 0 are
fixed real parameters. For this equation, the first basic and important problem
is to show the existence and uniqueness of solutions under some reasonable
conditions. It is well known that in the case of ordinary differential equations (α
is an integer), under some Lipschitz conditions, a delay equation has an unique
local solution (see [8, Section 2.2]); furthermore, by using continuation property
(see [8, Section 2.3]), one can derive global solutions as well. However, in the
fractional case (non-integer α), the problem of existence and uniqueness of (local
and global) solutions is more complex because of the fractional order feature of
the equation which implies history dependence of the solutions, hence, among
others, the continuation property is not applicable. With regard to the existence
of solutions to DFDEs, many results have been reported in the literature, see
e.g., Abbas [1] and N.D. Cong and H.T. Tuan [6].
Furthermore, whenever the solution exists, it is of particular important to know
the asymptotic behavior of them. To the best of our knowledge, up to now, there
have been only very few contributions to this problem. Y. Luo and Y. Chen [12],
K.A. Moornani and M. Haeri [13] discussed on the stability of some particular
types of fractional differential equations with constant delays. J. Cermak, J.
Hornicek and T. Kisela [4] have discussed stability and asymptotitc properties
of linear fractional-order differential systems involving both delayed as well as
non-delayed terms. The stability and bifurcation analysis of a generalized scalar
DFDE is discussed in [3]. The stability and performance analysis for postive
fractional-order systems with time-varying delays is reported in J. Shen and J.
Lam [16]. However, the relationship between the stability of the trivial solution
to a nonlinear delay fractional differential system and that of the linearized part
is still an open problem.
This paper is devoted to the investigation of the asymptotic behavior for solu-
tions near the the equilibrium of (1) in the case the function f : Rd ×Rd → Rd
has the form
f(x, y) = Ay + g(x, y).
Here, A ∈ Rd×d and the function g satisfies the following conditions
(H1) g(0, 0) = 0;
(H2) g is local Lipschitz continuous in a neighborhood of the origin and
lim
̺→0
ℓg(̺) = 0,
with
ℓg(̺) := sup
x,y,xˆ,yˆ∈B
Rd
(0,̺)
(x,y) 6=(xˆ,yˆ)
‖g(x, y)− g(xˆ, yˆ)‖
‖x− xˆ‖+ ‖y − yˆ‖
.
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Namely, we prove that the trivial solution of (1) is asymptotically stable if the
trivial solution of the linearized equation{
CDα0+x(t) = Ax(t− τ), t ∈ (0,∞),
x(t) = φ(t), t ∈ [−τ, 0],
where φ : [−τ, 0]→ Rd is a continuous function, is asymptotically stable.
The rest of this paper is organized as follows. In Section 2, we recall briefly a
framework of delay fractional differential systems. Section 3 is devoted to the
main result of this paper. In this section, we give a spectrum characterization
of the asymptotic stability to nonlinear fractional differential systems.
2 Preliminaries
This section is devoted to recalling briefly a framework of DFDEs. We first
introduce some notations which are used throughout this paper. Let K be
the set of all real numbers or complex numbers and Kd be the d-dimensional
Euclidean space endowed with a norm ‖ · ‖. Denote by I the real interval [a, b]
or [a,∞), let C(I;Kd) be the space of continuous functions ξ : I → Kd with the
sup norm ‖ · ‖∞, i.e.,
‖ξ‖∞ := sup
t∈I
‖ξ(t)‖, ∀ξ ∈ C(I;Kd).
Final, we denote by BC([a,b];Kd)(0, ̺) the ball centered at the origin with radius
̺ in the space C([a, b];Kd) and BC∞(0, ̺) the ball with the center at the origin
and radius ̺ in the space C([a,∞);Kd).
For α > 0, [a, b] ⊂ R and a measurable function x : [a, b] → R such that∫ b
a
|x(τ)| dτ <∞, the Riemann–Liouville integral operator of order α is defined
by
(Iαa+x)(t) :=
1
Γ(α)
∫ t
a
(t− s)α−1x(s) ds, t ∈ (a, b],
where Γ is the Gamma function. The Caputo fractional derivative CDαa+x of a
function x ∈ ACm([a, b];R) is defined by
(CDαa+x)(t) := (I
m−α
a+ D
mx)(t), t ∈ (a, b],
where ACm([a, b];R) denotes the space of real functions x which has continuous
derivatives up to orderm−1 on the interval [a, b] and the (m− 1)th-order deriva-
tive x(m−1) is absolutely continuous,Dm = d
m
dtm is the usualm
th-order derivative
and m := ⌈α⌉ is the smallest integer larger or equal to α. The Caputo frac-
tional derivative of a d-dimensional vector function x(t) = (x1(t), · · · , xd(t))
T is
defined component-wise as
(CDαa+x)(t) := (
CDαa+x1(t), · · · ,
CDαa+xd(t))
T.
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From now on, we consider only the case α ∈ (0, 1). Let τ be an arbitrary positive
constant, and φ ∈ C([−r, 0];Rd) be a given continuous function. Consider the
delay Caputo fractional differential equations
CDα0+x(t) = Ax(t − τ) + g(x(t), x(t − τ)), t ∈ [0,∞), (2)
with the initial condition
x(t) = φ(t), ∀t ∈ [−τ, 0], (3)
where x ∈ Rd, A ∈ Rd×d and g : Rd × Rd → Rd is local Lipschitz continuous in
a neighborhood of the origin.
For any T > 0, a function ϕ(·, φ) ∈ C([−τ, T ];Rd) is called a solution of the
initial condition problem (2)–(3) over the interval [−τ, T ] if{
CDα0+ϕ(t, φ) = Ax(t − τ) + g(ϕ(t, φ), ϕ(t − τ, φ)), ∀t ∈ (0, T ],
ϕ(t, φ) = φ(t), ∀t ∈ [−τ, 0].
Since g is local Lipschitz continuous in a neighborhood of the origin, [6, Theorem
3.1] implies the existence and uniqueness of solutions to the initial value problem
(2)–(3) for any φ ∈ C([−τ, 0];Rd). Let I := [−τ, tmax(φ)), where 0 < tmax(φ) ≤
∞, be the maximal interval of existence to the solution ϕ(·, φ). We now recall
the nations of stability and asymptotic stability of the trivial solution to the
equation (2).
Definition 2.1. (i) The trivial solution of (2) is called stable if for any ε > 0
there exists δ = δ(ε) > 0 such that for any ‖φ‖∞ ≤ δ, we have tmax(φ) =
∞ and
‖ϕ(t, φ)‖ ≤ ε, ∀t ≥ 0.
(ii) The trivial solution is called asymptotic stable if it is stable and there
exists δˆ > 0 such that limt→∞ ϕ(t, φ) = 0 whenever ‖φ‖∞ ≤ δˆ.
In the case g = 0, the equation (2) reduces to a linear delay fractional equation
CDα0+x(t) = Ax(t − τ), ∀t ≥ 0. (4)
Let
Sα,τ :=
{
λ ∈ C \ {0} : |λ| <
(
| arg (λ)| − απ/2
τ
)α
,
απ
2
< | arg (λ)| ≤ π
}
.
In the following theorem, we restate a spectral characterization on the asymp-
totic stability of the trivial solution to (4).
Theorem 2.2. The trivial solution of (4) is asymptotic stable if and only if all
eigenvalues of the matrix A are located in the domain Sα,τ , i.e.,
σ(A) ⊂ Sα,τ .
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Proof. See [4, Theorem 2].
For the nonlinear equation (2), we first focus on the case: the matrix A is diag-
onal and the function g is global Lispchitz continuous. By using the generalized
Mittag-Leffler function Eλ,τα,β(t) : [0,∞)→ C, which is defined by
Eλ,τα,β(t) :=
{∑∞
k=0
λk(t−kτ)αk+β−1
Γ(αk+β) H(t− kτ), if t ≥ 0,
1, if t = 0,
where β ∈ R, λ ∈ C and H is the Heaviside function defined by
H(t) =
{
1, if t ≥ 0,
0, if t < 0,
we obtain a connection between the solutions of the equation (2) and its linear
part as below.
Lemma 2.3. Consider the initial problem (2)–(3). Assume that g is global
Lipschitz continuous and
A = diag(λ1, . . . , λd),
where λi ∈ C, for i = 1, . . . , d. Then, for any initial condition φ ∈ C([−τ, 0];C
d),
this problem has a unique solution on [−τ,∞). Denote this solution by ϕ(·, φ).
We have a representation of ϕ(·, φ) as ϕ(·, φ) := (ϕ1(·, φ), . . . , ϕd(·, φ))T, in
which, for i ∈ {1, . . . , d},
ϕi(t, φ) :=Eλi,τα,1 (t)φ
i(0) + λi
∫ 0
−τ
Eλi,τα,α (t− τ − s)H(t− τ − s)φ
i(s)ds
+
∫ t
0
Eλi,τα,α (t− s)g
i(ϕ(s, φ), ϕ(s − τ, φ))ds, ∀t ≥ 0, (5)
and ϕ(t, φ) = φ(t) for all t ∈ [−τ, 0].
Proof. From [6, Corollary 3.2], we see that the initial problem (2)–(3) has a
unique solution with any initial condition φ ∈ C([−τ, 0];Cd). On the other
hand, due to [6, Theorem 4.1], all solutions of this problem are exponential
bounded. Using Laplace transform and arguments as in [4, Section 4], we obtain
the variation of constants formula (5).
In the remaining part of this section, we give some estimates involving the scalar
generalized Mittag-Leffler functions Eλ,τα,β with λ ∈ Sα,τ and β = 1 or β = α.
Lemma 2.4. Assume that λ ∈ Sα,τ . Then, there exits a positive constant Cα,λ
such that the following statement hold:
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(i) |Eλ,τα,α(t)| ≤
Cα,λ
tα+1 , ∀t ≥ 1;
(ii) |Eλ,τα,1 (t)| ≤
Cα,λ
tα , ∀t ≥ 1;
(iii) supt≥0
∫ t
0 |E
λ,τ
α,α(s)| ds ≤ Cα,λ.
Proof. This proof is given in the appendix at the end of this paper.
3 Main result
Our aim in this section is to prove the following theorem.
Theorem 3.1 (Linearized stability theorem). Consider the initial problem (2)–
(3). Assume that the spectrum σ(A) of the matrix A satisfies
σ(A) ⊂ Sα,τ
and the function g satisfies the conditions (H1) and (H2). Then, the trivial
solution of this problem is asymptotically stable.
For a proof of this theorem, we follow the approach of [5]. More precesily, first
we transform the linear part of (2) to a Jordan normal form; then we construct
an appropriate Lyapunov–Perron operator which is a contraction and its fiexed
point is the solution of the initial problem (2)–(3), and exploit the properties
of the scalar generalized Mittag-Leffler function to obtain the conclusion of the
theorem.
Transformation of the linear part
Using [15, Theorem 6.37, pp. 146], there exists a nonsingular matrix T ∈ Cd×d
transforming the matrix A in the equation (2) into the Jordan normal form, i.e.,
T−1AT = diag(A1, . . . , An),
for i = 1, . . . , n, the block Ai is of the following form
Ai = λi iddi×di + ηiNdi×di ,
where ηi ∈ {0, 1} and the nilpotent matrix Ndi×di is given by
Ndi×di :=

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
0 0 · · · 0 1
0 0 · · · 0 0

di×di
.
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Let γ be an arbitrary but fixed positive number. Using the transformation
Pi := diag(1, γ, . . . , γ
di−1), we obtain that
P−1i AiPi = λi iddi×di + γiNdi×di ,
γi ∈ {0, γ}. Hence, under the transformation y := (TP )
−1x, the equation (2)
becomes
CDα0+y(t) = diag(J1, . . . , Jn)y(t− τ) + h(y(t), y(t− τ)), (6)
where Ji := λiiddi×di for i = 1, . . . , n and the function h is given by
h(y(t), y(t− τ)) :=diag(γ1Nd1×d1 , . . . , γnNdn×dn)y(t− τ)
+ (TP )−1f(TPy(t), TPy(t− τ)). (7)
Remark 3.2. The function h in the equation (6) is local Lipschitz continuous in
a neighborhood of the origin and
h(0, 0) = 0, and lim
̺→0
ℓh(̺) =
{
γ if there exists γi = γ,
0 otherwise.
Remark 3.3. If the trivial solution of equations (6) is stable (or asymptotically
stable), then the trivial of (2) is the same, i.e., it is also stable (or asymptotically
stable).
Construction of an appropriate Lyapunov-Perron operator
We are now introducing a Lyapunov-Perron operator associated with (6). Before
doing this, we discuss some conventions which are used in the remaining part
of this section: The space Cd can be written as Cd = Cd1 × · · · ×Cdn . A vector
x ∈ Cd can be written component-wise as x = (x1, . . . , xn).
For any φ ∈ C([−τ, 0];Cd), the operator Tφ,r : C([−r,∞);C
d)→ C([−τ,∞);Cd)
is defined by
(Tφ,τ ξ)(t) = ((Tφ,τ ξ)
1(t), . . . , (Tφ,τ ξ)
n(t))T,
where for i = 1, . . . , n and t ≥ 0
(Tφ,τ ξ)
i(t) = Eλi,τα,1 (t)φ
i(0) + λi
∫ 0
−τ
Eλi,τα,α (t− τ − s)H(t− τ − s)φ
i(s) ds
+
∫ t
0
Eλi,τα,α (t− s)h
i(ξ(s), ξ(s− τ)) ds,
and
(Tφ,τ ξ)(t) = φ(t), ∀t ∈ [−τ, 0],
is called the Lyapunov-Perron operator associated with (6). Next, we provide
some estimates on the operator Tφ,τ .
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Proposition 3.4. Consider system (6) and suppose that
σ(A) ⊂ Sα,τ .
Let ε1 be a small positive parameter such that the function h is Lipschitz con-
tinuous on BC∞(0, ε1)×BC∞(0, ε1). Then, for any ξ, ξˆ ∈ BC∞(0, ε1), we have
‖Tφ,τξ − Tφˆ,τ ξˆ‖∞ ≤ max
{
max
1≤i≤n
sup
t≥0
{
|Eλi,τα,1 (t)|+ |λi|
∫ t
t−τ
|Eλi,τα,α (s)| ds
}
× ‖φ− φˆ‖∞
+ max
1≤i≤n
∫ ∞
0
|Eλi,τα,α (s)| ds× ℓh(εˆ1)× ‖ξ − ξˆ‖∞, ‖φ− φˆ‖∞
}
,
for all φ, φˆ ∈ BC([−τ,0];Cd)(0, ε1).
Proof. For i = 1, . . . , n and t ≥ 0, we get
‖(Tφ,τξ)
i(t)− (Tφˆ,τ ξˆ)
i(t)‖ ≤ ‖φ− φˆ‖∞
(
|Eλi,τα,1 (t)|+ |λi|
∫ t
t−τ
|Eλi,τα,α (s)| ds
)
+ ℓh(max{‖ξ‖∞, ‖ξ̂‖∞})× ‖ξ − ξ̂‖∞
∫ t
0
|Eλi,τα,α (s)| ds.
Hence, for any ξ, ξˆ ∈ BC∞(0, ε1), we have
‖Tφ,τξ − Tφˆ,τ ξˆ‖∞ ≤ max
{
max
1≤i≤n
sup
t≥0
{
|Eλi,τα,1 (t)|+ |λi|
∫ t
t−τ
|Eλi,τα,α (s)| ds
}
× ‖φ− φˆ‖∞
+ max
1≤i≤n
∫ ∞
0
|Eλi,τα,α (s)| ds× ℓh(ε1)× ‖ξ − ξˆ‖∞, ‖φ− φˆ‖∞
}
,
for all φ, φˆ ∈ BC([−τ,0];Cd)(0, ε1). The proof is complete.
From the proposition above, by letting C(λ, α) := max1≤i≤n
∫∞
0 |E
λi,τ
α,α (s)| ds,
for any ξ, ξˆ ∈ BC∞(0, ε1), we have
‖Tφ,τξ − Tφ,τ ξˆ‖∞ ≤ C(λ, α) × ℓh(ε1)× ‖ξ − ξˆ‖∞,
for all φ ∈ C([−τ, 0];Cd). Note that the Lipschitz constant C(α, λ) is inde-
pendent of the constant ε1 which is hidden in the coefficients of system (6).
From now on, we choose and fix the constant ε2 as ε2 := min{ε1,
1
2C(α,λ)}. The
remaining question is now to choose a ball with small radius in C∞(R≥0,C
d)
such that the restriction of the Lyapunov-Perron operator to this ball is strictly
contractive.
Lemma 3.5. The following statements hold:
(i) There exists ε > 0 such that
q := C(α, λ) × ℓh(ε) < 1. (8)
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(ii) Choose and fix ε > 0 satisfying (8). Define
δ =
ε(1− q)
max1≤i≤n supt≥0
{
|Eλi,τα,1 (t)|+ |λi|
∫ t
t−τ |E
λi,τ
α,α (s)|ds + 1
} . (9)
Then, for any φ ∈ BC([−τ,0];Cd)(0, δ), we have Tφ,τ (BC∞(0, ε)) ⊂ BC∞(0, ε)
and
‖Tφ,τξ − Tφ,τ ξˆ‖∞ ≤ q‖ξ − ξˆ‖∞ for all ξ, ξˆ ∈ BC∞(0, ε).
Proof. (i) By Remark 3.2, lim̺→0 ℓh(̺) ≤ γ. Hence, we can choose a positive
constant ε such that
q := C(α, λ) × ℓh(ε) < 1,
and the assertion (i) is proved.
(ii) According to Proposition 3.4, for any φ ∈ BC([−τ,0];Cd)(0, δ) and any ξ ∈
BC∞(0, ε), we obtain that
‖Tφ,τξ‖∞ ≤ max
1≤i≤n
sup
t≥0
{
|Eλi,τα,1 (t)|+ |λi|
∫ t
t−τ
|Eλi,τα,α (s)| ds+ 1
}
× ‖φ‖∞
+ C(α, λ) × ℓh(ε)× ‖ξ‖∞
≤ (1− q)ε+ qε,
which proves that Tφ,τ (BC∞(0, ε)) ⊂ BC∞(0, ε). Furthermore, we also have
‖Tφ,τξ − Tφ,τ ξ̂‖∞ ≤ C(α, λ) × ℓh(ε)× ‖ξ − ξ̂‖∞
≤ q‖ξ − ξ̂‖∞,
which concludes the proof.
Proof of Theorem 3.1. Due to Remark 3.3, it is sufficient to prove the asymp-
totic stability for the trivial solution of system (6). For this purpose, let δ
be defined as in (9). Let φ ∈ BC([−τ,0],Cd(0, δ) be arbitrary. Using Lemma
3.5 and the Contraction Mapping Principle, there exists a unique fixed point
ξ ∈ BC∞(0, ε) of Tφ,τ . According to Lemma 2.3, this point is also a solu-
tion of (6) with the initial condition ξ(t) = φ(t) for all t ∈ [−τ, 0]. Since the
equation (6) has unique global solution in BC∞(0, ε) for each initial condition
φ ∈ BC([−τ,0],Cd(0, δ), the trivial solution is stable. To complete the proof of
the theorem, we have to show that the trivial solution is attractive. Suppose
that ξ(t) = (ξ1(t), . . . , ξn(t)) is the solution of (6) which satisfies ξ(t) = φ(t)
for every t ∈ [−τ, 0], where φ ∈ BC([−τ,0];Cd)(0, δ). From Lemma 3.5, we see
that ‖ξ‖∞ ≤ ε. Put a := lim supt→∞ ‖ξ(t)‖, then a ∈ [0, ε]. Let εˆ be a positive
number small enough. Then, there exists T (εˆ) > 0 such that
‖ξ(t)‖ ≤ (a+ εˆ) for any t ≥ T (εˆ).
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For each i = 1, . . . , n, we will estimate lim supt→∞ ‖ξ
i(t)‖. According to Lemma
2.4(i) and 2.4(ii), we obtain
(i) limt→∞E
λi,τ
α,1 (t) = 0;
(ii) limt→∞
∫ 0
−τ
Eλi,τα,α (t− τ − s)H(t− τ − s)φ
i(s) ds = 0;
(iii)
lim sup
t→∞
∥∥∥∥∥
∫ T (εˆ)
0
Eλi,τα,α (t− s)h
i(ξ(s)) ds
∥∥∥∥∥
≤ max
t∈[0,T (ε)]
‖hi(ξ(t))‖ lim sup
t→∞
∫ T (εˆ)
0
Cα,λi
(t− s)α+1
ds
= 0.
Therefore, from the fact that ξi(t) = (Txξ)
i(t), we have
lim sup
t→∞
‖ξi(t)‖ = lim sup
t→∞
∥∥∥∥∥
∫ t
T (εˆ)
Eλi,τα,α (t− s)h
i(ξ(s))ds
∥∥∥∥∥
≤ ℓh(ε)× Cα,λi × (a+ εˆ),
where we use the estimate∣∣∣∣∣
∫ t
T (εˆ)
Eλi,τα,α (t− s) ds
∣∣∣∣∣ =
∣∣∣∣∣
∫ t−T (εˆ)
0
Eλi,τα,α (u) du
∣∣∣∣∣
≤ Cα,λi ,
see Lemma 2.4(iii), to obtain the inequality above. Thus,
a ≤ max
{
lim sup
t→∞
‖ξ1(t)‖, . . . , lim sup
t→∞
‖ξn(t)‖
}
≤ ℓh(τ) × C(α, λ) × (a+ εˆ).
Letting εˆ→ 0, we have
a ≤ ℓh(ε)× C(α, λ) × a.
Due to the fact ℓh(ε)×C(α, λ) < 1, we get that a = 0 and the proof is complete.
4 Conclusions
This paper has studied the asymptotic behavior of solutions to nonlinear frac-
tional differential equations with a time delay. We have shown that an equi-
librium of a nonlinear Caputo fractional differential equation with a time delay
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is asymptotically stable if its linearization at the equilibrium is asymptotically
stable, that is, we have give a sufficient condition of the asymptotic stability
basing on the characteristic spectrum of the linear part to the original equation.
This is a new contribution in the qualitative theory of nonlinear fractional dif-
ferential equations with delays. In the future, we hope to obtain a characteristic
spectrum for the stability of fractional differential equations with multi-delays
in high dimensional spaces.
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Appendix
Proof of Lemma 2.4. For µ > 0 and θ ∈ (0, π), we denote γ(µ, θ) the oriented
contour formed by three segments:
• arg (z) = −θ, |z| ≥ µ;
• −θ ≤ arg (z) ≤ θ, |z| = µ;
• arg (z) = θ, |z| ≥ µ.
From [4, Proposition 1 (ii)], we can choose a positive constant δ such that all
zeros zi of the function s
α − λ exp (−τs) satisfy | arg (zi)| 6=
π
2 + δ, and there
are only finitely many of them satisfying | arg (zi)| ≤
π
2 + δ. Hence, there exist
R > ε > 0 such that all zi lie to the left of γ(R,
π
2 + δ) and those satisfying
| arg (zi)| ≤
π
2 + δ are located to the right of γ(ε,
π
2 + δ), see [4, p. 116]. Let
β ∈ {1, α}. For t ≥ 1, from [4, p. 116], we have
Eλ,τα,β(t) =
1
2πi
∫
γ(R,pi
2
+δ)
sα−β exp (ts)
sα − λ exp (−τs)
ds
= I1(t) + I2(t),
where
I1(t) =
1
2πi
∫
γ( εt ,
pi
2
+δ)
sα−β exp (ts)
sα − λ exp (−τs)
ds,
and
I2(t) =
1
2πi
∫
γ(R,pi
2
+δ)−γ( εt ,
pi
2
+δ)
sα−β exp (ts)
sα − λ exp (−τs)
ds.
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For I1(t), we use the representation
I1(t) = I11 (t) + I
1
2 (t) + I
1
3 (t),
where
I11 (t) = −
1
λ2πi
∫
γ( εt ,
pi
2
+δ)
sα−β exp ((τ + t)s) ds,
I12 (t) = −
1
λ22πi
∫
γ( εt ,
pi
2
+δ)
s2α−β exp ((2τ + t)s) ds,
I13 (t) =
1
λ22πi
∫
γ( εt ,
pi
2
+δ)
s3α−β exp ((2τ + t)s)
sα − λ exp (−τs)
ds.
Using the change of variable s = u
1/α
t , we have
I11 (t) = −
1
λ
1
2απi
∫
γ(εα,αpi
2
+δ)
u
1−β
α exp ((1 +
τ
t
)u1/α) du ×
1
t
,
which, by changing the variable ν = (1 + τt )
αu, impplies
I11 (t) =−
1
λ
1
2απi
∫
γ((1+ τt )
αεα,αpi
2
+δ)
ν
1−β
α exp (ν1/α)
(1 + τt )
α−β+1
dν ×
1
tα−β+1
=−
1
λ
1
2απi
∫
γ((1+ τt )
αεα,αpi
2
+δ)
ν
1−β
α exp (ν1/α) dν ×
1
t+ τ
=−
1
λ
×
( 1
Γ(z)
)
|z=β−α
×
1
(t+ τ)α−β+1
, ∀t ≥ 1. (10)
For I12 (t), by using the variable s =
u1/α
t , we have
I12 (t) =−
1
λ2
1
2πi
∫
γ(εα,αpi
2
+δ)
u
2α−β
α exp ((1 + 2τt )u
1/α)
tα
1
αt
u
1
α−1 du
=−
1
λ2
1
2απi
∫
γ(εα,αpi
2
+δ)
u1/α exp ((1 +
2τ
t
)u1/α) du×
1
t2α−β+1
.
Put ν = (1 + 2τt )
αu, we obtain
I12 (t) =−
1
λ2
1
2απi
∫
γ((1+ 2τt )
αεα,αpi
2
+αδ)
ν1/α exp (ν1/α) dν ×
1
(t+ 2τ)2α−β+1
=−
1
λ2
×
( 1
Γ(z)
)
z=β−2α
×
1
(t+ 2τ)2α−β+1
, ∀t ≥ 1. (11)
For I13 (t), we have
I13 (t) =
1
λ2
×
1
2απi
∫
γ(εα,αpi
2
+δ)
u
2α−β+1
α exp (1 + 3τt )u
1/α
u exp ( τu
1/α
t )− λt
α
du×
1
t2α−β+1
.
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Note that there exists a positive constant C1 such that
|sα − λ exp (−τs)| ≥ C1, ∀s ∈ γ(
ε
t
,
π
2
+ δ), ∀t ≥ 1.
Thus,∣∣∣∣u exp (τu1/αt )− λtα
∣∣∣∣ ≥ C1tα| exp (τu1/αt )|, ∀u ∈ γ(εα, απ2 + δ), t ≥ 1.
On the other hand, there exists a constant positive C2 satisfying∫
γ(εα,αpi
2
+δ)
|u|
α+1
α | exp ((1 +
2τ
t
)u1/α)||du| ≤ C2, ∀t ≥ 1.
This implies that
|I13 (t)| ≤
C2
C1|λ|22απt3α−β+1
, ∀t ≥ 1. (12)
We now estimate the quantity I2(t). Because the domain γ(R, π2+δ)−γ(
ε
t ,
π
2+δ)
is a compact set in the complex plane C and sα−λ exp (−τs) is analytic in this
set, there is a finite number of zeros of sα−λ exp (−τs) in γ(R, π2+δ)−γ(
ε
t ,
π
2+δ).
Let us denote these zeros by z1, . . . , zk. According to [4, Lemma 2], z1, . . . , zk
are single zeros of sα − λ exp (−τs). From [9, p. 101], we have
I2(t) =
k∑
i=1
Reszi
{
exp (ts)
sβ−α(sα − λ exp (−τs))
}
=
k∑
i=1
exp (tzi)
βziβ−1 − ((β − α)λz
β−α−1
i − τλz
β−α
i ) exp (−τzi)
, (13)
where Reszi is the residue at zi of s
α − λ exp (−τs). Hence, there is a constant
C3 > 0 such that
|I2(t)| ≤ C3, ∀t ≥ 1.
(i) Note that ( 1
Γ(z)
)
|z=0
= 0.
For β = α, from (10), (11), (12) and (13), we can find a constant Cα,λ > 0 such
that
|Eλ,τα,α(t) ≤
Cα,λ
tα+1
, ∀t ≥ 1.
(ii) Similarly, For β = 1, from (10), (11), (12) and (13), we can find a constant
Cα,λ > 0 such that
|Eλ,τα,1 (t)| ≤
Cα,λ
tα
, ∀t ≥ 1.
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(iii) First, we will prove that ∫ 1
0
|Eλ,τα,α(s)| ds
is bounded. Consider the following cases.
The case τ ≥ 1. We have∫ 1
0
|Eλ,τα,α(s)| ds ≤
∫ 1
0
∑
0≤kτ≤s
|λ|k(s− kτ)αk+α−1
Γ(αk + α)
H(s− kτ) ds
=
∫ 1
0
sα−1
Γ(α)
ds
=
1
Γ(α+ 1)
.
The case 0 ≤ τ < 1. Let k0 ∈ N be the number satisfying k0τ < 1 and (k0 +
1)τ ≥ 1. We can partition the interval [0, 1] into k0+1 subintervals as [0, τ ], . . . , [k0τ, 1].
Then, ∫ 1
0
|Eλ,τα,α(s)| ds ≤
∫ 1
0
∑
0≤kτ≤s
|λ|k(s− kτ)αk+α−1
Γ(αk + α)
H(s− kτ) ds
=
k0−1∑
i=0
∫ (i+1)τ
iτ
∑
0≤kτ≤s
|λ|k(s− kτ)αk+α−1
Γ(αk + α)
H(s− kτ) ds
+
∫ 1
k0τ
∑
0≤kτ≤s
|λ|k(s− kτ)αk+α−1
Γ(αk + α)
H(s− kτ) ds.
Furthermore, for 0 ≤ i ≤ k0 − 1, we see that∫ (i+1)τ
iτ
∑
0≤kτ≤s
|λ|k(s− kτ)αk+α−1
Γ(αk + α)
H(s− kτ) ds
=
i∑
k=0
|λ|k
Γ(αk + α)
∫ (i+1)τ
iτ
(s− kτ)αk+α−1 ds
=
i∑
k=0
|λ|k
Γ(αk + α+ 1)
(
((i+ 1− k)τ)αk+α − ((i − k)τ)αk+α
)
,
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and ∫ 1
k0τ
∑
0≤kτ<s
|λ|k(s− kτ)αk+α−1
Γ(αk + α)
H(s− kτ) ds
=
k0∑
k=0
∫ 1
k0τ
|λ|k(τ − kτ)αk+α−1
Γ(αk + α)
ds
=
k0∑
k=0
|λ|k
Γ(αk + α+ 1)
(
(1− kτ)αk+α − ((k0 − k)τ)
αk+α
)
,
which imply that ∫ 1
0
|Eλ,τα,α(s)| ds
is bounded. Now, for t > 1, we use the representation∫ t
0
|Eλ,τα,α(s)| ds =
∫ 1
0
|Eλ,τα,α(s)| ds+
∫ t
1
|Eλ,τα,α(s)| ds.
From (i), there exists a positive constant Cˆ such that∫ t
1
|Eλ,τα,α(s)| ds ≤ Cˆ
∫ t
1
1
sα+1
ds
≤
Cˆ
α
.
Put Cα,λ :=
∫ 1
0 |E
λ,τ
α,α(s)| ds+
Cˆ
α . Then,
sup
t≥0
∫ t
0
|Eλ,τα,α(s)| ds ≤ Cα,λ.
The proof is complete.
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