A significant body of linguistic studies are based on estimated probabilities (frequencies) of various language phenomena, which have been derived from language corpora. However, in order to make solid conclusions probabilities of interest should be stable. this requirement faces number of problems because probability distributions of language phenomena change as a function of a corpus size. this, on the other hand, leads to systematic change of relevant statistical parameters, like measures of central tendency and dispersion (Baayen, 2001; Milin & Ilić, 2003) . What is the size of a language sample that provides us with stable probabilities or, put differently, what is statistically reliable corpus is a question conspicuously neglected in corpus linguistics. It is generally acknowledged that reliability of probability estimate depends solely on corpus size, where the larger the corpus the more reliable the probability estimate (Church et al., 1991; biber et al., 1998; 2000; biber & Conrad, 2001; yang et al., 2002, etc.) . this criterion leaves us with no clear insight about the size of a corpus because index of reliability remains obscured, allowing for an infinite increase of language sample. Other authors specify reliability with respect to the phenomenon under investigation, as the minimal sample size that will allow for stable, unbiased probabilities estimate (cf. Biber, 1990; Atkins et al., 1992) .Kostić and his associates define reliability of a text sample as the minimal amount of language materials that provides probability distribution equivalent to the distribution derived from a large sample whose probabilities proved to be stable (Kostić, A., 1996; Kostić et al., 2008) . the reliability of probability estimate was evaluated for Serbian language at the level of phonemes, case forms of nouns and adjectives, verb person and word types. Due to the fact that systematic increase of the text size brings apparent increase of stability of frequency distributions, it could be postulated that for the very large corpora frequency estimates are close to absolute stability. Consequently, probability distributions derived from such corpora can be treated as target distributions for the respective language that have to be matched by distributions derived from smaller samples. the text size on which the given probability distribution perfectly matches the analogue target distribution is considered to be the optimal sample size for a given language phenomenon . The index of perfect match is the maximal correlation (i.e. correlation coefficient being 1) between target probability distribution and the analogue distribution derived from a given text sample. Maximal correlation implies that further increase of the text sample will not affect probability distribution. therefore, the distribution could be considered to be stable and, by the same token, probabilities could be treated as being reliable. Kostić et al. (2008) showed that in Serbian sample of 8.500 nouns provides stable probability distribution of noun cases. Similarly, optimal sample size for case forms of adjectives is 5.250 adjectives, while 900 verbs are sufficient to reach reliable estimate of probability distribution for verb person. When the optimal sample size is weighted with probability of a given language category (e.g. probability of a word to be a noun, adjective, verb etc.), we get the optimal size of the corpus to generate reliable probabilities for given language phenomena. thus, for example, the optimal sample size for probability estimate of case forms of nouns is 38.000 words; for case forms of adjectives is 62.000, and 4.000 words for verb person .
Corpora that provide reliable probability estimates proved to be crucial for different tasks in Natural Language Processing -NLP. Charniak and his associates proposed approach based on unequal distribution of word probabilities and their forms. the approach relies exclusively on probabilities of tags for given word in text ("dumb tagger") and gives correct Part-of-Speech tagging (automatic detection of word types, usually referred as POS tagging) for about 90% of words in an English text (Charniak et al., 1993; Charniak, 1997) . Having in mind the simplicity of tagger proposed by Cherniak and his associates, this should be taken as the lower bound of efficiency for any automatic word processing system. However, most of such systems were developed for English where word processing is not a big challenge because "English has very little morphology, and so the need for dealing intelligently with morphology is not acute" (Manning & Schütze, 2000, 132) .
the main challenge in an automatic language processing of English or similar analytical languages is parsing, i.e. the analysis of syntactic components of a sentence. The first step of parsing is to determine word types. However, English words in isolation are morphologically poor, with reduced inflectional paradigms, and therefore equivocal for word type. therefore, for further analyses of their morphological attributes it is necessary to rely on contextual information, i.e. information about assonance between two or more morphological types. Current results show that the best parsing systems reach from 95% to 97% of accuracy. Simply stated, syntagmatic contextual information adds 5-7% of accuracy to Charniak's approach, with the simple lawful property that is based on unequal probabilities of words and word forms.
In contrast, satisfactory results in automatic word processing based on information about assonance between two or more morphological types are not observed for languages with rich inflectional morphology. For example, system that uses contextual or syntagmatic information for Part-of-Speech tagging of Slovene achieved 55% of accuracy (Džeroski et al., 2000; Milin, 2005) , while in Serbian, with the same source of information success in tagging ranges between 54% and 63% for words that carry more than one possible tag and/or lemma (Dimitrijević et al., 2008) . Having in mind the fact that almost 45% of words in Serbian text are homographs (Ilić & Kostić, 2002) this result is far from acceptable. Nevertheless, following the Charniak's idea of "dumb tagger", by using frequency dictionary along with ranking by frequency, correct lemmatization for Serbian increases up to 94% and 96% (Ilić & Kostić, 2002) . It should be emphasized that such high level of correct lemmatization was reached with no use of contextual syntagmatic information whatsoever. With these findings in mind, it is clear that for morphologically rich languages, like Serbian, automatic word processing cannot be successful if we rely exclusively on higher-order information at the level of morphological types, even if we include context such as syntagmatic. finer grained knowledge about the world, inherent to probabilities of individual words and their grammatical forms is required (cf. Milin, 2004; Dimitrijević et al., 2008) .
this is not surprising, as word frequency effect is one of the most robust effects in psycholinguistics. Along with the frequency effect for single word, numerous research have also presented the role of two or three words sequences probabilities in production, comprehension and learning of the language. for example, McDonald et al. (2001) showed that conditional probability of bigrams is a good predictor of the gaze duration in reading of the second word in the sequence, while bod (2000; 2001) found that more frequent sentences of three words (subject-verb-object) are being recognized faster than less frequent sentences. Different studies showed that words in high-frequency or high-probability word couples are reduced in the same way (Gregory et al., 2000; Jurafsky et al., 2001; . In relation to language acquisition, Mintz (2003) underlines that frequent frames, defined as two jointly occurring words with one word intervening, are crucial component for acquisition of grammatical categories (e.g. noun, verbs, etc). Joint element of all these frequency effects is the fact that contextual information are of lexical nature. for time being, research results for frequency effects of larger nonlexical syntactic structures (such as idiom, relative clauses, etc.) on comprehension, are preliminary and relatively inconclusive (cf. Jurafsky, 2003) .
In the present state of corpus linguistics and NLP some trade-offs seem to be mandatory. If word disambiguation cannot be accurately fulfilled with local lexicalprobabilistic approach, like in analytic languages, system must rely on context in which a given word appears. This, on the other hand, may not be beneficiary for languages with rich morphology. research on automatic lemmatization in Serbian showed that relying on contextual grammatical type probabilities leads to marginal increase of lemmatization accuracy, although usability of contextual information at the level of grammatical types was not systematically examined (Milin, 2005) .
Statistical models of natural language processing rely on estimated probabilities of word's characteristics. these probabilities are generated on the basis of data derived from corpora, which makes them sensitive to distribution of linguistic categories. Present research starts from the initial assumption that the very first step in NLP must be the determination of the optimal text size for reliable probability estimates. Kostić (1996) and Kostić et al. (2008) determined optimal sample sizes for isolated morphological categories, but contextual or syntagmatic structures that carry information about assonance between two or more morphological types remained out of their research scope. these syntagmatic structural information can be formalized by means of conditional probabilities of the target word type conditioned on its nearest neighbor types that immediately precede or succeed the target (for introductory overview of the Probability theory in language research see bod, 2003). Present research aims at estimating conditional probabilities at the level of word types in their various syntagmatic contexts, determining the sample size that would be optimal for NLP tasks that make use of those contextual information.
METHOD Design
The procedure developed by Kostić et al. (2008) was adopted to examine the stability of probability distributions of two and three words sequence (i.e. bigrams and trigrams).
2 The following factors that may influence stability of the probabilities of target words conditioned on syntagmatic context were investigated. Given factors and their combinations exhaust all possible sampling strategies, hence providing full verification of their eventual effect on stability of syntagmatic probability distributions. Combining the above factors, for each sample size ten types of samples were derived (table 1). 
Sample
there were two distinct procedures of sampling bigram and trigram probability distributions: a. Words were randomly chosen from text until word sample of a given size has been provided, and b. Initial word of a continuous text was randomly chosen and the integral text of a given size was taken as a sample.
the initial sample consisted of 32 words (n=2 5 ). Samples were then increased by exponential progression up to the size of 262.144 words (n={2 5 , 2 6 ,..., 2 18 }). If stability of conditional probabilities was not reached in this range, the sample was increased up to 300.000 words, with additional increase of 100.000 words if necessary. the maximal size of the sample was 900.000 words. In order to get more precise estimate of the optimal sample size, finer sampling was performed by linear increase of the sample by 1.000 words. this was done for the sample which preceded sample size that perfectly matched target probability distribution (i.e. the first appearance of maximal correlation).
Pearson product-moment correlation coefficient was used as a measure of similarity between the two probability distributions. thus, for example, if we detected the correlation r=1 on the sample of 800.000 words, the size of the sample was linearly increased by 1000 words, starting from the first preceding sample (700.000), (e.g. 701.000, 702.000, 703.000 words, etc.) until we got four successive maximal correlation coefficients (r=1). For each sample size 100 replications were made (i.e. one hundred independent samplings) to obtain the average correlation coefficient. Stability of the obtained mean was additionally evaluated by its corresponding standard deviation. This procedure parallels the procedure used by . 
RESULTS
for each sample size total of 100 of Pearson product-moment correlation coefficients were calculated for the two conditional probability distributions (i.e. distribution obtained from a given sample and the target distribution). Separate correlations were calculated on the basis of raw frequencies of word types combinations (e.g. noun, verb, etc.) within bigrams and trigrams, derived from the sample and a large sample that generates stable probabilities. Average correlation coefficient was treated as index of similarity between the two distributions (cf. Kostić et al., 2008) . When the average correlation coefficient reached theoretical maximum (r=1), the given sample size was taken as being optimal to obtain reliable probability estimates. Standard deviations were used as an additional indicator of stability. for example, when average correlation reached maximum (r=1), with standard deviation being 0, the similarity between the two distributions was perfect in each of the 100 replications. Distributions of conditional probabilities at the word level were analyzed as a function of: a. sample size, b. sampling procedure (continuous text vs. random words samples), c. size of the word's sequence (bigrams vs. trigrams), and d. position of the target word in a sequence. results are presented separately for bigram and trigram sequences in figures 1 and 2, while details have been given in Appendices 1 and 2, respectively.
In bigram sequences average correlation coefficient proved to be non-linear positively decelerating function of sample size, reaching its asymptote in r=1. random word samples reach stability faster than continuous text samples (62.500 words vs. 805.500 words). Within each of the two sampling procedures sample sizes are in the same order of magnitude, irrespective of the position of the target word. Stable conditional probabilities on random words samples are derived from samples of 60.000 words for preceding targets, and 65.000 words for succeeding targets. On the other hand, conditional probabilities for samples of continues text reach stability with 801.000 words when target preceded context, and 810.000 words when context preceded target.
Difference between the two sampling procedures is also mirrored in standard deviations. for random word sampling standard deviation becomes stable at 16.384 words, with the average correlation coefficient being 0,998, while for the continuous text stability occurs at 600.000 words, with the average correlation coefficient of 0,999 (figure 1). In both sampling procedures standard deviations are negatively decelerating functions of the sample size. Note that in random word samplings standard deviations declines continuously, while in continuous text sampling somewhat irregular decrease was observed in the range between 32 and 65.536 words (figure 1). for samples of continues text function that captures variation of standard deviation does not resemble any of the known regular functions. Additional analyses of the sampling software confirmed that this outcome is not a side-effect of some systematic or uncontrolled error in sampling procedure.
Sampling procedure affects distribution of conditional probabilities of trigram sequences as well (figure 2). Again, random word sampling seems to be superior in reaching full stability, regardless of the position of the target-word (277.667 vs. 866.667). Within the sampling procedure, the position of the target word does not affect the optimum for sample size. random word sampling reaches stable conditional probabilities with 273.000 words when target is the leftmost, 279.000 words when target is in the middle, and 281.000 words when target is the rightmost word in a trigram sequence. for samples of continues text stable conditional probabilities are reached with 866.000 words when the target-word is far left or far right in a trigram, and with 868.000 words when the target-word is in the middle of the trigram sequence. regardless of the position of the target, standard deviations become stable with 500.000 words, with the average correlation coefficient being 0,998. As with bigram sequences, the same general shape of functions is observed with trigrams as well. There is a non-linear decelerating growth of correlation coefficients to the asymptote of r=1, and decelerating decline of the standard deviations as a function of the sample size. Again, continuous text is characterized by unsystematic, irregular decline in the range between 32 and 4.096 words (figure 2). As in the case of bigrams, additional examination confirmed the reliability of this finding.
DISCUSSION
Following the seminal work of Kostić (1996) and Kostić et al. (2008) this study focused on reliability of conditional probabilities at the level of word types in Serbian. Its main goal was to determine the optimal sample size for sequences of two and three words. the effects of the sampling procedure, sequence size and the target position in bigrams and trigrams were investigated as well.
the outcome of this research indicates that size of the sample at which conditional probabilities become stable depends on size of the syntagmatic sequence (bigram or trigram) and sampling procedure. for random word samples stability is reached at 65.000 words for bigrams and 281.000 words for trigrams, while for continues text samples the optimal sample size is 810.000 words for bigrams and 868.000 words for trigrams. Differences due to the position of the target-word in a sequence are negligible.
the observed difference in the optimal sample size between bigrams and trigrams should be attributed to the fact that the number of possible combinations grows exponentially as the word sequence expands. Number of possible combinations with bigrams is 120 and with trigrams it is 1.440. 3 In other words, the number of possible combinations with trigrams is in the order of magnitude larger. Consequently, for the same sample size we get sparse frequency distribution and unstable probability values.
Combinatorial explosion seems to be obvious explanation for the effect of the sequence size. However, differences caused by sampling procedure (random words vs. continues text) are not as easy to account for. results show that it takes significantly larger amount of continues text to get stable probability distributions. We may hypothesize that the reason for this finding hinges to the structure of continues text, which is built according to syntactic and semantic rules that govern non-random occurrence of words (cf. baayen, 2001 ). However, if the text structure makes sample non-random question remains why this non-randomness is not reducing the uncertainty which will allow for faster reaching stability. the reason for such an outcome remains unclear. There is yet another finding that needs additional examination. Namely, irregular decline of standard deviations in samples of continues text was observed in the range between 32 and 65.566 words for bigrams, and 32 and 4.096 words for trigrams. this irregularity appears to be stable, thus excluding any explanation that will rely on calculation or procedural flaws.
Continuous text samples show one advantage over random word samples: the difference between bigram and trigram optimal sample size for random words is much larger than the difference observed with continuous text (216.000 vs. 58.000 words). the cause of this difference could be the trade-off between the combinatorial explosion from bigrams to trigrams and the optimal size of random vs. continuous sample. Since continuous text samples become stable much later, almost all noise (or variability) has been already taken into account, while random word samples are more sensitive to factors such as the size of the syntagmatic sequence.
