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Abstract
We show that one can approximate the least fixed point solution for a multivariate system
of monotone probabilistic polynomial equations in time polynomial in both the encoding size of
the system of equations and in log(1/), where  > 0 is the desired additive error bound of the
solution. (The model of computation is the standard Turing machine model.)
We use this result to resolve several open problems regarding the computational complexity
of computing key quantities associated with some classic and well studied stochastic processes,
including multi-type branching processes and stochastic context-free grammars.
1 Introduction
Some of the central computational problems associated with a number of classic stochastic processes
can be rephrased as a problem of computing the non-negative least fixed point solution of an
associated multivariate system of monotone polynomial equations.
In particular, this is the case for computing the extinction probabilities (also called final proba-
bilities) for multi-type branching processes (BPs), a problem which was first studied in the 1940s by
Kolmogorov and Sevastyanov [40] (see, e.g., Harris [35]). Branching processes are a basic stochas-
tic process, with applications in diverse areas ranging from population biology to the physics of
nuclear chain reactions (see [35] for the classic theoretical text on BPs, and see [4, 39, 28] for some
more recent books). BPs describe the stochastic evolution of a population of objects of distinct
types. They are studied both in discrete and continuous time, and in settings with both a finite
and infinite number of types. Our focus in this paper is on discrete-time BPs with a finite number
of types. In each generation, every object a of each type T gives rise to a (possibly empty) multiset
of objects of distinct types in the next generation, according to a given probability distribution on
such multisets associated with the type T . The extinction probability, qT , associated with type T
is the probability that, starting with exactly one object of type T , the population will eventually
become extinct. Computing these probabilities is fundamental to many other kinds of analyses
for BPs (see, e.g., [35]). Such probabilities are in general irrational, even when the finite data
describing the BP (namely, the probability distributions associated with each of the finitely many
types T ) are given by rational values (as is assumed usually for computational purposes). Thus,
we would like to compute the probabilities approximately to desired precision.
∗An extended abstract for this paper appeared in the Proceedings of the 44th ACM Symposium on Theory of
Computing (STOC), 2012. Research partially supported by the Royal Society and by NSF Grant CCF-1320654.
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Another essentially equivalent problem is that of computing the probability of the language
generated by a stochastic context-free grammar (SCFG), and more generally its termination prob-
abilities (also called the partition function of the SCFG). SCFGs are a fundamental model in
statistical natural language processing and in biological sequence analysis (see, e.g., [43, 14, 44]).
A SCFG provides a probabilistic model for the generation of strings in a language, by associating
probabilities to the rules of a CFG. The termination probability of a nonterminal A is the proba-
bility that a random derivation of the SCFG starting from A eventually terminates and generates
a finite-string; the total probability of the language of a SCFG is simply the termination proba-
bility for the start symbol of the SCFG. Computing these termination probabilities is again a key
computational problem for the analysis of SCFGs, and is required for computing other quantities,
for example the probability of generating a given string.
Despite decades of applied work on BPs and SCFGs, as well as theoretical work on their compu-
tational problems, no polynomial time algorithm was known for computing extinction probabilities
for BPs, nor for termination probabilities for SCFGs, nor even for approximating them within any
nontrivial constant: prior to this work it was not even known whether one can distinguish in P-time
the case where the probability is close to 0 from the case where it is close to 1.
We now describe the kinds of nonlinear equations that have to be solved in order to compute
the above mentioned probabilities (these equations arise from the generating functions for the
corresponding BPs [35]). Consider systems of multi-variate polynomial fixed point equations in n
variables, with n equations, of the form xi = Pi(x), i = 1, . . . , n where x = (x1, . . . , xn) denotes the
vector of variables, and Pi(x) is a multivariate polynomial in the variables x. We denote the entire
system of equations by x = P (x). The system is monotone if all the coefficients of the polynomials
are nonnegative. It is a probabilistic polynomial system (PPS) if in addition the coefficients of each
polynomial sum to at most 1.
It is easy to see that a system of probabilistic polynomials P (x) always maps any vector in
[0, 1]n to another vector in [0, 1]n. It thus follows, by Brouwer’s fixed point theorem, that a PPS
x = P (x) always has a solution in [0, 1]n. In fact, it always has a unique least solution, q∗ ∈ [0, 1]n,
which is coordinate-wise smaller than any other non-negative solution, and which is the least fixed
point (LFP) of the monotone operator P : [0, 1]n → [0, 1]n on [0, 1]n. The existence of the LFP,
q∗, is guaranteed by Tarski’s fixed point theorem. From a BP or a SCFG we can construct easily
a corresponding probabilistic polynomial system of equations (PPS), x = P (x), whose LFP q∗
yields precisely the vector of extinction probabilities for the BP, or termination probabilities for the
SCFG. Indeed, the converse also holds: computing the extinction probabilities for a BP (termination
probabilities of an SCFG) and computing the LFP of a system of probabilistic polynomial equations
are equivalent problems. As we discuss below, some other stochastic models also lead to equivalent
problems or to special cases.
Related Work. As already stated, the polynomial-time computabilities of these basic proba-
bilities for multi-type branching processes and SCFGs have been longstanding open problems. In
[24], we studied these problems as special sub-cases of a more general class of stochastic processes
called recursive Markov chains (RMCs), which form a natural model for analysis of probabilistic
procedural programs with recursion, and we showed that these problems are equivalent to comput-
ing termination probabilities for the special subclass of 1-exit RMCs (1-RMC). General RMCs are
expressively equivalent to the model of probabilistic pushdown systems studied in [17, 11]. They
also subsume, in a precise sense, a number of other discrete-time stochastic models that arise in
queueing theory, including Quasi-Birth-Death processes (QBDs) and Tree-like QBDs (see [23]).
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We showed in [24] that for the case of BPs, SCFGs, and 1-RMCs, the qualitative problem of
determining which probabilities are exactly 1 or 0 can be solved in polynomial time in the size
of the input (i.e. the number of bits needed to specify the given instance), by exploiting basic
results from the theory of branching processes. We proved however that the decision problem of
determining whether the extinction probability of a BP (or termination probability of a SCFG or
a 1-RMC) is ≥ 1/2 is at least as hard as some longstanding open problems in the complexity of
numerical computation, namely, the square-root sum problem, and a much more general decision
problem (called PosSLP) which captures the power of unit-cost exact rational arithmetic [2]. In the
unit-cost arithmetic RAM model of computation, all arithmetic operations (+,−, ∗, /) on rational
numbers cost one unit of time, regardless of how long the numbers are, i.e., how many bits are
needed to encode them (their numerator and denominator). By contrast, in the standard (Turing)
model of computation, the cost of the operations depends on the length (the number of bits) of
the numbers. It is strongly believed that unit-cost-P 6= P, where unit-cost-P is the class of decision
problems (i.e. problems with Yes/No answer) that can be solved in polynomial time in the unit-cost
model, and P is as usual the class of decision problems that can be solved in polynomial time in the
standard model. The problem PosSLP mentioned above (see section 6 for the definition) is complete
for unit-cost-P and thus it is in P if and only if unit-cost-P = P. The fact that the decision problem
for the extinction probability of a BP (and termination probability of a SCFG and 1-RMC) is at
least as hard as PosSLP implies that it is very unlikely that it can be solved in P-time. For general
RMCs we showed that in fact this hardness holds for computing any nontrivial approximation of the
termination probabilities, i.e., it is hard to distinguish the case that the termination probability is
close to 0 from the case that it is close to 1. No such lower bound was shown for the approximation
problem for the subclass of 1-RMCs (and BPs and SCFGs). In terms of upper bounds, the best
we knew so far, even for any nontrivial approximation, was that the problem is in the class FIXP
(which is contained in PSPACE), i.e., it can be reduced to approximating a Nash equilibrium of a
3-player game [25]. We improve drastically on this in this paper, resolving the problem completely,
by showing we can compute these probabilities in P-time to any desired accuracy.
There are a number of natural iterative methods that one can try to use (and which indeed are
used in practice) in order to solve the equations arising from BPs and SCFGs. The simplest such
method is value iteration: starting with the vector x0 = 0, iteratively compute the sequence xi+1 :=
P (xi), i = 1, . . .. The sequence always converges monotonically to the LFP q∗. Unfortunately, it
can be very slow to converge: even for the simple univariate polynomial system x = (1/2)x2 + 1/2,
for which q∗ = 1, one requires 2i−3 iterations to exceed 1 − 1/2i−1, i.e. to get i bits of precision
[24].
In [24] we showed a much more rapid method always converges monotonically to q∗. Namely, we
showed that a decomposed variant of Newton’s method can be applied to such systems of equations
(and in fact, much more generally, to any monotone system of polynomial equations) x = P (x), and
always converges monotonically to the LFP solution q∗ (if a solution exists). Optimized variants of
this decomposed Newton’s method have by now been implemented in several tools (e.g., [50, 44]),
and they perform quite well in practice on many instances.
The theoretical speed of convergence of Newton’s method on such monotone (probabilistic)
polynomial systems was subsequently studied in greater detail by Esparza, Kiefer, and Lutten-
berger in [16]. They showed that, even for Newton’s method on PPSs, there are instances where
exponentially many iterations of Newton’s method (even with exact arithmetic in each iteration)
are required, as a function of the encoding size of the system, in order to converge to within just
3
one bit of precision of the solution q∗. On the upper bound side, they showed that after some
number of iterations in an initial phase, thereafter Newton obtains an additional bit of precision
per iteration (this is called linear convergence in the numerical analysis literature). In the special
case where the input system of equations is strongly connected, meaning roughly that all variables
depend (directly or indirectly) on each other in the system of equations x = P (x), they proved an
exponential upper bound on the number of iterations required in the initial phase as a function of
input size. For the general case where the input system of equations is not strongly connected, they
did not provide any upper bound as a function of the input size. In more recent work, Esparza et
al [15] further studied probabilistic polynomial systems. They did not provide any new worst-case
upper bounds on the behavior of Newton’s method in this case, but they studied a modified method
which is in practice more robust numerically, and they also showed that the qualitative problem of
determining whether the LFP q∗ = 1 is decidable in strongly polynomial time.
There is also an independent body of recent research which has considered Newton’s method,
and related iterative methods, applied to equations that arise for extinction of so called Markovian
(binary) trees, which are essentially equivalent to a subset of multi-type branching processes [31,
6, 32, 33, 30]. These works in the queueing theory and performance evaluation literature, and
specifically in the literature on matrix-analytic methods for stochastic processes, by Hautphenne,
Latouche, and others, build on a large body of prior work, over several decades, on the numerical
analysis of iterative methods for classes of monotone non-linear matrix equations that arise for
computing important quantities for various classes of countably-infinite state stochastic processes
that are finitely presented as “structured Markov chains”, including quasi-birth-death processes
(QBDs) and tree-like QBDs (TL-QBDs) (see, e.g., [46, 42, 9, 8]). However, these works in general
do not provide any complexity bounds as a function of the encoding size of the system of equations.
Concretely, the papers [31, 33] consider Markovian binary trees (MBTs), which are essentially
multi-type branching processes where every reproduction rule produces either exactly two offspring
or zero offspring.1 Using our terminology, in terms of PPSs, the papers [31, 33], show that if the
PPS equations, x = P (x), corresponding to a given Markovian binary tree (MBT) satisfy several
additional conditions, namely if they are (i) positively regular and (ii) supercritical,2 then Newton’s
method converges monotonically and “quadratically” to the LFP q∗, starting from the all 0 vector.
Specifically, quadratic convergence means that there exists a positive real number c ∈ R+, such
that if x(k) denotes the k’th Newton iterate then ‖x(k+1) − q∗‖ ≤ c‖x(k) − q∗‖2. However, crucially,
the authors of [31, 33] give no upper bounds on the parameter (the “constant”) c. Note that c is
not an absolute constant, independent of the polynomial system x = P (x), but rather it depends,
in some unspecified way, on the size of the PPS (and the given BP or MBT). It is easy to give
examples showing that c must depend on the encoding size of the PPS. Thus, as in the “linear
convergence” results of Esparza et. al. [16], the “quadratic convergence” results of [31, 33] yield no
upper bound at all (not even exponential), as a function of the size of the given branching process
(or of the input system of equations x = P (x)), on the number of iterations needed to obtain any
1This, as we will see, is not a very major restriction. Indeed, as shown in [24], and as we describe in the background
Section 2, every multi-type branching process can readily be “reduced” in P-time (for purposes pertaining to extinction
probabilities) to one in which every rule generates at most two offspring. Equivalently, the corresponding PPSs can
be assumed wlog to involve at most quadratic polynomials.
2These mean respectively, that (i) the associated moment matrix M = P ′(1) is primitive (or equivalently that the
underlying dependency graph is irreducible and aperiodic), and (ii) that the spectral radius ρ(M) is strictly greater
than 1 (which is in fact equivalent, in the positively regular setting, to saying that the LFP q∗ is strictly less than 1
in all coordinates).
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nontrivial approximation of the extinction probability, e.g., to approximate it within any additive
constant error less than 1/2. Let us mention that in this paper we will in fact establish, after
suitable qualitative P-time preprocessing of the PPS (to remove those variables xi with q
∗
i = 1 or
q∗i = 0), a quadratic convergence result for Newton’s method on general PPSs with a very explicit
parameter c = 214|P |+1, which depends single-exponentially on the encoding size |P | of the PPS,
x = P (x) (see Lemma 6.1). Moreover, this c is essentially the best possible (up to constant factors
in the exponent).
The analysis of Newton’s method in the works [31, 33], and in all the prior works on which
they build, e.g., [8, 9], all ultimately rest on classic results by Ortega and Rheinbolt [47] (which in
turn build on Kantorovich’s original work), which show that for certain operators F (x) that sat-
isfy suitable differentiability, monotonicity, and additional conditions, Newton’s method converges
globally, monotonically and quadratically to a solutions x∗ such that F (x∗) = 0. However, again,
the quadratic convergence results of [47], involve non-singularity assumptions that do not hold in
general, and more importantly they involve non-constructive “constants”, which do not yield any
bounds as a function of the encoding size of the input function F (x).
Other work in the matrix-analytic methods literature ([6, 30]) consider other iterative algorithms
for extinction probabilities (and other quantities) for Markovian (binary) trees, but again do not
prove any bounds on the number of iterations required for convergence as a function of the input
encoding size. Another work by Hautphenne [29], considers decomposable multitype branching
processes and gives some criteria for deciding, under certain conditions, whether q∗i < 1. In fact,
an earlier result in [24] provides a general P-time algorithm for arbitrary multitype branching
processes, and for arbitrary PPSs, for deciding whether q∗i < 1.
An equivalent way to formulate the problem of computing the LFP, q∗, of a PPS, x = P (x), is
as a mathematical optimization problem: minimize:
∑n
i=1 xi; subject to: {P (x) − x ≤ 0; x ≥ 0}.
This program has a unique optimal solution, which is the LFP q∗. If the resulting constraints
were convex, the solution could be computed approximately using convex optimization methods.
In general, the PPS constraints are not convex (e.g., x2x3 − x1 ≤ 0 is not a convex constraint),
however for certain restricted subclasses of PPSs they are. This is so for backbutton processes which
were introduced and studied by Fagin et. al. in [26] and used there to analyze random walks on
the web. Backbutton processes constitute a restricted subclass of SCFGs (see [24]). Fagin et.
al. applied semidefinite programming to approximate the corresponding termination probabilities
for backbutton processes, and used this as a basis for approximating other important quantities
associated with them.
Our Results. In this paper we provide the first polynomial time algorithm for computing, to
any desired accuracy, the least fixed point solution, q∗, of probabilistic polynomial systems, and
thus also provide the first P-time approximation algorithm for extinction probabilities of BPs, and
termination probabilities of SCFGs and 1-exit RMCs. The algorithm proceeds roughly as follows:
1. We begin with a preprocessing step, in which we determine all variables xi which have value
0 or 1 in the LFP q∗ and remove them from the system.
2. On the remaining system of equations, x = P (x), with an LFP q∗ such that 0 < q∗ < 1,
we apply Newton’s method, starting at initial vector x(0) := 0. Our key result is to show that,
once variables xi with q
∗
i ∈ {0, 1} have been removed, Newton’s method only requires polynomially
many iterations (in fact, only linearly many iterations) as a function of both the encoding size of
the equation system and of log(1/) to converge to within additive error  > 0 of the vector q∗. To
do this, we build on the previous works [24, 16, 25], and extend them with new techniques.
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3. The result in the previous step applies to the unit-cost arithmetic RAM model of computa-
tion, where we assume that each iteration of Newton’s method is carried out in exact arithmetic.
The problem with this, of course, is that in general after only a linear number of iterations, the
number of bits required to represent the rational numbers in Newton’s method can be exponential
in the input’s encoding size. We resolve this by showing, via a careful round-off analysis, that if
after each iteration of Newton’s method the positive rational numbers in question are all rounded
down to a suitably long but polynomial encoding length (as a function of both the input size and
of the desired error  > 0), then the resulting “approximate” Newton iterations will still be well-
defined and will still converge to q∗, within the desired error  > 0, in polynomially (in fact linearly)
many iterations. The correctness of the rounding relies crucially on the properties of PPSs shown
in step 2, and it does not work in general for other types of equation systems.3
4. We also subsequently establish quadratic convergence results with explicit, tame, constants,
for the convergence of Newton’s method (without rounding) to the LFP of a PPS starting at the
0 vector. In particular, we show that linearly many iterations of Newton’s method as a function
of both log(log(1/)) and the encoding size |P | of the PPS, x = P (x), suffice to converge within
additive error  > 0 of the LFP vector q∗, when 0 < q∗ < 1. We use these results to show that the
quantitative decision problem associated with the LFP of PPSs, namely deciding whether q∗i > p
(or whether q∗i < p) for a given probability p, and given PPS, is decidable in polynomial time in
the unit-cost arithmetic RAM model of computation, i.e. it is in unit-cost-P. Given the previous
hardness result from [24], this implies that the decision problem is complete for unit-cost-P, hence
it can be solved in polynomial time in the standard model if and only if unit-cost-P =P. A key role
in the quadratic convergence bounds is played by norm bounds that we establish on the inverses of
certain crucial matrices that arise in the study of PPSs.
The paper is organized as follows: Section 2 gives basic definitions and background. Section 3
addresses the computation of the LFP of PPSs using Newton’s method, and provides a linear upper
bound on the number of Newton iterations required. Section 4 uses a suitable rounded version of
Newton’s method and uses it to provide a polynomial time algorithm for approximating the LFP
of a PPS to desired precision in the Turing model of computation. Section 5 establishes bounds on
the norm of the inverse of a key matrix associated with a PPS. This bound is then used in Section
6 to establish a quadratic convergence result (with fully explicit constants) for Newton’s method
applied to PPSs, and in turn this quadratic convergence result is also used in Section 6 to show
that the quantitative decision problem for the LFP of PPSs can be solved in polynomial time in
the unit-cost arithmetic RAM model of computation, and thus it is complete for unit-cost-P. We
conclude in Section 7, where we also mention some subsequent work done more recently, building
on this work.
2 Definitions and Background
A (finite) multi-type Branching Process (BP), G = (V,R), consists of a (finite) set V =
{S1, . . . , Sn} of types, and a (finite) set R = ∪ni=1Ri of rules, which are partitioned into distinct rule
sets, Ri, associated with each type Si. Each rule r ∈ Ri has the form Si pr→ αr, where pr ∈ (0, 1],
and αr is a finite multiset (possibly the empty multiset) whose elements are in V . Furthermore,
for every type Si, we have
∑
r∈Ri pr = 1. The rule Si
pr→ αr specifies the probability with which an
3In particular, there are examples of PPSs which do have q∗i = 1 for some i, such that this rounding method fails
completely because of very severe ill-conditioning (see [16]).
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entity (or object) of type Si generates the multiset αr of offsprings in the next generation. As usual,
rule probabilities pr are assumed to be rational for computational purposes, and are given by their
numerator and denominator encoded in binary. Multisets αr over V can be encoded by giving a
vector v(αr) ∈ Nn, with the i’th coordinate v(αr)i representing the number of elements of type Si
in the multiset αr. We assume instead that the multisets αr are represented even more succinctly
in sparse representation, by specifying only the non-zero coordinates of the vector v(αr), encoded
in binary. The encoding size of the BP is the number of bits needed to specify it as described above.
A BP,G = (V,R), defines a discrete-time stochastic (Markov) process, whose states are multisets
over V , or equivalently elements of Nn. If the state at time t is αt, then the next state αt+1 at time
t + 1 is determined by independently choosing, for each object of each type Si in the multiset α
t,
a random rule r ∈ Ri of the form Si pr→ αr, according to the probability pr of that rule, yielding
the multiset αr as the “offspring” of that object in one generation. The multiset α
t+1 is then given
by the multiset union of all such offspring multisets, randomly and independently chosen for each
object in the multiset αt. A trajectory (sample path) of this stochastic process, starting at time 0
in initial multiset α0, is a sequence α0, α1, α2, . . . of multisets over V . Note that if ever the process
reaches extinction, i.e., if ever αt = {} at some time t ≥ 0, then αt′ = {} for all times t′ ≥ t.
Very fundamental quantities associated with a BP, which are a key to many analyses of BPs,
are its vector of extinction probabilities, q∗ ∈ [0, 1]n, where q∗i is defined as the probability that,
starting with initial multiset α0 := {Si} at time 0, i.e., starting with a single object of type Si, the
stochastic process eventually reaches extinction, i.e., that αt = {} at some time t > 0. From the
vector q∗, one can easily compute the extinction probability of the process for any initial population
µ = α0: the extinction probability is simply Πni=1(q
∗
i )
µi .
Given a BP, G = (V,R), there is a system of polynomial equations in n = |V | variables,
x = P (x), that we can associate with G, such that the least non-negative solution vector for
x = P (x) is the vector of extinction probabilities q∗ (see, e.g., [35, 24]). Let us define these
equations. For an n-vector of variables x = (x1, . . . , xn), and a vector v ∈ Nn, we use the shorthand
xv to denote the monomial xv11 . . . x
vn
n . Given BP G = (V,R), we define equation xi = Pi(x)
by: xi =
∑
r∈Ri prx
v(αr). This yields n polynomial equations in n variables, which we denote by
x = P (x). It is not hard to establish that q∗ = P (q∗). In fact, q∗ is the least non-negative solution
of x = P (x). In other words, if q′ = P (q′) for q′ ∈ Rn≥0, then q′ ≥ q∗ ≥ 0, i.e., q′i ≥ q∗i for all
i = 1, . . . , n.
Note that this system of polynomial equations x = P (x) has very special properties. Namely,
(I): the coefficients and constant of each polynomial Pi(x) =
∑
r∈Ri prx
v(αr) are nonnegative, i.e.,
pr ≥ 0 for all r. Furthermore, (II): the coefficients sum to 1, i.e.,
∑
r∈Ri pr = 1. We call x = P (x)
a probabilistic polynomial system of equations (PPS) if it has properties (I) and (II) except
that for convenience we weaken (II) and also allow (II′):
∑
r∈Ri pr ≤ 1. If a system of equations
x = P (x) only satisfies (I), then we call it a monotone polynomial system of equations (MPS).
For any PPS, x = P (x), P (x) defines a monotone operator P : [0, 1]n → [0, 1]n, i.e., if y ≥ x ≥ 0
then P (y) ≥ P (x). For any BP with corresponding PPS x = P (x), q∗ is precisely the least fixed
point (LFP) of the monotone operator P : [0, 1]n → [0, 1]n (see [24]). A MPS, x = P (x), also
defines a monotone operator P : Rn≥0 → Rn≥0 on the non-negative orthant Rn≥0. An MPS need
not in general have any solution in Rn≥0, but when it does so, it has a least fixed point solution
q∗ = P (q∗) such that 0 ≤ q′ = P (q′) implies q∗ ≤ q′.
Note that any PPS (with rational coefficients) can be obtained as the system of equations
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x = P (x) for a corresponding BP G (with rational rule probabilities), and vice versa.4 Thus, the
computational problem of computing the extinction probabilities of a given BP is equivalent to the
problem of computing the least fixed point (LFP) solution q∗ of a given PPS, x = P (x). For a PPS
x = P (x), we shall use |P | to denote the sum of the number n of variables and the numbers of bits
of all the nonzero coefficients and nonzero exponents of all the polynomials in the PPS. (As usual,
all rationals are given as the ratios of two integers, and all integers are encoded in binary.) Note
that the encoding length of a PPS in sparse representation is at least |P | (and at most O(|P | log n)).
The probabilities q∗ can in general be irrational, and even deciding whether q∗i ≥ 1/2 is as hard
as long standing open problems, including the square-root sum problem, which are not even known
to be in NP (see [24]). We instead want to approximate q∗ within a desired additive error  > 0.
In other words, we want to compute a rational vector v′ ∈ Qn ∩ [0, 1]n such that ‖q∗ − v′‖∞ < .
There are several other related stochastic models, for which the computation of basic proba-
bilities can be similarly expressed as the problem of computing the least fixed point of a PPS. We
define two such models here, SCFGs and 1-RMCs. A Stochastic Context-Free Grammar (SCFG)
is a tuple G = (T, V,R, S1), where T is a finite set of terminal symbols, V = {S1, . . . , Sk} is a set
of nonterminals, and R = ∪ni=1Ri is a set of rules. Each rule r ∈ Ri has the form Si
pr→ αr, where
pr ∈ (0, 1] is the probability of the rule, αr ∈ (V ∪ T )∗ is a string of terminals and nonterminals,
and
∑
r∈Ri pr = 1 for all i. S1 is specified as the starting nonterminal. A SCFG G generates a
language L(G) ⊆ T ∗ of terminal strings and associates a probability p(τ) to every terminal string
τ in the language, according to the following stochastic process. Start with the starting nonter-
minal S1, pick a rule in R1 at random (according to the probabilities of the rules) and replace
S1 with the string on the right-hand side of the rule. In general, in each step we have a string
σ ∈ (V ∪ T )∗; take the leftmost nonterminal Si in the string σ (if there is any), pick a random
rule in Ri (according to the probabilities of the rules) and replace this occurrence of Si in σ by
the right-hand side of the rule to obtain a new string σ′. The process stops only when (and if) the
current string σ has only terminals. The probability p(τ) of a terminal string is the probability
that the process terminates with the string τ . (The choice of the leftmost nonterminal to replace
in each step in the above description is arbitrary and does not affect the probabilities of terminal
strings. Any other choice, e.g., rightmost, simultaneous, etc., yields the same probabilities.) The
probability of the language L(G) of the SCFG G is p(L(G)) =
∑
τ∈L(G) p(τ). Note that L(G) is
the probability that the stochastic process that we described above, starting with S1 terminates.
More generally, we can define for each nonterminal Sj ∈ V an associated probability p(Sj), which
is the probability that the process starting with Sj terminates. The vector of termination prob-
abilities p∗ = 〈p(Sj)|j = 1, . . . , n〉 is called the partition function of the SCFG G. This vector is
useful in computing other basic quantities of a SCFG (including the probabilities of strings). As
with branching processes, we can similarly construct from a SCFG G a PPS x = P (x) that has
one variable xi and one equation for each nonterminal Si of G, such that the LFP of the PPS is
precisely the partition function p∗.
A 1-exit Recursive Markov Chain (1-RMC) consists of a finite set of components A1, . . . Ak
where each Ai is a essentially a finite state Markov chain where some of its states represent recursive
calls. Formally, each component Ai has a finite set Ni of nodes and a finite set Bi of “boxes” (or
supernodes), where each box is labeled by (mapped to) some component. One node eni is specified
4“non-proper” PPSs where
∑
r∈Ri pr < 1 can be translated easily to BPs by adding an extra dummy type Sn+1,
with rule Sn+1
1→ {Sn+1, Sn+1}, so q∗n+1 = 0, and adding to Ri, for each “non-proper” i, the rule Si
p′i→ {Sn+1, Sn+1}
with probability p′i := (1−
∑
r∈Ri pr). The probabilities q
∗ for the BP (ignoring q∗n+1 = 0) give the LFP of the PPS .
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as the entry of component Ai and one node exi as the exit of Ai.
5 The exit node has no outgoing
edges. All other nodes and boxes have outgoing edges with associated probabilities summing to
1. Execution of a 1-RMC starts at some node, e.g. at the entry en1 of component A1. When the
execution is at a non-exit node v (of some component) then an edge out of v is chosen randomly
according to the edge probabilities and the trajectory moves to the tail of the edge. If the execution
is at a box b of Ai and b is labeled by component Aj , then the current component Ai is suspended at
b and a recursive call to Aj is initiated at its entry node enj ; if and when the call to Aj terminates,
i.e., reaches its exit exj , the execution of component Ai resumes from box b and follows a random
outgoing edge according to the probability distribution of the edges out of b. Note that a call
to a component can make further recursive calls, thus at any point in time there is in general
a stack (a sequence) of suspended recursive calls, and there can be an arbitrary number of such
suspended calls; thus a 1-RMC induces in general an infinite-state Markov chain. The process
terminates when the execution reaches the exit of the component of the initial node and there are
no suspended recursive calls.
A basic quantity of interest is the termination probability of the 1-RMC for any initial node.
We can transform this problem to the problem of computing the LFP of a PPS. Given a 1-RMC,
we associate one variable xu with every node u of every component, and two variables xb, x
′
b for
each box b. The exit nodes have value xexi = 1. The equation for each (non-exit) node u whose
outgoing edges (u, v) have probability puv is xv =
∑
v puvxv; the equation for the variable x
′
b of
a box b is x′b =
∑
v pbvxv; the equation for the variable xb of a box b labeled by component Aj
with entry enj is xb = xenjx
′
b. It can be shown then that if the LFP of this PPS is q
∗, then the
probability that the 1-RMC starting at a node v terminates is precisely q∗v [24]. Note that the PPS
for a 1-RMC has a particularly simple form. All PPS can be put in this form.
A PPS, x = P (x), is said to be in Simple Normal Form (SNF) if for every i = 1, . . . , n, the
polynomial Pi(x) has one of two forms: (1) Form*: Pi(x) ≡ xjxk is simply a quadratic monomial; or
(2) Form+: Pi(x) is a linear expression
∑
j∈Ci pi,jxj+pi,0, for some rational non-negative coefficients
pi,j and pi,0, and some index set Ci ⊆ {1, . . . , n}, where
∑
j∈Ci∪{0} pi,j ≤ 1. We call such a linear
equation non-proper if
∑
j∈Ci∪{0} pi,j < 1. An MPS is said to be in SNF if the same conditions hold
except we do not require
∑
j∈Ci∪{0} pi,j ≤ 1.
Proposition 2.1 (cf. Proposition 7.3 [24]). Every PPS (MPS), x = P (x), can be transformed in
P-time to an “equivalent” PPS (MPS, respectively), y = Pˆ (y) in SNF form, such that |Pˆ | ∈ O(|P |).
More precisely, the variables x are a subset of the variables y, and y = Pˆ (y) has LFP qˆ∗ ∈ Rm≥0 iff
x = P (x) has LFP q∗ ∈ Rn≥0, and projecting qˆ∗ onto the x variables yields q∗.
Proof. We prove we can convert any PPS (MPS), x = P (x), to SNF form by adding new auxiliary
variables, obtaining a different system of polynomial equations y = Pˆ (y) with |Pˆ | linear in |P |.
To do this, we simply observe that we can use repeated squaring and Horner’s rule to express
any monomial xα via a circuit (straight-line program) with gates ∗, and with the variables xi as
input. Such a circuit will have size O(m) where m is the sum of the numbers of bits of the positive
elements in the vector α of exponents. We can then convert such a circuit to a system of equations,
by simply replacing the original monomial xα by a new variable y, and by simply using auxiliary
variables in place of the gates of the circuit to “compute” the monomial xα that the variable y
should be equal to.
5The restriction to having only one entry, made here for simplicity, is not important; any multi-entry RMC can
be efficiently transformed to an 1-entry RMC. The restriction to 1 exit is very important; multi-exit RMCs are more
powerful and harder to analyze.
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Note that by doing this, every monomial on the RHS of any of the original equations xi =
Pi(x) will have been replaced by a single variable, and thus those original equations will now
become Form+ linear equations, and note that all internal gates of the circuit for representing
xα, represented by a variable yi, give simply the product of two other variables, and thus their
corresponding equations are simply of the form yi = yjyk, which constitutes a Form* equation.
Importantly, note that the system of equations so obtained will still remain a system of mono-
tone (and respectively, probabilistic) polynomial equations, if the original system was monotone
(respectively, probabilistic), because each new auxiliary variable yi, that we introduce (which acts
as a gate in the circuit for the monomial xα), will be associated with an equation of the form
yi = yjyk, which indeed is both a monotone and probabilistic equation.
Furthermore, the new system of equations y = Pˆ (y) has the property that (a) any solution
qˆ ∈ Rn≥0 of y = Pˆ (y), when projected on to the x variables, yields a solution q ∈ Rn≥0 to the original
system of equations, x = P (x), and (b) any solution q ∈ Rn≥0 to the original system of equations
x = P (x) yields a unique solution qˆ to the expanded system of equations, y = Pˆ (y), by uniquely
solving for the values of the new auxiliary variables using their equations (which are derived from
the arithmetic circuit).
The O(|P |) bound that is claimed for |Pˆ | follows easily from the fact that the circuit representing
each monomial xα has size O(m), where m is the sum of the numbers of bits of the positive elements
in the vector α.
Proposition 2.2 ([24]). There is a P-time algorithm that, given a PPS, x = P (x), over n variables,
with LFP q∗ ∈ Rn≥0, determines for every i = 1, . . . , n whether q∗i = 0 or q∗i = 1 or 0 < q∗i < 1.
Thus, for every PPS, we can detect in P-time all the variables xj such that q
∗
j = 0 or q
∗
j = 1.
We can then remove these variables and their corresponding equation xj = Pj(x), and substitute
their values on the right hand sides (RHS) of the remaining equations. This yields a new PPS,
x′ = P ′(x′), where its LFP solution, q′∗ (which corresponds to the remaining coordinates of q∗)
satisfies 0 < q′∗ < 1, where 0,1 denote the all-0 and all-1 vectors respectively.
We can thus henceforth assume, w.l.o.g., that any given PPS, x = P (x), is in SNF
form and has an LFP solution q∗ such that 0 < q∗ < 1.
For a MPS or PPS, x = P (x), its variable dependency graph is defined to be the digraph
H = (V,E), with vertices V = {x1, . . . , xn}, such that (xi, xj) ∈ E iff in Pi(x) =
∑
r∈Ri prx
v(αr)
there is a coefficient pr > 0 such that v(αr)j > 0. Intuitively, (xi, xj) ∈ E means that xi “depends
directly” on xj . We say that xi depends on xj (directly or indirectly) if there is a path in the
dependency graph starting at xi and ending at xj .
A MPS or PPS, x = P (x), is called strongly connected if its dependency graph H is strongly
connected, that is, every node has a path to every other node. As in [24], for analysing PPSs we
will find it very useful to decompose the PPS based on the strongly connected components (SCCs)
of its variable dependency graph.
3 Polynomial upper bounds for Newton’s method on PPSs
To find a solution for a differentiable system of equations F (x) = 0, in n variables, Newton’s method
uses the following iteration scheme: start with some initial vector x(0) ∈ Rn, and for k > 0 let:
x(k+1) := x(k) − F ′(x(k))−1(F (x(k))), where F ′(x) is the Jacobian matrix of F (x).
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Let x = P (x) be a given PPS (or MPS) in n variables. Let B(x) := P ′(x) denote the Jacobian
matrix of P (x). In other words, B(x) is an n×n matrix such that B(x)i,j = ∂Pi(x)∂xj . Using Newton
iteration, starting at n-vector x(0) := 0, yields the following iteration:
x(k+1) := x(k) + (I −B(x(k)))−1(P (x(k))− x(k))) (1)
For a vector z ∈ Rn, assuming that matrix (I − B(z)) is non-singular, we define a single iteration
of Newton’s method for x = P (x) on z via the following operator:
NP (z) := z + (I −B(z))−1(P (z)− z) (2)
It was shown in [24] that for any MPS, x = P (x), with LFP q∗ ∈ RN≥0, if we first find and
remove the variables that have value 0 in the LFP, q∗, and apply a decomposed variant of Newton’s
method that decomposes the system according to the strongly connected components (SCCs) of
the dependency graph and processes them bottom-up, then the values converge monotonically to
q∗. PPSs are a special case of MPSs, so the same applies to PPSs. In [16], it was pointed out that
if q∗ > 0, i.e., after we remove the variables xi where q∗i = 0, decomposition into SCCs isn’t strictly
necessary. (Decomposition is nevertheless very useful in practice, as well as in the theoretical
analysis, including in this paper.) Thus:
Proposition 3.1 (cf. Theorem 6.1 of [24] and Theorem 4.1 of [16]). Let x = P (x) be a MPS, with
LFP q∗ > 0. Then starting at x(0) := 0, the Newton iterations x(k+1) := NP (x(k)) are well defined
and monotonically converge to q∗, i.e. limk→∞ x(k) = q∗, and x(k+1) ≥ x(k) ≥ 0 for all k ≥ 0.
We will actually establish an extension of this result in this paper, because in Section 4 we will
need to show that even when each iterate is suitably rounded off, the rounded Newton iterations
are all well-defined and converge to q∗. The main goal of this section is to show that for PPSs,
x = P (x), with LFP 0 < q∗ < 1, polynomially many iterations of Newton’s method, using exact
rational arithmetic, suffice, as a function of |P | and j, to compute q∗ to within additive error 1/2j .
In fact, we show a much stronger linear upper bound with small explicit constants:
Theorem 3.2 (Main Theorem of Section 3). Let x = P (x) be any PPS in SNF form, with
LFP q∗, such that 0 < q∗ < 1. If we start Newton iteration at x(0) := 0, with x(k+1) := NP (x(k)),
then for any integer j ≥ 0 the following inequality holds: ‖q∗ − x(j+4|P |)‖∞ ≤ 2−j.
Before we embark on the proof of the theorem, we summarize the two key properties that lead
to the theorem. The first property concerns the improvement in the gap q∗ − x(k) between the
LFP q∗ and the Newton iterate x(k) from one iteration to the next, as compared to the gap 1− q∗
between the all-1 vector 1 and the LFP q∗. Specifically, we show that if q∗ − x(k) ≤ λ(1 − q∗)
for some λ > 0 then q∗ − x(k+1) ≤ (λ/2)(1 − q∗). Or putting it another way, the maximum ratio
between corresponding coordinates of q∗− x(k) and 1− q∗, i.e., maxi q
∗
i−x(k)i
1−q∗i , shrinks by a factor of
2 (at least) in each iteration. Note that it is crucial here that q∗ < 1, hence 1 − q∗i > 0 for all i.
The second key property is that if q∗ < 1 then the gap 1 − q∗ is not too small in any coordinate,
specifically mini(1− q∗i ) ≥ 2−4|P |.
These two key properties imply the theorem. Initially, for k = 0, x(0) = 0, and the ratio
maxi
q∗i−xki
1−q∗i is less than 1/mini(1− q
∗
i ) ≤ 24|P |. The ratio shrinks by a factor of 2 in each iteration,
so after j + 4|P | iterations, it is at most 2−j , hence maxi(q∗i − xj+4|P |i ) ≤ 2−j .
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We will prove the two properties in turn through a sequence of lemmas. The first lemma states
a basic fact, which we will use often, that exploits the assumption that the system x = P (x) is in
SNF form, thus P is quadratic and its matrix of derivatives (the Jacobian B) is linear.
Lemma 3.3. Let x = P (x) be a MPS, with n variables, in SNF form, and let a, b ∈ Rn. Then:
P (a)− P (b) = B(a+ b
2
)(a− b) = B(a) +B(b)
2
(a− b)
Proof. Let the function f : R → Rn be given by f(t) := ta + (1 − t)b = b + t(a − b). Define
G(t) := P (f(t)).
From the fundamental theorem of calculus, and using the matrix form of the chain rule from
multi-variable calculus (see, e.g., [3] Section 12.10), we have:
P (a)− P (b) = G(1)−G(0) =
∫ 1
0
B(f(t))(a− b) dt
By linearity, we can just take out (a− b) from the integral as a constant, and we get:
P (a)− P (b) = (
∫ 1
0
B(ta+ (1− t)b) dt)(a− b)
We need to show that ∫ 1
0
B(ta+ (1− t)b) dt = B(a+ b
2
) =
B(a) +B(b)
2
Since all monomials in P (x) have degree at most 2, each entry of the Jacobian matrix B(x) is a
polynomial of degree 1 over variables in x. For any integers i, j, with 1 ≤ i ≤ n, 1 ≤ j ≤ n, there
are thus real values αij and βij with
(B(ta+ (1− t)b))ij = αij + βijt
Then
(
∫ 1
0
B(ta+ (1− t)b) dt)ij =
∫ 1
0
(αij + βijt) dt = αij +
βij
2
(B(
a+ b
2
))ij = αij +
βij
2(
B(a) +B(b)
2
)
ij
=
1
2
((αij + βij) + αij) = αij +
βij
2
.
We apply this to relate the gap q∗−z in one iteration to the gap q∗−NP (z) in the next iteration:
Lemma 3.4. Let x = P (x) be a MPS in SNF form. Let z ∈ Rn be any vector such that (I −B(z))
is non-singular, and thus NP (z) is defined. Then:
q∗ −NP (z) = (I −B(z))−1B(q
∗)−B(z)
2
(q∗ − z)
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Proof. Lemma 3.3, applied to q∗ and z, gives: q∗ − P (z) = B(q∗)+B(z)2 (q∗ − z).
Rearranging, we get:
P (z)− z = (I − B(q
∗) +B(z)
2
)(q∗ − z) (3)
Replacing (P (z) − z) in equation (2) by the right hand side of equation (3) and subtracting both
sides of (2) from q∗, gives:
q∗ −NP (z) = (q∗ − z)− (I −B(z))−1(I − B(q
∗) +B(z)
2
)(q∗ − z)
= (I −B(z))−1(I −B(z))(q∗ − z)− (I −B(z))−1(I − B(q
∗) +B(z)
2
)(q∗ − z)
= (I −B(z))−1((I −B(z))− (I − B(q
∗) +B(z)
2
))(q∗ − z)
= (I −B(z))−1(B(q
∗)−B(z)
2
)(q∗ − z)
To prove their exponential upper bounds for strongly connected PPSs, [16] used the notion of
a cone vector for the matrix B(q∗), that is a vector d > 0 such that B(q∗)d ≤ d. For a strongly
connected MPS, x = P (x), with q∗ > 0, the matrix B(q∗) ≥ 0 is irreducible, and thus has a positive
eigenvector. They used this eigenvector as their cone vector d > 0. However, such an eigenvector
yields only weak (exponential) bounds. Instead, we show there is a different cone vector for B(q∗),
and even for B(12(1 + q
∗)), that works for arbitrary (not necessarily strongly-connected) PPSs;
namely, the vector 1− q∗ is such a cone vector:
Lemma 3.5. If x = P (x) is a PPS in n variables, in SNF form, with LFP 0 < q∗ < 1, and where
P (x) has Jacobian B(x), then ∀z ∈ Rn such that 0 ≤ z ≤ 12(1 + q∗): B(z)(1− q∗) ≤ (1− q∗).
In particular, B(12(1 + q
∗))(1− q∗) ≤ (1− q∗), and B(q∗)(1− q∗) ≤ (1− q∗).
Proof. Lemma 3.3 applied to 1 and q∗ gives: P (1) − P (q∗) = P (1) − q∗ = B(12(1 + q∗))(1 − q∗).
But note that P (1) ≤ 1, because for any PPS, since the nonnegative coefficients of each polynomial
Pi(x) sum to ≤ 1, P (x) maps [0, 1]n to [0, 1]n. Thus 1 − q∗ ≥ P (1) − q∗ = B(12(1 + q∗))(1 − q∗).
Now observe that for 0 ≤ z ≤ 12(1 + q∗), B(12(1 + q∗)) ≥ B(z) ≥ 0, because the entries of Jacobian
B(x) have nonnegative coefficients. Thus since (1− q∗) ≥ 0, we have (1− q∗) ≥ B(z)(1− q∗).
For a square matrix A, let ρ(A) denote the spectral radius of A. We need the following basic fact:
Lemma 3.6 (see, e.g., [37]). If A is a square nonnegative matrix with ρ(A) < 1 then (I − A) is
non-singular, the series
∑∞
k=0A
k converges, (I −A)−1 = ∑∞k=0Ak and is nonnegative.
Theorem 3.7. For any PPS, x = P (x), in SNF form, if we have 0 < q∗ < 1, then for all
0 ≤ z ≤ q∗, ρ(B(z)) < 1 and (I −B(z))−1 exists and is nonnegative.
Proof. For all 0 ≤ z ≤ q∗, B(z) is a nonnegative matrix, and since the entries of the Jacobian
matrix B(x) have nonnegative coefficients, B(x) is monotone in x, i.e., if 0 ≤ z ≤ q∗, then 0 ≤
B(z) ≤ B(q∗), and thus by basic facts about non-negative matrices ρ(B(z)) ≤ ρ(B(q∗)). Thus by
Lemma 3.6 it suffices to establish that ρ(B(q∗)) < 1. We will first prove this for strongly connected
PPSs:
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Lemma 3.8. For any strongly connected PPS, x = P (x), in SNF form with LFP q∗, such that
0 < q∗ < 1, we have ρ(B(q∗)) < 1.
Proof. If the Jacobian B(x) is constant, then B(q∗) = B(1) = B. In this case, B is actually an
irreducible substochastic matrix, and since we have removed all variables xi such that q
∗
i = 0,
it is easy to see that some polynomial Pi(x) must have contained a positive constant term, and
therefore, in the (constant) Jacobian matrix B there is some row whose entries sum to < 1. Since
B is also irreducible, we then clearly have that limm→∞Bm = 0. But this is equivalent to saying
that ρ(B) < 1. Thus we can assume that the Jacobian B(x) is non-constant. By Lemma 3.5:
B(
1
2
(1 + q∗))(1− q∗) ≤ (1− q∗)
We have 1 − q∗ > 0, and B(12(1 + q∗)) ≥ 0. Thus, by induction, for any positive integer power k,
we have
B(
1
2
(1 + q∗))k(1− q∗) ≤ (1− q∗) (4)
Now, since B(x) is non-constant, and B(x) is monotone in x, and since q∗ < 12(1 + q
∗), we have
B(q∗) ≤ B(12(1+q∗)) and furthermore there is some entry (i, j) such that B(q∗)i,j < B(12(1+q∗))i,j ,
it follows that:
(B(q∗)(1− q∗))i < (B(1
2
(1 + q∗))(1− q∗))i ≤ (1− q∗)i
Therefore, since B(q∗) is irreducible, it follows that for any coordinate r there exists a power k ≤ n
such that (B(q∗)k(1− q∗))r < (1− q∗)r. Therefore, B(q∗)n(1− q∗) < (1− q∗). Thus, there exists
some 0 < β < 1, such that B(q∗)n(1 − q∗) ≤ β(1 − q∗). Thus, by induction on m, for all m ≥ 1,
we have B(q∗)nm(1− q∗) ≤ βm(1− q∗). But limm→∞ βm = 0, and thus since (1− q∗) > 0, it must
be the case that limm→∞B(q∗)nm = 0 (in all coordinates). But this last statement is equivalent to
saying that ρ(B(q∗)) < 1.
Now we can proceed to arbitrary PPSs. We want to show that ρ(B(q∗)) < 1. Consider an
eigenvector v ∈ Rn≥0, v 6= 0, of B(q∗), associated with the eigenvalue ρ(B(q∗)), with B(q∗)v =
ρ(B(q∗))v. Such an eigenvector exists by standard fact in Perron-Frobenius theory (see, e.g.,
Theorem 8.3.1 [37]).
Consider any subset S ⊆ {1, . . . , n} of variable indices, and let xS = PS(xS , xDS ) denote the
subsystem of x = P (x) associated with the vector xS of variables in set S, where xDS denotes the
variables not in S. Note that xS = PS(xS , q
∗
DS
) is itself a PPS. We call S strongly connected if
xS = PS(xS , q
∗
DS
) is a strongly connected PPS.
By Lemma 3.8, for any such strongly connected PPS given by indices S, if we define its Jacobian
by BS(x), then ρ(BS(q
∗)) < 1. If S defines a bottom strongly connected component that depends
on no other components in the system x = P (x), then we would have that BS(q
∗)vS = ρ(B(q∗))vS
where vS is the subvector of v with coordinates in S. Unfortunately vS might in general be the zero
vector. However, if we take S to be a strongly connected component that has vS 6= 0 and such that
the SCC S only depends on SCCs S′ with vS′ = 0, then we still have BS(q∗)vS = ρ(B(q∗))vS . Thus,
by another standard fact from Perron-Frobenius theory (see Theorem 8.3.2 of [37]), ρ(BS(q
∗)) ≥
ρ(B(q∗)). But since ρ(BS(q∗)) < 1, this implies ρ(B(q∗)) < 1.
Note that Theorem 3.7 tells us, in particular, that for every z (including q∗), such that 0 ≤ z ≤
q∗, the Newton iteration NP (z) is well-defined. This will be important in Section 4.
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We need the following Lemma from [16]. (To be self-contained, and to clarify our assumptions,
we provide a short proof.)
Lemma 3.9 (Lemma 5.4 from [16]). Let x = P (x) be a MPS, in SNF form, with LFP q∗ ≥ 0.
Let B(x) denote the Jacobian matrix of P (x). For any positive vector d ∈ Rn>0 that satisfies
B(q∗)d ≤ d, any positive real value λ > 0, and any nonnegative vector z ∈ Rn≥0, if q∗ − z ≤ λd,
and (I −B(z))−1 exists and is nonnegative, then q∗ −NP (z) ≤ λ2d.
Proof. By Lemma 3.4, q∗ − NP (z) = (I − B(z))−1 12(B(q∗) − B(z))(q∗ − z). Note that matrix
(I − B(z))−1 12(B(q∗) − B(z)) is nonnegative: we assumed (I − B(z))−1 ≥ 0 and the positive
coefficients in P (x) and in B(x) mean (B(q∗)−B(z)) ≥ 0. This and the assumption that q∗−z ≤ λd
yields: q∗ −NP (z) ≤ (I −B(z))−1 12(B(q∗)−B(z))λd. We can rearrange as follows:
q∗ −NP (z) ≤ (I −B(z))−1 1
2
(B(q∗)−B(z))λd
= (I −B(z))−1 1
2
((I −B(z))− (I −B(q∗)))λd
=
λ
2
(I − (I −B(z))−1(I −B(q∗)) )d
=
λ
2
d− λ
2
(I −B(z))−1(I −B(q∗))d
If we can show that λ2 (I−B(z))−1(I−B(q∗))d ≥ 0, we are done. By assumption: (I−B(q∗))d ≥ 0,
and since we assumed (I −B(z))−1 ≥ 0 and λ > 0, we have: λ2 (I −B(z))−1(I −B(q∗))d ≥ 0.
Lemmas 3.5 and 3.9 (with Theorem 3.7) imply the first key property we mentioned after the
statement of main theorem of this section, Theorem 3.2. Namely, the vector d = 1 − q∗ is a cone
vector for B(q∗), and hence if q∗ − x(k) ≤ λ(1− q∗) for some λ > 0 then q∗ − x(k+1) ≤ λ2 (1− q∗).
For a vector b ∈ Rn, we shall use the following notation: bmin = mini bi, and bmax = maxi bi.
Corollary 3.10. Let x = P (x) be a PPS, in SNF form, with LFP 0 < q∗ < 1, and let B(x) be
the Jacobian matrix for P (x). Suppose there is a vector d ∈ Rn, 0 < d ≤ 1, such that B(q∗)d ≤
d. For any positive integer j > 0, if we perform Newton’s method starting at x(0) := 0, then:
‖q∗ − x(j−blog2 dminc)‖∞ ≤ 2−j.
Proof. By induction on k, we show q∗ − x(k) ≤ 2−k 1dmind. For the base case, k = 0, since d > 0,
1
dmin
d ≥ 1 ≥ q∗ = q∗ − x(0). For k > 0, apply Lemma 3.9, setting z := x(k−1), λ := 1dmin 2−(k−1)
and d := d. This yields q∗ − x(k) ≤ λ2d = 2−k 1dmind. Since we assume ‖d‖∞ ≤ 1, we have
‖2−(j−blog2 dminc) 1dmind‖∞ ≤ 2−j , and thus ‖q∗ − x(j−blog2 dminc)‖∞ ≤ 2−j .
Lemma 3.11. For a PPS in SNF form, with LFP q∗, where 0 < q∗ < 1, if we start Newton
iteration at x(0) := 0, then:
‖q∗ − x(j+d(log2
(1−q∗)max
(1−q∗)min )e)‖∞ ≤ 2−j .
Proof. For d := 1−q
∗
‖1−q∗‖∞ , dmin =
(1−q∗)min
(1−q∗)max . By Lemma 3.5, B(q
∗)d ≤ d. Apply Corollary 3.10.
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Thus, in order to bound the number of iterations needed to achieve additive error 2−j , it suffices
to bound the ratio of the maximum and minimum coordinates of 1 − q∗. This is easier to do for
strongly connected PPS.
Lemma 3.12. For a strongly connected PPS, x = P (x), with LFP q∗, where 0 < q∗ < 1, for any
two coordinates k, l of 1− q∗:
(1− q∗)k
(1− q∗)l ≥ 2
−(2|P |).
Proof. Lemma 3.5 says that B(12(1+q
∗))(1−q∗) ≤ (1−q∗). Since every entry of the vector 12(1+q∗))
is ≥ 1/2, every non-zero entry of the matrix B(12(1 + q∗)) is at least 1/2 times a coefficient of some
monomial in some polynomial Pi(x) of P (x). Moreover, B(
1
2(1 + q
∗)) is irreducible. Calling the
entries of B(12(1+q
∗)), bi,j , we have a sequence of distinct indices, i1, i2, . . . , im, with l = i1, k = im,
m ≤ n, where each bijij+1 > 0. (Just take the “shortest positive path” from l to k.) For any j:
(B(
1
2
(1 + q∗))(1− q∗))ij+1 ≥ bijij+1(1− q∗)j
Using Lemma 3.5 again, (1 − q∗)ij+1 ≥ bijij+1(1 − q∗)ij . By simple induction: (1 − q∗)k ≥
(
∏l−1
j=1 bijij+1)(1− q∗)l. Note that |P | includes the encoding size of each positive coefficient of every
polynomial Pi(x). We argued before that each bijij+1 ≥ ci/2 for some coefficient ci > 0 of some
monomial in Pi(x). Therefore, since each such ci is a distinct coefficient that is accounted for in |P |,
we must have
∏l−1
j=1 bijij+1 ≥ 2−(|P |+n) ≥ 2−(2|P |), and thus we have: (1−q∗)k ≥ 2−(2|P |)(1−q∗)l.
Combining Lemma 3.11 with Lemma 3.12 establishes the following:
Theorem 3.13. For a strongly connected PPS, x = P (x) in n variables, in SNF form, with LFP
q∗, such that 0 < q∗ < 1, if we start Newton iteration at x(0) := 0, then: ‖q∗ − x(j+2|P |)‖∞ ≤ 2−j.
To get a polynomial upper bound on the number of iterations of Newton’s method for general
PPSs, we can apply Lemma 3.11 combined with a Lemma in [25] (Lemma 7.2 of [25]), which
implies that for a PPS x = P (x) with n variables, in SNF form, with LFP q∗, where q∗ < 1,
(1− q∗)min ≥ 1/2n2|P |c for some constant c. Instead, we prove the following much stronger result:
Theorem 3.14. For a PPS, x = P (x) in n variables, in SNF form, with LFP q∗, such that
0 < q∗ < 1, for all i = 1, . . . , n: 1− q∗i ≥ 2−4|P |. In other words, ‖q∗‖∞ ≤ 1− 2−4|P |.
We shall prove Theorem 3.14 in subsection 3.1 below. We thus get the Main Theorem of this
section:
Proof of Theorem 3.2 (Main Theorem of Sec. 3). By Lemma 3.11, ‖q∗−x(j+d(log
(1−q∗)max
(1−q∗)min )e)‖∞ ≤
2−j . But by Theorem 3.14, d(log (1−q∗)max(1−q∗)min )e ≤ dlog 1(1−q∗)min e ≤ dlog 2 4|P |e = 4|P |.
In Section 6 we shall extend Theorem 3.2, to show that, given a PPS, x = P (x), with LFP
0 < q∗ < 1, if we start Newton iteration at x(0) := 0, then for all i ≥ 1, ‖q∗−x(18|P |+2+i)‖∞ ≤ 1
22i
.
We then use this (explicit) “quadratic convergence” result to show that the quantitative decision
problem for the LFP q∗ of PPSs, which asks, given a PPS x = P (x) over n variables, and given
a rational number r ∈ [0, 1], decide whether q∗i > r, is decidable in the unit-cost arithmetic RAM
model of computation in polynomial time.
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3.1 Proof of Theorem 3.14
As ingredients of our proof, we will need the following two basic linear algebra lemmas:
Lemma 3.15. Let A be a non-singular n × n matrix with rational entries. If the product of the
denominators of all these entries is m, then
‖A−1‖∞ ≤ nm‖A‖n∞
Proof. The i, jth entry of A−1 satisfies:
(A−1)ij =
det(Mij)
det(A)
where Mij is the i, jth minor of A, made by deleting row i and column j. ‖Mij‖∞ ≤ ‖A‖∞ as
we’ve removed entries from rows. We always have |det(Mij)| ≤ ‖Mij‖n∞ (see, e.g., [37] page 351),
so:
|(A−1)ij | ≤ ‖A‖
n∞
|det(A)| . (5)
Meanwhile det(A) is a non-zero rational number (because by assumption A is non-singular). If we
consider the expansion for the determinant det(A) =
∑
σ sgnσ
∏n
i=1 aiσ(i), then the denominator of
each term
∏n
i=1 aiσ(i) is a product of denominators of distinct entries aiσ(i) and therefore divides
m. Since every term can thus be rewritten with denominator m, the sum can also be written with
denominator m, and therefore |det(A)| ≥ 1m . Thus, plugging into inequality (5), we have:
|(A−1)ij | ≤ m‖A‖n∞ .
Taking the maximum row sum ‖A−1‖∞,
‖A−1‖∞ ≤ nm‖A‖n∞ .
Lemma 3.16. Suppose we have an equation Ax = b, with A a singular n×n matrix, b a non-zero
vector, and we know that Ax = b has a solution. Then it must have a solution of the form A′−1b
where A′ is a non-singular matrix generated from A by replacing some rows with rows that have a
single 1 entry and the rest 0.
Proof. If A has rank r < n, then there are linearly independent vectors a1, a2, . . . , ar such that
aT1 , a
T
2 , . . . , a
T
r are rows of A and other rows of A are linear combinations of these. Let e1, e2, . . . , en
be the canonical basis of Rn, i.e. each ei has ith coordinate 1 and the rest 0. By the well known fact
that the set of linearly independent subsets of a vector space form a matroid, and in particular satisfy
the exchange property of a matroid (see any good linear algebra or combinatorics text, e.g,. [12],
Proposition 12.8.2) , we know there is a basis for Rn of the form {a1, a2, . . . , ar, eir+1 , eir+2 , . . . , ein}
for some choice of ir+1, ir+2, . . . , in. We form a matrix A
′ with elements of this basis as rows by
starting with A and keeping r rows corresponding to aT1 , a
T
2 , . . . a
T
r , and replacing the others in
some order with eTir+1 , e
T
ir+2
, . . . , eTin . Specifically, there is a permutation σ of {1, . . . , n} such that
if 1 ≤ k ≤ r, the σ(k)’th row of A′ and A are aTk and if r < k ≤ n, the σ(k)’th row of A′ is eTik .
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A′ is non-singular since its rows form a basis of Rn. It remains to show that AA′−1b = b. Since
Ax = b has a solution and the set R of rows aT1 , . . . , a
T
r spans the row space of A, every equation
corresponding to a row of Ax = b is a linear combination of the r equations corresponding to the
rows in R. Therefore, if x is any vector that satisfies the r equations corresponding to the rows in
R then it satisfies all the equations of Ax = b. The vector A′−1b satisfies these r equations by the
definition of A′. Therefore, AA′−1b = b.
We are now ready to proceed toward the proof of Theorem 3.14. Recall again that we assume
that the PPS, x = P (x), is in SNF form, where each equation xi = Pi(x) is either of the form
xi = xjxk (Form*), or is of the form xi =
∑
j pi,jxj + pi,0 (Form+). There is one equation for each
variable. If n is the number of variables, we can assume w.l.o.g. that |P | ≥ 3n (i.e. the input has
at least 3 bits per variable).
We know that the ratio of largest and smallest non-zero components of 1 − q∗ is smaller than
22|P | in the strongly connected case (Lemma 3.12). In the general case, two variables may not
depend on each other, even indirectly. Nevertheless, we can establish a good upper bound on
coordinates of q∗ < 1. As before, we start with the strongly connected case:
Theorem 3.17. Given a strongly connected PPS, x = P (x), with P (1) = 1, with LFP q∗, such
that 0 < q∗ < 1, and with rational coefficients, then
q∗i < 1− 2−3|P |
for some 1 ≤ i ≤ n.
Proof. Consider the vector (I −B(1))(1− q∗). As P (1) = 1, by Lemma 3.3 we have
B(12(1 + q
∗))(1− q∗) = 1− q∗ and so
(B(1)− I)(1− q∗) = (B(1)−B(1
2
(1 + q∗)))(1− q∗)
This is zero except for coordinates of Form*, as rows of B(
1
2(1 + q
∗)) and B(1) that correspond to
Form+ equations are identical. If we have an expression of Form*, (P (x))i = xjxk, then
(B(1)− I)(1− q∗)i = (B(1)−B(1
2
(1 + q∗)))(1− q∗)i
= (1/2)(1− q∗k)(1− q∗j ) + (1/2)(1− q∗j )(1− q∗k)
= (1− q∗k)(1− q∗j )
Consequently:
‖(I −B(1))(1− q∗)‖∞ ≤ ‖(1− q∗)‖2∞ (6)
We will distinguish two cases, depending on whether (I −B(1)) is singular or not.
Case 1: (I −B(1)) is non-singular.
In this case, we have that:
1− q∗ = (I −B(1))−1(I −B(1))(1− q∗)
‖1− q∗‖∞ ≤ ‖(I −B(1))−1‖∞‖(I −B(1))(1− q∗)‖∞
‖1− q∗‖∞ ≤ ‖(I −B(1))−1‖∞‖(1− q∗)‖2∞
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‖1− q∗‖∞ ≥ 1‖(I −B(1))−1‖∞ (7)
where ‖ · ‖∞ on matrices is the induced norm of ‖ · ‖∞ on vectors. ‖A‖∞ for an n ×m matrix A
with entries aij is the maximum absolute value row sum max
n
i=1
∑n
j=1 |aij |.
So an upper bound on ‖(I −B(1))−1‖∞ will give the lower bound on ‖1− q∗‖∞ we are looking
for. We use Lemma 3.15 to establish such an upper bound. If we take (I −B(1)) to be the matrix
A of Lemma 3.15, then noting that the product of all the denominators in (I − B(1)) is at most
2|P |, Lemma 3.15 gives:
‖(I −B(1))−1‖∞ ≤ n2|P |‖(I −B(1))‖n∞
Of course ‖(I−B(1))‖∞ ≤ 1 +‖B(1)‖∞ ≤ 3 (note that here we are using the fact that the system
is in SNF normal form). Thus
‖(I −B(1))−1‖∞ ≤ 3nn2|P |
Using inequality (7), and since as discussed, w.l.o.g., |P | ≥ 3n ≥ n log 3 + log n, this gives:
‖1− q∗‖∞ ≥ 1
n
2−|P |3−n > 2−2|P |
Case 2: (I −B(1)) is singular.
We can look for a small solution v to:
(I −B(1))v = (I −B(1))(1− q∗) (8)
We will apply Lemma 3.16. We can replace some rows of (I − B(1)) to get the non-singular
matrix A′ specified in Lemma 3.16, and then use Lemma 3.15 on
v′ = A′−1(I −B(1))(1− q∗)
We still have ‖A′‖∞ ≤ 3, and the product of all the denominators of non-zero entries is smaller
than 2|P |. As for ‖(I −B(1))−1‖∞ before:
‖A′−1‖∞ ≤ 3nn2|P |
Using inequality (6), we have
‖v′‖∞ ≤ 3nn2|P |‖(1− q∗)‖2∞ (9)
By equation (8), we have that (I − B(1))((1 − q∗) − v′) = 0. Thus (1 − q∗) − v′ is an eigenvector
of B(1) with eigenvalue 1. But we know that B(1) is nonnegative, irreducible, and has spectral
radius bigger than 1 (because q∗ < 1 by assumption, see e.g., [24] proof of Theorem 8.1). Thus
Perron-Frobenius theory (e.g., see Corollary 8.1.29 in [37]) gives us that (1−q∗)−v′i is not a positive
vector (because the only positive eigenvectors are associated with the top eigenvalue). Thus some
coordinate i has:
v′i ≥ 1− q∗i
Thus, by inequality (9), we have:
1− q∗i ≤ 3nn2|P |‖(1− q∗)‖2∞
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but the proof of Lemma 3.12 gave that:
(1− q∗i )2|P |+n ≥ ‖(1− q∗)‖∞
Combining these inequalities, we have
1− q∗i ≤ 3nn2|P |‖(1− q∗)‖2∞
≤ 3nn2|P |(1− q∗i )2|P |+n‖(1− q∗)‖∞
Dividing both sides by (1− q∗i ), we have that:
‖(1− q∗)‖∞ ≥ 1
6nn22|P |
> 2−3|P |
We are almost ready to prove Theorem 3.14 for general (not necessarily strongly connected)
PPSs. We first need the following lemma:
Lemma 3.18. Any variable xi either depends (directly or indirectly)
6 on a variable in a bottom
SCC S such that PS(1) = 1 (meaning there is no “non-proper” variable in that SCC), or it depends
(directly or indirectly) on some variable xj of Form+, with P (x)j = pj,0 +
∑n
k=1 pj,kxk where∑n
k=0 pi,j < 1 (thus, xj is a non-proper variable).
Proof. Let Di denote the set of variables that xi depends on (including xi itself). Suppose that
every variable of Form+, xj in Di, with P (x)j = pj,0 +
∑n
k=1 pj,kxk has
∑n
k=0 pj,k = 1. Then we
can verify that PDi(1) = 1. Di contains some bottom SCC S ⊆ Di. For this SCC PS(1) = 1.
Proof of Theorem 3.14. Recall, we wish to show that for a general PPS, x = P (x), in SNF
normal form, with n variables, with rational coefficients, and with LFP, 0 < q∗ < 1, we have
q∗i < 1− 2−4|P |, for all 1 ≤ i ≤ n.
Suppose that variable xj is of Form+ with P (x)j = pj,0 +
∑n
k=1 pj,kxk where
∑n
k=0 pj,k < 1.
Then q∗j = P (q
∗)j has q∗j ≤
∑n
k=0 pj,k. 1−
∑n
k=0 pj,k is a rational with a denominator smaller than
the product of the denominators of all the pj,k. We have:
1−
n∑
k=0
pj,k ≥ 2−|P |
Thus in such a case:
q∗j ≤ 1− 2−|P | .
Lemma 3.18 says that any xi either depends on such a variable, or on a variable to which
Theorem 3.17 applies. That is, xi depends on some xj with
q∗j ≤ 1− 2−3|P | .
6meaning that in the dependency graph the node for xi can reach the node for the other variable.
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Therefore, for any i, unless already q∗i ≤ 1−2−3|P |, there is some sequence xl1 , xl2 , . . . , xlm of distinct
variables with l1 = i and lm = j, and such that for every k, 0 ≤ k < m, Plk(x) contains a term with
xlk+1 in it (e.g., take the shortest path in the dependency graph from xi to xj). If xlk has Form*,
then q∗lk ≤ q∗lk+1 . If xlk has Form+, then q∗lk ≤ plk,lk+1q∗lk+1 + (1 − plk,lk+1) = 1 − plk,lk+1(1 − q∗lk+1).
Thus (1− q∗lk) ≥ plk,lk+1(1− q∗lk+1). Thus, by an easy induction:
1− q∗i ≥ (
∏
xlk has Form+
plk,lk+1)(1− q∗j ) .
Again, |P | is at least the number of bits describing all these rationals plk,lk+1 (which are all part of
the input), and thus
1− q∗i ≥ 2−|P |(1− q∗j ) .
Since we already know that q∗j ≤ 1− 2−3|P |, i.e., that (1− q∗j ) ≥ 2−3|P |, we obtain:
1− q∗i ≥ 2−|P |2−3|P | = 2−4|P |
This completes the proof of Theorem 3.14.
4 Polynomial time in the standard Turing model of computation
In Section 3 (Theorem 3.2) we have shown that for a PPS, x = P (x), using (4|P |+ j) iterations of
Newton’s method starting at x(0) := 0, we obtain q∗ within additive error 2−j . However, performing
even |P | iterations of Newton’s method exactly may not be feasible in P-time in the Turing model,
because the encoding size of iterates x(k) can become very large. Specifically, by repeated squaring,
the rational numbers representing the iterate x(|P |) may require encoding size exponential in |P |.
In this section, we show that we can nevertheless approximate in P-time the LFP q∗ of a PPS,
x = P (x). We do so by showing that we can round down all coordinates of each Newton iterate x(k)
to a suitable polynomial length, and still have a well-defined iteration that converges in nearly the
same number of iterations to q∗. Throughout this section we assume every PPS is in SNF form.
Definition 4.1. (“Rounded down Newton’s method”, with rounding parameter h.) Given a PPS,
x = P (x), with LFP q∗, where 0 < q∗ < 1, in the “rounded down Newton’s method” with integer
rounding parameter h > 0, we compute a sequence of iteration vectors x[k], where the initial starting
vector is again x[0] := 0, and such that for each k ≥ 0, given x[k], we compute x[k+1] as follows:
1. First, compute x{k+1} := NP (x[k]), where the Newton iteration operator NP (x) was defined
in equation (2). (Of course we need to show that all such Newton iterations are defined.)
2. For each coordinate i = 1, . . . , n, set x
[k+1]
i to be equal to the maximum (non-negative) multiple
of 2−h which is ≤ max(x{k+1}i , 0). (In other words, round down x{k+1} to the nearest multiple
of 2−h, while making sure that the result is non-negative.)
Theorem 4.2 (Main Theorem of Section 4). Given a PPS, x = P (x), with LFP q∗, such
that 0 < q∗ < 1, if we use the rounded down Newton’s method with parameter h = j + 2 + 4|P |,
then the iterations are all defined, for every k ≥ 0 we have 0 ≤ x[k] ≤ q∗, and furthermore after
h = j + 2 + 4|P | iterations we have: ‖q∗ − x[j+2+4|P |]‖∞ ≤ 2−j.
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We prove this via some lemmas. The first lemma proves that the iterations are always well-
defined, and yield vectors x[k] such that 0 ≤ x[k] ≤ q∗. Note however that, unlike Newton iteration
using exact arithmetic, we do not claim (as in Proposition 3.1) that x[k] converges monotonically
to q∗. It may not. It turns out we don’t need this: all we need is that 0 ≤ x[k] ≤ q∗, for all
k. In particular, it may not hold that P (x[k]) ≥ x[k]. For establishing the monotone convergence
of Newton’s method on MPSs (Proposition 3.1), the fact that P (x(k)) ≥ x(k) is key (see [24]).
Indeed, note that for PPSs, once we know that (P (x(k))− x(k)) ≥ 0, Theorem 3.7 and the defining
equation of Newton iteration, (1), already proves monotone convergence: x(k) is well-defined and
x(k+1) ≥ x(k) ≥ 0, for all k. However, P (x[k]) ≥ x[k] may no longer hold after rounding down. If,
for instance, the polynomial Pi(x) has degree 1 (i.e., has Form+), then one can show that after
any positive number of iterations k ≥ 1, we will have that Pi(x{k}) = x{k}i . So, if we are unlucky,
rounding down each coordinate of x{k} to a multiple of 2−h could indeed give (P (x[k+1]))i < x
[k+1]
i .
Lemma 4.3. If we run the rounded down Newton method starting with x[0] := 0 on a PPS,
x = P (x), with LFP q∗, 0 < q∗ < 1, then for all k ≥ 0, x[k] is well-defined and 0 ≤ x[k] ≤ q∗.
Proof. We prove this by induction on k. The base case x[0] = 0 is immediate. Suppose the claim
holds for k and thus 0 ≤ x[k] ≤ q∗. Lemma 3.4 tells us that
q∗ − x{k+1} = (I −B(x[k]))−1B(q
∗)−B(x[k])
2
(q∗ − x[k])
Now the fact that 0 ≤ x[k] ≤ q∗ yields that each of the following inequalities hold: (q∗ − x[k]) ≥ 0,
B(q∗) − B(x[k]) ≥ 0. Furthermore, by Theorem 3.7, we have that ρ(B(x[k])) < 1, and thus that
(I −B(x[k])) is non-singular and (I −B(x[k]))−1 ≥ 0. We thus conclude that q∗ − x{k+1} ≥ 0, i.e.,
that x{k} ≤ q∗. The rounding down ensures that 0 ≤ x[k+1]i ≤ x{k+1}i unless x{k+1}i < 0, in which
case x
[k+1]
i = 0. In both cases, we have that 0 ≤ x[k+1] ≤ q∗. So we are done by induction.
The next key lemma shows that the rounded version still makes good progress towards the LFP.
Lemma 4.4. For a PPS, x = P (x), with LFP q∗, such that 0 < q∗ < 1, if we apply the rounded
down Newton’s method with parameter h, starting at x[0] := 0, then for all k ≥ 0, we have:
‖q∗ − x[k]‖∞ ≤ (2−k + 2−h+1) · 24|P |
Proof. Since x[0] := 0:
q∗ − x[0] = q∗ ≤ 1 ≤ 1
(1− q∗)min (1− q
∗) (10)
For any k > 0, if q∗ − x[k−1] ≤ λ(1− q∗), then by Lemma 3.9 we have:
q∗ − x{k} ≤ (λ
2
)(1− q∗) (11)
Observe that after every iteration k > 0, in every coordinate i we have:
x
[k]
i ≥ x{k}i − 2−h (12)
22
This holds simply because we are rounding down x
{k}
i by at most 2
−h, unless it is negative in which
case x
[k]
i = 0 > x
{k}
i . Combining the two inequalities (11) and (12) yields the following inequality:
q∗ − x[k] ≤ (λ
2
)(1− q∗) + 2−h1 ≤ (λ
2
+
2−h
(1− q∗)min )(1− q
∗)
Taking inequality (10) as the base case (with λ = 1(1−q∗)min ), by induction on k, for all k ≥ 0:
q∗ − x[k] ≤ (2−k +
k−1∑
i=0
2−(h+i))
1
(1− q∗)min (1− q
∗)
But
∑k−1
i=0 2
−(h+i) ≤ 2−h+1 and ‖1−q∗‖∞(1−q∗)min ≤
1
(1−q∗)min ≤ 24|P |, by Theorem 3.14. Thus:
q∗ − x[k] ≤ (2−k + 2−h+1)24|P |1
Clearly, we have q∗ − x[k] ≥ 0 for all k. Thus we have shown that for all k ≥ 0:
‖q∗ − x[k]‖∞ ≤ (2−k + 2−h+1)24|P |.
We can now show the main theorem:
Proof of Theorem 4.2 (Main Theorem of Sec. 4). In Lemma 4.4 let k := h := j+ 2 + 4|P |. We
have: ‖q∗ − x[j+2+4|P |]‖∞ ≤ 2−(j+2) + 2−(j+1) ≤ 2−j .
Corollary 4.5. Given any PPS, x = P (x), with LFP q∗, we can approximate q∗ within additive
error 2−j in time polynomial in |P | and j (in the standard Turing model of computation). More
precisely, we can compute a vector v, 0 ≤ v ≤ q∗, such that ‖q∗ − v‖∞ ≤ 1/2−j.
The same results hold for the computation of the extinction probabilities of a multitype branching
process, the termination probabilities of a SCFG, and of a 1-RMC.
Proof. Firstly, by Propositions 2.1 and 2.2, we can assume x = P (x) is in SNF form, and that
0 < q∗ < 1. By Theorem 4.2, the rounded down Newton’s method with parameter h = j+2+4|P |,
for h = j + 2 + 4|P | iterations, computes a rational vector v = x[h] such that v ∈ [0, 1]n, and
‖q∗ − v‖∞ ≤ 1/2−h.
Furthermore, for all k, with 0 ≤ k ≤ h, x[k] has encoding size polynomial in |P | and j. We then
simply need to note that all the linear algebra operations, that is: matrix multiplication, addition,
and matrix inversion, required in a single iteration of Newton’s method, can be performed exactly
on rational inputs in polynomial time and yield rational results with a polynomial size.
5 Norm bounds for the matrix (I −B(q∗))−1
In order to establish results about quadratic convergence of Newton’s method for PPSs, and for the
quantitative decision problem for the LFP of PPSs, we need a bound on the norm of the matrix
(I −B(q∗))−1 when q∗ < 1, which is what we establish in this section.7
7Let us additionally mention that these norm bounds play an important role in our subsequent work, on algorithms
for Branching Markov Decision Processes [18]. Indeed, these norm bounds first appeared in (the preprint arXiv version
of) [18].
23
We use the ‖.‖∞ matrix norm (which, recall, is the maximum absolute value row sum). For
a PPS, x = P (x) with n variables, recall that its variable dependency graph is defined to be the
digraph H = (V,E), with vertices V = {x1, . . . , xn}, such that (xi, xj) ∈ E if and only if in
Pi(x) ≡
∑
r∈Ri prx
v(αr) there is a coefficient pr > 0 such that v(αr)j > 0. Intuitively, (xi, xj) ∈ E
means that xi “depends directly” on xj . Recall that an MPS or PPS, x = P (x), is strongly con-
nected if its dependency graph H is strongly connected.
The aim of this section is to prove the following Theorem:
Theorem 5.1. If x = P (x) is a PPS in SNF form with LFP q∗ > 0, then
(i) If q∗ < 1 and 0 ≤ y < 1, then (I −B(12(y + q∗)))−1 exists and is non-negative, and
‖(I −B(1
2
(y + q∗)))−1‖∞ ≤ 210|P |max {2(1− y)−1min, 2|P |}
(ii) If q∗ = 1 and x = P (x) is strongly connected (i.e. every variable depends directly or indirectly
on every other) and 0 ≤ y < 1 = q∗, then (I −B(y))−1 exists and is non-negative, and
‖(I −B(y))−1‖∞ ≤ 24|P | 1
(1− y)min
Before proving this Theorem, we shall need to develop some lemmas. The first lemma relates
the dependency between variables to the nonzero entries of powers of the matrix B(1) and provides
a lower bound for such entries.
Lemma 5.2. Given a PPS x = P (x) in SNF form, and variables xi,xj:
(i) If xi depends on xj then there is a positive integer k, with 1 ≤ k ≤ n, such that
(B(1)k)ij ≥ 2−|P |
(ii) If (B(1)k)ij > 0 for some positive integer k, with 1 ≤ k ≤ n, then xi depends on xj.
(iii) If xi depends on xj ”only via variables of Form+”, i.e., if there is a path xl1 , . . . , xlm in the
dependency graph such that l1 = i and lm = j, and such that for each 1 ≤ h ≤ m − 1,
xlh = Plh(x) = plh,0 +
∑n
g=1 plh,gxg has Form+ with plh,lh+1 > 0, then there is a 1 ≤ k ≤ n
such that, for any vector x, such that 0 ≤ x ≤ 1,
(B(x)k)ij ≥ 2−|P |
Proof.
(i) Let the sequence of variables xl1 , . . . , xlk constitute a shortest path from xi and xj , such that
k ≥ 2. Such a shortest path exists, since xi depends on xj . So xi = xl1 , and xj = xlk ,
and xlh+1 appears in the expression for Plh(x), and 1 ≤ h ≤ k − 1. Note that we must have
k ≤ n. Thus (B(1))lhlh+1 > 0 for 1 ≤ h ≤ k − 1. But note that since B(1) is a non-negative
matrix, (B(1)k−1)ij ≥
∏k−1
h=1(B(1))lhlh+1 . Since we have chosen a shortest (non-empty) path
from xi to xj , and since x = P (x) is in SNF form, each (B(1))lhlh+1 that is not exactly 1
must be a distinct rational coefficient in P , not appearing elsewhere along the path, and thus∏k−1
h=1(B(1))lhlh+1 ≥ 2−|P |.
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(ii) For k ≥ 1, we can expand (B(1)k)ij into a sum of nk−1 terms of the form
∏k
h=1(B(1))lhlh+1
with l1 = i, lk+1 = j and (l2, . . . , lk) ∈ {1, . . . , n}k−1. At least one of these has
∏k
h=1(B(1))lhlh+1 >
0. In that case, xh1 , . . . , xhk+1 is a path in the dependency graph starting at xi and ending
at xj .
(iii) Let us choose xl1 , . . . , xlk to be a shortest path from xi to xj , with k ≥ 2, and such that
every equation xlh = Plh(x) along the path, for all h ∈ {1, . . . , k − 1} has Form+. Clearly,
we must have k ≤ n. By monotonicity of B(z) in z ≥ 0, we have (B(1)k−1)ij ≥ B(x)k−1.
Furthermore, since xl1 , . . . , xlk is a path from xi to xj , we have (B(x))
k−1
i,j ≥
∏k−1
h=1(B(x))lhlh+1 .
Moreover, since each equation xlh = P (x)lh has Form+, for every h ∈ {1, . . . , k− 1}, we must
have (B(x))lhlh+1 = (B(1))lhlh+1 (because all the partial derivatives of linear expressions are
constants). But we argued in (i) that, when xl1 , . . . , xlk constitutes a shortest path from xi
to xj ,
∏k−1
h=1(B(1))lhlh+1 ≥ 2−|P |.
We need a basic result from the Perron-Frobenius theory of non-negative matrices. We are
not aware of a source that contains a statement exactly equivalent to (or implying) the following
Lemma, so we shall provide a proof. However it is entirely possible (and likely) that such a Lemma
has appeared elsewhere. Lemma 19 of [23] provides a similar result for the case when the matrix
A is irreducible.
Lemma 5.3. If A is a non-negative matrix, and vector u > 0 is such that Au ≤ u and ‖u‖∞ ≤ 1,
and α, β ∈ (0, 1) are constants such that for every i ∈ {1, . . . , n}, one of the following two conditions
holds:
(I) (Au)i ≤ (1− β)ui, or
(II) there is some k, 1 ≤ k ≤ n, and some j, such that (Ak)ij ≥ α and (Au)j ≤ (1− β)uj
then ρ(A) < 1, (I −A) is non-singular, and
‖(I −A)−1‖∞ ≤ n
u2minαβ
Proof. First, suppose that some i ∈ {1, . . . , n}, satisfies condition (I). Then, we claim that it
satisfies condition (II), except that we must take k = 0. Specifically, if we let k = 0, then since
A0 = I, and (A0)ii = Iii = 1 ≥ α, condition (II) boils down to (Au)i ≤ (1− β)ui. So, to prove the
statement, it suffices to only consider condition (II) but to allow k = 0 in that condition.
So, by assumption, given any i ∈ {1, . . . , n}, there is some 0 ≤ k ≤ n and some j, such that
(Ak)ij ≥ α > 0 (13)
and moreover (Au)j ≤ (1− β)uj , which we can rewrite as:
uj − (Au)j ≥ βuj ( > 0 ) (14)
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Let umin = mini ui. We thus have that for every i:
(Anu)i = (u−
n−1∑
l=0
Al(u−Au))i
≤ (u−Ak(u−Au))i (because Al ≥ 0 and (u−Au) ≥ 0)
= ui −
n∑
j′=1
Akij′(uj′ − (Au)j′)
≤ ui −Akij(uj − (Au)j) (again, because Aki,j′ ≥ 0 and (uj′ − (Au)j′) ≥ 0 for every j′)
≤ ui − αβuj (by (13) and (14))
≤ ui − αβumin
≤ ui − uminαβui (recalling that by assumption ‖u‖∞ ≤ 1)
We have that Anu ≤ (1− uminαβ)u. Of course (1− uminαβ) < 1. So we have that
Amnu ≤ (1− uminαβ)mu
For any integer d ≥ 0, Adu ≤ u. Thus also, for every d ≥ 0,
Adu ≤ (1− uminαβ)b dn cu (15)
We thus have that, as m → ∞, Amu → 0. Since u > 0 and A ≥ 0, this implies that as m → ∞,
Am → 0 (coordinate-wise), or in other words that limm→∞ ‖Am‖∞ = 0. This is equivalent to saying
that the spectral radius ρ(A) < 1. This implies that the inverse matrix (I − A)−1 = ∑∞k=0Ak ≥ 0
exists, by Lemma 3.6.
We will use the following easy fact:
Lemma 5.4. If M is a nonnegative n× n matrix, u > 0 is a vector with ‖u‖∞ ≤ 1, and λ > 0 is
a real number satisfying Mu ≤ λu then
‖M‖∞ ≤ λ
umin
Proof. Since M is non-negative, ‖M‖∞ is the maximum row sum of M . There is thus an i such
that
‖M‖∞ =
∑
j
mij
where mi,j are the entries of M . For this i:
λui ≥ (Mu)i
=
∑
j
mijuj
≥
∑
j
mijumin
= ‖M‖∞umin
but ui ≤ 1 giving us ||M ||∞ ≤ λumin .
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Now we can complete the proof of Lemma 5.3:
(I −A)−1u = (
∞∑
k=0
Ak)u =
∞∑
k=0
Aku
≤
∞∑
k=0
(1− uminαβ)b kn cu (by (15))
= (
∞∑
m=0
n(1− uminαβ)mu
= n
1
uminαβ
u
the last equality holding because the geometric series sum gives
∑∞
m=0(1 − uminαβ)m = 1uminαβ .
Lemma 5.4, with M := (I −A)−1 = ∑∞k=0Ak, and λ := n 1uminαβ , now yields:
‖(I −A)−1‖∞ ≤ n 1
u2minαβ
and this completes the proof of Lemma 5.3.
We note also the following easy consequence of the assumption that the LFP q∗ > 0.
Proposition 5.5. For a PPS, x = P (x), with LFP q∗ > 0, for every variable xi either Pi(0) > 0
or xi depends on a variable xj with Pj(0) > 0.
Proof. Suppose, for contradiction, that a variable xi has Pi(0) = 0 and depends only on variables
xj which have Pj(0) = 0. Then P
n
i (0) = 0 for all n. But P
n(0)→ q∗ as n→∞ (see, e.g., Theorem
3.1 from [24]). So q∗i = 0.
To prove Theorem 5.1, we treat first the case of a PPS when all the equations, xi = Pi(x),
are linear. In this case, the Jacobian matrix B(x) is a constant matrix B, independent of x. The
following lemma implies Theorem 5.1 for the case of a purely linear PPS.
Lemma 5.6. Let x = P (x) be a PPS in SNF form that has no equations of Form*, and has LFP
q∗ > 0, and let B be the constant Jacobian matrix of P (x), (i.e., B = B(x) for all x). Then
ρ(B) < 1, (I −B)−1 exists, is nonnegative, and
‖(I −B)−1‖∞ ≤ n22|P |.
Proof. First, note that B is a sub-stochastic matrix i.e. B1 ≤ 1. Let T be the set of variables
T = {xi|(B1)i < 1}. Since Pi(x) ≡
∑n
i=1 pi,jxj + pi,0, this means that xi ∈ T iff (B1)i =∑n
j=1
∂Pi(x)
∂xj
=
∑n
j=1 pi,j < 1. Note that if Pi(0) > 0 then pi,0 > 0, hence
∑n
j=1 pi,j < 1 and thus
xi ∈ T . Since q∗ > 0, it follows from Proposition 5.5, that for every variable xi, either xi itself is
in T , or xi depends (possibly indirectly) on a variable xj ∈ T .
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Since the entries of B are either 0, 1, or coefficients pi,j from P (x), we see that for every variable
xi ∈ T , we have that (B1)i =
∑n
j=1 pi,j ≤ (1− 2−|P |) holds.8
For any variable xr /∈ T , there is a variable xi ∈ T that xr depends on. All the variables in the
PPS are of Form+. Thus, by Lemma 5.2 (iii), there is a k, 1 ≤ k ≤ n, such that ((B)k)ri ≥ 2−|P |.
We can thus apply Lemma 5.3 with matrix A := B and vector u := 1, with α := β := 2−|P |,
because we have just established that condition (I) of that Lemma applies to variables in T , and
condition (II) of that Lemma applies to variables that are not in T . Thus Lemma 5.3 gives us
that ρ(B) < 1, (I − B)−1 exists, is nonnegative, and ‖(I − B)−1‖∞ ≤ ( 11min )2n22|P |. Of course,
1min = 1.
We are now ready to prove parts (i) and (ii) of Theorem 5.1 for general PPS.
Proof of Theorem 5.1, Part (i).
When q∗ < 1, we can say something stronger than Proposition 5.5.
Lemma 5.7. For any PPS, x=P(x), in SNF form, with LFP 0 < q∗ < 1, for any variable xi,
either:
(I) the equation xi = Pi(x) has Form*, or else Pi(1) < 1. Or,
(II) xi depends (directly or indirectly) on a variable xj, such that xj = Pj(x) is of Form*, or else
Pj(1) < 1.
Proof. Suppose, for contradiction, that there is a variable xi for which neither (I) nor (II) holds.
Let Di be the set of variables that xi depends on, unioned together with {xi} itself. For any vector
x, consider the subvector xDi , which consists of the components of x with coordinates in Di. We
can consider the subset of the equations xDi = PDi(x). By transitivity of dependency, PDi(x)
contains only terms in the variables xDi . So xDi = PDi(x) = PDi(xDi) is itself a PPS. Since by
assumption neither (I) nor (II) hold for xi, we have that xDi = PDi(xDi) contains no equations
of Form* and PDi(1) = 1. Since, therefore, PDi(xDi) is linear, we can rewrite xDi = PDi(xDi)
as xDi = BDixDi + PDi(0) and hence (I − BDi)xDi = PDi(0). Lemma 5.6 applied to the PPS
xDi = PDi(xDi) gives us that, in particular, (I−BDi) is non-singular. Consequently xDi = PDi(xDi)
has a unique solution. But we already said that 1 is a solution, PDi(1) = 1, and so q
∗
Di
= 1. This
contradicts q∗ < 1. So there can be no xi for which neither (I) nor (II) holds.
To obtain the conclusion of case (i) of Theorem 5.1, assuming all of the premises of the Theo-
rem’s statement, we will now aim to use Lemma 5.3, applied to A := B(12(y+ q
∗)), and u := 1− q∗.
We need to show that the conditions of the lemma hold for this matrix A and vector u. First,
it is clear that 1 − q∗ > 0 and ‖1 − q∗‖∞ ≤ 1 since 0 ≤ q∗ < 1. Second, the condition that
B(12(y + q
∗)))(1 − q∗) ≤ (1 − q∗) follows from Lemma 3.5: since 0 ≤ y < 1, it follows by mono-
tonicity of B(z) in z that B(12(y + q
∗)))(1− q∗) ≤ (1− q∗).
It remains to establish that for every i ∈ {1, . . . , n} , condition (I) or (II) of Lemma 5.3 holds
for some α, β ∈ (0, 1). By Lemma 5.7, every variable xi either depends on a variable, or is itself
equal to a variable, xj , such that xj = Pj(x) is of Form* or Pj(1) < 1. We can clearly assume that
8This inequality holds because we assume each positive input probability pi,j is represented as a ratio
aj
bj
of positive
integers in the encoding of x = P (x), and thus 1−∑nj=1 ajbj can be represented as a ratio ab of two positive integers
where the denominator is b =
∏n
j=1 bj . But then (1−
∑n
j=1
aj
bj
) = a
b
≥ 1/∏nj=1 bj ≥ 12|P | .
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such a dependence is via a path consisting only of variables of Form+, in the sense of Lemma 5.2
(iii), and thus for any xi there is a 0 ≤ k ≤ n with (Bk(12(y + q∗)))ij ≥ 2−|P |, for some xj with
either xj = Pj(x) of Form* or Pj(1) < 1. Thus, it suffices to show that for such an xj we have
((B(12(y + q
∗))(1− q∗))j ≤ (1− β)(1− q∗)j for some β > 0.
For any variable xj such that xj = Pj(x) has Form*, we have that xj = xkxl for some variables
k and l. Thus, since
∂Pj(x)
∂xk
= xl and
∂Pj(x)
∂xl
= xk, we have that:
(B(
1
2
(q∗ + y))(1− q∗))j
=
1
2
(q∗k + yk)(1− q∗l ) +
1
2
(q∗l + yl)(1− q∗k)
=
1
2
((q∗k + 1)− (1− yk))(1− q∗l ) +
1
2
((q∗l + 1)− (1− yl))(1− q∗k)
=
1
2
((q∗k + 1)(1− q∗l )− (1− yk)(1− q∗l ) + (q∗l + 1)(1− q∗k)− (1− yl)(1− q∗k))
=
1
2
(2− 2q∗kq∗l − (1− yl)(1− q∗k)− (1− yk)(1− q∗l ))
≤ 1
2
(2− 2q∗kq∗l − (1− y)min((1− q∗k) + (1− q∗l )))
≤ 1
2
(2− 2q∗kq∗l − (1− y)min((1− q∗k) + (1− q∗l )− (1− q∗k)(1− q∗l )))
= (1− q∗j )−
1
2
(1− y)min(1− q∗j )
= (1− 1
2
(1− y)min)(1− q∗)j
If, on the other hand, xj has Pj(1) < 1, then xj = Pj(x) has Form+, and, as in the proof of Lemma
5.6, and specifically footnote (8), we must have
Pj(1) ≤ 1− 2−|P | (16)
We thus have that:
(B(
1
2
(q∗ + y))(1− q∗))j =
n∑
l=1
pj,l(1− q∗)l
= (
n∑
l=1
pj,l) + pj,0 − (
n∑
l=1
pj,lq
∗
l )− pj,0
= Pj(1)− Pj(q∗)
= Pj(1)− q∗j
≤ (1− 2−|P |)− q∗j (by (16))
= (1− q∗)j − 2−|P |
≤ (1− 2−|P |)(1− q∗)j
Thus, we can apply Lemma 5.3, by setting A := B(12(y + q
∗)), u := (1 − q∗), α := 2−|P |,
β := min{12(1− y)min, 2−|P |}, and we obtain:
‖(I −B(1
2
(y + q∗)))−1‖∞ ≤ n(1− q∗)−2minmax {2(1− y)−1min, 2|P |}2|P |
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Recall that, by Theorem 3.14, (1− q∗)min ≥ 2−4|P |. Thus
‖(I −B(1
2
(y + q∗)))−1‖∞ ≤ n29|P |max {2(1− y)−1min, 2|P |}
≤ 210|P |max {2(1− y)−1min, 2|P |}.
This completes the proof of Part (i) of Theorem 5.1.
Proof of Theorem 5.1, Part (ii).
If all variables are of Form+, then Lemma 5.6 gives that, for any x ∈ Rn, ‖I−B(x)‖∞ ≤ n22|P |
and we are done. So assume that there is a variable xi with xi = Pi(x) of Form*. Since this part
assumes that x = P (x) is strongly connected, every variable depends on it. We quote the following
from [24]:
Lemma 5.8 (see proof of Theorem 8.1 in [24]). If x = P (x) is strongly connected and q∗ > 0, then
q∗ = 1 if and only if ρ(B(1)) ≤ 1.
B(1) is a non-negative irreducible matrix. Perron-Frobenius theory gives us that there is a
positive eigenvector v > 0, with associated eigenvalue ρ(B(1)), the spectral radius of B(1), i.e.,
such that B(1)v = ρ(B(1))v. But ρ(B(1)) ≤ 1 so B(1)v ≤ v.
Lemma 5.9 (cf Lemma 5.9 of [16]). ‖v‖∞vmin ≤ 2|P |.
Proof. For any xi, xj , there is some 1 ≤ k ≤ n with (B(1)k)ij > 0. We know that B(1)kv ≤ v.
So (B(1)k)ijvj ≤ (B(1)kv)i = ρ(B(1))kvi ≤ vi. But by Lemma 5.2 (ii), (B(1)k)ij ≥ 2−|P |. So
vj
vi
≤ 2|P |. There are vi,vj that achieve vi = vmin and vj = ‖v‖∞, so we are done.
We can normalize the top eigenvector, v, so we can assume that ‖v‖∞ = 1. Then vmin ≥ 2−|P |.
Consider any equation xi = Pi(x) = xjxk of Form* (we have already dealt with the case where no
such equation exists):
(B(y)v)i = yjvk + ykvj
≤ ymaxvk + ymaxvj (where ymax := maxr yr)
= (1− (1− y)min)(vk + vj)
= (1− (1− y)min)(B(1)v)i
= (1− (1− y)min)ρ(B(1))vi
≤ (1− (1− y)min)vi (because ρ(B(1)) ≤ 1)
Now we can apply Lemma 5.3, with A := B(y), u := v, α := 2−|P |, and β := (1− y)min, to obtain
that:
‖(I −B(y))−1‖∞ ≤ nv−2min(1− y)−1min2|P |
Inserting our bound for vmin, namely vmin ≥ 2−|P |, yields:
‖(I −B(y))−1‖∞ ≤ n23|P |(1− y)−1min
≤ 24|P |(1− y)−1min .
This completes the proof of Part (ii) of Theorem 5.1.
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A consequence of Theorem 5.1 and Theorem 3.14 is the following.
Corollary 5.10. If x = P (x) is a PPS in SNF form with LFP q∗, and 0 < q∗ < 1, then (I −
B(q∗))−1 exists and is non-negative, and
‖(I −B(q∗))−1‖∞ ≤ 214|P |+1
Proof. Applying part (i) of Theorem 5.1, and letting y := q∗, we obtain
‖(I −B(q∗))−1‖∞ ≤ 210|P |max{2(1− q∗)−1min, 2|P |}
≤ 210|P |max{2(2−4|P |)−1, 2|P |} (by Theorem 3.14)
= 2 · 214|P | = 214|P |+1.
6 Quadratic convergence for Newton’s method on PPSs, and quan-
titative decision problems for PPSs in unit-cost-P-time
In this section we extend Theorem 3.2 to a quadratic convergence result for Newton’s method on
PPSs, with all constants explicit. Namely, given a PPS, x = P (x), with LFP 0 < q∗ < 1, if we
start Newton iteration at x(0) := 0, then for all i ≥ 1, we have
‖q∗ − x(18|P |+2+i)‖∞ ≤ 1
22i
We then use this result to show that the decision problem for the LFP q∗ of PPSs, which
asks, given a PPS x = P (x) over n variables, and given a rational number r ∈ [0, 1], decide whether
q∗i > r (or whether q
∗
i ≥ r) is in unit-cost P-time, i.e. it is decidable in polynomial time in the
unit-cost arithmetic RAM model of computation. Combined with the previous hardness result from
[24], this implies that decision problem for PPS is complete for unit-cost-P. Hence the problem
can be solved in polynomial time in the standard (Turing) model if and only if unit-cost-P = P.
Recall that in the unit-cost model, all arithmetic operations on rational numbers cost one unit of
time, regardless of how long the numbers are, i.e., how many bits are needed to encode them (their
numerator and denominator).
A paradigmatic problem that is solvable in polynomial time in the unit-cost model, is the follow-
ing problem, called PosSLP, which stands for Positive Straight-Line-Program: Given an arithmetic
circuit over the basis {+,−, ∗} with input 1, or equivalently, a sequence of n instructions of the
form xi := 1 or xi := xjθxk where θ ∈ {+,−, ∗} and j, k < i (this is called a straight-line program,
abbreviated SLP), decide whether the output of the circuit is positive, i.e. whether the final vari-
able xn > 0. Clearly this problem can be solved in linear time in the unit-cost model by simply
performing in order the operations. However, the length (number of bits) of the numbers can grow
exponentially (consider for example the SLP x1 := 1;x2 := x1 + x1, followed by xi := xi−1 ∗ xi−1
for all i ≥ 3). It is not known whether PosSLP can be solved in P in the standard model. In fact, it
was shown in [2] that PosSLP is in P iff unit-cost-P = P. In [24] we showed that PosSLP reduces in
P-time to the decision problem for PPS. We show the converse here, that deciding whether q∗i > r
is P-time reducible to PosSLP.
We assume throughout this section, w.l.o.g., that every PPS, x = P (x), is in simple normal
form, and that the LFP, q∗ satisfies 0 < q∗ < 1.
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Lemma 6.1. If x = P (x) is a PPS with n variables in simple normal form (SNF), with LFP
0 < q∗ < 1, then for any z ∈ Rn such that 0 ≤ z ≤ q∗, then
‖q∗ −N (z)‖∞ ≤ 214|P |+1‖q∗ − z‖2∞
Proof. Let us first note that
‖B(q
∗)−B(z)
2
‖∞ ≤ |(q∗ − z)‖∞ (17)
This holds because x = P (x) is in SNF form, and thus every equation xi = Pi(x) is either of the
form xi = xjxk, or else it is a linear (affine) equation, of the form xi =
∑n
j=1 pjxj + p0. Now, for
every i with a nonlinear equation, i.e., where Pi(x) ≡ xjxk, the i’th row of the Jacobian matrix
B(x), contains exactly two non-zero entries: one is xj =
∂Pi(x)
∂xk
and the other is xk =
∂Pi(x)
∂xj
. Thus,
if we define the matrix A = B(q
∗)−B(z)
2 , we must have
∑n
r=1 |Ai,r| =
(q∗j−zj)+(q∗k−zk)
2 ≤ ‖q∗ − z‖∞.
Furthermore, for every i with a linear equation, the i’th row of the Jacobian matrix B(x) consists
of only constants that do not depend on x, and thus in that case
∑n
r=1 |Ai,r| = 0 ≤ ‖q∗ − z‖∞.
Thus inequality (17) holds.
Now, using Lemma 3.4, and the equation it gives, namely:
q∗ −N (z) = (I −B(z))−1B(q
∗)−B(z)
2
(q∗ − z) (18)
and taking norms on both sides of this equation, we have:
‖q∗ −N (z)‖∞ = ‖(I −B(z))−1B(q
∗)−B(z)
2
(q∗ − z)‖∞
≤ ‖(I −B(z))−1‖∞‖B(q
∗)−B(z)
2
‖∞‖(q∗ − z)‖∞
≤ 214|P |+1‖B(q
∗)−B(z)
2
‖∞‖(q∗ − z)‖∞ (by Corollary 5.10)
≤ 214|P |+1‖(q∗ − z)‖2∞ (by inequality (17))
Theorem 6.2. Let x = P (x) be any PPS in SNF form, with LFP q∗, such that 0 < q∗ < 1. If
we start Newton iteration at x(0) := 0, with x(k+1) := NP (x(k)), then for any integer i ≥ 1 the
following inequality holds:
‖q∗ − x(18|P |+2+i)‖∞ ≤ 1
214|P |+1+2i
≤ 1
22i
.
Proof. Lemma 6.1 does not gain us much unless ‖q∗− z‖∞ ≤ 1214|P+1 . We need to use our previous
linear convergence result until we are close enough for quadratic convergence to kick in. By Theorem
3.2, for 18|P |+ 2 = (14|P |+ 2) + 4|P |, we have ‖q∗ − x(18|P |+2)‖∞ ≤ 12(14|P |+2) and so
214|P |+1‖q∗ − x(18|P |+2)‖∞ ≤ 1
2
(19)
Lemma 6.1 tell us that:
‖q∗ −N (z)‖∞ ≤ 214|P |+1‖q∗ − z‖2∞
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Multiplying both sides by 214|P |+1 gives:
214|P |+1‖q∗ −N (z)‖∞ ≤ (214|P |+1‖q∗ − z‖∞)2
By induction, for any integers i ≥ 0, m ≥ 0
214|P |+1‖q∗ − x(i+m)‖∞ ≤ (214|P |+1‖q∗ − x(m)‖∞)2i
Taking m = 18|P |+ 2, we can use equation (19):
214|P |+1‖q∗ − x(18|P |+2+i)‖∞ ≤ (1
2
)2
i
and so
‖q∗ − x(18|P |+2+i)‖∞ ≤ 1
2(14|P |+1+2i)
We next wish to use Theorem 6.2 in order to establish that, we can decide, given a rational
number r, whether q∗i ≥ r, in time polynomial in |P | and the encoding size of r in the unit-cost
model, using Newton’s method with exact arithmetic. To do this, we need to first establish a
separation bound relating to q∗ and a given rational r.
Lemma 6.3. Given a PPS, x = P (x), with n variables, and with LFP q∗, such that 0 < q∗ < 1,
and given any rational number r > 0, where r = ab < 1 is represented as the ratio of positive integers
a and b, with a ≤ b, then for any k ∈ {1, . . . , n}, if q∗k 6= r, then
|q∗k − r| ≥ 2−2(n+1)(max{|P |,log(b)}+2(n+1) log(2n+2))5
n
Proof. We shall use the following theorem by Hansen et. al. [34] regarding explicit separation
bounds for isolated real-valued solutions to polynomial systems of equations:
Lemma 6.4. (Theorem 23 from [34]) Consider a polynomial system of equations
(Σ) g1(x1, . . . , xn) = · · · = gm(x1, . . . , xn) = 0 , (20)
with polynomials of degree at most d and integer coefficients of magnitude at most 2τ .
If γj = (γj,1, · · · , γj,n) is an isolated (in Euclidean topology) real solution of (Σ), then for any
i, either
2−2n(τ+2n log(dm))(2d+1)
n−1
< |γj,i| or γj,i = 0 . (21)
To apply Lemma 6.4, we need the fact that q∗ > 0 is an isolated solution of the PPS. This follows
immediately from a more general unique fixed point theorem established in [22] (Theorem 18 of [22])
for the equations corresponding to the termination probabilities of general recursive Markov chains
(RMCs), and it also follows from (variants of) older results about multi-type branching processes
(see [35], Thm. II.7.2 and Corollary II.7.2.1). Specifically, the unique fixed point theorem of [22]
establishes that, in particular, if a PPS has LFP q∗ with 0 < q∗ < 1, then q∗ is the unique solution
of x = P (x) in the interior of [0, 1]n, i.e., in (0, 1)n. Thus, it is clearly an isolated solution.
For each xi, let di be the product of the denominators of all coefficients of Pi(x). Then dix =
diPi(x) clearly has integer coefficients which are no larger than 2
|P |. Also, consider a new variable
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y, and a new equation y = xk − r, where r = ab is the given positive rational value. This equation
is clearly equivalent to by = bxk − a. Suppose the PPS, x = P (x), has LFP q∗ > 0, and for any
k ∈ {1, . . . , n}, consider the system of n + 1 polynomial equations, in n + 1 variables (with an
additional variable y), given by:
dixi = diPi(x) , for all i ∈ {1, . . . , n}; and by = bxk − a . (22)
Since 0 < q∗ < 1, we know from the unique fixed point theorem of [22] that q∗ is an isolated
solution of x = P (x). If z ∈ Rn is any solution vector for x = P (x), there is a unique w ∈ R such
that x := z and y := w forms a solution to the equations (22); namely let w = zk − r. So, letting
x := q∗, and letting y := q∗k − r, gives us an isolated solution of the equations (22). We can now
apply Lemma 6.4 to the system (22). Since y := q∗k − r, equation (21) in Lemma 6.4 says that
2−2(n+1)(max{|P |,log(b)}+2(n+1) log(2n+2))5
n
< |q∗k − r| , or else q∗k − r = 0 .
which is just what we wanted to establish.
We are now ready to establish the following:
Theorem 6.5. Given a PPS, x = P (x), with n variables, and with LFP 0 < q∗ < 1, and given a
rational number r = a/b ∈ (0, 1], where a and b are positive integers given in binary. Let g = 32|P |+
4 + 6n+ 56(dlog(n)e+ dlog(|P |)e+ dlog(log b))e). Let x(i) denote the i’th Newton iterate starting at
x(0) := 0, applied to the PPS x = P (x). Let m := 2 + 3n+ 28(dlog(n)e+ dlog(|P |)e+ dlog(log b))e).
Then for any k ∈ {1, . . . , n},
1. q∗k > r if and only if x
(g)
k > r.
2. q∗k < r if and only if x
(g)
k + 2 · 122m < r.
Proof. Let γ = 2−2(n+1)(max{|P |,log(b)}+2(n+1) log(2n+2))5n . Recall that Lemma 6.3 tells us that |q∗k −
r| ≥ γ, for any k, unless q∗k = r. We know x(g) ≤ q∗. Furthermore, g has been chosen so that, by
Theorem 6.2, ‖q∗ − x(g)‖∞ < 122m < γ/8.
To establish (1.), in one direction we simply note that if x
(g)
k > r, then since q
∗
k > x
(g)
k , we must
have q∗k > r. In the other direction, if q
∗
k > r, then q
∗
k − r ≥ γ, but we know q∗k − x(g)k ≤ γ/8, so
x
(g)
k ≥ r + 78γ ≥ r.
To establish (2.), in one direction since q∗k − x(g)k < 122m , we have q∗k < x
(g)
k + 2 · 122m , and thus if
x
(g)
k + 2 · 122m < r, then q∗k < r. In the other direction, if q∗k < r, then since r − q∗k ≥ γ, and since
q∗k ≥ x(g)k , and since 2 · 122m ≥ γ/4, we have x
(g)
k + 2 · 122m ≥ γ/4 < r. This completes the proof.
Corollary 6.6. Given a PPS, x = P (x), with n variables, and with LFP q∗ ∈ [0, 1]n, given
a coordinate k ∈ {1, . . . , n}, and given a rational number r ∈ [0, 1], there is an algorithm that
determines which of the following cases holds: (A) q∗k < r, or (B) q
∗
k = r, or (C) q
∗
k > r.
The algorithm runs in time polynomial in |P |, the bit encoding size of the PPS, and size(r), the
binary encoding size of r, in the unit-cost arithmetic RAM model of computation.
Hence the problems of deciding whether q∗k > r, or deciding whether q
∗
k < r, are complete for
unit-cost-P. Furthermore, both these problems are P-time many-one (Karp) reducible to PosSLP,
and hence they are P-time equivalent to PosSLP.
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The same results hold for the extinction probability of a multitype branching process, the proba-
bility of the language of a SCFG, and the termination probability of a 1-RMC.
Proof. First, we note that deciding whether q∗k = 0 and whether q
∗
k = 1, can be carried out in
P-time ([24]). Hence, we can detect and remove in P-time all variables xi such that q
∗
i ∈ {0, 1}.
Then we are left with a residual PPS, x = P (x), with LFP q∗ such that 0 < q∗ < 1.
Notice that each iteration of Newton’s method, x(j+1) = N (x(j)) = x(j)+(I−B(x(j)))−1(P (x(j))−
x(j)), on a PPS, x = P (x) with n variables, can be computed by performing a n× n matrix inver-
sion and matrix-vector multiplication and summing of vectors. Each matrix inversion can be done
with O(n3) arithmetic operations, matrix-vector multiplication takes O(n2) operations and vector
summation O(n) operations. Thus, each Newton iteration uses O(n3) operations.
Now we apply Theorem 6.5. Since the number of iterations g given in the statement of Theorem
6.5 is polynomial in |P | and size(r) (in fact, even in log(size(r))) we can compute x(g) in polynomial
time in the unit-cost arithmetic RAM model of computation. Likewise, since the m given in the
statement of the Theorem is also polynomial in |P | and size(r), we can use repeated squaring
to compute 1
22m
in time polynomial in |P | and size(r) (i.e., with polynomially many arithmetic
operations). We can also add two numbers at unit-cost to obtain x
(g)
k + 2 · 122m .
In order to determine whether q∗k > r, we simply need to check whether x
(g)
k > r, and to
determine whether q∗k < r we simply need to check whether x
(g)
k + 2 · 122m < r.
This shows that the decision problems for a PPS are in unit-cost-P. From the hardness result
in [24], it follows that they are complete for unit-cost-P.
Allender et. al. showed in [2] that every discrete decision problem (with rational valued inputs)
that can be decided in P-time in the unit-cost arithmetic RAM model of computation is in PPosSLP,
i.e. can be solved in polynomial time in the standard model provided one is given a subroutine for
PosSLP that runs in P (in the standard model). This type of reduction allows the algorithm to make
many calls to the subroutine. We show now that the decision problems for a PPS, i.e., deciding
whether q∗k > r, and deciding whether q
∗
k < r, are in fact P-time many-one (Karp) reducible to
PosSLP, i.e. that one can construct from a given PPS and rational r in P-time an instance of
PosSLP whose answer gives the answer to the decision problem for the PPS.
If r ∈ {0, 1}, we have already pointed out that deciding both q∗k > r and q∗k < r is solvable
in (strongly) polynomial time ([24, 15]), thus there is nothing to prove in this case. So, suppose
r ∈ (0, 1), and suppose that 0 < q∗ < 1. First note that we can easily construct arithmetic circuits
over {+,−, ∗, /} with input 1 of polynomial size that compute the coefficients that appear in the
polynomials of the PPS. For each Newton iteration j, we can construct an arithmetic circuit Cj
which takes as input x(j−1) and produces as output x(j). Regarding the matrix inversion, note
that each entry can be expressed using Cramer’s rule as the ratio of matrix determinants, and it
is well known how to construct a circuit with polynomially many gates for a determinant. Since
0 < q∗ < 1, we have established in Theorem 6.5 that q∗k > r if and only if x
(g)
k > r, and likewise
that q∗k < r if and only if x
(g)
k + 2 · 122m < r. Concatenating all the circuits Cj for j = 1 to g
and feeding 0=1-1 into C1 yields a circuit C that computes x
(g), and has size polynomial in |P |
and size(r). Therefore, we can also obtain a circuit C ′ of size polynomial in |P | and size(r) that
computes x
(g)
k + 2 · 122m , for any desired coordinate k, because m is polynomial in |P | and size(r),
and we can use a repeated squaring circuit to compute 1
22m
.
As shown in [2] (see also [24]), division gates in arithmetic circuits over {+,−, ∗, /} can be
removed by keeping track of numerators and denominators separately. Thus, the numerator n1 and
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denominator d1 of the rational coordinate x
(g)
k of the vector x
(g) (as well as the numerator n′1 and
denominator d′1 of the rational value x
(g)
k +2 · 122m ) can be computed by polynomial-sized arithmetic
circuits over {+,−, ∗} which can be constructed in P-time given x = P (x) and r. Obviously the
rational number r can also have its numerator n2 and denominator d2 represented this way by
circuits in P-time. Consequently, to decide whether x
(g)
k > r (likewise, whether x
(g)
k + 2 · 122m < r),
we combine these four circuits into a circuit that computes n1 ·d2−n2 ·d1 (respectively, n2 ·d′1−n′1 ·d2)
and test if its output is positive. But PosSLP is precisely this problem, so this yields a P-time many-
one reduction from both these problems to PosSLP.
7 Conclusions
We have shown that one can approximate the least fixed point solution of a probabilistic polynomial
system of equations (a PPS) to any desired accuracy 2−k in time polynomial in the encoding size of
the PPS and the number k of bits of accuracy. This result applies in particular to the computation
of extinction probabilities of multitype branching processes, the termination probabilities (a.k.a.,
partition function) of SCFGs and of 1-RMCs. We showed furthermore, that the decision problem
of comparing these probabilities with a given rational bound can be solved in polynomial time in
the unit-cost arithmetic RAM model of computation.
We mention briefly some related subsequent work. Since the publication of the conference ver-
sion of this paper [19]9, we have obtained several subsequent results in papers that build on and
extend this work. Specifically, in [18] and [20] we have studied more general branching Markov
decision processes, which extend BPs with a controller that can take actions to influence the repro-
duction probabilities with the goal of maximizing or minimizing the extinction probability, and we
studied also their associated max/min probabilistic polynomial systems of equations (max/minPPSs)
which involve also a max or min operator. We have shown that a Generalized Newton’s method,
which involves linear programming in each iteration, can be used to compute both the least and
greatest fixed point solutions of such systems of equations in polynomial time to desired precision
(in the standard Turing model of computation).
Moreover, in [49] we have studied the behavior of Newton’s method on arbitrary monotone
polynomial systems (MPS) of equations, x = P (x), and we have given worst case upper bounds
on the convergence rate of Newton’s method, which we have shown are essentially optimal in
a number of important parameters of the problem. These upper bounds for general MPSs are
however necessarily exponential as a function of the encoding size of x = P (x), and are thus
substantially worse than what we have established in this paper for the special cases of PPSs (after
suitable qualitative preprocessing).
We finally remark on a connection between computing the LFP of a MPS, x = P (x), and a class
of mathematical optimization problems referred to as geometric programming (see [13]). Recall, as
mentioned in the introduction, that computing the LFP of any MPS, x = P (x), can be formulated
as the following optimization problem: minimize:
∑n
i=1 xi; subject to: {P (x) ≤ x; x ≥ 0}. After
removing the variables whose LFP value equals 0 from the system x = P (x), which we can do in P-
time using simple and-or graph reachability ([24]), the mathematical program described for the LFP
9The conference version also included a number of results about stochastic context-free grammars (SCFGs) go-
ing beyond computation of their termination probabilities (i.e., their partition function), which will be submitted
elsewhere in journal form.
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of the MPS can be reformulated as a geometric programming (GP) problem in posynomial form.10
A GP with n variables x = (x1, . . . , xn), involves minimizing a posynomial function f0(x), subject
to posynomial constraints fj(x) ≤ 1, j = 1, . . . ,m, and x > 0 (i.e., all variables are constrained
to be strictly positive). A posynomial, fi(x), is a positive-weighted sum of generalized monomials,
where a generalized monomial has the form xv11 x
v2
2 . . . x
vn
n , with each vi a rational number (not
necessarily positive). Note that the original objective
∑n
i=1 xi is clearly a posynomial, and the
constraints Pi(x) ≤ xi can be reformulated as posynomial constraints Pi(x)xi ≤ 1, by diving by xi,
for any MPS x = P (x). After removing the variables that are 0 in the LFP via preprocessing, we
can add the constraint x > 0, requiring all remaining variables to be positive, thus yielding a GP
in posynomial form. Geometric programs in posynomial form are not convex programs, but they
can be transformed into convex programs by using a change of variables, yi = log xi (see [13]).
Established methods exist for tackling geometric programs, based on using this transformation and
applying convex optimization methods (see, e.g., [10]). However, it is important to note that in
general computing a non-trivial approximation of an optimal feasible solution for a GP, or even
just a non-trivial approximation of the optimal value (even when the program is guaranteed to be
feasible, and even when the feasible region is guaranteed to be bounded in, say, [0, 1]n), cannot be
done in polynomial time (in the standard Turing model) unless PosSLP can be solved in polynomial
time, i.e., unless the unit-cost exact arithmetic model can be simulated by the Turing machine
model with only polynomial overhead. This is a consequence of a result in [24] (Theorem 5.2),
which established that obtaining any nontrivial approximation of the termination probabilities
of a RMC is PosSLP-hard, and the fact ([24]) that we can easily in P-time construct from any
RMC a corresponding MPS whose LFP is the vector of termination probabilities. Thus we can also
construct a feasible GP in posynomial form, whose feasible set is in [0, 1]n, and whose unique optimal
solution yields the vector of termination probabilities of the RMC. It is nevertheless interesting to
ask whether, for the special case of PPSs studied in this paper, we can, after some polynomial-
time preprocessing, use geometric programming and convex optimization to obtain an alternative
P-time algorithm for approximating the LFP of a PPS. It turns out that we can show, by exploiting
in detail the results established in this paper for the analysis of Newton’s method on PPSs, that
sufficient conditions do hold for the Ellipsoid method to be applicable in P-time (see [27]) on the
log-transformed convex GPs corresponding to suitably preprocessed PPSs, where the variables that
equal 0 or 1 in the LFP have been removed. (We do not provide the rather technical derivations
of this fact in this paper.) This leads to an alternative P-time algorithm for approximating the
LFP of a PPS based on the Ellipsoid method, although not a practical one. (In fact, we can show
more generally that GPs can be used, after suitable preprocessing of maxPPSs, to approximate the
LFP of maxPPSs (but not minPPSs) in P-time. As mentioned earlier, the first P-time algorithms
for approximating the LFP of max/minPPSs was given in our subsequent work [18], based on a
generalized Newton’s method.)
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