A(qf1), s(qcl), C(q-1), D(q-1) and F(qC1) are polynomials in the backward shift operator q-1 with degree na, nb, nc, nd, and nf, respectively.
It is assumed that A(qcf), C(.LA), D(q-) and F(q-1) are monic.
The scalar d represents an offset due to either the local linearization of an essentially non-linear process or the presence of non-zero mean load disturbances. Tuffs and Clarkt(1984) A(q' )Ay(t) = B(q-)Au(t -kmi) + e(t) (2.3) (3.6) The minimization of the cost function (3.6) with respect to U results in the identity: (ETE+pLI)X XET (3.8) and the first row of X as
The above equation can be simplifiled further: Introducing variables:
For the difference equation (2.2), -The RPEM is given by the following recursive equations:
where k(t)is the forgetting factor and VY(t) is the gradient of the prediction error. If we introduce the following variables: 
where 0 < k c 1. We obtain a more general algorithm that reduces to the EPEN (k=1) and the RPLR (k=O) as special cases. The " -contraction factor " k can be variable as Friedlander (1982) The results are shown in Table 6 .1. The underlined values show the cases in which the performance of the closed loop system was extremely degraded. Table 6 . 4 According to the spectral factorization theorem, this problem can theoretically be avoided by monitoring the stability of the polynomial C(q-1), and replacing the unstable roots of the polynomial C(q-1) by its reciprocal.
In practice, the performance can not sometimes be improved via replacement of the unstable roots.
The numerical results with stability monitoring and replacement of roots are listed in brackets of Table 6 .1 for the process (5.1). Due to the replacement of the unstable roots in the polynomial C(qf1), the performance of closed-loop system even becomes worse for the RPEM with the constant forgetting factor of 0.95 even through the improvement is obvious 'in other cases.
In general, the foregoing discussions on UM(A,B,C) are also suitable to other model sets with the polynomial C(q-1).
On Computational Expense
The number of computations on the parameter estimation part have been given by [3] time-consuming, especially for the polynomial C(q-1) with high degree. 7 
Conclusions
The simulation results have shown that LM(A,B,C) is not a model as one expects, which requires the additional stability monitoring and are sensitlve to the variation of the identification algorithm and the forgetting factor. LM(A,B) and LM(A,BID) seem to have the most advantages: very good performance and overall reliability for various types of processes. LM(A,B) is also advantageous for the least computational expense and simplicity. N,(8n+2)+n2-n-2 N2(Bn+2)+2n2-4n-2
