In this paper we characterize the indeterminate case by the eigenvalues of the Hankel matrices being bounded below by a strictly positive constant. An explicit lower bound is given in terms of the orthonormal polynomials and we nd expressions for this lower bound in a number of indeterminate moment problems.
With we associate the in nite Hankel matrix H 1 = fH jk g, H jk = s j+k : (1.2) Let H N be the (N +1) (N +1) matrix whose entries are H jk ; 0 j; k N. Since . See also the monograph by Wilf 14] . All the cases considered by these authors are determinate moment problems, and it was shown in each case that N ! 0, and asymptotic results were obtained about how fast N tends to zero.
The smallest eigenvalue can be obtained from the classical Rayleigh quotient: N = min : (1.3) This research is partially supported by the EPSRC GR/M16580 and NSF grant DMS It follows that N is a decreasing function of N:
The main result of this paper is Theorem 1.1, which we state next. ; (1.4) and let 0 N be the corresponding minimum for the moment sequence s 0 n = s n+2 ; n 0, i.e. . From these inequalities and Hamburger's theorem, we obtain the \only if" statement in Theorem 1.1. The \if" statement will be proved by nding a positive lower bound for the eigenvalues N in the indeterminate case, cf. Theorem 1.2 below.
We think that Theorem 1.1 has the advantage over the theorem of Hamburger that it involves only the moment sequence (s n ) and not the shifted sequence (s n+2 ). In section 2 we give another proof of the \only if" statement to make the proof of Theorem 1.1 independent of Hamburger's theorem. In the indeterminate case the series in (1.9) actually converges for all z 0 in C, uniformly on compact sets. In the determinate case the series in (1.9) diverges for all non-real z 0 and also for all real numbers except the at most countably many points, where has a positive mass.
If we expand the polynomial (1. If we introduce the coe cients of the orthonormal polynomials as
Another possibility for calculating 0 is to use the entire functions B; D from the Nevanlinna matrix since it is well known that 1, p.123] 
Examples
We shall follow the notation and terminology for q-special functions as those in Gasper Putting n = k + j; the inner sum is We can obtain another expression for 0 . We apply the transformation 7, (III.5)] 2 1 (a; b; c; q; z) = (abz=c; q) 1 (bz=c; q) 1 3 2 (a; c=b; 0; c; cq=bz; q; q) (3.5) to see that I n (aq; q) n (q; q) n q a n ; (3.9) where I n = (1 ? q n z)(z ? q n )
we nd by the residue theorem and the Jacobi triple product identity (3.11) that for n 1, I n is given by We now combine the rst and third terms, then combine the second and fourth terms and apply the addition theorem for trigonometric functions. cos (2 ) can be expressed by means of the theta function # 1 (p; ). We nd Putting these formulas together we get a 5-fold sum for 0 .
