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Abstract
We study the Dirichlet problem for viscous Hamilton–Jacobi equations. Despite this type of
equations seems to be uniformly elliptic, loss of boundary conditions may occur because of the
strong nonlinearity of the first-order part and therefore the Dirichlet boundary condition has to be
understood in the sense of viscosity solutions theory. Under natural assumptions on the initial and
boundary data, we prove a Strong Comparison Result which allows us to obtain the existence and
the uniqueness of a continuous solution which is defined globally in time.
 2003 Elsevier SAS. All rights reserved.
Résumé
Nous étudions le problème de Dirichlet pour des équations non linéaires paraboliques de type
Hamilton–Jacobi avec viscosité. Bien que ces équations semblent uniformément elliptiques, des
pertes de conditions aux limites peuvent se produire à cause de la forte non-linéarité du terme du
premier ordre et on doit utiliser la notion de condition aux limites généralisée au sens de la théorie des
solutions de viscosité. Sous des hypothèses naturelles sur la donnée initiale et la condition au bord,
nous démontrons un résultat de comparaison fort qui nous permet d’obtenir l’existence et l’unicité
d’une solution de viscosité continue qui est définie pour tous temps.
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1. IntroductionRecently a lot of works have been devoted to the study of the viscous Hamilton–Jacobi
equation:
ut −u+ |Du|p = 0 in Ω × (0,+∞), (1.1)
whereΩ is an open subset ofRN and p > 0. Almost all these works deals with the equation
in the whole spaceRN and address questions on the existence, uniqueness and properties of
either classical solutions (see, for example, Amour and Ben-Artzi [1], Ben-Artzi [10,11],
Gilding et al. [19] and references therein) or solutions in the sense of distributions by
choosing the initial data in suitable Sobolev spaces (see, for example, Ben-Artzi et al. [12]).
In some other works, the solvability of the Dirichlet problem is considered and the
typical result can be summarized in the following (rough) way: under suitable assumptions
on the initial and boundary data, the solution exists on some time interval [0, T ) and when
t → T , the gradient of the solution blows up on the boundary while the solution itself
remains bounded. Of course, this singularity is a difficulty to extend the solution past T
and even one may think that no solution can be defined past T . We refer the reader to
Fila and Lieberman [16] and Souplet [28] for results in this direction for (1.1) but also for
more general equations. It is worth pointing out that, to the best of our knowledge, the only
attempt to define the solution past T is in [16] where a very tricky argument is used but
this argument is also purely one-dimensional.
The aim of this paper is to revisit this type of results from the viscosity solutions theory
point of view. To give a flavour of our results, we are going to show that, under suitable
and natural assumptions on the initial and boundary data, the solution of the Dirichlet
problem exists for all time, provided that the Dirichlet boundary condition is understood
in the generalized sense of viscosity solutions theory. This generalized notion of boundary
conditions allows loss of boundary conditions and we show that, for p > 2, such loss
of boundary data can actually happen while the Dirichlet problem can be solved in a
classical way for 1 < p  2 and even for p > 0. Finally we indicate why a blow up of the
gradient—or at least some related property—is necessary to have such loss of boundary
data, explaining the phenomena observed in the above mentioned works.
Before describing more precisely our results, we want to point out the work of Lasry
and Lions [25] in which the stationary case is studied with a slightly different point of view
but which was a source of results and inspiration. In [25], gradient bounds and classical
elliptic theory play a central role; this is not the case here as the extensions of our results
to degenerate cases show it.
In order to be more specific we complement (1.1) with initial and boundary conditions,
namely
u(x,0)= u0(x) on Ω, (1.2)
u(x, t)= ϕ(x, t) on ∂Ω × (0,+∞), (1.3)
where u0 and ϕ are continuous functions satisfying the compatibility condition:
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u0(x)= ϕ(x,0) on ∂Ω. (1.4)We first recall that the notion of viscosity solutions is a notion of weak solution for
fully nonlinear, possibly degenerate, second-order elliptic and parabolic partial differential
equations. For a detailed presentation of the theory and, in particular, of the boundary
conditions in the viscosity sense we are going to briefly present below, we refer the reader
to the “User’s guide” of Crandall et al. [14] and the book of Fleming and Soner [17] while
the books of Bardi and Capuzzo Dolcetta [2] and Barles [3] provide an introduction to the
theory in the case of first-order equations.
It is well known that the Dirichlet problem cannot be solved in general for any boundary
data when the equation is degenerate, or at least not uniformly elliptic. The reader can
find an extensive presentation of the results on the solvability of the Dirichlet problem in
the books of Gilbarg and Trudinger [18] and Ladyzhenskaya and Ural’tseva [23] for the
stationary case (see also Lions [26] for problems with superquadratic nonlinearities) and
to the book of Ladyzhenskaya and Ural’tseva [24] in the case of evolution equations. In
particular, in the case of quasilinear equations, the Dirichlet problem is solvable only if the
domain satisfies suitable geometric-curvature conditions and we refer the reader to Barles
et al. [9] where a simple, well-known example of non-solvability is given for the minimal
surface equation.
But in general for uniformly elliptic equation like (1.1), such phenomena is not
expected: in this direction, we show that, for 0 < p  2, the Dirichlet problem is solvable
in a classical sense. But if p > 2, we provide in Section 2 an explicit example proving
that the classical Dirichlet problem cannot be solved for any initial data u0 and boundary
condition ϕ. The basic underlying problem is that, given an initial data u0, there is
a maximal solution for (1.1)–(1.2) which is nothing but the solution of the so-called
“state constraint problem”. The expression “state constraint” comes from deterministic and
stochastic control problem in which this kind of boundary condition arises in a natural way.
These problems were first studied by Soner [27] in the deterministic control framework (see
also Capuzzo Dolcetta and Lions [13]) and, among others, by Katsoulakis [22], Lasry and
Lions [25] and Barles and Rouy [8] in the stochastic control case.
We recall that the formulation of the generalized Dirichlet boundary condition for (1.1)–
(1.3) in the viscosity sense reads:
min
(
ut −u+ |Du|p,u− ϕ
)
 0 on ∂Ω × (0,+∞), (1.5)
and
max
(
ut −u+ |Du|p,u− ϕ
)
 0 on ∂Ω × (0,+∞). (1.6)
Roughly speaking, these relaxed conditions mean that the equations has to hold up to the
boundary, when the boundary condition is not assumed in the classical sense. In general,
the key argument to justifies them is that they appear naturally when one passes to the
limit in the vanishing viscosity method using typically the so-called “half-relaxed limits
method”; here one may think more on truncation arguments on the term |Du|p to reduce
to an equation without loss of boundary conditions.
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State-constraint boundary conditions are those obtained by taking, at least formally,
ϕ ≡+∞, i.e.,
ut −u+ |Du|p  0 on ∂Ω × (0,+∞). (1.7)
In “good cases” like here for p > 2, despite ϕ ≡+∞, the solution u remains bounded. It
is clear that this is a (typical) example of loss of boundary conditions.
An intriguing question, which arises here in particular for p > 2, is: does the solution
of the generalized Dirichlet problem exist and is unique? In general the common
answer in viscosity solutions theory to these two questions leads to the use of a
so-called “Strong Comparison Result” (SCR in short), i.e., a comparison result for
discontinuous viscosity sub and supersolutions of the generalized Dirichlet problem.
Indeed, this type of comparison results gives the uniqueness of the viscosity solution as
an immediate by-product but the existence is also almost immediate through the use of
the Perron’s method introduced in the context of viscosity solutions by Ishii [20] (see also
Da Lio [15]).
In the proof of such SCR, one faces both the difficulty coming from the (admittedly)
strange formulation of the boundary conditions in the viscosity sense and of the
discontinuity of the sub and supersolutions to be compared. The generalized Dirichlet
problem is certainly the case where these difficulties appear in the most striking way.
Indeed, in the case of generalized Neumann boundary conditions, rather general and natural
SCR exist, for a large class of equations and boundary conditions, and the theory can
be considered as being rather complete (see Ishii [21], Barles [4]). But the situation is
completely different for the generalized Dirichlet problem which is not so well understood
and despite more and more general results are proved, the case of Eq. (1.1) is not covered
by the theory yet.
The main reason for that is because, up to now, the main efforts were made in the
direction of degenerate equations for which loss of boundary conditions are natural;
in particular equations coming from deterministic and stochastic control problems were
considered (see [7,5,8]). A second direction was the case of geometric equations as in Da
Lio [15]: we refer to Barles and Da Lio [6] for a presentation of the state of the art in both
directions. Here the main phenomenas are different since they come from the interactions
between the Laplacian and the first-order term |Du|p .
We provide in this paper a new SCR for Eq. (1.1) as well as for equations with similar
properties by a rather new method which was used only once by Katsoulakis [22] and
which consists in proving that the so-called “cone condition” holds. In fact, in general,
a SCR result can be proved easily if one knows that, roughly speaking, at any point
(x¯, t¯ ) of the boundary ∂Ω × (0, T ), an upper semi-continuous subsolution w satisfies
w(x¯, t¯)= limk w(xk, tk)where ((xk, tk))k is a sequence of points ofΩ×(0, T ) converging
to (x¯, t¯ ) and such that d(xk)  c[|xk − x¯| + |tk − t¯|] where d denotes the distance to the
boundary and c can be any positive constant. In general checking that “cone conditions”
hold is not very simple and even turns out sometimes to be false. A weaker condition is
proved to hold and used in Barles and Rouy [8], namely the existence of such a sequence
was obtained but with the property d(xk) c|xk − x¯|2.
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A surprising fact for Eq. (1.1) is that, even with the cone condition, the comparison
result does not follow obviously from the method of Soner [27] described also in the
“User’s guide” because of the strong nonlinearity of the term |Du|p even if one consider
only continuous solutions. To turn around this difficulty, we improve ideas used by Barles
and Perthame [7] to treat related problems for first-order Hamilton–Jacobi equations. Such
improvements are in particular needed for quasilinear equation like for example:
ut −u+ 〈D
2uDu,Du〉
1+ |Du|2 + |Du|
p = 0 in Ω × (0,+∞).
This article is organized as follows: in Section 2, we provide a simple example in
dimension 1 showing that the Dirichlet problem cannot be solved for any boundary data.
General results are stated in Section 3 thus giving a complete description of the situation
for Eq. (1.1); the proof of the results of this section is only provided when it is a short
proof. Section 4 is devoted to the proof of the cone condition and SCR while in Section 5
we describe the extensions to more general fully nonlinear parabolic equations.
2. A basic example in dimension 1
In this section, we consider the case p > 2. We explain later why we restrict to this case.
We first study the one-dimensional problem which consists in finding the solutions of
−χ ′′ + |χ ′|p + cp = 0 in (−1,1), (2.1)
such that χ ′(t)→±∞ when t →±1, where c is a positive constant.
To solve (2.1), we integrate once and we choose χ ′(0) = 0 because the solution χ is
expected to be even. After some obvious change of variable, one sees that the solution χ
satisfies the equation:
c
χ ′(t)/c∫
0
ds
|s|p + 1 = t .
To obtain the right behavior of χ ′ at −1 and 1, we have to choose:
c=
( +∞∫
0
ds
|s|p + 1
)−1
.
Next a more careful study of χ ′ for t close to 1 indicates that χ ′(t) behaves like
K(c,p)(1 − t)(1−p)−1 where K(c,p) is a constant depending on c and p. So χ ′ is
integrable if (1 − p)−1 > −1, i.e., for p > 2. This is (one of) the reason(s) why the
condition p > 2 comes out.
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Of course, the situation is symmetric at the point −1 since χ is even and therefore χ
can be extended as a continuous function on the whole interval [−1,1]. We obtain in that
way a solution of (2.1) which satisfies also a state-constraint boundary condition, namely:
−χ ′′ + |χ ′|p + cp  0 for t =−1 or t = 1. (2.2)
Indeed, because χ ′(±1)=±∞, ±1 cannot be a local minimum point of χ − φ where φ
is a smooth test-function and therefore (2.2) is an empty condition, hence satisfied.
The key result is the following:
Proposition 2.1. Let w be any usc, bounded viscosity subsolution of (1.1) in Ω = (−1,1)
which satisfies w(x,0) χ(x) on Ω , then
w(x, t) χ(x)+ cpt in Ω × (0,+∞).
In other words, χ(·)+ cpt is the maximal subsolution (and solution) of the equation with
initial data χ .
We skip the proof of this result because, on one hand, it is a particular case of the SCR
stated in Section 3 (the cone condition in dimension 1 being anytime satisfied) and, on the
other hand, the proof is even simpler in this case since the function χ(·)+cpt is continuous
and, except the difficulty coming from the nonlinear term |u′|p, the proof follows either
from the arguments of Barles et al. [9].
The clear consequence of this result is the following: if one tries to solve the equation
with an initial condition u0  χ and a boundary data ϕ, then there is certainly a loss of
boundary condition at any point (x, t) of the boundary such that ϕ(x, t) > χ(x) + cpt .
Indeed, for any solution u of the equation which is less or equal to χ at t = 0, we have:
lim sup
(y,s)→(x,t)
y∈(−1,1)
u(y, s) χ(x)+ cpt.
Remark 2.1. The above example is a particular case in dimension 1 of results of Lasry
and Lions [25]: they prove that, for p > 2, in any dimension, the stationary problem
admits a C2(Ω) maximal solution which can be extended continuously to Ω and which
is a viscosity solution with state-constraint boundary condition. Here χ is in addition the
solution of the so-called “ergodic problem” which is also treated in [25].
3. The main results
First we are going to briefly analyze the loss of boundary conditions for (1.1).
From now on, we assume that Ω is a smooth domain with a C2,1-boundary. We denote
by d a C2,1-function agreeing in a neighborhood W of ∂Ω with the signed distance
function to ∂Ω which is positive in Ω and negative in RN \ Ω and we denote by
n(x) := −Dd(x) for all x ∈W . If x ∈ ∂Ω, n(x) is just the unit outward normal to ∂Ω
at x.
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Proposition 3.1. Let u be a bounded, usc subsolution of (1.1)–(1.3) on a time interval
(0, T ), then, for any p > 0, we have:
u ϕ on ∂Ω × (0, T ).
Proof. We use a result of Da Lio [15]. We introduce the function F :RN × S(N)→ R
defined by:
F(q,M)=−Tr(M)+ |q|p,
so that the equation can be written as ut + F(Du,D2u)= 0.
From [15], we know that, if u(x0, t0) > ϕ(x0, t0) at some point (x0, t0) ∈ ∂Ω × (0, T ),
then the two following conditions hold:
lim inf
(y,t)→(x0,t0)
α↓0
{[
o(1)
α
+ F
(
Dd(y)+ o(1)
α
,− 1
α2
(
Dd(y)⊗Dd(y)+ o(1)))]} 0,
lim inf
(y,t)→(x0,t0)
α↓0
{[
o(1)
α
+ F
(
Dd(y)+ o(1)
α
,
1
α
(
D2d(y)+ o(1)))]} 0. (3.1)
But here the first condition cannot hold since
F
(
Dd(y)+ o(1)
α
,− 1
α2
(
n(y)⊗ n(y)+ o(1))) 1− o(1)
αp
+ 1
α2
(
1+ o(1)),
and the right-hand side is going to +∞ as α→ 0 since all terms converges to +∞. ✷
The next result concerns supersolutions.
Proposition 3.2. Let v be a bounded, lsc supersolution of (1.1)–(1.3) on a time interval
(0, T ), then, for any 0 <p  2, we have:
v  ϕ on ∂Ω × (0, T ).
We skip the proof of this result which is a straightforward adaptation of the results
of [15] for p < 2 and for p = 2 can be obtained through the change of variable
v = − log(−w), w being then a solution of the Heat equation. We just point out that,
in the proof of Proposition 3.1, there is no competition between the nonlinear term and
the Laplacian: they both produce positive contributions which prevent any possible loss of
boundary conditions for the subsolutions. This is not the case anymore when one examines
the loss of boundary conditions for the supersolutions: the signs becomes different and
there is a competition between the terms α−p[1− o(1)] and α−2[1+ o(1)] which explains
the difference between the cases p  2 and p > 2.
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The next result concerns the property of a supersolution at points where loss of boundary
conditions occurs. To state the result we introduce the parabolic sub-jet of a bounded, lsc
function v defined on Ω × [0, T ].
We say that (a, q,M) ∈ P2,1,−v(x, t), the parabolic sub-jet of v at (x, t) ∈Ω × [0, T ]
iff, for h ∈RN and k ∈R small enough such that (x + h, t + k) ∈Ω × [0, T ], we have:
v(x + h, t + k) v(x, t)+ ak+ 〈q,h〉 + 1
2
〈Mh,h〉 + o(k)+ o(|h|2).
The super-jet P2,1,+ can be defined in the same way replacing  by .
Our result is the following:
Proposition 3.3. Assume that v is a bounded, lsc supersolution of (1.1)–(1.3) and let
(x, t) ∈ ∂Ω × (0, T ]. If v(x, t) < ϕ(x, t) then P2,1,−v(x, t) = ∅. In other words, for any
smooth function φ defined on Ω × [0, T ], v − φ cannot have a local minimum point at
(x, t).
In the example provided in Section 2, we have built a solution of (1.1)–(1.3) with an
infinite normal derivatives which had clearly the property stated in Proposition 3.3, i.e.,
an empty sub-jet at any point of the boundary. Proposition 3.3 gives the right underlying
viscosity solutions formulation of this phenomena. Despite we do not have an example
to provide, we are convinced that we may actually have solutions with loss of boundary
conditions and without, strictly speaking, an infinite normal derivatives.
We remark anyway the following fact: assume that (x, t) ∈ ∂Ω × (0, T ) is a strict
global minimum point on ∂Ω × (0, T ) of v − φ, i.e., for all (y, s) ∈ ∂Ω × (0, T ) such
that (y, s) = (x, t), we have (v − φ)(x, t) < (v − φ)(y, s). For any k > 0, the lsc function
v − φ + kd achieves a global minimum on Ω × (0, T ) at some point (xk, tk). Then, by
Proposition 3.3, (xk, tk) is necessarely in Ω× (0, T ). If v is smooth in Ω× (0, T ), we have
Dv(xk, tk) = Dφ(xk, tk) − kDd(xk, tk) and, on the other hand, by classical arguments,
(xk, tk)→ (x, t) as k→∞. Therefore we have:
lim sup
(y,s)→(x,t)
∂v
∂n
(y, s)=+∞,
which is clearly a weaker property than ∂v
∂n
(x, t) = +∞ and one may imagine far more
complicated situations.
Finally we remark that a dense subset of points (x, t) ∈ ∂Ω × (0, T ) satisfies the above
property, i.e., to be a strict global minimum point on ∂Ω×(0, T ) of v−φ for some suitable
smooth function φ.
Proof. In fact we use the second formulation in Proposition 3.3 and we argue by
contradiction. Assume that there exists a smooth function φ defined on Ω × [0, T ], such
that (x, t) is a minimum point of v−φ. Then for any smooth function ψ :R→R such that
ψ(t)  0 for t > 0 and with ψ(0) = 0, (x, t) is also a minimum point of v − φ − ψ(d).
We denote by λ=ψ ′(0) and µ=ψ ′′(0). The viscosity supersolution inequality yields:
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φt (x, t)−φ(x, t)− λd(x, t)−µ+
∣∣Dφ(x, t)+ λDd(x, t)∣∣p  0.But if the function ψ is such that λ < 0, one can take an arbitrarily large µ> 0; therefore
this inequality cannot hold for all function ψ and we get a contradiction. ✷
The next result is the SCR.
Theorem 3.1 (Strong Comparison Result). Assume that u0 ∈ C(Ω) and
ϕ ∈ C(∂Ω × [0, T ]) are continuous functions satisfying (1.4). Let u and v be respectively
a bounded usc viscosity subsubsolution and a bounded lsc supersolution of (1.1)–(1.3).
Then u v in Ω × [0, T ]. Moreover if we define u˜ on Ω × [0, T ] by setting:
u˜(x, t)=

lim sup
(y,s)→(x,t)
(y,s)∈Ω×(0,T )
u(y, s) on ∂Ω × (0, T ],
u(x, t) otherwise,
(3.2)
then u˜ is still a bounded usc subsolution of (1.1)–(1.3) and u˜ v˜ in Ω × [0, T ].
Let us first comment the second part of the result which is actually what we are going
to prove: the subsolution is only usc and just satisfies the boundary condition u  ϕ on
the ∂Ω × [0, T ]; this is a very weak constraint on u on the boundary. In particular, one
can redefine u on the set {(x, t) ∈ ∂Ω × [0, T ];u(x, t) < ϕ(x, t)} in a lot of different way
but by keeping the property u < ϕ and leaving u usc. All these new functions are still
subsolutions. We therefore see that the values of u on the boundary are not well defined
and it is necessary to redefine them on a natural way which is there, for u˜, the limit of the
value inside the domain.
Remark 3.1. In Theorem 3.1, the only relevant part of the SCR is for p > 2. Indeed, for
p  2, it holds also but in a far simpler way: by Propositions 3.1 and 3.2, one does not
have any loss of boundary conditions and the SCR result just comes from the Maximum
Principle type results of the “User’s guide” [14].
An almost immediate corollary of Theorem 3.1 is the:
Corollary 3.1 (Existence). For any u0 ∈ C(Ω) and ϕ ∈ C(∂Ω × [0, T ]) satisfying (1.4),
there exists a unique continuous solution u of (1.1)–(1.3) which is defined globally in time.
We are going to skip the proof of Corollary 3.1 and refer instead to Barles and Da
Lio [6]. The proof is in fact very classical since it just consists in using Perron’s method
on any time interval [0, T ] and the Strong Comparison Result of Theorem 3.1. It is worth
mentioning anyway a slight difficulty to treat the point of ∂Ω × {0}.
We now briefly consider the associated stochastic control problem which gives an
different explanation of the loss of boundary conditions for (1.1).
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We are given a system whose state is described by the solution (Xt )t of the controlled
stochastic differential equation:
dXs = αs dt + dWs for s > 0, X0 = x ∈Ω, (3.3)
where (αs)s , the control, is some progressively measurable process with respect to the
filtration associated to the Brownian Motion (Ws)s , which takes values in RN .
Then we define the value function of the exit time control problem by:
u(x, t)= inf
(αs)s
Ex
[ τ∫
0
(p− 1)p−p˜|αs |p˜ ds + 1τtϕ(Xτ , t − τ )+ 1τ>tu0(Xt)
]
, (3.4)
where Ex denotes the conditional expectation with respect to the event {X0 = x}, τ is the
first exit time of the trajectory (Xs)s from Ω, p˜ = p/(p − 1) is the conjugate exponent
to p.
The result is the:
Theorem 3.2. The value function u is continuous in Ω × [0, T ], can be extended as a
continuous function on Ω × [0, T ] (still denoted by u) and this extension is the unique
viscosity solution of (1.1)–(1.3).
We skip the proof of this result and refer instead to Barles and Burdeau [5] since the
scheme of the proof is the same, the only difference being the use of Theorem 3.1. We only
recall that the fact that the value function is a viscosity solution of the generalized Dirichlet
problem can be obtained either by a direct use of the Dynamic Programming Principle or
by an approximation by a stopping time problems set in RN . Since we are in an unbounded
control framework, the proof of the Dynamic Programming Principle is rather delicate and
the second method, despite a little bit heavier, seems the easiest one.
On the formula of representation for u, the loss of boundary condition can be understood
in a natural way: indeed if the cost ϕ is too high, the “controller” is going to try to
avoid paying this cost by using the control (αs)s in order to maintain the trajectory (Xt)t
inside Ω . But, because of the properties of the Brownian motion, this has a cost, namely∫
(p− 1)p−p˜|αs |p˜ ds.
The interpretation of the loss of boundary condition is that, for p > 2, this cost is
“reasonable” (in particular finite) and the strategy of keeping the trajectory (Xt)t inside
Ω is the best one if the cost ϕ is sufficiently large. On the contrary, if p  2, this strategy
has an infinite cost and, of course, it is better to pay ϕ.
Remark 3.2. We conclude this section by remarking that the sign of the nonlinearity does
not play a key role in this problem. For example, if we consider the equation
ut −u− |Du|p = 0 in Ω × (0, T ],
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all the results proved in Sections 2 and 3 remain correct provided we exchange the role
of sub and supersolutions. Indeed u is a subsolution of the above equation iff −u is a
supersolution of (1.1) and viceversa.
4. Cone condition and proof of Theorem 3.1
The key lemma in order to prove Theorem 3.1 is the following:
Lemma 4.1 (Cone condition). Assume that u is a bounded usc viscosity subsolution of
(1.1)–(1.3) such that, for any (x, t) ∈ ∂Ω × (0, T ), we have:
u(x, t)= lim sup
(y,s)→(x,t)
(y,s)∈Ω×(0,T )
u(y, s).
Then, for any (x, t) ∈ ∂Ω × (0, T ), there exist a constant c > 0 and a sequence ((xk, tk))k
of points of Ω × (0, T ) converging to (x, t) such that
u(x, t)= lim
k
u(xk, tk) and d(xk) c|xk − x|.
Without the term |Du|p, Theorem 3.1 would be an (almost) immediate consequence
of Lemma 4.1 by using the arguments of Soner [27], reproduced in the User’s guide [14].
Here we need an additional argument to treat this strong nonlinearity.
Proof of Lemma 4.1. Let (x, t) ∈ ∂Ω × (0, T ). We are going to argue in a small
neighborhood of (x, t). We denote by ξ(y) the projection of a point y ∈Ω on the boundary
∂Ω : by the regularity of ∂Ω , ξ is smooth in a neighborhood of ∂Ω . Taking this in account,
for ε > 0 small enough, we introduce the domain:
Dε =
{
y ∈Ω; ∣∣ξ(y)− x∣∣< ε, d(x) < ε}.
In Dε × [t − ε, t + ε], we consider the function
wε(y, s)=Kε
(∣∣ξ(y)− x∣∣2 + |s − t|2)+Lε(εα − d(y)α)+mε,
where 0 < α < 1 and Kε,Lε are positive constant to be choosen later on and mε is the
maximum of u(y, s) for |ξ(y)− x| ε, s ∈ [t − ε, t + ε] and d(y)= ε.
By choosing Kε = 2‖u‖∞ε−2, one has wε  u at the initial time s = t − ε and on
the boundary |ξ(y)− x| = ε. The choice of mε implies that this inequality also holds for
d(y)= ε.
Now we claim that for a suitable choice of 0 < α < 1 and Lε, wε is a supersolution of
the equation in the domain Dε × (t − ε, t + ε). Indeed:
(wε)t −wε + |Dwε|p = O
(
ε−2
)+Lε(αdα−1d + α(α − 1)dα−2)
+ ∣∣O(ε−1)−Lεαdα−1Dd∣∣p.
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We choose α such that p(α−1)= α−2 and we look a little bit more precisely at Dwε .
TIn fact, since D ξ(y)Dd(y)= 0,∣∣Dwε(y)∣∣= (∣∣2KεDT ξ(y)(y − x)∣∣2 + (Lεαdα−1)2)1/2 Lεαdα−1.
Therefore
(wε)t −wε + |Dwε|p O
(
ε−2
)+Lεαdα−1d + (Lpε αp + α(α − 1)Lε)dα−2.
But we argue in a domain where 0 < d  ε, hence by choosing Lpε = L¯ε−α for L¯ large
enough, one can see that the term Lpε αpdα−2 controls all the other terms.
We conclude that, in Dε×(t−ε, t+ε), wε is a supersolution which satisfies in addition
∂wε/∂n = +∞ on ∂Ω and therefore a state-constraint boundary condition holds on this
part of the boundary.
Since wε is continuous, we deduce from the comparison result of Barles et al. [9] that
uwε on Dε × [t − ε, t + ε]. In particular
u(x, t)mε + L¯εα(1−p−1),
and this property implies that the cone condition is satisfied. ✷
Proof of Theorem 3.1. As we mentioned it above we are going to compare in fact u˜ and
v and to prove the second part of the theorem. For simplicity of notations, we drop “˜” and
we can consider u being a subsolution of (1.1)–(1.3) satisfying:
u(x, t)= lim sup
(y,s)→(x,t)
(y,s)∈Ω×(0,T )
u(y, s) for all (x, t) ∈ ∂Ω × (0, T ). (4.1)
We first remark that we have u(x,0)  u0(x)  v(x,0) on Ω . This property is very
classical if either x ∈ Ω or for u even if x ∈ ∂Ω because u  ϕ on ∂Ω × (0, T ). It is
far less obvious for v if x ∈ ∂Ω but here one can use the continuous supersolution built in
Barles and Da Lio [6].
The key idea is to compare uµ = µu and v with 0 <µ< 1 close to 1 in order to take care
of the difficulty connected to the |Du|p-term. To this end we use a test-function which is
similar to one given in Barles et al. [9] and in Da Lio [15] which allows an easier treatment
of the cone condition by avoiding a localization argument.
We argue by contradiction assuming that M = maxΩ×[0,T ](u − v) > 0. If µ is
sufficiently close to 1 and if η > 0 is a constant small enough, we also have Mµ,η =
maxΩ×[0,T ](uµ − v− ηt) >M/2.
By the Maximum Principle of the “Users guide” [14], there exists (x0, t0) ∈ ∂Ω×(0, T )
such that Mµ,η = uµ(x0, t0) − v(x0, t0) − ηt0 (we drop the dependence of (x0, t0) on µ
and η for the sake of simplicity of notations).
Lemma 4.1 yields the existence of a sequence (xk, tk) ∈Ω × (0, T ] with the following
properties: (xk, tk)→ (x0, t0), u(xk, tk)→ u(x0, t0), |tk − t0| d(xk), |ξ(xk)− ξ(x0)|
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d(xk) as k → ∞. By the smoothness of ∂Ω , such properties imply in particular that−1−(xk − x0)|xk − x0| · n(x) β for some constant β > 0 and for x close to x0.
Next we define the auxiliary function Φk :Ω ×Ω × [0, T ] × [0, T ]→R by:
Φk(z,w, t, s)
= uµ(z, t)− v(w, s)− ηt −
∣∣∣∣z−wεk − χk
(
z+w
2
)∣∣∣∣4 + ∣∣∣∣( |t − s|2ε2k − 1
)+∣∣∣∣2,
where εk = |xk − x0| and χk :RN →R is a sequence of vector fields which are uniformly
bounded in C2, satisfying −χk(x) · n(x) β/2 for all x ∈ ∂Ω and k > 0 and being equal
to (xk − x0)|xk − x0|−1 in a small neighborhood of x0 independent of k.
Let (z¯k,wk, t¯k, s¯k) be a global maximum of Φk in Ω ×Ω × [0, T ] × [0, T ]. We first
use the inequality Φk(z¯k,wk, t¯k, s¯k)  Φk(x0, x0, t0, t0): since u,v and χk are bounded,
Φk(x0, x0, t0, t0) is bounded from below and this yields:∣∣∣∣ z¯k −wkεk
∣∣∣∣ C, |t¯k − s¯k |εk C
for some constant C > 0 depending on ‖u‖∞,‖v‖∞. Moreover, by the compactness of
Ω × [0, T ], we may assume without loss of generality that (z¯k, t¯k), (wk, s¯k) converges to
(x˜, t˜ ) ∈Ω × [0, T ].
From the inequality
Φk(z¯k,wk, t¯k, s¯k)Φk(xk, x0, tk, t0)=Mµ,η + ok(1), as k→∞,
we get that
lim inf
k→∞ Φk(z¯k,wk, t¯k, s¯k)Mµ,η. (4.2)
On the other hand, we have also:
lim sup
k→∞
Φk(z¯k,wk, t¯k, s¯k) lim sup
k→∞
(
uµ(z¯k, t¯k)− v(wk, s¯k)− ηt¯k
)
− lim inf
k→∞
∣∣∣∣ z¯k −wkεk − χk
(
z¯k +wk
2
)∣∣∣∣4
− lim inf
k→∞
∣∣∣∣( |t¯k − s¯k|2ε2k − 1
)+∣∣∣∣2
Mµ,η. (4.3)
Thus, by combining (4.2) and (4.3) with classical arguments, we get:
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∣∣∣∣ z¯k −wk + χ( z¯k +wk)∣∣∣∣4 = ok(1), ∣∣∣∣( |t¯k − s¯k|22 − 1)+
∣∣∣∣2 = ok(1), (4.4)εk 2 εk
uµ(z¯k, t¯k)− v(wk, s¯k)→ uµ(x˜, t˜ )− v(x˜, t˜ )− ηt˜ =Mµ,η as k→∞. (4.5)
And this last property implies also that uµ(z¯k, t¯k)→ uµ(x˜, t˜ ) and v(wk, s¯k)→ v(x˜, t˜ ).
Next we first observe that by the properties of u and v at t = 0, we have t¯k, s¯k > 0 for k
large enough.
We claim that, for k large enough the viscosity inequalities hold for u and v. This
is obviously the case if x˜ ∈ Ω . If, on the contrary, x˜ ∈ ∂Ω , then we have necessarely
v(x˜, t˜ ) < ϕ(x˜, t˜ ). Indeed, otherwise, by Proposition 3.1, we would have uµ(x˜, t˜) 
µϕ(x˜, t˜ ) and, by (4.5), this would lead to:
M
2
Mµ,η = uµ(x˜, t˜)− v(x˜, t˜ )− ηt˜  (µ− 1)ϕ(x˜, t˜ ),
a contradiction if µ is close enough to 1. Hence, since v(wk, s¯k)→ v(x˜, t˜ ) < ϕ(x˜, t˜), if
wk ∈ ∂Ω , we have v(wk, s¯k) < ϕ(wk, s¯k) for k large enough and the viscosity inequality
for v holds wherever (wk, s¯k) lies.
On the other hand, from (4.4), we deduce:
z¯k =wk + εkχk(wk)+ o(εk), (4.6)
which implies by the smoothness of the domain and the properties of χk that z¯k ∈Ω for k
large enough and therefore the viscosity inequality for uµ holds too.
By the arguments of the “Users’ guide” [14], there exists X,Y ∈ S(N), a, b ∈ R such
that
(a, q1,X) ∈ P 2,1,+uµ(z¯k, t¯k), (b, q2, Y ) ∈ P 2,1,−v(wk, s¯k), (4.7)
such that
a − b η, |q1 − q2| Cεk
(|q1| ∧ |q2|), (4.8)
−ok(1)
ε2k
I2N 
(
X 0
0 −Y
)
 ok(1)
ε2k
(
IN −IN
−IN IN
)
+ ok(1)I2N (4.9)
and
a − Tr(X)+µ1−p|q1|p  0, b+ Tr(Y )+ |q2|p  0. (4.10)
We recall that (4.9) implies X  Y +ok(1) and subtracting the two inequalities in (4.10)
and using the above properties yield:
η  |q2|p −µ1−p|q1|p + ok(1). (4.11)
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By (4.8), we have |q1 + λ(q2 − q1)| (1 + Cεk)|q1| for any λ ∈ [0,1], and therefore by
calculus
|q2|p − |q1|p  p
(
(1+Cεk)|q1|
)p−1|q2 − q1| C˜εk|q1|p.
Finally, (4.11) yields:
η |q2|p −µ1−p|q1|p + ok(1) |q2|p − |q1|p +
(
1−µ1−p)|q1|p + ok(1)
 C˜εk|q1|p +
(
1−µ1−p)|q1|p + ok(1).
Since η > 0, this inequality is a contradiction for k large enough because µ < 1 is fixed
and the conclusion follows. ✷
5. Extensions
We consider extensions to general equations of the form:
ut + F
(
x, t,Du,D2u
)= 0 in Ω × (0, T ), (5.1)
where F is a continuous function satisfying the degenerate ellipticity condition,
F(x, t, q,M1) F(x, t, q,M2) if M1 M2,
for all x ∈Ω, t ∈ [0, T ], q ∈RN and M1,M2 ∈ S(N).
In order to state the first key assumption on F , we introduce the following notation:
we say that a continuous function h : [0,+∞)→ (0,+∞) satisfies the property (P) if the
following holds:
(i) ∫ +∞ s
h(s)
ds <∞,
(ii) for any C > 0, for s large enough and L  1, the map L → h(Ls) − CL2h(s) is
increasing,
(iii) for any C, C˜ > 0, there exists s¯ > 0, L¯ 1 such that
h(Ls)−CL2h(s) C˜Ls for s  s¯, L L¯.
The first key assumption on F is the:
(H1) There exist constant C1,C2 > 0 and a continuous function h : [0,+∞)→ [0,+∞)
satisfying the property (P) such that, for any x ∈ Ω, t ∈ [0, T ], q ∈ RN and
M ∈ S(N) we have:
F(x, t, q,M)−C1 −C2‖M‖ + h
(|q|).
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The second key assumption consists in adapting the usual assumption for the
comparison of viscosity solutions.
(H2) For any ε > 0, there exists 0<µε < 1 converging to 1 as ε→ 0 such that
F(y, s, q2, Y )−µεF
(
x, t,µ−1ε q1,µ−1ε X
)
 o(1)
for all x, y ∈ Ω, t, s ∈ [0, T ], q1, q2 ∈ RN and for all matrices X,Y ∈ S(N)
satisfying the following properties for some K > 0:
−Kη
ε2
I2N 
(
X 0
0 −Y
)
 o(1)
ε2
(
IN −IN
−IN IN
)
+ o(1)I2N, (5.2)
|q1 − q2|Kε
(|q1| ∧ |q2|), (5.3)
|x − y| + |t − s|Kε. (5.4)
The result is the following:
Theorem 5.1. Under assumptions (H1)–(H2), there exists a unique continuous solution of
(1.1)–(1.3). Moreover a SCR holds for this problem.
In assumption (H1), the integral condition on h, namely (i) in (P), is classical in this
framework; it was already used in [16,28] and is the natural condition to have solutions for
the state constraint problem. The other conditions on h or on F in (H2) seems more related
to our approach.
We are not going to give the full proof of this result, nor of the other results provided in
Section 3 since, under the assumptions (H1)–(H2), they follow (almost) readily from what
we did in the previous sections. Instead we briefly indicate what remains true and which
are the main differences.
Proposition 3.1 extends without difficulty and follows from Da Lio [15]: basically one
uses only here the fact that h 0. Loss of boundary conditions for the supersolution comes
from the fact that the integral condition on h allows to solve the ordinary differential
condition:
χ ′′ = h(|χ ′|)
with χ ′(0)=−∞ and χ(0)= 0 and from the linear growth of F(x, t, q,M) in M . Indeed,
under this condition, one can build supersolutions of (5.1) with state constraint boundary
conditions which, as in Section 2, provides us with an upper bound on the solutions of
the equation with given initial data, and thus implying loss of boundary conditions if the
boundary data is too large.
On the contrary, Proposition 3.3 is not true for degenerate equations: typically for the
first-order Hamilton–Jacobi equation:
ut + 1
p
|Du|p = 0 in Ω × (0, T ),
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in a convex domain Ω and with (in order to simplify matter) ϕ = u0 on ∂Ω , the solution
is given by the Oleinik–Lax formula:
u(x, t)= inf
y∈Ω
{
u0(y)+ 1
p˜
|x − y|p˜
t p˜−1
}
,
where p˜ = p/(p− 1). By choosing Ω = (0,1) and u0(y)= y , the explicit computation of
the solution u gives:
u(x, t)=

x − 1
p
t if x > t ,
1
p˜
|x|p˜
t p˜−1
otherwise.
We see on this example that we have u(1, t) < ϕ(1, t)= u0(1)= 1 but u has a derivative
equal to 1 at x = 1 at least for t < 1.
Concerning the proof of the SCR, it follows almost readily the proof of Theorem 3.1
as soon as one has shown that the cone condition; we want to point out anyway that the
philosophy is slightly different since µ is not fixed anymore but depends on k through εk
and (H2). In the various estimates, maxΩ×[0,T ](u− v − ηt) plays the role of Mµ,η as the
limit of the maximum of Φk as k tends to infinity.
An other difference is that, instead of (4.11), we end up with the viscosity inequalities,
a +µεkF
(
z¯k, t¯k,µ
−1
εk
q1,µ
−1
εk
X
)
 0, b+ F(wk, s¯k, q2, Y ) 0, (5.5)
and the conclusion follows from (H2).
We provide a lemma stating the cone condition property and its proof at the end of this
section.
Now we turn to examples of equations satisfying (H1)–(H2).
Example 1. We consider the equation:
ut −u+ h
(|Du|)= 0 in Ω × (0, T ), (5.6)
where h : [0,∞)→[0,∞) is a locally Lipschitz function satisfying the condition (P). It is
clear that (H1) is satisfied and, for (H2), a sufficient condition is the following:
(H3) For all C > 0, there exists a sequence 0 < µε < 1 defined for 0 < ε  1 such that
µε → 1 as ε→ 0 and such that, for all r > 0 large enough and ε > 0 small enough,
we have:
Cεr sup
0τr(1+Cε)
∣∣h′(τ )∣∣ (1−µε) inf
τr(1−C(1−µε))
[
h′(τ )τ − h(τ)]. (5.7)
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We notice that (P) and (H3) are verified if, for instance, h(r) = rp with p > 2 by
−1choosing, for example, any sequence µε such that ε (1−µε)→+∞.
In fact, for (5.6), it is likely that, in most cases, one can even use a constant µ as in the
proof of the SCR as in the proof of Theorem 3.1. This will not be the case anymore in the
next example because of its quasilinear feature.
Example 2. We consider now quasilinear equations of the form:
ut − Tr
(
A(x, t,Du)D2u
)+H(x, t,Du)= 0 in Ω × (0, T ), (5.8)
where H :Ω × [0, T ] ×RN →R is, at least, a continuous function, A= σσT where σ is
a bounded function with values in the space of N × k matrices for some k, which satisfies,
for some C > 0, for all (x, t), (y, s) ∈Ω × [0, T ] and q1, q2 ∈RN ,∥∥σ(x, t, q1)− σ(y, s, q2)∥∥ C(|x − y| + |t − s| + |q1 − q2|1+ |q1| + |q2|
)
.
In order to check (H2), we start by considering the second-order term.
We recall that, for any p×p matrix M , we have Tr(M)=∑pi=1 〈Mei, ei〉, where (ei)i
is an orthonormal basis in Rp. Next, from (5.2), it follows that
〈Xr, r〉 − 〈Ys, s〉 ε−2o(1)|r − s|2 + o(1)|r + s|2 (5.9)
for all r, s ∈ RN . If (ei)i is an orthonormal basis in Rk , we use the inequality (5.9) with
ri = σ(x, t,µ−1ε q1)ei , si = σ(x, t, q2)ei and by summing over i, we get:
Tr
(
A
(
x, t,µ−1ε q1
)
X
)− Tr(A(x, t, q2)Y )
=
∑
i
〈Xri , ri〉 −
∑
i
〈Ysi , si〉
 ε−2o(1)
∥∥σ (x, t,µ−1ε q1)− σ(y, s, q2)∥∥2 + 2‖σ‖2∞o(1).
By the above assumption on σ , we have:∥∥σ (x, t,µ−1ε q1)− σ(y, s, q2)∥∥2
 C
(|x − y|2 + |t − s|2)+C |q2 − q1|2
(1+ |q2| + |q1|)2 +C
(1−µε)2
µ2ε
.
Finally, combining the above estimates with (5.3) and (5.4), it is easy to see that we face
two different cases:
– if σ depends on q , then the last term in the above inequality can be controlled only if
we have 1−µε =O(ε), typically µε = 1−Cε, for some constant C > 0;
– if σ does not depend on q , then this last term does not exists and any sequence can be
chosen; this term does not impose any constraint on µε anymore.
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Now we turn to the H term. Of course, in order to have (H1) being satisfied, we need
that
H(x, t, q) h
(|q|)−C1,
for all x ∈Ω, t ∈ [0, T ] and q ∈ RN where h is a continuous function satisfying (P) and
C1 is a positive constant.
In order to check (H2), we compute:
H(y, s, q2)−µεH
(
x, t,µ−1ε q1
)
= (H(y, s, q2)−H(x, t, q2))+ (H(x, t, q2)−µεH (x, t,µ−1ε q1)).
We first remark that we can assume without loss of generality that |q1|, |q2| are converging
to infinity as ε→ 0: indeed otherwise the above difference converges to 0 by the continuity
of H .
We next consider the term H(x, t, q2) − µεH(x, t,µ−1ε q1) and we assume that H is
locally Lipschitz in q for all x and t . We have:
H(x, t, q2)−µεH
(
x, t,µ−1ε q1
)
= [H(x, t, q2)−H(x, t, q1)]+ [H(x, t, q1)−µεH (x, t,µ−1ε q1)]
 |q2 − q1| sup
|ξ ||q1|∨|q2|
(x,t)∈Ω×[0,T ]
∣∣DqH(x, t, ξ)∣∣
− (1−µε) inf|ξ ||q1|
(x,t)∈Ω×[0,T ]
[
DqH(x, t, ξ) · ξ −H(x, t, ξ)
]
.
By (5.3), we have |q2|  (1 +Kε)|q1| and we are therefore lead to the assumption for a
given sequence (µε)ε : for any K and for |q1| large enough, we have:
sup
|ξ |(1+Kε)|q1|
(x,t),(y,s)∈Ω×[0,T ]
∣∣H(y, s, ξ)−H(x, t, ξ)∣∣+Kε|q1| sup
|ξ |(1+Kε)|q1|
(x,t)∈Ω×[0,T ]
∣∣DqH(x, t, ξ)∣∣
 (1−µε) inf|ξ ||q1|
(x,t)∈Ω×[0,T ]
[
DqH(x, t, ξ) · ξ −H(x, t, ξ)
]+ o(1). (5.10)
Now we come back to the two cases we mention above and study the case, where
H(x, t, q)= c(x, t)|q|p,
with p > 2 and c is a continuous function such that c(x, t) c0 > 0 in Ω × [0, T ].
Of course, (H1) is satisfied with h(s) = c0sp and C1 = 0. Then, denoting by mc the
modulus of continuity of the function c, we can rewrite the above condition as, for |q1|
large,
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mc(Kε)(1+Kε)p|q1|p + p‖c‖∞Kε(1+Kε)p−1|q1|p
 (1−µε)c0(p− 1)|q1|p + o(1),
which, since |q1| can be arbitrarily large, leads to the condition:
mc(Kε)(1+Kε)p + p‖c‖∞Kε(1+Kε)p−1  (1−µε)c0(p− 1).
If we are in the case when σ depends on q , then necessarely 1−µε = O(ε) and the above
condition can hold only if mc(Kε)= O(ε), i.e., if c is Lipschitz continuous in x and t . In
this case, we choose µε = 1−Cε for C large enough.
If we are in the case when σ does not depend on q , then we have not restriction on
the choice of the sequence (µε)ε converging to 1. In this case, c can be assumed only
continuous and we can choose either µ independent of ε as in the proof of Theorem 3.1 or
µε such that 1−µε  Cε ∨Cmc(Kε) for some constant C large enough.
We further remark that (i) we may also take in account matrices A with possible
discontinuity at q = 0 like for example mean curvature-type equations of the form:
ut −u+ 〈D
2uDu,Du〉
|Du|2 + |Du|
p = 0 in Ω × (0,+∞),
and (ii) we can as well take in account cases where H(x, t, q)= c(x, t)|q|p + b(x, t)|q|r
where p > sup(2, r), c satisfies the same assumptions as above and b the same assump-
tions as c (depending in which case we are) but b nonnecessarely positive.
Example 3. This last example concerns a fully nonlinear case:
ut +max
α∈A
{−Tr(A(x, t, α)D2u)− b(x, t, α) ·Du− f (x, t, α)+H(x, t,Du)}
= 0 in Ω × (0, T ), (5.11)
where A is a compact metric space, A = σσT , σ, b and f are continuous functions on
Ω × [0, T ] ×A which are bounded and Lipschitz continuous in x and t , uniformly with
respect to α ∈A and H is continuous in (x, t, q).
Under these conditions and if H satisfies the same assumptions as in Example 2,
(H1) and (H2) hold for (5.11), the “max” creating no problem in the checking of these
assumptions.
We also remark that the “max” can be replaced by a “min” as well.
We conclude this section by the:
Lemma 5.1 (Cone condition for (5.1)). Assume that (H1)–(H2) hold. Let u be a bounded
usc viscosity subsolution of (1.1)–(1.3) such that, for any (x, t) ∈ ∂Ω × (0, T ), we have:
u(x, t)= lim sup
(y,s)→(x,t)
(y,s)∈Ω×(0,T )
u(y, s).
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Then, for any (x, t) ∈ ∂Ω× (0, T ), there exists a constant c > 0 and a sequence ((xk, tk))k
of points of Ω × (0, T ) converging to (x, t) such that
u(x, t)= lim
k
u(xk, tk) and d(xk) c|xk − x|.
Proof. It follows essentially the proof of Lemma 4.1 with some additional technicalities.
We therefore use the same notations.
In the domain Dε = {y ∈Ω; |ξ(y)− x|< ε, d(x) < ε}, we consider the function:
wε(y, s)=Kε
(∣∣ξ(y)− x∣∣2 + |s − t|2)+ χ(Ld(y))− χ(Lε)+mε,
where Kε = 2‖u‖∞ε−2 and L is a positive constant to be choosen later on and mε is the
maximum of u(y, s) for y and s such that |ξ(y)− x| ε, s ∈ [t − ε, t + ε] and d(y)= ε.
Finally the function χ is the unique solution of the ordinary differential equation:
χ ′′(τ )= h(∣∣χ ′(τ )∣∣), χ(0)= 0, χ ′(0)=−∞.
Such a function χ exists by (H1), χ,χ ′ are negative at least for τ > 0 small enough and χ ′
is an increasing function.
We claim that for a suitable sequence of positive numbers ε converging to 0 and for a
suitable choice of large constants L, wε is a supersolution of the equation in the domain
Dε × (t − ε, t + ε). In fact, contrarily to the proof of Lemma 4.1, we are going to use as
key parameters L and τ¯ := Lε instead of L and ε.
By using (H1), we first have:
(wε)t + F
(
x, t,Dwε,D
2wε
)
 (wε)t −C1 −C2
∥∥D2wε∥∥+ h(|Dwε|),
and as in the proof of Lemma 4.1, this leads to
(wε)t + F
(
x, t,Dwε,D
2wε
)
O
(
ε−2
)−C2L2χ ′′(Ld)+C2Lχ ′(Ld)∥∥D2d∥∥+ h(L∣∣χ ′(Ld)∣∣).
Denoting by τ = Ld , this yields to
(wε)t + F
(
x, t,Dwε,D
2wε
)
O
(
ε−2
)+C2Lχ ′(τ )∥∥D2d∥∥+ [h(L∣∣χ ′(τ )∣∣)−C2L2h(∣∣χ ′(τ )∣∣)].
In order to ensure that the right-hand side is positive for 0 < τ  τ¯ ! 1, we use the
properties of h and χ . Indeed, on one hand, by the monotonicity of χ ′ and the property (ii)
of h in (P) with C = C2, we have:
h
(
L
∣∣χ ′(τ )∣∣)−C2L2h(∣∣χ ′(τ )∣∣) h(L∣∣χ ′(τ¯ )∣∣)−C2L2h(∣∣χ ′(τ¯ )∣∣).
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On the other hand, using property (iii) of h in (P), one sees that, for fixed τ¯ and for any
constant C > 0, by choosing L large enough , one has
h
(
L
∣∣χ ′(τ¯ )∣∣)−C2L2h(∣∣χ ′(τ¯ )∣∣) C
ε2
.
We conclude by arguing in the following way: we first choose a small positive τ¯ , then
the above argument provide a constant L 1 such that, for 0 < τ  τ¯ , we have:
h
(
L
∣∣χ ′(τ )∣∣)−C2L2h(∣∣χ ′(τ )∣∣) C
ε2
.
By choosing if necessary a smaller τ¯ and a larger L and using again property (iii) of h in
(P), one has also for 0 < τ  τ¯ ,
C2Lχ
′(τ )
∥∥D2d∥∥+ h(L∣∣χ ′(τ )∣∣)−C2L2h(∣∣χ ′(τ )∣∣) C
ε2
,
which implies that wε is the desired supersolution for ε := τ¯ /L.
By a comparison argument as in the proof of Lemma 4.1, we have u  wε on
Dε × [t − ε, t + ε] and in particular
u(x, t)mε − χ(Lε).
This is where our way of choosing the parameters play a role: indeed, ε is small while L is
large and without being cautious, this inequality would be useless. But here Lε = τ¯ ! 1,
therefore u(x, t)∼ mε which means that the cone condition is satisfied. And the proof is
complete. ✷
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