Scene text recognition has drawn great attentions in the community of computer vision and artificial intelligence due to its challenges and wide applications. State-of-the-art recurrent neural networks (RNN) based models map an input sequence to a variable length output sequence, but are usually applied in a black box manner and lack of transparency for further improvement, and the maintaining of the entire past hidden states prevents parallel computation in a sequence. In this paper, we investigate the intrinsic characteristics of text recognition, and inspired by human cognition mechanisms in reading texts, we propose a scene text recognition method with sliding convolutional attention network (SCAN). Similar to the eye movement during reading, the process of SCAN can be viewed as an alternation between saccades and visual fixations. Compared to the previous recurrent models, computations over all elements of SCAN can be fully parallelized during training. Experimental results on several challenging benchmarks, including the IIIT5k, SVT and ICDAR 2003/2013 datasets, demonstrate the superiority of SCAN over state-ofthe-art methods in terms of both the model interpretability and performance.
Introduction
Texts in the natural scene images convey rich and highlevel semantic information which is important for image understanding. With the development of information technology, scene text recognition (STR) plays much more significant roles for image retrieval, intelligent transportation, robot navigation and so on. Consequently, STR has become a hot research topic in computer vision and artificial intelligence in recent years. Although the field of text recognition for scanned documents has observed tremendous progresses [Graves et al., 2009] , STR still remains a challenging problem, mainly due to the large variations in the aspects of background, resolution, text font and color, as shown in Fig. 1 .
Many efforts have been devoted to attacking the difficulties of scene text recognition. Comprehensive surveys can be found in [Ye and Doermann, 2015] [ Zhu et al., 2016] . Traditional recognition schemes [Wang et al., 2011] [ Bissacco et al., 2013] [ Yao et al., 2014] [Shi et al., 2013] usually adopt the bottom-up character detection or segmentation scheme. This approach has good interpretation since they can locate the position and label of each character. However, its performance is severely confined by the difficulty of character segmentation, and moreover, the method usually requires millions of manually labeled training samples for character classifier training (such as PhotoOCR [Bissacco et al., 2013] ), which is both expensive and time-consuming.
Nowadays, deep neural network based frameworks have dominated the field of STR, by utilizing the top-down scheme which is independent of the segmentation performance and can be jointly optimized with the weakly labeled data. As the length of both input data and recognition result may vary drastically for STR, it is natural to make use of recurrent networks to capture context information and map them to an output sequence with variable length. In order to enhance the recognition performance, it is a common practice to combine CNN and RNN layers into hierarchical structures. RNN based method [Shi et al., 2016] [Shi et al., 2017] [ Lee and Osindero, 2016] [Wang and Lu, 2017] is the dominant approach for dealing with the STR problem, and has obtained the state-of-the-art results on several challenging benchmarks. However, it mainly suffers two problems: (1) The training speed can be very slow as RNNs maintain a hidden state of the entire past that prevents parallel computation within a sequence; (2) The training process is tricky due to the gradient vanishing and exploding. Although the CNN based method can overcome the two defects of recurrent models, it is not widely used in the STR problem as CNNs often operate on the problems where the inputs and outputs are with fixed dimensions, and therefore they are incapable of producing a variable-length label sequence. A few methods [Jaderberg et al., 2016] [Jaderberg et al., 2015] adopt the holistic methods with CNNs, which recognize words or text lines as a whole without character modeling.
On the other hand, there has been criticism that current state-of-the-art methods are usually applied in a black box manner and lack of interpretability for further improvement. Although the recurrent attention model can focus on part of the character, it is still unable to locate the boundary of each character. Modern cognitive psychology research points out that reading consists of a series of saccades and fixations [Wikipedia, 2017] . Eyes do not move continuously along a line of text, but make short, rapid movements (saccades) intermingled with short stops (fixations). A diagram demonstrating the acuity of foveal vision in reading is shown in Fig.  2 . Inspired by the above observations, and in order to realize this kind of biology phenomena into a computing model, we propose a novel method called SCAN (the abbreviation of Sliding Convolutional Attention Network) for scene text recognition with the purpose of interpretation and high performance.
The major contributions of this work are in three respects. First, we investigate the intrinsic characteristics of text recognition, and propose a novel scene text recognition method to imitate the mechanisms of saccades and fixations. Second, the model we propose for STR is entirely convolutional, which can be fully parallelized during training to better exploit the GPU hardware and optimization is easier since the number of non-linearities is fixed and independent of the input length. Third, we conduct extensive experiments on several benchmarks to demonstrate the superiority of the proposed method over state-of-the-art methods. Because of the good interpretability and flexibility of SCAN, we may easily utilize existing sophisticated network structures and postprocessing techniques for further improvement. In addition, to the best of our knowledge, this is the first successful work to make use of convolutional sequence learning in the field of scene text recognition.
The work of is close to ours in that sliding convolutional character model is used. However, this method still lacks of transparency, as it is a CTC based method, and its performance is not competitive compared with best systems. Different from the existing approaches, in this study, we combine the merits of both bottom-up and topdown methods, and propose an entirely convolutional model for faster training, better interpretability and higher performance. The rest of this paper is organized as follows: Section 2 gives a detailed introduction of the proposed method; Section 3 presents experimental results, and Section 4 offers concluding remarks.
Proposed Model
The SCAN recognition system is diagrammed in Fig. 3 . It consists of three major parts, namely a sliding window layer, a convolutional feature extractor, and a convolutional sequence to sequence learning module including both the convolutional encoder and the convolutional decoder. 
Convolutional Attention
Figure 3: The framework of SCAN. It consists of three parts: a sliding window layer, a convolutional feature extractor, and a convolutional sequence to sequence learning network.
The sliding window layer splits the textline into overlapped windows. On the top of sliding window, a convolutional feature extractor is built to extract the discriminative features. Finally, a convolutional sequence to sequence learning module is adopted to transform feature sequence into the result sequence. The whole system can be fully parallelized and jointly optimized independent of the input length, as all these three layers can be processed simultaneously while training.
Multi-Scale Sliding Window
When humans read a text line, their eyes do not move continuously along a line of text, but make short rapid movements intermingled with short stops. During the time that the eye is stopped, new information is brought into the processing, but during the movements, the vision is suppressed so that no new information is acquired [Wikipedia, 2017] . Inspired by this, we use exhaustive scan windows with suitable step to imitate the saccade, the centre of the scan window could be a potential fixation point, while the perceptual span can be referred to the window size. Therefore, this mechanism can be simplified to the sliding window.
If we assume the model only skips one character in each saccade as a unskilled people, we could fix the sliding window to the size where a character can be covered completely. Although after height normalization, characters usually have approximately similar width in the text image, the aspect ratio of the character may still vary between different fonts ( Fig.  4(a) ). Thus, we propose to use the sliding window with multi scales, as shown in Fig 4(b) . The model can then take different glimpses to adjust different character fonts and capture more accurate context information. Those different glimpses will be proportionally resized to the same size, and then concatenated together as multi-channel inputs which will be fed to the convolutional feature extractor.
Convolutional Feature Extraction
Although we may use any feature extraction method (such as HOG [Dalal and Triggs, 2005] ) to embed the resized windows in distributional space, we adopt the CNN based approach for its superior performance in the field of pattern recognition and its ability of easy integrating into other modules for end-to-end training. We build a 14-layer network for convolutional feature extraction 1 , as shown in Fig. 5 . The structure is inherited from , while we remove the Softmax layer of the original network. In this way, the resized window can be finally reduced to a 200-dimensional high-level representation.
Convolutional Sequence Learning
After convolutional feature extraction, we obtain a deep feature sequence representing the information captured from a series of windows, which can be denoted as s = (s 1 , ..., s m ). The process of fixations can be formulated by a convolutional sequence to sequence learning module to generate the recognition result y = (y 1 , ..., y n ).
The recurrent neural network based encoder-decoder architectures [Sutskever et al., 2014] have dominated the field of sequence to sequence learning. To make full use of the context information, it is better to use architectures with attention [Bahdanau et al., 2015] , which compute the conditional input c i as a weighted sum of encoder state representations (z 1 , ..., z m ) at each time step. The weights of the sum are referred to as attention scores and allow the network to focus on different parts of the input sequence as it generates the output sequences, while in this work, we interpret it as the mechanism of fixation. As for the STR problem, all the previous attention based frameworks employ the recurrent models to model long-term dependencies. Instead of relying on RNNs to compute intermediate encoder states z and decoder states h, we turn to use a fully convolutional architecture for sequence to sequence modeling shown in Fig. 3 . Gehring et al. [Gehring et al., 2017] propose the convolutional sequence to sequence learning architecture for the first time, which is successfully applied to the machine translation problem with better accuracy and faster training speed.
In order to equip our model with a sense of order, the input feature representation s = (s i , ..., s m ) is combined with the absolute position embedding of input elements p = (p 1 , ..., p m ) to obtain the input element representations e = (s 1 + p 1 , ..., s m + p m ). We proceed similarly for output elements, denoted as g = (g 1 , ..., g n ).
For convolutional sequence learning, both encoder and decoder networks compute intermediate states based on a fixed number of input elements using a simple layer structure. We denote the output of the l-th layer as z l = (z 
The convolutional sequence learning network adopts a separate attention mechanism for each decoder layer. To compute the attention vector, the current decoder state h l i is combined with an embedding of the previous target element g i :
(
The input to the current decoder layer, denoted as c l i , is computed as a weighted sum of the encoder outputs as well as the input element embeddings e j :
where encoder output z u j represents potentially large input contexts, and input embedding e j provides point information about a specific input element that is useful when making a prediction. Then we added c l i to the output of the corresponding decoder layer h l i once it has been computed. For multi-step attention mechanism, the attention of the first layer determines a useful source context which is then fed to the second layer that takes this information into account when computing attention. This makes it easier for the model to take into account which previous inputs have been attended to already. While for recurrent nets, this information is in the recurrent state and needs to survive several non-linearities. The convolutional architecture also allows to batch the attention computation across all elements of a sequence compared to RNNs.
Model Training
Denote the training dataset by D = {X i , Y i }, where X i is a training image of textline, Y i is a ground truth label sequence. To train the model, we minimize the negative log-likelihood over D:
where S i is the window sequence produced by sliding on the image X i . This objective function calculates a cost value directly from an image and its ground truth label sequence. Therefore, the network can be end-to-end trained on pairs of images and sequences by the standard back-propagation algorithm, eliminating the procedure of manually labeling all individual characters in training images. This is a weakly supervised learning manner.
Decoding
The convolutional decoder network is to generate the output sequence of characters from the implicitly learned characterlevel probability statistics. In the process of unconstrained text recognition (lexicon-free), we use a beam of width K to select the most probable character sequence. As soon as the " /s " symbol is appended to a hypothesis, it is removed from the beam and is added to the set of complete hypotheses. In order to overcome the bias to short strings, we divide the log-likelihoods of the final hypothesis in beam search by their length |y|. While in lexicon-driven text recognition, firstly, we select the top K hypothesis using beam search, and then calculate the Levenshtein distance between each hypotheses and each item of the lexicon. We choose the one with the shortest distance as the recognition result. We set K to be 5 in this work. It should be mentioned that we also develop a simple version of decoding algorithm with prefix tree. We abandon it because we do not find any improvement compared with the forementioned straightforward method.
Experiments
In this section we evaluate the proposed SCAN model on four standard scene text recognition benchmarks. Firstly, we give the experiment settings and implementation details. Then, we analyze the design choices in SCAN. For comprehensive performance comparison, SCAN is compared with existing typical methods. For all benchmarks, the performance is measured by word-level accuracy.
Datasets
We use the synthetic dataset released by [Jaderberg et al., 2014] as training data for all the following experiments. The training set consists of 8 millions images and their corresponding ground truth on text line level. Although we only used the synthetic data to train our model, even without any fine tuning on specific training sets, it works well on real image datasets. We evaluated our scene text recognition system on four popular benchmarks, namely IIIT 5k-word (IIIT5k) [Mishra et al., 2012] 
Implementation Details
During training, all images are normalized to 32 × 256 for parallel computation on GPU. If the proportional width is less than 256, we pad the scaled image to width 256, otherwise, we continue to scale the image to 32 × 256 (this rarely happens because most words are not so long). We do the same normalization on testing images to evaluate the effectiveness of SCAN.
We used 256 hidden units for both convolutional encoders and decoders. We trained networks using Adam [Kingma and Ba, 2014] with the learning rate of 0.0005 and renormalized the gradients if their norm exceeded 0.1. We used minibatches of 40 images and selected 1% of the training samples for each epoch. Meanwhile, the dropout was set to be 0.5 on both encoder and decoder. We implemented the model on the platform of Torch 7 [Collobert et al., 2011] , and carefully designed our system so that the models can be trained on multiple GPUs simultaneously. Experiments were performed on a workstation with the Intel(R) Xeon(R) E5-2680 CPU, 256GB RAM and four NVIDIA GeForce GTX TITAN X GPUs. It took about only 10 to 15 minutes per epoch, and the training can usually be finished after about 500 epochs 2 . In fact, we also implemented a recurrent sequence learning version of SCAN in private. We found that SCAN in this study is at least 9 times faster than the recurrent model in training speed, which can be attributed to the fully parallelization of the proposed model. SCAN takes only 0.3s to recognize an image on average. We could further improve the speed with better implementation.
Experimental Results
To our knowledge, SCAN is the first work to adopt convolutional sequence learning network in the field of STR. We find the recommended hyperparameters in [Gehring et al., 2017] do not work well, thus, we investigate the effects of some major parameters of SCAN. Table 1 and 2 shows recognition accuracies when we change the number of layers in the encoder or decoder. Here the kernel widths are fixed to be 5 and 7 for layers in the encoder and decoder, respectively. Deeper architectures are particularly beneficial for the encoder but less so for the decoder. Decoder setups with two layers already perform well, whereas for the encoder accuracy keeps increasing steadily to three layers. In fact, we have tried to further increase the number of encoder layers, but find there exists a severe overfitting problem. Aside from increasing the depth of the networks, we also change the kernel width. The recognition accuracies with different kernel widths are listed in Table 3 . The kernel size of encoders can be referred to the perceptual span across different windows, and the width of 5 performs the best, which is a little larger than the width of a character. The decoder networks can be seen as a language model, it is better to choose large kernel sizes.
Kernel size and Depth

Multi-Scale Sliding Window
We investigate two types of model: single-scale model and multi-scale model. The single-scale model has only one input feature map with the window size of 32 × 32, 32 × 40 or 32 × 48. While the multi-scale model has three input feature maps, which are firstly extracted with all the three forementioned window sizes and then concatenated together. All the windows are resized to 32×32 before fed to the convolutional feature extractor. The sliding window is shifted with the step of 4. Table 4 : Effects of scale models in terms of accuracy (%).
The recognition accuracies of models with different scales are shown in Table 4 . As for the single-scale model, it can be seen that the 32 × 40 window achieve the best performance. The window with large span can deal with more information, which is beneficial for SCAN. However, if the window size is too large (such as 32×48), it may bring many disturbances for feature extraction. The multi-scale model is significantly better than the single one, as it can then take different glimpses to adjust different character fonts and capture more accurate context information.
Comparative Evaluation
We choose the combination of the parameters that achieve the best performance in the above discussion, and evaluate our model on four public datasets of scene text word recognition. The results are listed in Table 5 with comparison to state-ofthe-art methods. It should be mentioned that although Cheng et al. report the best performance with ResNet-based network and focusing attention, they train the model with much more training data (an extra of 4-million pixel-wise labeled word images). Therefore, we only list the baseline performance in their work for fair comparison, which is a ResNet-based structure.
In the lexicon-free case (None), our model outperforms all the other methods in comparison. On IIIT5k, SCAN outperforms prior art by nearly 1%, while on SVT set, it outperforms prior art CRNN by Table 5 : Recognition accuracies (%) on four standard scene text datasets. In the second row, 50, 1k and Full denote the lexicon used, and None denotes recognition without language constraints.(* is not lexicon-free in the strict sense, as its outputs are constrained to a 90k dictionary.) Method  IIIT5k  SVT  IC03  IC13  50  1k  None  50  None  50 Full None None ABBYY [Wang et al., 2011] 24 93.3 86.6 -91.8 -----Jaderberg et al. [Jaderberg et al., 2015] 97 [Lee and Osindero, 2016] 96.8 (7) 94.4 (7) 78.4 (8) 96.3 (2) 80.7 (6) 97.9 (5) 97.0 (3) 88.7 (7) 90.0 (3) Yin et al. 98.9 (2) 96.7 (4) 81.6 (5) 95.1 (7) 76.5 (8) 97.7 (7) 96.4 (6) 84.5 (8) 85.2 (8) Cheng et al. significantly 2.3%, indicating a clear improvement in performance. are both recurrent model based works, while with convolutional sequence learning, SCAN achieves state-of-the-art among the methods using the same data. We observe that IIIT5k contains a lot of irregular text, especially curved text. Although SCAN takes a simple sliding window scheme, because of the powerful feature extractor and sequence learning network, it has an advantage in dealing with irregular text over the complicated RARE model [Shi et al., 2016] . In the constrained lexicon cases, our method consistently outperforms most stateof-the-arts approaches, and in average beats best text readers proposed in ] [Shi et al., 2016 [Cheng et al., 2017] . The average rank including works 
Visualization
An example of the attention weights for the SCAN model is shown Fig. 7 . There exist clear gaps between different characters on the attention heatmap, which reveals that the model can accurately attend on the most relevant sliding windows.
Although those recurrent attention model can focus on part of the character [Shi et al., 2016] , they are unable to locate the boundary of each character. More visualization examples can be found in the supplemental materials. 
Conclusion and Future Work
In this paper, we take advantage of the intrinsic characteristics of text recognition, and inspired by human cognition mechanisms in reading texts, we propose a novel method of SCAN for scene text recognition with good interpretation and high performance. Different from the existing approaches, SCAN is an entirely convolutional model based on sliding window and sequence learning, and it acts very similar to the process of human reading. The experimental results on several challenging benchmarks demonstrate the superiority of SCAN over state-of-the-art methods in terms of both the model interpretability and performance. Future work will concentrate on further improvement of the model performance on more challenging datasets.
A Supplementary Material of SCAN
To give a more comprehensive understanding of SCAN (the abbreviation of Sliding Convolutional Attention Network), we further conduct the extended visualization experiments. First, we vividly give a step-by-step introduction of the recognition process in detail. Then, we give more visualization examples to demonstrate the superiority of SCAN.
A.1 An Example of Recognition Process
Figure 8: Sliding window and feature extraction process for the textline image "HAPPINESS".
The SCAN recognition system consists of three major parts, namely a sliding window layer, a convolutional feature extractor, and a convolutional sequence network. Firstly, the sliding window layer splits the textline into overlapped windows. On the top of sliding window, a convolutional feature extractor is built to extract the discriminative features. These two steps are shown in Fig. 8 for the textline image "HAPPINESS". Then, based on the extracted feature sequences, a convolutional sequence learning network is adopted to map the input to the output result. In Fig. 9(a) , the character "A" is emitted according to the most relevant windows when considering the emitted previous characters and the whole feature sequence. Similar case is shown in Fig. 9(b) , where the character "N" is emitted. The behavior of SCAN is very similar to the acuity of foveal vision in human reading. The dynamic process of SCAN can be found in https://github.com/nameful/SCAN.
A.2 Visualization of Recognition Results
More visualization examples of the recognition results are shown in Fig. 10 , where each one is equipped with a corresponding attention heatmap. Fig. 10(a) shows some correct recognition samples. We can see that SCAN can not only transcribe texts in slightly blurred or curved images robustly in most cases, but also locate the boundary of each character. Therefore, SCAN can accurately attend on the most relevant windows to give the final recognition results. We find that in some cases (such as the word image "CROFT"), some attention weights far away from the specified character ("C" in this case) also has certain responses in the heatmap. This phenomenon indicates that SCAN may have implicitly modeled the between-character relationship because of the long context information the convolutional model can capture. Moreover, we could make use of some heuristic rules to remove these weights if we need to locate the position of each character precisely, since they are usually restricted to a very small range with relatively low responses. On the other hand, some incorrect recognition samples are shown in Fig. 10(b) . It can be seen that SCAN are still unable to deal with severely blurred or curved word images, although it has powerful feature extractor and sequence learning network. The attention of SCAN is usually drifted in images containing insertion and deletion errors. It is an alternative approach to utilize better structure for feature extraction (such as DenseNet) to enhance the discriminant of features. For those irregular text images, we may first acquire the center curve of the text line by some detection 3 or curve fitting techniques, and then slide along the curve to obtain the window
