The inclusive forward jet cross section in deep inelastic e + p scattering has been measured in the region of x-Bjorken, 4.5 · 10 −4 to 4.5 · 10 −2 . This measurement is motivated by the search for effects of BFKL-like parton shower evolution. The cross section at hadron level as a function of x is compared to cross sections predicted by various Monte Carlo models. An excess of forward jet production at small x is observed, which is not reproduced by models based on DGLAP parton shower evolution. The Colour Dipole model describes the data reasonably well. Predictions of perturbative QCD calculations at the parton level based on BFKL and DGLAP parton evolution are discussed in the context of this measurement.
Introduction
One of the significant discoveries made at HERA was the steep rise of the proton structure function F 2 (x, Q 2 ) in the region of small x-Bjorken (x ≤ 10 −3 ) [1, 2] . Various attempts have been made to predict the behaviour of F 2 . In one approach the x dependence of F 2 is fitted at a fixed value of the scale Q 2 and then evolved taking into account ln Q 2 terms according to the DGLAP [3] evolution equations [4, 5] . Different starting scales have been chosen for the evolution, down to values as small as Q 2 ≈ 0.3 GeV 2 [6] . In another approach the leading terms in ln(1/x) which appear together with ln Q 2 terms in the evolution equations are resummed to yield the BFKL equation [7] . The appeal of the BFKL approach is the fact that it directly predicts the behaviour of F 2 as a function of x. The CCFM equation [8] interpolates between the two approaches and reproduces both the DGLAP and the BFKL behaviour in their respective ranges of validity. From the existing F 2 data it is not possible to determine unambiguously whether the BFKL mechanism plays a significant role in the HERA x-range.
Several exclusive measurements have been proposed in order to find evidence for BFKL effects [9, 10, 11, 12] . The method proposed by Mueller [13, 14] starts from the observation that the BFKL equation predicts a different ordering of the momenta in the parton cascade (see figure 1 ). The DGLAP equation predicts strong ordering of the parton transverse momenta k T,i while the BFKL equation relaxes this ordering but imposes strong ordering of the longitudinal momenta x i :
Thus the BFKL equation predicts additional contributions to the hadronic final state from partons with large transverse and longitudinal momenta, i.e. high transverse momentum partons going forward in the HERA frame 1 . These partons may be resolved experimentally as jets and result in an enhancement of the forward jet cross section at small x over NLO calculations and parton shower models based on DGLAP evolution.
The H1 collaboration has published results on the forward jet cross section [9] and the transverse energy flow in the forward direction [10] and found trends compatible with the expectations of BFKL dynamics.
In this paper we study forward jet production in a region which is expected to be sensitive to BFKL parton dynamics (E 2 T,Jet ≈ Q 2 ). The comparison with standard QCD-inspired Monte Carlo models is also extended to the range where either
The measurement of the forward jet cross section is based on an order-of-magnitude increased statistics compared to [9] . Comparisons with different Monte Carlo models are presented and theoretical predictions are discussed in the context of this measurement. 
Experimental Setup and Trigger
In 1995 HERA operated with 174 colliding bunches of E p = 820 GeV protons and E e = 27.5 GeV positrons. Additionally 21 unpaired bunches of protons or positrons circulated to determine the beam-related background. The integrated luminosity taken in 1995 and used in this analysis is 6.36 pb −1 . A detailed description of the ZEUS detector can be found in [15] . In the following the detector components relevant for this analysis are briefly described.
The central tracking detector (CTD) is surrounded by a superconducting solenoid. Outside the solenoid is the uranium calorimeter [16] , which is divided in three parts: forward (FCAL), barrel (BCAL) and rear (RCAL) covering the polar angle region of 2. A three-level trigger is used to select events online [15] . The selection criteria are similar to those for the measurement of F 2 [17] . For Q 2 greater than 10 GeV 2 the trigger efficiency for DIS events is above 97%. About 7 · 10 6 events survive our trigger requirements.
Event Selection
Events are selected offline if the Z-component of their primary vertex reconstructed from tracks in the CTD lies within ±50 cm around the nominal vertex. A positron candidate with an energy E e ′ above 10 GeV is required. Candidates hitting the RCAL front face within a box of X × Y = 13 × 8 cm 2 around the beam line are rejected because of possible energy loss into the beam hole. The fractional energy transfer y JB by the virtual photon in the proton rest frame, calculated from the hadronic energy [18] in the calorimeter, is required to be y JB > 0.1. This assures sufficient hadronic energy in the calorimeter to measure the event parameters with good accuracy. The y el , i.e. the y parameter calculated from the positron energy and angle, is required to be below 0.8. This rejects photoproduction events with low energy fake positron candidates in the FCAL. The quantity E − P Z = Σ i E i (1 − cos θ i ) is required to lie between 35 and 65 GeV. This requirement also removes photoproduction background. Here E i and θ i are the energies and the polar angles of the calorimeter cells. For DIS events in an ideal detector E − P Z is equal to twice the energy of the incoming positron. Events within the x range of 4.5 · 10 −4 to 4.5 · 10 −2 are finally selected for the cross section measurement.
Monte Carlo Simulation
Monte Carlo event simulation was used to correct the measured distributions for detector acceptance and smearing effects. The detector simulation is based on the GEANT [19] program and incorporates our understanding of the detector and of the trigger. Events were generated with DJANGO 6.24 [20] , which interfaces HERACLES 4.5.2 [21] to either the Colour Dipole model [22] as implemented in ARIADNE 4.08 [23] or to LEPTO 6.5 [24] . HERACLES includes photon and Z 0 exchanges and first order electroweak radiative corrections. All samples were generated with the proton structure function CTEQ4D [4] which describes the measured F 2 structure function [1] . The Colour Dipole model treats gluons emitted from quark-antiquark pairs as radiation from a colour dipole between two partons. This results in partons which are not ordered in their transverse momenta k T . Thus ARIADNE is frequently referred to as "BFKL-like" although it does not make explicit use of the BFKL equation. The hadronisation in ARIADNE is based on the LUND string model as implemented in JETSET [25] .
Another event sample was generated with the MEPS option of DJANGO, as implemented into LEPTO. Here the hard interaction is taken from the first order matrix element, but the higher orders are simulated by a parton shower based on the DGLAP equation. Thus this sample provides a k T -ordered parton shower. The hadronisation of the partons is done in the same way as in ARIADNE, i.e. via JETSET. In addition to the hard processes, this version of LEPTO has non-perturbative effects implemented, so-called Soft Colour Interaction (SCI), which affect the investigated phase space region.
A third sample was generated with HERWIG 5.9 [26] , which like LEPTO has a parton shower evolution based on DGLAP. However, there are some differences with respect to LEPTO, such as the implementation of colour coherence effects or gluon splitting in the cluster hadronisation of the fragmentation phase.
A fourth sample was generated at hadron level only with the Linked Dipole Chain model option (LDC, version 1.0) [27] of ARIADNE, which uses its own structure functions. The parametrisation of "set A" was used, which fits data from H1 and ZEUS. In this model the parton shower evolution is based on a reformulation [28] of the CCFM approach [8] which approximates the BFKL prediction at low x and the DGLAP prediction in the high-x limit.
All Monte Carlo events were generated with the default settings of the input parameters. The first three samples were passed through the full trigger and detector simulation and were analysed in the same way as the real data. Additional Monte Carlo samples were generated but not passed through the detector simulation in order to study the parton and hadron-level properties of the jets.
The effect of initial and final state QED radiation was studied by generating ARIADNE events with and without QED corrections. After applying all event and jet selection cuts the jet cross sections as a function of x with and without QED corrections agree within 5%. We conclude that QED radiation effects are small and ignore them in the following.
Jet Finding Algorithm and Jet Selection

Jet Algorithm
The analysis is performed with the cone jet algorithm according to the Snowmass convention [29] . The algorithm is applied to calorimeter cells in the laboratory frame where the cells assigned to the scattered positron are excluded.
The algorithm maximises the transverse energy flow E T through a cone of radius R = (△η) 2 + (△φ) 2 . Here R = 1 is used and △η and △φ are the differences of pseudorapidities and azimuthal angles with respect to the jet direction. The axis of the jet is calculated as the transverse energy weighted mean of the pseudorapidity and azimuth of all calorimeter cells belonging to the jet. The transverse energy threshold for the seed cells in the algorithm is set to 0.5 GeV. Two jets are merged if the overlapping energy exceeds 75% of the total energy of the jet with the lower energy. Otherwise two jets are formed and the common cells are assigned to the nearest jet. The massless option, where E T,Jet = p T,Jet , is used.
Jet Selection Criteria
In order to account for the energy loss of the jets in the inactive material of the detector an energy correction procedure is applied both to the total and transverse energies of the jets. The correction functions were obtained from the Monte Carlo simulations and are parametrised as a function of the total and transverse jet energy.
After the energy correction, several cuts are applied to select forward jets. The pseudorapidity of the jet is restricted to η Jet < 2.6 (equivalent to θ Jet > 8.5
• ). In this region the jets are well reconstructed. The transverse energy of the jets, measured with respect to the direction of the incoming proton, is above 5 GeV. The scaled longitudinal momentum x Jet = p Z,Jet /820 GeV is above 0.036. This selects forward jets. The cut 0.5 < E 2 T,Jet /Q 2 < 2, together with the x Jet cut, selects the phase space region where BFKL effects are expected. In about 2% of the events, two forward jets survive our selection cuts. In these cases the jet with the largest x Jet is selected. All these cuts restrict the Q 2 of the selected events to values above ≈ 12 GeV 2 .
For events at large values of x, the jet coming from the scattered quark can go sufficiently far forward to survive our cuts. In order to reject these events, all found jets are boosted into the Breit frame [30] . The boost is calculated from the four-momentum of the virtual photon, which is taken as the difference between the incoming and the outgoing four-momenta of the positron. Those jets which are in the current region of the Breit frame, i.e. which have negative Z-momentum, are rejected. This only affects the two highest x bins where up to 50% of the jets are rejected.
All the selection criteria relevant for the phase space region which defines our cross section measurement are listed in table 1. A total of 2918 events with forward jets survive these cuts. 
Comparison of Data and Monte Carlo Distributions
Before applying the jet selection criteria, the data and the Monte Carlo predictions are compared. They agree well in absolute normalisation and in shape.
After applying the jet selection cuts the uncorrected differential cross sections as a function of the event related quantities Q 2 , E e ′ , y JB and E − P Z are compared in figure 2. ARIADNE describes the measured distributions reasonably well while the LEPTO and HERWIG cross sections are too small.
In figure 3 we show uncorrected detector-level cross sections as a function of the jet-related quantities E T,Jet , x Jet , η Jet and E 2 T,Jet /Q 2 . The distributions are compared to the predictions of the various Monte Carlo models. All selection criteria are applied except the one for the displayed variable. The data in the shaded areas are excluded from the final cross section measurement. ARIADNE describes the data in the first three distributions both in shape and in absolute value over the entire range. HERWIG and LEPTO underestimate the cross section significantly and also disagree in shape.
The distribution in figure 3d) can be subdivided into three regions. For small E 2 T,Jet /Q 2 , i.e. the classical DIS regime, all three models agree with the data. Here Q 2 is large compared to E 2 T,Jet and the DGLAP-based Monte Carlo models are expected to describe the data. In the unshaded region, which is selected for this analysis, only ARIADNE reproduces the data. HERWIG and LEPTO predict much smaller cross sections. In this area we expect significant contributions from BFKL-based parton showers. For higher values of E 2 T,Jet /Q 2 no model agrees with the data. The cross section of ARIADNE is too large, whereas those of LEPTO and HERWIG are too small. In this regime the hard scale is no longer given by the invariant mass squared, Q 2 , of the virtual photon, but by the E 2 T of the jets. A study of energy flows similar to [31] has been performed in order to investigate whether jets in the forward region of the detector still have a pronounced signature and how the beam hole and the proton remnant affect the selected jets.
In figure 4 we show the transverse energy flow with respect to the forward jet axis averaged over all selected events as a function of △φ and △η, the difference in azimuth and pseudorapidity of the cells with respect to the jet direction. The grey bars indicate energy deposits in cells which are attributed to the forward jet. The black bars indicate the contributions from those cells situated in the towers directly surrounding the forward beam hole. As can be seen, some black bars also belong to the jet. The white bars indicate energy deposits which belong neither to the jet nor to the cells surrounding the FCAL beam hole. For increasing η Jet the black band-like structure in the forward direction of the jet, which we attribute to the proton remnant, becomes more and more prominent. For η Jet > 2.6 the selected jets pick up significant contributions from the proton remnant in their tails. Studies of the reconstruction accuracy of the angle and of the energy of the jets also show a degradation at η Jet values above 2.6 (not shown). Therefore, we require η Jet < 2.6 for this analysis.
In figure 5 we show the integrated jet shape Ψ Det (r), i.e. the relative amount of transverse energy deposited inside a cone of radius r < R with respect to the jet axis. This function is defined as
,
where E T (r) is the sum of the transverse energies of all cells of a given jet within a radius r with respect to the jet axis. ARIADNE describes the distribution well for all values of E T,Jet . LEPTO generates broader jets than observed in the data. The jets are more collimated as E T,Jet increases. A similar level of agreement between the data and the Monte Carlo events is found when bins of η Jet instead of E T,Jet are investigated (not shown).
Jet Finding Efficiencies and Purities
A detailed study of the jet reconstruction quality was performed in order to find acceptable cuts for the analysis.
ARIADNE was used for the study of the efficiencies and purities of the jet reconstruction and of the acceptance correction since it describes the data best in shape and absolute rate. The efficiency ǫ and purity p of the jet finding are determined as a function of x and are defined by:
Number of jets had , p = Number of jets det⊕had Number of jets det .
The indices det and had correspond to jets found at the detector or hadron level, respectively. Hadron-level jets are defined as jets found by the jet algorithm when applied to the stable hadrons from the event generator. The symbol det⊕had means that the jet has to be found at both levels in the relevant variable range and in the same x-bin. The det jets are those surviving all the event and jet selection criteria and the had jets have to survive only those cuts which define the phase space region for which the final forward jet cross section is given, see table 1. Figure 6 shows as a function of x the efficiencies ǫ, purities p and correction factors c = p/ǫ for the acceptance correction from detector to hadron level. The x bins are chosen such that the bin width is at least 2-3 times the x resolution and the statistical errors are below 20%. The values for ǫ and p lie between 20% and 50%, while those of the correction factors are between 1.0 and 1.5. The drop in ǫ and p for x > 10 −2 is due to the degraded resolution of x in this region of x. The small overall values of ǫ and p are a result of the jet selection cuts and of the finite resolutions of the jet variables. The resolutions are: ∆E T,Jet /E T,Jet ≃ 10%, ∆η Jet ≃ 0.1, ∆x Jet /x Jet ≃ 11%, and ∆(
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The latter has the largest effect on ǫ and p. When the cut on E 2 T,Jet /Q 2 is dropped the efficiencies and purities increase by about a factor of two. The measured detector-level rates are multiplied bin-by-bin using the correction factor c in order to obtain the hadron-level distributions. In an independent analysis the acceptance correction was evaluated using the Bayes unfolding method [32] . This method takes migration effects between the bins properly into account and is a cross check of the reliability of the bin-by-bin acceptance correction. The extracted forward jet cross sections agree well between the two methods.
The analysis was also repeated using the k T clustering algorithm [33] in the Breit frame with Q 2 as scale and a resolution parameter y cut = 0.5. With these settings the algorithm creates a large number of jets at the detector level, which do not have a corresponding jet at the hadron or parton level. A change of the y cut -parameter does not improve this situation. Purities and efficiencies in the lowest x bins are therefore very small, around 5% and 15%, respectively. Nevertheless, the k T analysis leads to conclusions consistent with those drawn in this paper.
Comparison of DGLAP and BFKL Approaches
Perturbative QCD predicts the dynamics of the parton evolution. The conventional method to solve the parton evolution equations is the DGLAP approach [3] , which resums leading order (LO) terms proportional to (ln Q 2 ) n . This results in a parton cascade strongly ordered in transverse momentum k T , where the parton with the highest transverse momentum appears at the lepton vertex of the chain. The longitudinal momenta x Jet decrease towards the photon vertex.
The BFKL approach [7] of the parton evolution resums terms proportional to (ln 1/x) n , which become dominant over the ln Q 2 terms at small x. This approach is expected to be valid in the high energy limit, where the total available energy, W , is large with respect to any other hard scale, E T,Jet or Q, in DIS. The first term of this resummation is second order in the strong coupling constant α s and is therefore included in the next-to-leading order tree-level diagrams in DGLAP-based calculations, e.g. in MEPJET. In figure 1 this term corresponds to exactly one parton rung in the gluon ladder between the quark box and the proton. In the following it will be referred to as the BFKL 1 st term. Since the present approach is only leading ln 1/x, the parton emissions are strongly ordered in x Jet . Recent calculations of next-to-leading ln 1/x terms in the BFKL kernel [37] predict large negative corrections due to a weakening of the strong ordering in x Jet which are expected to reduce the cross section significantly.
The present BFKL calculations do not allow the implementation of a jet algorithm. Therefore this calculation can only be regarded as approximate, since the measured jet rates depend on the jet algorithm and on their resolution parameters, scales and recombination schemes. For example, in our selected phase space region MEPJET yields cross sections for the cone and the k T algorithm with their particular choice of parameters which differ by up to 15%.
In figure 7 we compare the differential forward jet cross section prediction from MEPJET to the BFKL 1 st term and to the leading order (LO) BFKL calculation. We have applied the cone algorithm within MEPJET, the same algorithm as used for the data. The renormalisation scale in the MEPJET program is varied between 0.25 k 2 T and 2 k 2 T to study the scale dependence of the parton-level cross section. Here k T is the scalar sum of the transverse momenta of the jets in the Breit frame. The result changes by ∼30% in the two small-x bins and less than 10% in the other bins. This is indicated by the shaded band in figure 7.
The MEPJET NLO and the BFKL 1 st -term calculations are similar and predict a much smaller cross section than the LO BFKL calculation, which shows a steep rise towards smaller values of x.
Also shown are the parton-level cross sections from LEPTO, HERWIG, ARIADNE and from LDC. Both the MEPS-based LEPTO and HERWIG models show reasonable agreement with the MEPJET calculations, whereas ARIADNE exhibits a stronger increase of the cross section for small x. The LDC model is well below the ARIADNE predictions. For increasing x all models and calculations converge.
For a direct comparison of the data to the theoretical calculations, the measurements need to be evaluated at the parton level, where partons are defined in the Monte Carlo at the stage after the last branching of the parton shower and before the hadronisation. The size of the corrections from hadron to parton level is studied using the Monte Carlo simulation programs and are displayed in figure 8 . ARIADNE yields factors close to unity and shows no dependence as a function of x. LEPTO and HERWIG show large corrections for small x values. This is expected, because these DGLAP based models, which have LO matrix element calculations implemented, can only produce a significant number of forward jets due to hadronisation effects and detector smearing. The LDC corrections are intermediate to LEPTO/HERWIG and ARIADNE. As shown above LEPTO and HERWIG also fail to describe the cross section both in absolute size and in shape. Furthermore, the relation between the parton level in parton shower Monte Carlo programs and partons in exact NLO calculations is not obvious. Therefore we refrain from quoting measurements corrected to the parton level. 
Systematic Studies
We have studied the effects of the variation of several selection cuts and reconstruction uncertainties on the final cross section. Figure 9 shows the percentage change of the final cross section in each x interval for the major contributions to the overall systematic error.
Change of the E − P Z cut from > 35 to > 40 GeV This tests the amount of photoproduction background in the sample and changes the result by less than 6%.
Alignment uncertainty between the CTD and the FCAL The primary event vertex is determined from tracks in the CTD. In order to account for an alignment uncertainty between CTD and FCAL, the Z-position of the vertex is shifted by ± 0.4 cm. This affects mostly parameters calculated for the scattered positron and related quantities like x, Q 2 and the boost to the Breit frame. The uncertainty from this effect is around 5%, except in the highest x bin where it reaches 14%. Here, due to the misreconstruction of the kinematic variables the current jet may be reconstructed sufficiently far forward to survive our selection cuts.
Jet energy scale uncertainty
The energy of the jets is scaled by ±5% in the Monte Carlo, reflecting a global uncertainty of the hadronic energy scale in the forward region of the FCAL. The result changes by less than 15%.
Electromagnetic energy scale uncertainty of the calorimeter The energy of the scattered positrons in the RCAL is scaled by ±1% in the Monte Carlo corresponding to the global uncertainty of the electromagnetic energy scale in the calorimeter. The result changes typically by less than 5%.
Uncertainty from jet selection criteria A possible mismatch between the distributions of jet variables in the data and in the Monte Carlo is tested by a variation of the cut values by about one sigma of their resolution followed by the determination of the cross sections at the nominal value of the cuts at the hadron level. The tested cuts are: the minimum E T,Jet (changed from 5 GeV to 4.5 and 5.5 GeV), the minimum x Jet (changed from 0.036 to 0.042 and to 0.030), the maximum η Jet (changed from 2.6 to 2.7 and 2.5), and the minimum and maximum E 2 T /Q 2 (changed from 0.5 to 0.6 and 0.4 or from 2 to 2.4 and 1.6, respectively). All these effects are at the level of a few percent, except in the lowest x bin, where they add up to 18%. They are combined (i.e. added in quadrature separately for the positive and negative changes) and shown as "jet cuts" in figure 9.
Acceptance correction with LEPTO The full acceptance correction is performed with LEPTO instead of ARIADNE. Since the E 2 T,Jet /Q 2 distribution of LEPTO differs substantially from the measured one, the LEPTO events were reweighted to reproduce the observed E 2 T,Jet /Q 2 distribution. This test changes the cross section by less than 15%, except in the lowest and the highest x bins, where it increases the result by +20% and +60%, respectively.
Further checks included the variation of the accepted ranges of the primary event vertex (±40 cm or ±60 cm instead of ±50 cm), a change of the region for the rejected scattered positrons within a box of 13 × 8 cm 2 or 14 × 14 cm 2 around the RCAL beam pipe, and a variation of the y el cut from < 0.8 to < 0.95. The effect on the cross section is negligible. A global uncertainty of 1.5% coming from the luminosity measurement is not included. 
Hadron-Level Forward Jet Cross Section
In figure 10 we present the hadron-level forward jet cross section. The numerical values are given in table 2. ARIADNE describes the hadron-level forward jet cross section reasonably well, apart from the small-x region, where it is slightly below the data. LEPTO and HERWIG, as well as LDC, predict significantly smaller cross sections. Switching off the Soft Colour Interaction in LEPTO decreases the cross section in the smallest x bin by about 50%, but does not affect the large-x region. Increasing the probability of Soft Colour Interaction from the default value of 50% to 100% does not increase the cross section.
The region of large x can be seen more clearly in figure 10b ). The data, ARIADNE and LEPTO converge at larger x. In this region, where x Jet approaches x, the phase space for parton emission is small. Therefore, the cross section is expected to be largely independent of the parton shower mechanism. On the other hand, HERWIG and LDC stay below the data.
The excess of forward jets at small x observed in the data with respect to LEPTO and HERWIG may be interpreted as an indication of hard physics not implemented in present models of DGLAP-based parton evolution. However, the current implementation of BFKL-type physics, as exemplified by the LDC model, still underestimates the measured forward jet cross section.
x range dσ dx ± stat. ± syst. The last column shows the correlated systematic error due to the energy scale uncertainty of the calorimeter, which is not included in the central column. It corresponds to the shaded band in figure 10 . The forward jet cross section at hadron level is measured in the region ii) where E 2 T,Jet ≈ Q 2 . The cross section is compared to the predictions of several models: ARIADNE, which includes one of the main features of the BFKL-based phenomenology, that is the absence of the strong ordering in the transverse momenta in the parton shower; LDC, which is based on the CCFM approach and which smoothly interpolates between the BFKL and the DGLAP predictions in their range of validity; and, LEPTO and HERWIG, which are based on leading order DGLAP parton evolution. The measured cross section is reasonably well described by ARIADNE while LEPTO, HERWIG and LDC predict cross sections that are too low at small x. The excess of forward jets at small x observed in the data with respect to LEPTO and HERWIG may be interpreted as an indication of hard physics not implemented in present models of DGLAP-based parton evolution. However, the current implementation of BFKLtype physics, as exemplified by the LDC model, still underestimates the measured forward jet cross section.
