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NON-TANGENTIAL LIMITS AND THE SLOPE OF TRAJECTORIES
OF HOLOMORPHIC SEMIGROUPS OF THE UNIT DISC
FILIPPO BRACCI∗, MANUEL D. CONTRERAS†, SANTIAGO DI´AZ-MADRIGAL†,
AND HERVE´ GAUSSIER‡
Abstract. Let ∆ ( C be a simply connected domain, let f : D → ∆ be a Riemann
map and let {zk} ⊂ ∆ be a compactly divergent sequence. Using Gromov’s hyperbolicity
theory, we show that {f−1(zk)} converges non-tangentially to a point of ∂D if and only
if there exists a simply connected domain U ( C such that ∆ ⊂ U and ∆ contains a
tubular hyperbolic neighborhood of a geodesic of U and {zk} is eventually contained in
a smaller tubular hyperbolic neighborhood of the same geodesic. As a consequence we
show that if (φt) is a non-elliptic semigroup of holomorphic self-maps of D with Koenigs
function h and h(D) contains a vertical Euclidean sector, then φt(z) converges to the
Denjoy-Wolff point non-tangentially for every z ∈ D as t→ +∞. Using new localization
results for the hyperbolic distance, we also construct an example of a parabolic semigroup
which converges non-tangentially to the Denjoy-Wolff point but it is oscillating, in the
sense that the slope of the trajectories is not a single point.
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1. Introduction
The notion of non-tangential limit is very important in geometric function theory. A
sequence {zn} ⊂ D := {z ∈ C : |z| < 1} converges non-tangentially to a point σ ∈ ∂D if
it converges to σ and it is eventually contained in a Stolz region of vertex σ, that is, if it
is eventually contained in the set {z ∈ D : |σ − z| < R(1− |z|)} for some R > 1.
Question. Let ∆ ( C be a simply connected domain and let f : D→ ∆ be a Riemann
map. Let {zn} ⊂ ∆ be a compactly divergent sequence, i.e., with no accumulation points
in ∆. How can one decide if {f−1(zn)} converges non-tangentially to a point σ by looking
only at geometric properties of ∆?
The first aim of this paper is to give an answer to this question using the hyperbolic
distance (a similar question for orthogonal convergence has been settled in [7]).
The first observation is that, if γ : [0,+∞)→ D is a geodesic for the hyperbolic distance
ω of D parameterized by arc length, then there exists σ ∈ ∂D such that limt→+∞ γ(t) =
σ ∈ ∂D. Moreover, for every R > 0, the set SD(γ, R) := {z ∈ D : ω(z, γ([0,+∞)) < R},
which we call a hyperbolic sector around γ of amplitude R, is equivalent to a Stolz region
at σ. Therefore, a compactly divergent sequence {zn} ⊂ D converges non-tangentially to σ
if and only if it is eventually contained in a hyperbolic sector around a geodesic converging
to σ. Given a simply connected domain U ⊂ C and a biholomorphism f : D → U , the
map f is an isometry between the hyperbolic distance kU of U and ω, thus the previous
property is invariant under biholomorphisms and gives a first answer to the previous
question. However, such a conclusion is not useful in practice, because knowing geodesics
and the hyperbolic distance of a simply connected domain is almost equivalent to knowing
the Riemann map of that domain.
However, using the Gromov hyperbolicity theory, we prove the following result (see
Theorem 4.9):
Theorem 1.1. Let ∆ ( C be a simply connected domain and let f : D→ ∆ be a Riemann
map. Let {zn} ⊂ ∆ be a compactly divergent sequence, i.e., with no accumulation points
in ∆. Then {f−1(zn)} converges non-tangentially to a point σ ∈ ∂D if and only if there
exist a simply connected domain U ( C, a geodesic γ : [0,+∞) → U of U such that
limt→+∞ kU(γ(t), γ(0)) = +∞ and R > R0 > 0 such that
(1) SU(γ, R) := {w ∈ U : kU(w, γ([0,+∞))) < R} ⊂ ∆ ⊆ U ,
(2) there exists n0 ≥ 0 such that zn ∈ SU(γ, R0) for all n ≥ n0.
A simple consequence of the previous theorem is that if ∆ is a simply connected domain
contained in an upper half-plane and containing a vertical Euclidean sector p + {z ∈ C :
Im z > k|Re z|}, for some p ∈ C and k > 0, then f−1(p+ it) converges non-tangentially to
a boundary point of D as t→ +∞.
Another interesting consequence is that if ∆ is a simply connected domain starlike at
infinity (that is, ∆ + it ⊂ ∆ for all t ≥ 0), that contains a vertical Euclidean sector, then
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the curve [0,+∞) ∋ t 7→ f−1(f(z) + it) converges non-tangentially to some point of ∂D
as t → +∞ for every z ∈ D. In fact, it can be shown that such a curve is a uniform
quasi-geodesic in the sense of Gromov.
The latter fact has an interesting application to the study of one-parameter continuous
semigroups of holomorphic self-maps of D—or, for short, semigroups in D. A semigroup
in D is a continuous homomorphism of the real semigroup [0,+∞) endowed with the
Euclidean topology to the semigroup under composition of holomorphic self-maps of D
endowed with the topology of uniform convergence on compacta. Semigroups in D have
been intensively studied (see, e.g.,[1, 2, 4, 14, 20, 21]). It is known that, if (φt) is a
semigroup in D, which is not a group of hyperbolic rotations, then there exists a unique
τ ∈ D, the Denjoy-Wolff point of (φt) such that limt→+∞ φt(z) = τ , and the convergence
is uniform on compacta. In case τ ∈ D, the semigroup is called elliptic. Non-elliptic
semigroups can be divided into three types: hyperbolic, parabolic of positive hyperbolic
step and parabolic of zero hyperbolic step. It is known (see [8, 9, 15]) that if (φt) is a
hyperbolic semigroup then the trajectory t 7→ φt(z) always converges non-tangentially to
its Denjoy-Wolff point as t → +∞ for every z ∈ D, while, if it is parabolic of positive
hyperbolic step then φt(z) always converges tangentially to its Denjoy-Wolff point as
t→ +∞ for every z ∈ D.
In case of parabolic semigroups of zero hyperbolic step, the behavior of trajectories
can be rather wild. All the trajectories have the same slope, that is the cluster set of
Arg(1− τφt(z)) as t→ +∞—which is a compact subset of [−π/2, π/2]—does not depend
on z ∈ D (see [8, 9]). In many cases this slope is just a point, but in [5, 10], examples are
constructed such that the slope is the full interval [−π/2, π/2].
Recall (see, e.g., [1, 3, 12, 6, 13]) that (φt) is a parabolic semigroup in D of zero
hyperbolic step if and only if there exists a univalent function h, the Koenigs function
of (φt), such that h(D) is starlike at infinity, h(φt(z)) = h(z) + it for all t ≥ 0 and
z ∈ D, and for every w ∈ C there exists t0 ≥ 0 such that w + it0 ∈ h(D). The triple
(C, h, z 7→ z + it) is called a canonical model for (φt) and it is essentially unique. A
straigthforward consequence of our previous discussion is the following (see Proposition
4.13):
Corollary 1.2. Let (φt) be a parabolic semigroup of zero hyperbolic step with Denjoy-
Wolff point τ ∈ ∂D. Assume that h(D) contains a vertical Euclidean sector. Then for
every z ∈ D the trajectory φt(z) converges non-tangentially to τ as t → +∞. In other
words, the slope of (φt) is a set [a, b] with −π/2 < a ≤ b < π/2.
The condition of h(D) containing a vertical Euclidean sector is not necessary for having
non-tangential convergence of the orbits: let α > 1 and let Zα := {z ∈ C : |Re z|α < Im z},
a parabola-like open set. Since Zα is simply connected and starlike at infinity, if f : D→ Zα
is a Riemann map, φt(z) := f
−1(f(z) + it), z ∈ D, is a semigroup whose canonical model
is (C, f, z 7→ z + it), hence, it is parabolic of zero hyperbolic step. Since Zα is symmetric
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with respect to the imaginary axis, it follows that f−1(it), t > 0, is a geodesic in D.
Therefore φt(f
−1(i)) converges radially to the Denjoy-Wolff point as t→ +∞.
Despite the previous example, it turns out that for every α > 1 there exists a parabolic
semigroup (φαt ) of zero hyperbolic step with Koenigs function hα such that Zα ⊂ hα(D) but
φαt (z) does not converge non-tangentially to the Denjoy-Wolff point (see Proposition 6.2).
Furthermore, using Corollary 1.2, we are able to construct a (rather explicit in terms of
the canonical model) example of a parabolic semigroup with zero hyperbolic step whose
trajectories converge non-tangentially to the Denjoy-Wolff point but are oscillating (see
Proposition 6.1):
Proposition 1.3. There exists a parabolic semigroup (φt) of zero hyperbolic step in D
such that for every z ∈ D, the slope of (φt) is [a, b] with −π/2 < a < b < π/2.
Our technique does not allow to prescribe exactly the values of a, b. In [5] (see also [17]
for details) it is remarked that, with a slight modification of the technique of harmonic
measure theory used by the author in order to construct parabolic semigroups with slope
[−π/2, π/2], it is possible to construct examples of parabolic semigroups having slope [a, b]
for every −π/2 < a < b < π/2.
The proof of the latter proposition is quite involved and the techniques we use might
be interesting in their own right. The main new tools we introduce and exploit in our
construction are“good boxes” (see Section 5). These are open subsets of simply connected
domains where one can estimates hyperbolic distance and displacement of geodesics using
the corresponding objects for strips.
The plan of the paper is the following. In Section 2, we recall the notion of geodesics
and Gromov’s quasi-geodesics in simply connected domains and state some results we
need in the paper. In Section 3, we collect some known (and some possibly new) results
of localization for the hyperbolic metric and the hyperbolic distance in simply connected
domains. In Section 4, we prove Theorem 1.1 and Corollary 1.2. In Section 5 we introduce
“good boxes” and prove the results about geodesics and hyperbolic metric we mentioned
above. Finally, in Section 6, we prove Proposition 1.3 and Proposition 6.2.
We thank the referees for many useful comments which improved the original manu-
script.
Notations. In this paper we will freely make use of Carathe´odory’s prime end theory
(see, e.g.,[11, 18, 19]). In particular, recall that every simply connected domain ∆ ( C
has a Carathe´odory boundary ∂C∆ given by the union of the prime ends of ∆. The set
∆̂ := ∆∪ ∂C∆ can be endowed with the Carathe´odory topology. For an open set U ⊂ ∆,
we let U∗ be the union of U with every prime end of ∆ for which there exists a representing
null chain which is eventually contained in U . The Carathe´odory topology is the topology
generated by all open sets U of ∆ and the sets U∗. It is known that D with the Euclidean
topology is homeomorphic to D̂ and, if f : D→ ∆ is a Riemann map, then f extends to
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a homeomorphism fˆ : D̂ → ∆̂. In this way, every point σ ∈ ∂D corresponds to a unique
prime end xσ ∈ ∂CD and, via f , to a unique prime end fˆ(xσ) ∈ ∂C∆.
We denote by C∞ the Riemann sphere. If ∆ ⊂ C is a domain, we denote by ∂∞∆ its
boundary in C∞. Note that ∂∞∆ = ∂∆ in case ∆ is bounded, otherwise ∂∞∆ = ∂∆∪{∞}.
Finally, we denote by ω(z, w) the hyperbolic distance between z and w ∈ D.
2. Geodesics and quasi-geodesics in simply connected domains
Let ∆ ( C be a simply connected domain. We denote by κ∆ the infinitesimal metric in
∆, that is, for z ∈ ∆, v ∈ C, we let
κ∆(z; v) :=
|v|
f ′(0)
,
where f : D → ∆ is the Riemann map such that f(0) = z, f ′(0) > 0. The hyperbolic
distance k∆ in ∆ is defined for z, w ∈ ∆ as
k∆(z, w) := inf
∫ 1
0
κ∆(γ(t); γ
′(t))dt,
where the infimum is taken over all piecewise C1-smooth curve γ : [0, 1] → ∆ such that
γ(0) = z, γ(1) = w.
It is well known that, for all z, w ∈ D,
ω(z, w) := kD(z, w) =
1
2
log
1 +
∣∣ z−w
1−zw
∣∣
1− ∣∣ z−w
1−zw
∣∣ .
Let −∞ < a < b < +∞ and let γ : [a, b] → ∆ be a piecewise C1-smooth curve. For
a ≤ s ≤ t ≤ b, we define the hyperbolic length of γ in ∆ between s and t as
ℓ∆(γ; [s, t]) :=
∫ t
s
κ∆(γ(u); γ
′(u))du.
In case s = a and t = b, we will simply write
ℓ∆(γ) := ℓ∆(γ; [a, b]).
Definition 2.1. Let ∆ ( C be a simply connected domain. A C1-smooth curve γ :
(a, b) → ∆, −∞ ≤ a < b ≤ +∞ such that γ′(t) 6= 0 for all t ∈ (a, b) is called a geodesic
of ∆ if for every a < s ≤ t < b,
ℓ∆(γ; [s, t]) = k∆(γ(s), γ(t)).
Moreover, if z, w ∈ ∆ and there exist a < s < t < b such that γ(s) = z and γ(t) = w, we
say that γ|[s,t] is a geodesic which joins z and w.
With a slight abuse of notation, we call geodesic also the image of γ in ∆.
Using Riemann maps and the invariance of hyperbolic metric and distance under the
action of biholomorphisms, we have the following result:
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Proposition 2.2. Let ∆ ( C be a simply connected domain. Let −∞ ≤ a < b ≤ +∞.
(1) If η : (a, b)→ ∆ is a geodesic, then
η(a) := lim
t→a+
η(t), η(b) := lim
t→b−
η(t)
exist as limits in the Carathe´odory topology of ∆. Moreover, if η(a), η(b) ∈ ∆ then
k∆(η(a), η(b)) = lim
ǫ→0+
ℓ∆(η; [a+ ǫ, b− ǫ]).
(2) If η : (a, b)→ ∆ is a geodesic such that η(a), η(b) ∈ ∂C∆, then η(a) 6= η(b).
(3) For any z, w ∈ ∆̂, z 6= w, there exists a real analytic geodesic γ : (a, b) → ∆
such that γ(a) = z and γ(b) = w. Moreover, such a geodesic is essentially unique,
namely, if η : (a˜, b˜) → ∆ is another geodesic joining z and w, then γ([a, b]) =
η([a˜, b˜]) in ∆̂.
(4) If γ : (a, b) → ∆ is a geodesic such that either γ(a) ∈ ∆ or γ(b) ∈ ∆ (or both),
then there exists a geodesic η : (a˜, b˜) → ∆ such that η(a˜), η(b˜) ∈ ∂C∆ and such
that γ([a, b]) ⊂ η([a˜, b˜]) in ∆̂.
(5) If γ : (a, b)→ ∆ is a geodesic such that γ(a) ∈ ∂C∆ then the cluster set Γ(γ, a) is
equal to Π(γ(a)), the principal part of the prime end γ(a) (and similarly for b in
case γ(b) ∈ ∂C∆).
Given a simply connected domain, it is in general a hard task to find geodesics. The
aim of this section is to recall a powerful method due to Gromov to localize geodesics via
simpler curves which are called quasi-geodesics.
Definition 2.3. Let ∆ ( C be a simply connected domain. Let A ≥ 1 and B ≥ 0. A
piecewise C1-smooth curve γ : [a, b]→ ∆, −∞ < a < b < +∞, is a (A,B)-quasi-geodesic
if for every a ≤ s ≤ t ≤ b,
ℓ∆(γ; [s, t]) ≤ Ak∆(γ(s), γ(t)) +B.
The importance of quasi-geodesics is partly justified by the following shadowing lemma
(see, e.g. [16]), known also as “geodesics’ stability lemma”:
Theorem 2.4 (Gromov’s shadowing lemma). For every A ≥ 1 and B ≥ 0 there exists
δ = δ(A,B) > 0 with the following property. Let ∆ ( C be any simply connected domain.
If γ : [a, b]→ ∆ is a (A,B)-quasi-geodesic, then there exists a geodesic γ˜ : [a˜, b˜]→ ∆ such
that γ˜(a˜) = γ(a), γ˜(b˜) = γ(b) and for every u ∈ [a, b] and v ∈ [a˜, b˜],
k∆(γ(u), γ˜([a˜, b˜])) < δ, k∆(γ˜(v), γ([a, b])) < δ.
The following result is a consequence of Gromov’s shadowing lemma and follows by
standard normality arguments:
Corollary 2.5. Let ∆ ( C be a simply connected domain. Let γ : [0,+∞) → ∆ be a
piecewise C1-smooth curve such that limt→+∞ k∆(γ(0), γ(t)) = +∞ and there exist A ≥ 1,
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B ≥ 0 such that for every fixed T > 0 the curve [0, T ] ∋ t 7→ γ(t) is a (A,B)-quasi-
geodesic. Then there exists a prime end x ∈ ∂C∆ such that γ(t)→ x in the Carathe´odory
topology of ∆ as t → +∞. Moreover, there exists ǫ > 0 such that, if η : [0,+∞) → ∆ is
the geodesic of ∆ parameterized by arc length such that η(0) = γ(0) and limt→+∞ η(t) = x
in the Carathe´odory topology of ∆, then, for every t ∈ [0,+∞),
k∆(γ(t), η([0,+∞))) < ǫ, k∆(η(t), γ([0,+∞))) < ǫ.
3. Localization of hyperbolic metric and hyperbolic distance
In this section we prove a localization result which allows to get information on the
hyperbolic metric and hyperbolic distance of a simply connected domain in a portion of
the domain itself.
We start with the notion of totally geodesic subsets:
Definition 3.1. Let ∆ ( C be a simply connected domain. A domain U ⊂ ∆ is said
to be totally geodesic in ∆ if for every z, w ∈ U the geodesic of ∆ joining z and w is
contained in U .
We need the following lemma:
Lemma 3.2. Let ∆ ( C be a simply connected domain. Let γ : R → ∆ be a geodesic
parameterized by arc length. Then ∆ \ γ(R) consists of two simply connected components
which are totally geodesic in ∆.
Proof. Let f : D → ∆ be a biholomorphism. Then, f−1 ◦ γ : R → D is a geodesic
parameterized by arc length. Up to pre-composing with an automorphism of D, we can
assume that f−1(γ(R)) = (−1, 1). Consider D+ := {ζ ∈ D : Re ζ > 0}. Since the geodesic
in D joining two points z, w ∈ D is the arc of a circle containing z, w and meeting ∂D
orthogonally, it is easy to see that D+ is totally geodesic in D. A similar argument shows
that D− := {ζ ∈ D : Re ζ < 0} is totally geodesic. Moving back to ∆ via f and recalling
that f is an isometry for the hyperbolic distance, we have the result. 
Now we can state and prove a localization result for the hyperbolic metric and the
hyperbolic distance:
Theorem 3.3 (Localization Lemma). Let ∆ ( C be a simply connected domain. Let
p ∈ ∂C∆ and let U∗ be an open set in ∆̂ which contains p. Assume that U∗ ∩∆ is simply
connected. Let C > 1. Then there exists an open neighborhood V ∗ ⊂ U∗ of p such that for
every z, w ∈ V ∗ ∩∆ and all v ∈ C,
(3.1) κ∆(z; v) ≤ κU∗∩∆(z; v) ≤ Cκ∆(z; v),
(3.2) k∆(z, w) ≤ kU∗∩∆(z, w) ≤ Ck∆(z, w).
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In particular, if ∆ is a Jordan domain then for every σ ∈ ∂∞∆, for every U ⊂ C∞ open
set such that σ ∈ U and U ∩∆ is simply connected, and every C > 1, there exists an open
neighborhood V ⊂ U of σ such that (3.1) and (3.2) hold (with U∗ = U and V ∗ = V ).
Proof. The inequalities on the left in (3.1) and (3.2) follow immediately from the decreas-
ing properties of the infinitesimal metric and of the distance.
As for the inequalities on the right, it is enough to prove them for ∆ = D. The identity
map extends to a homeomorphism Φ between D̂ and D. Hence, there exists an open set
(in the Euclidean topology) W ⊂ C such that σ := Φ(p) ∈ W and Φ(U∗) = W ∩D. Since
by hypothesis U∗ ∩ D is simply connected, then Φ(U∗ ∩ D) = W ∩D is simply connected
as well.
Now we use ideas probably well known to experts. However, we give a sketch here for
the reader’s convenience. First, one can prove that given R > 0 such that (tanhR)−1 < C,
there exists an open set X ⊂W , σ ∈ X , such that for every z ∈ X∩D the hyperbolic disc
Dhyp(z, R) := {w ∈ D : kD(z, w) < R} is contained in W ∩ D. This implies immediately
that for all z ∈ X ∩ D and v ∈ C,
(3.3) κW∩D(z; v) ≤ κDhyp(z,R)(z; v) = (tanhR)−1κD(z; v) < CκD(z; v).
Then, one can find ǫ ∈ (0, π/4) in such a way that, if γ : (−∞,+∞)→ D is the geodesic
in D parameterized by arc length such that limt→−∞ γ(t) = e
ǫiσ and limt→+∞ γ(t) = e
−ǫiσ
then γ(R) ⊂ X .
By Lemma 3.2, D \ γ(R) is the union of two simply connected components. Since γ(R)
does not contain σ, it follows that σ belongs to the closure of one and only one of the
connected components of D\γ(R). Call Y such a component. By Lemma 3.2, Y is totally
geodesic in D. Therefore, for every z, w ∈ Y , the geodesic η : [0, 1] → D of D such that
η(0) = z, η(1) = w is contained in Y ⊂ X ∩ D. Hence, by (3.3),
kW∩D(z, w) ≤ ℓW∩D(η; [0, 1]) =
∫ 1
0
κW∩D(η(t); η
′(t))dt
≤ C
∫ 1
0
κD(η(t); η
′(t))dt = CkD(z, w).
By the arbitrariness of z, w, setting V ∗ := Φ−1(Y˜ ∩D), where Y˜ is any open set in C such
that Y˜ ∩ D = Y , we are done.
Finally, if ∆ is a Jordan domain, the result follows since ∆
∞
and ∆̂ are homeomorphic.

If Ω ⊂ C is a domain, for z ∈ Ω, we let
δΩ(z) := inf
w∈C\Ω
|z − w|,
the Euclidean distance from z to the boundary ∂Ω.
NON-TANGENTIAL LIMITS AND THE SLOPE OF TRAJECTORIES 9
Theorem 3.4. Let ∆ ( C be a simply connected domain. Then for every z ∈ ∆ and
v ∈ C,
|v|
4δ∆(z)
≤ κ∆(z; v) ≤ |v|
δ∆(z)
.
Moreover, if ∆ is convex, κ∆(z; v) ≥ |v|2δ∆(z) for every z ∈ ∆ and v ∈ C.
Sketch of the proof. The lower estimate follows form the Koebe 1/4-Theorem. The upper
estimate follows at once since the Euclidean disc of center z and radius δ∆(z) is contained
in ∆.
In case ∆ is convex, take z ∈ ∆ and let p ∈ ∂∆ be a point such that |p − z| = δ∆(z).
By convexity, ∆ is contained in a half-plane whose boundary is a separating line for ∆ at
p. From this the lower estimate follows at once. 
Integrating the previous estimates, one has:
Theorem 3.5 (Distance Lemma). Let ∆ ( C be a simply connected domain. Then for
every w1, w2 ∈ ∆,
1
4
log
(
1 +
|w1 − w2|
min{δ∆(w1), δ∆(w2)}
)
≤ k∆(w1, w2) ≤
∫
Γ
|dw|
δ∆(w)
,
where Γ is any piecewise C1-smooth curve in ∆ joining w1 to w2.
In case ∆ is convex, one can replace 1/4 with 1/2 in the left-hand side of the previous
inequality.
4. Hyperbolic sectors and non-tangential limits
The aim of this section is to provide an intrinsic way to define non-tangential limits in
simply connected domains. More precisely, the question we settle here is the following:
let ∆ ( C be a simply connected domain and f : D→ ∆ a Riemann map. Let {zn} ⊂ ∆
be a sequence such that {f−1(zn)} converges to σ ∈ ∂D. How is it possible to determine
whether {f−1(zn)} converges non-tangentially to σ by looking at the geometry of ∆?
We start with a definition which allows to extend the notion of non-tangential limit to
any simply connected domain:
Definition 4.1. Let ∆ ( C be a simply connected domain. Let γ : (a,+∞) → ∆,
a ≥ −∞, be a geodesic with the property that limt→+∞ k∆(γ(t), γ(t0)) = +∞, for some
t0 ∈ (a,+∞). A hyperbolic sector around γ of amplitude R > 0 is
S∆(γ, R) := {w ∈ ∆ : k∆(w, γ((a,+∞))) < R}.
Now we aim to give a description of hyperbolic sectors. To this aim, it is useful to
move our considerations to the right half-plane, where actual computations turn out to
be easier.
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Let H := {z ∈ C : Re (z) > 0}. The map z 7→ 1+z
1−z
is a biholomorphism between D and
H. Hence, a direct computation shows that for z, w ∈ H, v ∈ C
κH(z; v) =
|v|
2Re z
, kH(z, w) =
1
2
log
1 +
∣∣z−w
z+w
∣∣
1− ∣∣z−w
z+w
∣∣ .
Moreover, since D and H are biholomorphic via a Moebius transformation, it follows easily
that the geodesics in H are either intervals contained in semi-lines in H parallel to the
real axis, or arcs in H of circles intersecting orthogonally the imaginary axis.
Lemma 4.2. Let β ∈ (−π
2
, π
2
).
(1) Let 0 < ρ0 < ρ1 and let Γ := {ρeiβ : ρ0 ≤ ρ ≤ ρ1}. Then, ℓH(Γ) = 1
2 cosβ
log
ρ1
ρ0
.
(2) Let ρ0, ρ1 > 0. Then, kH(ρ0, ρ1e
iβ)− kH(ρ0, ρ1) ≥ 1
2
log
1
cos β
.
(3) Let ρ0 > 0 and α ∈ (−π2 , π2 ). Then, (0,+∞) ∋ ρ 7→ kH(ρeiα, ρ0eiβ) has a minimum
at ρ = ρ0, it is increasing for ρ > ρ0 and decreasing for ρ < ρ0.
(4) Let θ0, θ1 ∈ (−π2 , π2 ) and ρ > 0. Then kH(ρeiθ0 , ρeiθ1) = kH(eiθ0 , eiθ1). Moreover,
kH(1, e
iθ) = kH(1, e
−iθ) for all θ ∈ [0, π/2) and [0, π/2) ∋ θ 7→ kH(1, eiθ) is strictly
increasing.
(5) Let β0, β1 ∈ (−π2 , π2 ) and 0 < ρ0 < ρ1. Then kH(ρ0eiβ0 , ρ1eiβ1) ≥ kH(ρ0, ρ1).
Proof. (1) Setting γ(ρ) := ρeiβ , we have
ℓH(Γ) = ℓH(γ; [ρ0, ρ1]) =
∫ ρ1
ρ0
1
2Re ρeiβ
dρ =
1
2 cos β
log
ρ1
ρ0
.
In particular, since for β = 0, Γ is a geodesic of H, ℓH(Γ; [ρ0, ρ1]) = kH(ρ0, ρ1).
(2) We have,
kH(ρ0, ρ1e
iβ) =
1
2
log
(
1 +
∣∣∣ρ1eiβ−ρ0ρ1eiβ+ρ0
∣∣∣)2
1−
∣∣∣ρ1eiβ−ρ0ρ1eiβ+ρ0
∣∣∣2 =
1
2
log
(∣∣ρ1eiβ + ρ0∣∣ + ∣∣ρ1eiβ − ρ0∣∣)2
|ρ1eiβ + ρ0|2 − |ρ1eiβ − ρ0|2
=
1
2
log
ρ20 + ρ
2
1 +
√
ρ41 + ρ
4
0 − 2ρ20ρ21 cos(2β)
2ρ0ρ1 cos β
.
Assume ρ0 ≤ ρ1 and set x = ρ0ρ1 (in case ρ0 > ρ1, set x =
ρ1
ρ0
). Hence,
kH(ρ0, ρ1e
iβ)− kH(ρ0, ρ1) = 1
2
log
1 + x2 +
√
1 + x4 − 2x2 cos(2β)
2 cos β
.
Since the numerator inside the logarithm is strictly increasing in x and x ∈ (0, 1], the
estimate follows.
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(3) We have
kH(ρe
iα, ρ0e
iβ) =
1
2
log
1 +
∣∣∣ ρ0eiβ−ρeiαρ0eiβ+ρe−iα
∣∣∣
1−
∣∣∣ ρ0eiβ−ρeiαρ0eiβ+ρe−iα
∣∣∣ .
Since the derivative of [0, 1) ∋ x 7→ 1
2
log 1+x
1−x
is strictly positive, it is enough to prove the
statement for the function
(0,+∞) ∋ ρ 7→ |ρ0e
iβ − ρeiα|2
|ρ0eiβ + ρe−iα|2 =
ρ20 + ρ
2 − 2ρρ0 cos(β − α)
ρ20 + ρ
2 + 2ρρ0 cos(β + α)
,
and this follows immediately from a direct computation.
(4) From a straightforward computation from the very definition of hyperbolic distance
in H, we have
kH(ρe
iθ0 , ρeiθ1) =
1
2
log
1 + |e
iθ0−eiθ1 |
|eiθ0+e−iθ1 |
1− |eiθ0−eiθ1 |
|eiθ0+e−iθ1 |
= kH(e
iθ0 , eiθ1).
This proves the first part of the statement. Alternatively, this follows from the fact that
the multiplication by ρ is a biholomorphism of H. Next, since
[0, π/2) ∋ θ 7→
∣∣∣∣eiθ − 1eiθ + 1
∣∣∣∣ =
√
1− cos θ
1 + cos θ
,
is strictly increasing, using the fact that (0, 1) ∋ x 7→ 1
2
log 1+x
1−x
is strictly increasing in x
and from the very definition of kH(1, e
iθ) it follows that [0, π/2) ∋ θ 7→ kH(1, eiθ) is strictly
increasing. Moreover, the previous formula also shows that kH(1, e
iθ) = kH(1, e
−iθ) for all
θ ∈ [0, π/2).
(5) Using the fact that (0, 1) ∋ x 7→ 1
2
log 1+x
1−x
is strictly increasing in x and from the
very definition of kH, it is enough to prove that
|eiβ0ρ0 − eiβ1ρ1|
|eiβ0ρ0 + e−iβ1ρ1| ≥
ρ1 − ρ0
ρ0 + ρ1
.
Setting a := ρ20 + ρ
2
1 and b = 2ρ0ρ1, and taking the square in the previous inequality, this
amounts to show that
a− b cos(β0 − β1)
a+ b cos(β0 + β1)
≥ a− b
a+ b
.
After simple computations, this is equivalent to
cos β1 cos β0 +
b
a
sin β1 sin β0 ≤ 1.
Since b ≤ a, the result follows. 
Now we describe the shape of a hyperbolic sector in the half-plane. We need a definition:
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Definition 4.3. Let β ∈ (0, π) and r0 ∈ [0,+∞), let
V (β, r0) := {ρeiθ : ρ > r0, |θ| < β},
be a horizontal sector of angle 2β symmetric with respect to the real axis and with height
r0.
Lemma 4.4. Let γ : [0,+∞) → H be a geodesic such that γ([0,+∞)) = [r0,+∞)
and γ(0) = r0 for some r0 > 0. Then for every R > 0 there exists β ∈ (0, π/2), with
kH(1, e
iβ) = R, such that
(4.1) SH(γ, R) = V (β, r0) ∪DhypH (r0, R),
where DhypH (r0, R) := {w ∈ H : kH(r0, w) < R} is the hyperbolic disc in H of center r0 and
radius R.
Proof. Let w ∈ H, w = ρeiθ for some ρ > 0 and θ ∈ (−π/2, π/2). Hence, by Lemma
4.2(3),
kH(w, (0,+∞)) = kH(ρeiθ, ρ) = kH(eiθ, 1).
Let β ∈ (0, π/2) be such that kH(1, eiβ) = R. Therefore, given ρ > 0, by Lemma 4.2(4)
and the previous equalities, kH(ρe
iθ, (0,+∞)) < R if and only if |θ| < β. This implies at
once that V (β, r0) ⊂ SH(γ, R).
Moreover, let w ∈ DhypH (r0, R). Hence, M := kH(r0, w) < R. Let r ∈ (r0,+∞) be such
that kH(r, r0) < R−M . Hence, by the triangle inequality,
kH(w, r) ≤ kH(w, r0) + kH(r0, r) < M +R−M = R,
proving that w ∈ SH(γ, R). Therefore, V (β, r0) ∪DhypH (r0, R) ⊂ SH(γ, R).
Now, let w = ρeiθ ∈ SH(γ, R) with ρ > 0 and θ ∈ (−π/2, π/2). If ρ > r0, by Lemma
4.2(3) and (4), it follows immediately that w ∈ V (β, r0). If ρ ≤ r0, the condition w ∈
SH(γ, R) implies that there exists r > r0 such that kH(w, r) < R. Hence, by Lemma
4.2(3), kH(ρe
iθ, r0) < kH(ρe
iθ, r) < R and w ∈ DhypH (r0, R). This proves that SH(γ, R) ⊂
V (β, r0) ∪DhypH (r0, R). 
As a consequence, we have the following characterization of non-tangential convergence:
Proposition 4.5. Let ∆ ( C be a simply connected domain and let f : D → ∆ be a
Riemann map. Let {zn} ⊂ ∆ be a compactly divergent sequence. Then {f−1(zn)} converges
non-tangentially to σ ∈ ∂D if and only if there exist R > 0 and a geodesic γ : [0,+∞)→ ∆
such that limt→+∞ γ(t) = fˆ(xσ) in the Carathe´odory topology of ∆ and {zn} is eventually
contained in S∆(γ, R). Here, fˆ : D̂→ ∆̂ is the homeomorphism induced by f and xσ ∈ ∂CD
is the prime end corresponding to σ under f .
Proof. Since the condition that {zn} is eventually contained in S∆(γ, R) is invariant under
isometries for the hyperbolic distance and f is an isometry between ω and k∆, it is enough
to prove the statement for ∆ = H and a Cayley transform f : D → H which maps σ to
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∞. Hence, {zn} ⊂ D converges non-tangentially to ∞ if and only if {zn} is eventually
contained in a horizontal sector in H. The result follows then at once by Lemma 4.4. 
The previous result allows to talk of non-tangential limits in simply connected domains,
but, from a practical point of view, it is not very useful since the characterization of
hyperbolic sectors in a general simply connected domain is a very hard task. Still, we will
see how, using localization, one can obtain useful conclusions. We start with the following
localization result for hyperbolic sectors:
Lemma 4.6. Let ∆ ( C be a simply connected domain and let γ : [0,+∞) → ∆ be a
geodesic such that limt→+∞ k∆(γ(0), γ(t)) = +∞. Let R > 0. Then, for every 0 < R0 < R
there exists C > 1 such that
(1) for every z ∈ S∆(γ, R0) and v ∈ C,
(4.2) κ∆(z; v) ≤ κS∆(γ,R)(z; v) ≤ Cκ∆(z; v),
(2) for every z, w ∈ S∆(γ, R0),
(4.3) k∆(z, w) ≤ kS∆(γ,R)(z, w) ≤ Ck∆(z, w).
Proof. The left hand side inequalities follow at once since S∆(γ, R) ⊂ ∆.
As for the right hand side inequalities in (4.2) and (4.3), since univalent maps are
isometries for the hyperbolic distance, we can assume that ∆ = H and γ([0,+∞)) =
[1,+∞).
By Lemma 4.4,
S := SH(γ, R) = V (β, 1) ∪DhypH (1, R),
for some β ∈ (0, π/2), and SH(γ, R0) = V (β ′, 1) ∪DhypH (1, R0) for some β ′ ∈ (0, β).
Taking into account that DhypH (1, R0) ⊂ DhypH (1, R), it follows at once that SH(γ, R0) ∩
{w ∈ S : |z| ≤ M} is relatively compact in S for every M > 1. Therefore, given M > 1
there exists C (which depends on M) such that (4.2) holds for every z ∈ SH(γ, R0)∩{w ∈
S : |z| ≤M} and every v ∈ C.
FixM > 1 such that δS(z) = δV (β,1)(z) for all z ∈ V (β ′,M). By the previous argument,
we only need to prove that (4.2) holds for z ∈ V (β ′,M). Let z ∈ V (β ′,M) and v ∈ C\{0}.
By Theorem 3.4,
(4.4)
κS(z; v)
κH(z; v)
≤ 4δH(z)
δS(z)
= 4
δH(z)
δV (β,1)(z)
.
Now, let z ∈ V (β ′,M) and let qz ∈ ∂V (β, 1) be such that |z− qz| = δV (β,1)(z). If we write
z = ρeiθ with ρ > M and |θ| < β ′, assuming θ ≥ 0 (the case θ < 0 is similar), a simple
computation shows that
qz − z = ρ cos β cos θ(tan θ − tan β)(sinβ − i cos β).
Hence,
δV (β,1)(z) = |qz − z| = ρ cos β cos θ(tan β − tan θ) ≥ ρ cos β cos θ(tan β − tanβ ′).
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Since δH(z) = Re z = ρ cos θ, we have
δH(z)
δV (β,1)(z)
≤ 1
cos β(tanβ − tan β ′) ,
and the right hand side inequality in (4.2) follows at once from (4.4).
We are left to prove the right hand side inequality in (4.3). To this aim, we claim that
SH(γ, R0) is totally geodesic in H.
Assuming the claim for the moment, let z, w ∈ SH(γ, R0) and let η : [0, 1] → H be a
geodesic such that η(0) = z and η(1) = w. By the claim, η([0, 1]) ⊂ SH(γ, R0). Hence, by
(4.2),
kSH(γ,R)(z, w) ≤
∫ 1
0
κSH(γ,R)(η(t); η
′(t))dt ≤ C
∫ 1
0
κH(η(t); η
′(t))dt = CkH(z, w),
and the right hand side inequality in (4.3) follows.
Let us prove the claim. Since geodesics of H are either contained in half lines parallel
to the real axis or in arcs of circles which intersect orthogonally the imaginary axis, it is
clear that V (β ′, 0) is totally geodesic in H. Next, since {ζ ∈ C : |ζ | = r}∩H is a geodesic
in H for all r > 0, it follows by Lemma 3.2 that {w ∈ H : |w| > 1} is totally geodesic in
H, hence, V (β ′, 1) = V (β ′, 0) ∩ {w ∈ H : |w| > 1} is totally geodesic in H.
Moreover, DhypH (1, R0) is totally geodesic in H— this can be easily seen by proving that
any hyperbolic disc in D centered at 0 is totally geodesic and using a Cayley transform
to move to H.
Therefore, we only have to show that if z ∈ DhypH (1, R0) \ V (β ′, 1) and w ∈ V (β ′, 1) \
DhypH (1, R0), the geodesic η : [0, 1]→ H forH such that η(0) = z and η(1) = w is contained
in V (β ′, 1) ∪DhypH (1, R0).
To this aim, we first observe that DhypH (1, R0) ⊂ V (β ′, 0). Indeed, if ρeiθ ∈ DhypH (1, R0)
for some ρ > 0 and θ ∈ (−π/2, π/2), then by Lemma 4.2(3),
kH(ρ, ρe
iθ) ≤ kH(1, ρeiθ) < R0.
This, together with Lemma 4.2(4) and Lemma 4.4, proves that
kH(1, e
iθ) = kH(ρ, ρe
iθ) < R0 = kH(1, e
iβ′),
and hence |θ| < β ′. That is, ρeiθ ∈ V (β ′, 0). Therefore, since V (β ′, 0) is totally geodesic
in H,
(4.5) η([0, 1]) ⊂ V (β ′, 0).
Hence, if η([0, 1]) 6⊂ V (β ′, 1) ∪ DhypH (1, R0), then, by (4.5), there exists s ∈ (0, 1) such
that |η(s)| < 1 and η(s) 6∈ DhypH (1, R0). Now, the arc (−β ′, β ′) ∋ θ 7→ eiθ is contained in
DhypH (1, R0) by Lemma 4.2(4), and divides V (β
′, 0) into two connected components, which
are V (β ′, 1) and V (β ′, 0)\V (β ′, 1). Since η([0, 1]) is connected, there exists s′ ∈ (s, 1) such
that |η(s′)| = 1—hence, η(s′) ∈ DhypH (1, R0). But then, η|[0,s′] is a geodesic in H which
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joins z, η(s′) ∈ DhypH (1, R0) but it is not contained in DhypH (1, R0), contradicting the fact
that DhypH (1, R0) is totally geodesic in H. Therefore, η([0, 1]) ⊂ V (β ′, 1)∪DhypH (1, R0) and
the claim follows. 
Remark 4.7. The last part of the proof of the previous lemma shows in particular that
DhypH (1, R0) ⊂ V (β ′, 0), where kH(1, eiβ
′
) = R0. Note that, by Lemma 4.2(4),
V (β ′, 0) = {z ∈ H : kH(z, (0,+∞)) < R0}.
Making use of Riemann mappings, we conclude that if ∆ ( C is a simply con-
nected domain and γ : (0,+∞) → ∆ is a geodesic such that limt→0+ k∆(γ(t), γ(1)) =
limt→+∞ k∆(γ(t), γ(1)) = +∞, then for every t ∈ (0,+∞),
Dhyp∆ (γ(t), R0) ⊂ {z ∈ ∆ : kH(z, γ((0,+∞))) < R0}.
We next present two consequences of Lemma 4.6:
Proposition 4.8. Let ∆, U ( C be two simply connected domains. Let R > 0 and let
γ : [0,+∞)→ U be a geodesic in U such that limt→+∞ kU(γ(t), γ(0)) = +∞. Suppose
SU(γ, R) ⊂ ∆ ⊆ U.
Then there exists C > 1 such that for every 0 ≤ T < +∞ the curve [0, T ] ∋ t 7→ γ(t) is a
(C, 0)-quasi-geodesic in ∆.
In particular, if f : D → ∆ is a Riemann map, then f−1(γ(t)) converges non-
tangentially to a point σ ∈ ∂D.
Proof. Fix R0 ∈ (0, R). Note that γ(t) ∈ SU(γ, R0) for all t ∈ [0,+∞). Hence, by Lemma
4.6, and taking into account that γ is a geodesic in U , for every 0 ≤ s ≤ t < +∞, we have
ℓ∆(γ; [s, t]) =
∫ t
s
κ∆(γ(u); γ
′(u))du ≤
∫ t
s
κSU (γ,R)(γ(u); γ
′(u))du
≤ C
∫ t
s
κU(γ(u); γ
′(u))du = CℓU(γ; [s, t])
= CkU(γ(s), γ(t)) ≤ Ck∆(γ(s), γ(t)),
which shows that γ : [0, T ]→ ∆ is a (C, 0)-quasi-geodesic in ∆ for all T > 0.
Since ∆ ⊂ U , we have
lim
t→+∞
k∆(γ(0), γ(t)) ≥ lim
t→+∞
kU(γ(0), γ(t)) = +∞.
Hence, by Corollary 2.5, there exist a geodesic η : [0,+∞) → ∆ for ∆ and δ > 0 such
that η(0) = γ(0), limt→+∞ k∆(η(0), η(t)) = +∞ and k∆(γ(s), η([0,+∞))) < δ for every
s ∈ [0,+∞). Proposition 4.5 implies then the final statement. 
Theorem 4.9. Let ∆ ( C be a simply connected domain and let f : D→ ∆ be a Riemann
map. Let {zn} ⊂ ∆ be a compactly divergent sequence. Then {f−1(zn)} converges non-
tangentially to a point σ ∈ ∂D if and only if there exist a simply connected domain U ( C,
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a geodesic γ : [0,+∞)→ U of U such that limt→+∞ kU(γ(t), γ(0)) = +∞ and R > R0 > 0
such that
(1) SU(γ, R) ⊂ ∆ ⊆ U ,
(2) there exists n0 ≥ 0 such that zn ∈ SU(γ, R0) for all n ≥ n0.
Proof. If {f−1(zn)} converges non-tangentially to a point in ∂D, then the result follows
trivially by taking U = ∆ and appealing to Proposition 4.5.
Conversely, since SU(γ, R) ⊂ ∆ ⊂ U , by Proposition 4.8, there exists C > 1 such that
the curve [0, T ] ∋ r 7→ γ(r) is a (C, 0)-quasi-geodesic in ∆ for all T > 0 and, arguing as in
the last part of the proof of Proposition 4.8, we find a geodesic η : [0,+∞)→ ∆ for ∆ and
δ > 0 such that η(0) = γ(0), limt→+∞ k∆(η(0), η(t)) = +∞ and k∆(γ(s), η([0,+∞))) < δ
for every s ∈ [0,+∞).
Fix n ≥ n0. By hypothesis, there exists sn ∈ [0,+∞) such that kU(zn, γ(sn)) < R0.
Hence, by Lemma 4.6
k∆(zn, γ(sn)) ≤ kSU (γ,R)(zn, γ(sn)) ≤ CkU(zn, γ(sn)) < CR0.
Let un ∈ [0,+∞) be such that k∆(γ(sn), η(un)) < δ. Then,
k∆(zn, η(un)) ≤ k∆(zn, γ(sn)) + k∆(γ(sn), η(un)) < CR0 + δ.
By the arbitrariness of n, this proves that for n ≥ n0, zn ∈ S∆(η, CR0 + δ). Proposition
4.5 implies then the statement. 
The previous results have practical applications. For instance, if ∆ ⊂ C is a simply
connected domain such that V (β, 0) ⊂ ∆ ⊂ H, for some β ∈ (−π/2, π/2), then the curve
(0,+∞) ∋ t 7→ t is a quasi-geodesic in ∆ and its pre-image via a Riemann map converges
non-tangentially to the boundary.
When dealing with the slope problem for semigroups, it is useful to consider other
simple domains, and we conclude this section with a corollary which will be useful later
on.
Definition 4.10. The Koebe domain with base point p ∈ C is
Kp := C \ {ζ ∈ C : Re ζ = Re p, Im ζ ≤ Im p}.
Since Kp is symmetric with respect to the line {ζ ∈ C : Re ζ = Re p}, it follows that the
curve γp : (0,+∞) ∋ t 7→ p + it is a geodesic in Kp. A simple direct computation, using
the Riemann map f : ζ 7→ √−iζ from K0 to H, shows
Lemma 4.11. Let p ∈ C and let R > 0. Fix t0 > 0 and let γp : [t0,+∞) → Kp be given
by γp(t) = p+ it, t ≥ t0. Then there exists β ∈ (0, π) such that
SKp(γp, R) = ((p+ iV (β, 0)) \ {ζ ∈ C : |ζ − p| ≤ t0}) ∪DhypKp (it0 + p, R).
The following corollary gives a simple geometric condition for the preimage of a line to
converge non-tangentially to the boundary of the disc:
NON-TANGENTIAL LIMITS AND THE SLOPE OF TRAJECTORIES 17
Corollary 4.12. Let ∆ ( C be a simply connected domain and f : D → ∆ a Riemann
map. Suppose there exists p ∈ C such that {p− it, t ≥ 0} ⊂ C\∆ and {p+ it, t > 0} ⊂ ∆.
If there exist N ≥ 0 and β ∈ (0, π) such that p + iN + iV (β, 0) ⊂ ∆, then there exist
C > 1, N ′ > 0, such that for every T > N ′ the curve [N ′, T ] ∋ t 7→ p+ it is a (C, 0)-quasi-
geodesic in ∆. In particular, there exists σ ∈ ∂D such that (0,+∞) ∋ t 7→ f−1(p + it)
converges non-tangentially to σ as t→ +∞.
Proof. By hypothesis, ∆ ⊆ Kp and for every a ≥ 0 the curve γa : (a,+∞) → Kp,
γ˜(t) = p+ it is a geodesic in Kp. Therefore, according to Proposition 4.8, it is enough to
show that there exist a ≥ 0 and R > 0 such that SKp(γa, R) ⊂ ∆.
Let β ′ ∈ (0, β). Let w′ be the point of intersection between {z = p + iρeiβ′ , ρ > 0} and
{z = p+ iN + iρeiβ , ρ > 0}. Let R := infρ>0 kKp(w′, p+ iρ). By Remark 4.7, for all t > 0,
(4.6) DhypKp (it+ p, R) ⊂ {z ∈ Kp : kKp(z, p+ i(0,+∞)) < R} = p+ iV (β ′, 0),
where the last equality follows at once using the biholomorphism Kp ∋ ζ 7→
√−iζ ∈ H.
Let t0 > N . Since, limt→+∞ kKp(p+ it0, p+ it) = +∞ and
(p+ iV (β ′, 0) ∩ {z ∈ C : |z − p| > |w′ − p|}) ⊂ p+ iN + iV (β, 0),
there exists N ′ > 0 such that DhypKp (iN
′ + p, R) ⊂ p+ iN + iV (β, 0).
Hence,
((p+ iV (β ′, 0)) \ {ζ ∈ C : |ζ − p| ≤ N ′}) ∪DhypKp (p+ iN ′, R)
⊂ p+ iN + iV (β, 0) ⊂ ∆,
which, by Lemma 4.11, implies that SKp(γN ′ , R) ⊂ ∆, and we are done. 
As a corollary of the previous results we have:
Proposition 4.13. Let (φt) be a non-elliptic semigroup in D, let h be its Koenigs function,
Ω = h(D) and τ ∈ ∂D its Denjoy-Wolff point. If there exist β ∈ (0, π/2) and q ∈ Ω such
that q + iV (β, 0) ⊂ Ω, then φt(z) converges non-tangentially to τ for all z ∈ D.
Proof. Let p ∈ ∂Ω. Then Ω ⊂ Kp. Let w0 be the point of intersection of the line {ζ ∈
C : Re ζ = Re p} and the boundary of the sector q+ iV (β, 0). Since the domain is starlike
at infinity, it follows at once that w0 + iV (β, 0) ⊂ Ω. Let α ∈ (0, β). Let w′ be the
point of intersection between {z = p + iρeiα, ρ > 0} and {z = w0 + iρeiβ , ρ > 0}. Let
R := infρ>0 kKp(w
′, p + iρ). Finally, since DhypKp (it + p, R) ⊂ V (α, 0) for all t > 0, there
exists t0 ∈ R be such that DhypKp (it0, R) ⊂ w0 + iV (β, 0). Hence,
(4.7) (p+ iV (α, 0) \ {ζ ∈ C : |ζ − p| ≤ t0} ∪DhypKp (p + it0, R) ⊂ w0 + iV (β, 0) ⊂ Ω.
Let γ : [0,+∞) be given by γ(t) = p + i(t0 + t). The curve γ is a geodesic for Kp such
that limt→+∞ kKp(γ(0), γ(t)) = +∞. By (4.7) and Lemma 4.11, SKp(γ, R) ⊂ Ω. Moreover,
if z0 ∈ D is such that h(z0) = p+ it0, then h(z0) + it ∈ SKp(γ, R) for all t ≥ 0. Hence, by
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Theorem 4.9, φt(z0) converges non-tangentially — hence, φt(z) converges non-tangentially
to τ for all z ∈ D. 
As a direct corollary from the previous proposition we have
Corollary 4.14. Let (φt) be a non-elliptic semigroup in D, let h be its Koenigs function,
Ω = h(D) and τ ∈ ∂D its Denjoy-Wolff point. Suppose w0 ∈ Ω. If
lim inf
t→+∞
δΩ(w0 + it)
t
> 0
then φt(z) converges to τ non-tangentially, for all z ∈ D.
5. Good boxes and localization
The goal of this section is to prove that if a simply connected domain contains a rectan-
gle whose height is much larger than the base size—a “good box”—then the hyperbolic
geometry of the domain inside the rectangle is similar to that of a strip. We start with
discussing hyperbolic geometry in the strip.
Definition 5.1. For ρ > 0 we define the strip of width ρ
Sρ := {ζ ∈ C : 0 < Re ζ < ρ}.
For ρ = 1 we simply write S := S1.
Proposition 5.2. Let a ∈ R and R > 0.
(1) the curve γ0 : R ∋ t 7→ a+ R2 + it is a geodesic of SR + a and, for every s < t,
kSR+a(a+
R
2
+ is, a +
R
2
+ it) =
π(t− s)
2R
.
(2) For every z ∈ SR+a, the orthogonal projection πγ0(z) of z onto γ0, i.e., the (only)
point πγ0(z) such that kSR+a(z, γ0) = kSR+a(z, πγ0(z)), is
πγ0(z) = a+
R
2
+ iIm z.
(3) For every y ∈ R, the curve (−R
2
, R
2
) ∋ s 7→ s+ a + R
2
+ iy is a geodesic of SR + a
and for all s1, s2 ∈ (−R2 , R2 ), 0 < s2 < s1 or s1 < s2 < 0,
1
2
log
R − 2|s2|
R − 2|s1| ≤ kSR+a(s1 + a +
R
2
+ iy, s2 + a+
R
2
+ iy) ≤ log R− 2|s2|
R− 2|s1| .
(4) For every δ > 0, the hyperbolic sector SSR+a(γ0, δ) = Sr + a +
R−r
2
, for some
r < R. Moreover, if z ∈ SSR+a(γ0, δ), then |Re z − a− R2 | < R2 (1− e−2δ). While, if
z 6∈ SSR+a(γ0, δ), then, setting u(z) = sgn(Re z − a− R2 ),
kSR+a(z, SSR+a(γ0, δ)) = kSR+a(z, a+
R
2
+ u(z)r + iIm z).
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(5) For every M2,M1 ∈ R, M2 > M1, let
Q(M1,M2) := inf{kSR+a(z, w) : z, w ∈ SR + a, Im z ≤M1, Imw ≥M2}.
Then
Q(M1,M2) =
π(M2 −M1)
2R
.
(6) For every δ > 0 and N0 > 0 there exists N > N0 which does not depend on R, a,
such that for every M1,M2 ∈ R with M2 −M1 > RN , there exists q ∈ (M1,M2 −
RN0), such that every geodesic γ in SR + a joining two points z, w ∈ SR + a
with Imw > M2 and Im z < M1 satisfies γ ∩ {ζ ∈ C : q < Im ζ < q + RN0} ⊂
SSR+a(γ0, δ).
(7) For every z, w ∈ SR+a with Imw ≥ Im z, the geodesic joining z and w is contained
in {ζ ∈ SR + a : Im z ≤ Im ζ ≤ Imw}.
Proof. The holomorphic function f : H ∋ z 7→ Ri
π
log z + R
2
+ a is a biholomorphism from
H to SR + a.
(1) Since SR+a is symmetric with respect to the line {z ∈ C : Re z = a+ R2 }, it follows
that γ0 is a geodesic. The formula for the hyperbolic distance follows at once by a direct
computation using f and the corresponding expression of kH.
(2) Using the biholomorphism f , this amounts to proving that for every ρ1 > ρ2 > 0
and θ1, θ2 ∈ (−π/2, π/2) we have
kH(ρ1e
iθ1 , ρ2e
iθ2) ≥ kH(ρ1, ρ2),
which follows directly from Lemma 4.2(3).
(3) By symmetry, for every y ∈ R, the curve η : (−R
2
, R
2
) ∋ s 7→ s + a + R
2
+ iy is a
geodesic. Let −R
2
< s1 < s2 <
R
2
. By Theorem 3.5,
1
2
∫ s2
s1
|η′(s)|
δSR+a(η(s))
ds ≤ kSR+a(η(s1), η(s2)) ≤
∫ s2
s1
|η′(s)|
δSR+a(η(s))
ds.
Simple geometric consideration shows that δSR+a(η(s)) =
R
2
− |s|. Hence, the estimates
follow from a direct computation.
(4) Using again the biholomorphism f , it is easy to see that γ0 corresponds to the
geodesic (0,+∞) in H and by Lemma 4.4,
f−1(SSR+a(γ0, δ)) = SH((0,+∞), δ) = V (β, 0)
for some β ∈ (0, π/2). Hence, SSR+a(γ0, δ) = Sr + a + R−r2 , for some r < R.
Next, assume z ∈ SSR+a(γ0, δ) and let s1 := Re z − a− R2 . Hence, by (2),
δ > kSR+a(z, γ0) = kSR+a(z, a +
R
2
+ iIm z)
= kSR+a(s1 + a+
R
2
+ iIm z, a +
R
2
+ iIm z),
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and from the lower estimate in (3) we obtain
1
2
log
R
R− 2|s1| < δ.
A direct computation shows that this is equivalent to |Re z − a− R
2
| < R
2
(1− e−2δ).
Finally, if z 6∈ SSR+a(γ0, δ), using again f , the problem reduces to show that, given
ρeiθ = f−1(z), with ρ > 0 and θ ∈ (β, π/2), (the case θ ∈ (−π/2, β) is analogous), then
kH(ρe
iθ, V (β, 0)) = kH(ρe
iθ, ρeiβ).
This follows at once from Lemma 4.2(3).
(5) It is clear that Q(M1,M2) = inf{kSR+a(z, w) : z, w ∈ SR+a, Im z = M1, Imw = M2}.
Using the biholomorphism f , we see that {ζ ∈ SR + a : Im ζ = Mj} is mapped onto
{ρjeiθ : θ ∈ (−π/2, π/2)} for some 0 < ρ1 < ρ2. Hence, the statement is equivalent to
inf
θ,θ˜∈(−π/2,π/2)
kH(ρ1e
iθ, ρ2e
iθ˜) ≥ kH(ρ1, ρ2),
which follows from Lemma 4.2(5).
(6) Fix δ > 0, N0 > 0. We already saw that f
−1(SSR+a(γ0, δ)) = V (β, 0) for some
β ∈ (0, π/2).
Now (see Figure 1), let C0 be the circle with center
i
1−cos β
and radius cos β
1−cos β
and let
C+0 = C0 ∩ H. Note that, since the center of C0 is on the imaginary axis, C0 intersects
orthogonally iR. Hence, C+0 is a geodesic in H. Moreover, it is easy to see that for x > 0,
the Euclidean distance from ix to L+ := {ρeiβ : ρ > 0} is x cos β, so that C0 is tangent to
L+. Also, the end points of C+0 are i and
1+cos β
1−cos β
i.
Let now F+0 = F0 ∩ H, where F0 is the circle orthogonal to iR and passing through i
and pi, for some p > 1+cos β
1−cos β
to be chosen later. Note that by construction F+0 intersects
L+ into two points, q+1 and q
+
2 , |q+1 | < |q+2 |. Let F−0 be the reflection of F+0 about the real
axis, that is, F−0 is the circle orthogonal to iR passing through −i and −pi.
Let U± be the unbounded connected component of H \ F±0 . By Lemma 3.2, U+, U−
are totally geodesic. Let U := U+ ∩U−. Then U is totally geodesic as well since for every
two points of U the geodesic joining them is contained in U+ and U−.
Let A− := {ρeiθ : 0 < ρ < 1, |θ| < π/2}, A+ := {ρeiθ : ρ > p, |θ| < π/2}, Q˜ := {ρeiθ :
|q+1 | < ρ < |q+2 |, |θ| < π/2} and Q = Q˜ ∩ U .
Note that A−, A+ ⊂ U , hence, if ζ0, ζ1 ∈ H are such that ζ0 ∈ A− and ζ1 ∈ A+, the
geodesic η : [0, 1] → H of H joining ζ0 and ζ1 is contained in U and, by construction, it
necessarily crosses V (β, 0). Moreover, by construction, for all t ∈ (0, 1) such that η(t) ∈ Q˜,
the point η(t) ∈ Q.
Since |q+2 |/|q+1 | → 1 for p → 1+cos β1−cos β and |q+2 |/|q+1 | → +∞ for p → +∞, given N0 > 0
we can find p such that 1
π
[log |q+2 | − log |q+1 |] = N0. Let p be such a number and let
N := 1
π
log p.
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L+
L−
•q+2
•q−2
• q+1
• q−1
i
−i
pi
−pi
A−
A+
Q
C+0
F+0
Figure 1.
Note that N depends only on β—hence, on δ and on N0 and that N > N0. A simple
computation shows that f(A−) = {z ∈ SR + a : Im z < 0}, and f(A+) = {z ∈ SR + a :
Im z > R
π
log p}. Moreover, f−1(Q˜) = {z ∈ SR + a : R log |q
+
1 |
π
< Im z <
R log |q+2 |
π
}.
Therefore, since f maps geodesics of H onto geodesics of SR+a, the previous argument
shows that for every z ∈ {z ∈ SR + a : Im z < 0} and w ∈ {z ∈ SR + a : Im z > Rπ log p}
the geodesic γ joining z and w satisfies
γ ∩ {z ∈ SR + a : R log |q
+
1 |
π
< Im z <
R log |q+2 |
π
} ⊂ SSR+a(γ0, δ).
Finally, given M1,M2 ∈ R such that M2 −M1 > RN , one can reduce to the previous
case using automorphisms of SR + a of the form z 7→ z − ik, k ∈ R, and taking into
account that such automorphisms are isometries for kSR+a and map γ0 onto γ0.
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(7) If Im z = Imw, the result follows from (2). If Imw > Im z, we saw in (6) that for
all ǫ > 0, {ζ ∈ SR + a : Im ζ < Imw + ǫ} and {ζ ∈ SR + a : Im ζ > Im z + ǫ} are totally
geodesic in SR + a. Hence, their intersection is. Therefore, for all ǫ > 0 the geodesic of
SR + a joining z and w is contained in {ζ ∈ SR + a : Im z + ǫ < Im ζ < Imw + ǫ}. By the
arbitrariness of ǫ, we get the result. 
We now present several localization results which will be useful in the subsequent con-
structions.
Let a, b ∈ R and R > 0. Let
Ωa,b,R := C \ {z ∈ C : Re z ∈ {a, a+R}, Im z ≤ b}.
Proposition 5.3. Let c > 1. Then there exists D(c) > 0 with the following properties.
Let D ≥ D(c) and R > 0, a, b ∈ R. Then for all v ∈ C and z ∈ (SR + a) such that
Im z ≤ b−RD,
κΩa,b,R(z; v) ≤ κSR+a(z; v) ≤ cκΩa,b,R(z; v).
Moreover, for every z, w ∈ (SR + a) such that Im z, Imw ≤ b−RD
kΩa,b,R(z, w) ≤ kSR+a(z, w) ≤ ckΩa,b,R(z, w).
Proof. The inequalities on the left hand side follow immediately since SR + a ⊂ Ωa,b,R.
Assume now R = 1, a = b = 0 and let Ω := Ω0,0,1.
For n ∈ N let Cn := {ζ ∈ C : 0 ≤ Re ζ ≤ 1, Im ζ = −n}. Clearly, (Cn) is a null chain
in Ω, which represents a prime end x of Ω. Let S∗ be the open set in Ω̂ defined by S
(that is, S∗ is the union of S and all prime ends for which a representing null chain is
eventually contained in S). Hence, S∗ is an open neighborhood of x, since, by construction,
the interior part of Cn belongs to S for all n ≥ 1. Moreover, S∗ ∩ Ω = S, which is simply
connected. Therefore, we can apply Theorem 3.3 to x and S∗ and come up with an open
set V ∗ ⊂ S∗ in Ω̂ which contains x and such that
(5.1) κS(z; v) ≤ cκΩ(z; v), kS(z, w) ≤ ckΩ(z, w),
for all z, w ∈ V := V ∗ ∩ Ω and v ∈ C. Note that since V ∗ is an open neighborhood of x,
there exists n0 ∈ N such that the interior part of Cn is contained in V for all n ≥ n0. In
particular, (5.1) holds for every ζ ∈ S such that Im ζ ≤ −(n0 + 1).
Hence, we have proved the result with D := −(n0 + 1) for R = 1, a = b = 0.
Now, assume R > 0 and a, b ∈ R. Using the map C ∋ z 7→ 1
R
(z − a− ib) ∈ C, which is
a biholomorphism from Ωa,b,R to Ω and maps (SR + a) onto S and {ζ ∈ SR + a : Im ζ ≤
b−RD} onto {ζ ∈ S : Im ζ ≤ −D}, the result follows at once from (5.1). 
The next localization result is a sort of converse of the previous one: we choose the part
we want to localize and come up with a constant for the localization. We start with a
definition:
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Definition 5.4. Let M ∈ R, R > 0. The semi-strip of width R and height M is
SMR := {ζ ∈ C : 0 < Re ζ < R, Im ζ > M}.
Proposition 5.5. For every E > 0 there exists c′ = c′(E) > 1 with the following prop-
erties. Let a ∈ R, M ∈ R and R > 0. Then for all v ∈ C and z ∈ (SR + a) such that
Im z ≥ RE +M ,
κSR+a(z; v) ≤ κSMR +a(z; v) ≤ c
′κSR+a(z; v).
Moreover, for every z, w ∈ (SR + a) such that Im z, Imw > RE +M ,
kSR+a(z, w) ≤ kSMR +a(z, w) ≤ c′kSR+a(z, w).
Proof. The left-hand side estimates follow immediately since SMR + a ⊂ SR + a.
In order to prove the right-hand side estimates, arguing as in Proposition 5.3, it is
enough to prove the result for R = 1, a = 0, M = 0 and then use the affine map
z 7→ 1
R
(z − a− iM) to pass to the general case.
Fix E > 0. Let K := {z ∈ C : E ≤ Re z ≤ 1 − E,E ≤ Im z ≤ 1} (possibly K is empty
if E > 1). For z ∈ S01 such that Im z ≥ E and z 6∈ K, we have δS01(z) = δS1(z), hence, from
Theorem 3.4,
κS01(z; v) ≤
|v|
δS0
1
(z)
= 2
|v|
2δS1(z)
≤ 2κS1(z; v).
In case K is non-empty, K is compact in S01 and in S1. Since the hyperbolic metric is
continuous in z, the following numbers are well defined:
q := min
z∈K
κS1(z; 1), Q := max
z∈K
κS0
1
(z; 1).
Moreover, q > 0 (for otherwise the hyperbolic norm of 1 would be 0 at an interior point).
Hence, for z ∈ K and v ∈ C,
κS0
1
(z; v) = |v|κS0
1
(z; 1) ≤ |v|Q
q
q ≤ |v|Q
q
κS1(z; 1) =
Q
q
κS1(z; v).
Taking c′ = max{2, Q
q
} we have the first estimate.
In order to prove the second inequality, note that (0, 1) + iE is a geodesic in S1 by
symmetry. Then, Lemma 3.2 guarantees that SE1 is totally geodesic in S1. Therefore,
given z, w ∈ SE1 , let γ : [0, 1] → S1 be the geodesic for S1 which joins z and w. Hence,
γ([0, 1]) ⊂ SE1 . Therefore, for what we have already proved,
kS01(z, w) ≤ ℓS01(γ; [0, 1]) =
∫ 1
0
κS01(γ(t); γ
′(t))dt
≤ c′
∫ 1
0
κS1(γ(t); γ
′(t))dt = c′kS1(z, w),
and we are done. 
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The next result allows us to estimate the hyperbolic distance and the displacement of
geodesics in simply connected domains which contain “good boxes”:
Proposition 5.6. Let c > 1, let D ≥ D(c), where D(c) > 0 is given by Proposition 5.3,
and fix E ∈ (0, D). Then there exist ǫ = ǫ(c,D,E) > 0 and C = C(c,D,E) > 1 with the
following property. Let Ω ⊂ C be any simply connected domain such that
(1) Ω ⊂ Ωa,b,R for some a, b ∈ R and R > 0
(2) SMR + a ⊂ Ω for some −∞ ≤M < b,
(3) b−M > 2RD.
Let
(5.2) B := {ζ ∈ (SR + a) : M +RE < Im ζ < b− RD}.
Then, if γ : [u0, u1] → Ω is a geodesic for Ω contained in B, and η : [v0, v1] → SR + a is
the geodesic in SR + a such that γ(uj) = η(vj), j = 0, 1, then for every u ∈ [u0, u1] and
v ∈ [v0, v1],
(5.3) kSR+a(γ(u), η) < ǫ, kSR+a(η(v), γ) < ǫ.
Moreover, if η : [v0, v1] → B is a geodesic for SR + a and γ : [u0, u1] → Ω is the geodesic
for Ω such that γ(uj) = η(vj), j = 0, 1, then for every u ∈ [u0, u1] and v ∈ [v0, v1],
(5.4) kΩ(γ(u), η) < ǫ, kΩ(η(v), γ) < ǫ.
In addition, for every z, w ∈ B,
1
C
kSR+a(z, w) ≤ kΩ(z, w) ≤ CkSR+a(z, w).
Proof. Let Ω ⊂ C be a simply connected domain which satisfies condition (1)—(3). Condi-
tion (3) implies thatM+RE < M+RD < b−RD, therefore, B 6= ∅. Let γ : [u0, u1]→ B
be a geodesic for Ω. Then for every u0 ≤ s ≤ t ≤ u1, by Proposition 5.3 and by (1),
ℓSR+a(γ; [s, t]) =
∫ t
s
κSR+a(γ(r); γ
′(r))dr ≤ c
∫ t
s
κΩa,b,R(γ(r); γ
′(r))dr
≤ c
∫ t
s
κΩ(γ(r); γ
′(r))dt = ckΩ(γ(s), γ(t)).
On the other hand, by (2) and Proposition 5.5,
kΩ(γ(s), γ(t)) ≤ kSM
R
+a(γ(s), γ(t)) ≤ c′kSR+a(γ(s), γ(t)).
Hence, ℓSR+a(γ; [s, t]) ≤ cc′kSR+a(γ(s), γ(t)). This proves that every geodesic γ for Ω which
is contained in B is a (cc′, 0)-quasi-geodesic in SR+a. Hence, by Theorem 2.4, there exists
ǫ = ǫ(c, c′) = ǫ(c,D,E) > 0 such that (5.3) holds.
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In order to prove (5.4), we argue similarly. Given η : [v0, v1]→ B a geodesic for SR+ a,
for all v0 < s < t < v1, using Proposition 5.3 and Proposition 5.5, we have
ℓΩ(η; [s, t]) =
∫ t
s
κΩ(η(r); η
′(r))dr ≤
∫ t
s
κSM
R
+a(η(r); η
′(r))dr
≤ c′
∫ t
s
κSR+a(η(r); η
′(r))dt = c′kSR+a(η(s), η(t))
≤ c′ckΩa,b,R(η(s), η(t)) ≤ c′ckΩ(η(s), η(t)).
Hence η is a (cc′, 0)-quasi-geodesic in Ω. Theorem 2.4 implies (5.4) with the same ǫ as
before.
In order to prove the last inequalities, we note that SMR + a ⊂ Ω ⊂ Ωa,b,R, hence, for
every z, w ∈ B,
kΩa,b,R(z, w) ≤ kΩ(z, w) ≤ kSMR +a(z, w).
Therefore, the result follows at once from Proposition 5.3 and Proposition 5.5 by taking
C = max{c, c′}. 
Definition 5.7. The set B defined in (5.2) is a good box for Ω for the data (c,D,E). Its
width is R and its height is b−M −R(D+E). The segment {z = a+ R
2
+ it,M +RE <
t < b− RD} is called the vertical bisectrix of B and we denote it by bis(B).
With the help of the previous results, we prove now that “long” geodesics for Ω in a
good box get close to the vertical bisectrix of the good box in a controlled way.
Corollary 5.8. Let c > 1 and let D ≥ D(c), where D(c) > 0 is given by Proposition 5.3
and fix E ∈ (0, D). Let ǫ > 0 and C > 1 be given by Proposition 5.6 and let N0 > 4(C+1)ǫπ .
Let δ > 0 and let N > N0 > 0 be the constant given by Proposition 5.2(6). Finally, let
N1 := N0 − 4ǫπ and N2 := N02 − 2(C+1)ǫπ .
Let Ω ⊂ C be a simply connected domain and assume B ⊂ Ω is a good box of Ω for
the data (c,D,E) of width R > 0, height h > 0 and vertical bisectrix bis(B) = {z =
a + R
2
+ it, r0 < t < r0 + h}, where a, r0 ∈ R. Suppose h > NR. Let I ⊂ R be an
open interval and let γ : I → Ω be a geodesic of Ω. Suppose there exists an interval
[u0, u1] ⊂ I such that γ([u0, u1]) ⊂ B and Im γ(u1) − Im γ(u0) > NR. Then, there exists
r1 ∈ (r0, r0 + h − R(N1 + 2ǫπ )) such that for every t ∈ [u0, u1] for which r1 < Im γ(t) <
r1 +RN1,
(5.5) γ(t) ∈ {z ∈ B : |Re z − a− R
2
| < R
2
(1− e−2(ǫ+δ))}.
Moreover, let u′0 := min{t ∈ [u0, u1] : Im γ(t) ≥ r1} and u′1 := max{t ∈ [u0, u1] : Im γ(t) ≤
r1+RN1}. Then for every t ∈ I \ [u′0, u′1] it follows that γ(t) 6∈ {z ∈ B : r1+(N12 −N2)R <
Im z < r1 + (
N1
2
+N2)R}.
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Proof. Let γ : I → Ω be a geodesic of Ω. Suppose there exists an interval [u0, u1] ⊂ I
such that γ([u0, u1]) ⊂ B and Im γ(u1)− Im γ(u0) > NR. Let η : [v0, v1]→ SR + a be the
geodesic of SR + a such that η(vj) = γ(uj), j = 0, 1.
Note that η([v0, v1]) ⊂ B by Proposition 5.2(7). Moreover, since Im η(v1) − Im η(v0) >
NR, by Proposition 5.2(6), there exists q ∈ (Im η(v0), Im η(v1) − RN0) such that η(v) ∈
SSR+a(γ0, δ) for all v ∈ [v0, v1] for which q < Im η(v) < q+RN0. By Proposition 5.2(4), in
fact, kSR+a(a+
R
2
+ iIm η(v), η(v)) = kSR+a(γ0, η(v)) < δ.
Let
r1 := q +
2ǫR
π
.
Note that
r0 < q < r1 = q +
2ǫR
π
< r0 + h− RN0 + 2ǫR
π
= r0 + h−R(N1 + 2ǫ
π
).
and r1 +RN1 < q +RN0. Let
BG := {z ∈ SR + a : r1 < Im z < r1 +RN1}.
By Proposition 5.6, for every u ∈ [u0, u1], there exists vu ∈ [v0, v1] such that kSR+a(η(vu), γ(u)) <
ǫ.
Let u ∈ [u0, u1] be such that γ(u) ∈ BG. We claim that q < Im η(vu) < q+RN0. Indeed,
from Proposition 5.2(5), one sees that for every z ∈ SR + a such that Im z ≥ q + RN0 or
Im z ≤ q, the hyperbolic distance in SR + a of z from BG is at least ǫ. For instance, if
Im z ≤ q, then
kSR+a(z, B
G) ≥ kSR+a(a+
R
2
+ iIm z, a +
R
2
+ iIm r1)
≥ kSR+a(a+
R
2
+ iIm q, a+
R
2
+ iIm r1) = ǫ,
where the last equality follows from a direct computation using Proposition 5.2(1).
The claim we have just proved implies that kSR+a(η(vu), a+
R
2
+ iIm η(vu)) < δ, hence,
by the triangle inequality,
kSR+a(γ(u), a+
R
2
+ iIm η(vu)) ≤ kSR+a(γ(u), η(vu))
+ kSR+a(η(vu), a+
R
2
+ iIm η(vu)) < ǫ+ δ.
Then (5.5) follows from Proposition 5.2(4).
In order to prove the last statement, suppose there exists t ∈ I \ [u′0, u′1] such that
γ(t) ∈ B1 := {z ∈ B : r1 + (N1
2
−N2)R < Im z < r1 + (N1
2
+N2)R}.
We assume that t > u′1 (the case t < u
′
0 is similar). Note that, by definition, Im γ(u
′
0) = r1,
Im γ(u′1) = r1+RN1. Let ξ : [0, 1]→ SR+a be the geodesic of SR+a such that ξ(0) = γ(u′0)
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and ξ(1) = γ(t). By Proposition 5.2(7), for all s ∈ [0, 1],
(5.6) r1 ≤ Im ξ(s) ≤ Im γ(t) < r1 + (N1
2
+N2)R.
Since γ : [s0, t]→ Ω is the geodesic of Ω which joins ξ(0) with ξ(1), by (5.4), there exists
s ∈ [0, 1] such that kΩ(ξ(s), γ(u′1)) < ǫ. Hence, by Proposition 5.6, kSR+a(ξ(s), γ(u′1)) < Cǫ.
On the other hand, by Proposition 5.2(5) and (5.6)
kSR+a(ξ(s), γ(u
′
1)) ≥ kSR+a(a +
R
2
+ iIm ξ(s), a+
R
2
+ i(r1 +RN1))
=
π
2R
(r1 +RN1 − Im ξ(s)) > π
2
(
N1
2
−N2) = Cǫ,
a contradiction, and the proof is concluded. 
6. Trajectories oscillating to the Denjoy-Wolff point
Using the tools developed in the previous sections, we can construct examples of dif-
ferent slope behavior for semigroups.
Proposition 6.1. There exists a parabolic semigroup (φt) in D with zero hyperbolic
step such that φt(z) converges non-tangentially to its Denjoy-Wolff point τ ∈ ∂D but
limt→+∞Arg(1− τφt(0)) does not exist.
Proof. Let c > 1, let D ≥ D(c) where D(c) is the constant given by Proposition 5.3 and
let E ∈ (0, D). Let ǫ > 0 and C > 1 be given by Proposition 5.6 and let N0 > 4(C+1)ǫπ .
Let δ > 0 and let N > N0 > 0 be the constant given by Proposition 5.2(6). Finally, let
N1 := N0 − 4ǫπ and N2 := N02 − 2(C+1)ǫπ .
Let α0 ∈ (0, π/2) be such that
(6.1) tanα0 ≤ min{ 1
8D
,
1
8N
}.
Let χ := 1− e−2(ǫ+δ) < 1 and choose α1 ∈ (0, α0) such that
(6.2) tanα1 < (1− χ) tanα0.
In order to construct the example, we will define a domain Ω ⊂ C starlike at infinity
given by Ω =
⋂∞
j=1Ωj , where Ωj := Ω−aj ,bj ,Rj , where {bj} is an increasing sequence of
positive real numbers converging to infinity with the property that b1 = 1,
(6.3) bj > bj−1max
{
2 tanα0 − tanα1
tanα1
,
tanα1
2 tanα0 − tanα1 , 4
}
, j = 2, 3, . . . ,
and for j = 1, 2, . . . ,
Rj = 2bj tanα0,
a2j = b2j tanα1,
a2j−1 = R2j−1 − b2j−1 tanα1 = b2j−1(2 tanα0 − tanα1).
(6.4)
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Note that, by (6.3) and (6.4), the sequences {aj} and {Rj − aj} are increasing. In partic-
ular, the domain Ω is starlike at infinity (see Figure 2).
•−a2j−1 + ib2j−1 •−a2j−1 +R2j−1 + ib2j−1
•−a2j + ib2j •−a2j + R2j + ib2j
•−a2j+1 + ib2j+1 •−a2j+1 +R2j+1 + ib2j+1
•
0
it
B2j+1B
+
2j+1
B+2j
L+2j •iy2j
B2j
γ([0, 1))
•
it2j
•
it2j−1
Figure 2.
Moreover, the point −a2j + ib2j belongs to {ζ ∈ C : ζ = iρeα1i, ρ > 0}, the boundary of
iV (α1, 0) is contained in the left half-plane {z ∈ C : Re z < 0}, while R2j−1−a2j−1+ ib2j−1
belongs to {ζ ∈ C : ζ = iρe−α1i, ρ > 0} and the boundary of iV (α1, 0) is contained in
the right half-plane {z ∈ C : Re z > 0}. Since (Rj − aj)/bj ≥ tanα1, this implies that
iV (α1,+∞) ⊂ Ω.
Hence, let h : D → Ω be the Riemann map such that h(0) = 0, limt→+∞ h−1(it) = 1.
The semigroup (φt), defined by φt(z) := h
−1(h(z)+ it), has Koenigs function h, Ω = h(D)
and Denjoy-Wolff point 1. Moreover, by Proposition 4.13, φt(z) converges non-tangentially
to its Denjoy-Wolff point.
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Let γ˜ : [0, 1) → D, given by γ˜(t) = t, be the geodesic joining 0 to 1. Let γ := h ◦ γ˜ :
[0, 1) → Ω. The curve γ is a geodesic in Ω, γ(0) = 0, with the property that for every
M > 0 there exists sM ∈ [0, 1) such that Im γ(s) > M for all s ≥ sM .
Claim A:
(1) there exists a sequence {tm} converging to +∞ such that itm ∈ γ([0, 1)),
(2) there exist β > 0 and a sequence {tk} converging to +∞ such that itk 6∈ SΩ(γ, β).
Assume that Claim A is true. Translating in the unit disc via h, this implies that
{φtk(0)} is in the complement in D of the hyperbolic sector SD(γ˜, β), thus, it is out-
side a fixed Stolz region of vertex 1, while {φtm(0)} converges radially to 1. Therefore,
limt→+∞Arg(1− φt(0)) does not exist.
Proof of Claim A.
First of all notice that, since tanα0 ≤ 18D by (6.1), and bj > 4bj−1,
(6.5) bj − bj−1 − 2RjD = bj − bj−1 − 4bjD tanα0 ≥ 1
2
bj − bj−1 > 0.
Let
Bj := {ζ ∈ (SRj − aj) : bj−1 + RjE < Im ζ < bj − RjD}.
By (6.5), Proposition 5.6 implies that Bj is a good box in Ω for the data (c,D,E).
Moreover, Bj has width Rj = 2bj tanα0 and, by (6.1), its height is
hj := bj − bj−1 − Rj(D + E) > bj − bj−1 − 2RjD
= bj − bj−1 − 4bjD tanα0 ≥ 1
2
bj − bj−1.
In particular since bj > 4bj−1, we have by (6.1)
(6.6)
hj
Rj
>
1− 2bj−1
bj
4 tanα0
>
1
8 tanα0
≥ N.
Since Im γ(s) converges to +∞ as s → 1, and γ(0) = 0, it follows that there exist
0 < s0j < t
0
j < 1 such that γ(s) ∈ Bj for all s ∈ (s0j , t0j ) and Im γ(s0j) = bj−1 + RjE,
Im γ(t0j ) = bj − RjD. Therefore, by (6.6), we can find s0j < sj < tj < t0j such that
Im γ(tj)− Im γ(sj) > NRj .
Hence, by Corollary 5.8 (with B = Bj , a = −aj , R = Rj) there exists rj ∈ (bj−1 +
Rj−1E, bj −Rj(D+N1)) such that for all u ∈ (sj, tj) such that rj < Im γ(u) < rj +N1Rj
(recalling that χ = 1− e−2(ǫ+δ)),
(6.7) γ(u) ∈ B+j := {z ∈ Bj : |Re z + aj −
Rj
2
| ≤ χ
2
Rj}.
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Using (6.4), it is easy to see that |aj − Rj2 | = bj(tanα0 − tanα1), while Rj/2 = bj tanα0.
Hence, by (6.2),
|aj − Rj
2
| − χ
2
Rj = bj((1− χ) tanα0 − tanα1) > 0.
Therefore, it 6∈ B+j for all t > 0 such that it ∈ Bj.
Moreover, since −aj + Rj2 = (−1)jbj(tanα0 − tanα1), it follows that B+j ⊂ {z ∈ C :
(−1)jRe z > 0}. Hence, if uj ∈ (sj , tj) is such that rj < Im γ(uj) < rj + N1Rj , we have
Re γ(u2j) > 0 and Re γ(u2j−1) < 0, j = 1, 2, . . ..
Since γ is continuous, it follows that there exists a sequence {tm} converging to +∞
such that itm ∈ γ([0, 1)) for all m ∈ N: Part (1) of Claim A is proved.
As for Part (2) of Claim A, let u2j ∈ (s2j, t2j) be such that Im γ(u2j) = r2j + N12 R2j .
Note that r2j < Im γ(u2j) < r2j +N1R2j . Let
y2j := Im γ(u2j) = r2j +
N1
2
R2j .
Let x2j ∈ (0, R2j/2) be such that −x2j − a2j + R2j2 = χ2R2j . Note that by (6.4) and (6.2),
x2j = b2j [(1− χ) tanα0 − tanα1] > 0.
By Proposition 5.2(3) (with R = R2j , a = −a2j), the curve η : (−R2j2 , R2j2 ) ∋ s 7→
s− a2j + R2j2 + iy2j is a geodesic of SR2j − a2j , and by Proposition 5.2(4),
kSR2j−a2j (B
+
2j , iy2j) = kSR2j−a2j (η(−x2j), iy2j) = kSR2j−a2j (η(−x2j), η(a2j −
R2j
2
))
≥ 1
2
log
R2j − 2x2j
R2j − 2|a2j − R2j2 |
= log
χ tanα0 + tanα1
tanα1
=: β˜1 > 0,
where the inequality follows from the left inequality in Proposition 5.2(3) and the last
equality follows from (6.4).
By Proposition 5.6, kΩ(B
+
2j , iy2j) ≥ 1CkSR2j−a2j (B+2j , iy2j). Let β1 := β˜1C . The previous
estimate and (6.11) imply then that for all t ∈ (s2j , t2j) such that r2j < Im γ(t) < r2j +
N1R2j
(6.8) kΩ(γ(t), iy2j) ≥ β1.
Now, let W+2j := {z ∈ Ω : Im z ≥ r2j + (N12 + N2)R2j} and W−2j := {z ∈ Ω : Im z ≤
r2j + (
N1
2
− N2)R2j}. Assume t ∈ [0, 1) and γ(t) ∈ W+2j . Let L+2j := {z ∈ B2j : Im z =
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r2j + (
N1
2
+N2)R2j}. Hence, by Proposition 5.6 and Proposition 5.2(5)
kΩ(γ(t), iy2j) ≥ kΩ(W+2j , iy2j) = kΩ(L+2j , iy2j) ≥
1
C
kSR2j−a2j (L
+
2j , iy2j)
≥ 1
C
kSR2j−a2j (L
+
2j , R2j − a2j + iy2j)
=
1
C
kSR2j−a2j (L
+
2j , R2j − a2j + i(r2j +
N1
2
R2j)) =
πN2
2C
.
A similar computation shows that kΩ(γ(t), iy2j) ≥ πN22C for all t ∈ [0, 1) and γ(t) ∈ W−2j .
Let β := min{β1, πN22C } and let u2j1 := min{t ∈ [s2j , t2j ] : Im γ(t) ≥ r2j} and u2j2 :=
max{t ∈ [s2j, t2j ] : Im γ(t) ≤ r2j +N1R2j}.
By Corollary 5.8, for every t ∈ I \ [u2j1 , u2j2 ] it follows that γ(t) ∈ W+2j ∪ W−2j , hence
kΩ(γ(t), iy2j) ≥ β for what we already proved. On the other hand, if t ∈ [s2j, t2j ] then
either γ(t) ∈ W+2j ∪W−2j and hence kΩ(γ(t), iy2j) ≥ β, or r2j < Im γ(t) < r2j +N1R2j and
hence kΩ(γ(t), iy2j) ≥ β by (6.8).
Therefore the sequence {iy2j} satisfies the requirement of Claim A Part (2). 
For α ≥ 1, let
Zα := {z ∈ C : |Re z|α < Im z}.
As it is shown in Proposition 4.13, if (φt) is a non-elliptic semigroup in D with universal
model (C, h, z + it) and Z1 + p ⊂ h(D) for some p ∈ h(D), then φt(z) converges non-
tangentially to its Denjoy-Wolff point. In the following proposition, we show that α = 1
is the best we can have:
Proposition 6.2. Let α > 1. Then there exists a parabolic semigroup (φt) of D such that
φt does not converge non-tangentially to its Denjoy-Wolff point, and such that if h is its
Koenigs function, then Zα ⊂ h(D).
Proof. Let c > 1, let D ≥ D(c) be the constant given by Proposition 5.3 and let E ∈
(0, D). Let C > 1 be given by Proposition 5.6. Let {N0j } be an increasing sequence of
positive numbers, converging to +∞, such that N0j > max{4(C+1)ǫπ , 2D} for all j. Let
δ > 0. For every j, let Nj > N
0
j be the constant given in Proposition 5.2(6), relative to
the pair (N0 = N0j , δ).
Let β ∈ ( 1
α
, 1). Let {Rj} be a sequence of positive real numbers, converging to ∞, such
that for all j = 1, 2, . . .,
Rβ−10 <
1
2
,
Rj > R
βα
j−1,
Rαβ−1j > Nj + 1.
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For j = 0, 1, 2, . . . we set
aj := R
β
j ,
bj := a
α
j = R
αβ
j .
Note that
lim
j→+∞
Rj
aj
= +∞,
bj − bj−1
Rj
> Rαβ−1j − 1 > Nj > N0j > 2D.
(6.9)
Let Ωj := Ω−aj ,bj ,Rj and Ω := ∩∞j=0Ωj .
Note that Ω is starlike at infinity and aj = R
β
j > R
β
j−1 = aj−1. Moreover,
(6.10) Rj − 2aj = Rj − 2Rβj = Rj(1− 2Rβ−1j ) > Rj(1− 2Rβ−10 ) > 0.
Therefore, Zα ⊂ Ω.
We let h : D → Ω be the Riemann map such that h(0) = i. We define the semigroup
φt := h
−1(h(z) + it). We can assume that 1 is its Denjoy-Woff point. We prove that there
exists a sequence {tk}, converging to +∞, such that kD([0, 1), φtk(0)) → +∞ when k
tends to ∞, which means that the sequence {φtk(0)} converges tangentially to 1.
Let γ0 := h([0, 1)). The previous condition is equivalent to find a sequence {tk} con-
verging to +∞ such that kΩ(γ0, itk)→ +∞ when k tends to ∞.
In order to prove this, we note that by (6.9), bj − bj−1 > RjNj > 2RjD. Hence,
Bj := {ζ ∈ (SRj − aj) : bj−1 + RjE < Im ζ < bj − RjD},
is a good box for Ω for the data (c,D,E), with width Rj and height bj − bj−1 (see
Proposition 5.6).
Since γ0 : [0, 1)→ Ω has the property that γ0(0) = i and Im γ0(t)→ +∞ as t→ +∞, we
can find 0 < s0j < t
0
j < 1 such that γ0(s) ∈ Bj for all s ∈ (s0j , t0j) and Im γ0(s0j) = bj−1+RjE,
Im γ0(t
0
j ) = bj − RjD.
Let
N1j := N
0
j −
4ǫ
π
, N2j :=
N0j
2
− 2(C + 1)ǫ
π
, χ := 1− e−2(ǫ+δ).
By Corollary 5.8 (with B = Bj, a = −aj , R = Rj) there exists rj ∈ (bj−1 + RjE, bj −
Rj(D +N
1
j )) such that for all u ∈ (sj , tj) such that rj < Im γ(u) < rj +N1jRj ,
(6.11) γ(u) ∈ B+j := {z ∈ Bj : |Re z + aj −
Rj
2
| ≤ χ
2
Rj)}.
Moreover, let uj0 := min{t ∈ [sj , tj] : Im γ(t) ≥ rj} and uj1 := max{t ∈ [sj, tj ] : Im γ(t) ≤
rj +N
1
jRj}. It follows from Corollary 5.8 that for every t ∈ I \ [uj0, uj1]
(6.12) γ(t) 6∈ {z ∈ Bj : rj + (
N1j
2
−N2j )Rj < Im z < rj + (
N1j
2
+N2j )Rj}.
NON-TANGENTIAL LIMITS AND THE SLOPE OF TRAJECTORIES 33
Note that, if z ∈ B+j then
Re z ≥ Rj
2
(1− χ)− aj = 1− χ
2
Rj −Rβj ,
and, since 1−χ
2
> 0 and β < 1, for every M > 0 there exists jM such that B
+
j ⊂ {ζ ∈ C :
Re ζ > M} for all j ≥ jM .
Let uj ∈ (uj1, uj2) be such that Im γ(uj) = rj + N
1
j
2
Rj . Note that rj < Im γ(uj) <
rj +N
1
jRj . Let
yj := Im γ(uj) = rj +
N1j
2
Rj .
Let xj ∈ (0, Rj/2) be such that −xj − aj + Rj2 = χ2Rj . Note that, for j sufficiently large,
xj > 0.
By Proposition 5.2(2) (with R = Rj , a = −aj), the curve η : (−Rj2 , Rj2 ) ∋ s 7→ s− aj +
Rj
2
+ iyj is a geodesic of SRj − aj , and by Proposition 5.2(4),
kSRj−aj (B
+
j , iyj) = kSRj−aj (η(−xj), iyj) = kSRj−aj (η(−xj), η(aj −
Rj
2
))
≥ 1
2
log
Rj − 2xj
Rj − 2(Rj2 − aj)
=
1
2
log
χRj + 2aj
2aj
≃ 1
2
log
Rj
aj
,
where the last inequality follows from (6.10) and the inequalities in Proposition 5.2(2).
By Proposition 5.6, kΩ(B
+
j , iyj) ≥ 1CkSR2j−aj (B+j , iyj).
The previous estimate and (6.11) imply then that for all M > 0 there exists jM0 such
that for all j ≥ jM0 and t ∈ (sj, tj) such that rj < Im γ(t) < rj +N1jRj
(6.13) kΩ(γ(t), iyj) > M.
Now, let W+j := {z ∈ Ω : Im z ≥ rj+(
N1j
2
+N2j )Rj} andW−j := {z ∈ Ω : Im z ≤ rj+(
N1j
2
−
N2j )Rj}. Assume t ∈ [0, 1) and γ(t) ∈ W+j . Let L+j := {z ∈ Bj : Im z = rj+(
N1j
2
+N2j )Rj}.
Hence, by Proposition 5.6 and Proposition 5.2(5),
kΩ(γ(t), iyj) ≥ kΩ(W+j , iyj) = kΩ(L+j , iyj) ≥
1
C
kSRj−aj (L
+
j , iyj)
≥ 1
C
kSRj−aj (L
+
j , Rj − aj + iyj)
=
1
C
kSRj−aj (L
+
j , Rj − aj + i(rj +
N1j
2
Rj)) =
πN2j
2C
.
A similar computation shows that kΩ(γ(t), iyj) ≥ πN
2
j
2C
for all t ∈ [0, 1) and γ(t) ∈ W−j .
Note that limj→+∞
πN2j
2C
= +∞. Hence, for every M > 0 there exists jM1 such that for
all j ≥ jM1 and all t ∈ [0, 1) such that γ(t) ∈ W+j ∪W−j , we have kΩ(iyj, γ(t)) > M .
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By (6.12), and (6.13) this means that for every M > 0, and for every j ≥ max{jM0 , jM1 }
we have kΩ(iyj, γ(t)) > M for all t ∈ [0, 1). The proof is completed. 
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