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Reﬂection of an obliquely incident solitary wave at a vertical wall is stud-
ied experimentally in the laboratory wave tank. Precision measurements
of water-surface variations are achieved with the aid of laser-induced ﬂu-
orescent (LIF) technique and detailed temporal and spatial features of the
Mach reﬂection are captured. During the development stage of the reﬂec-
tion process, the stem wave is formed with the wave crest perpendicular to
the wall; this stem wave is not in the form of a Korteweg-de Vries (KdV)
soliton but a forced wave, trailing by a continuously broadening depres-
sion wave. Evolution of stem-wave ampliﬁcation is in good agreement
with the Kadomtsev-Petviashvili (KP) theory. The asymptotic character-
istics and behaviors are also in agreement with the theory of Miles (1977b)except those in the neighborhood of the transition between the Mach re-
ﬂection and the regular reﬂection. The maximum fourfold ampliﬁcation
of the stem wave at the transition predicted by Miles is not realized in the
laboratory environment: the maximum ampliﬁcation measured in the labo-
ratory is 2.92, which is however in excellent agreement with the numerical
results of Tanaka (1993). The present laboratory study is the ﬁrst to sen-
sibly analyze validation of the theory; note that substantial discrepancies
exist from previous (both numerical and laboratory) experimental studies.
Agreement between experiments and theory can be partially attributed to
the large-distance measurements that the precision laboratory apparatus is
capable of. More important, to compare the laboratory results with theory,
the corrected interaction parameter is derived from proper interpretation of
the theory in consideration of the ﬁnite incident wave angle. Our laboratory
data indicate that the maximum stem wave can reach higher than the maxi-
mum solitary wave height. The wave breaking along the wall results in the
substantial increase in wave height and slope away from the wall.
Extending the foregoing study on the reﬂection of a single solitary wave
at a vertical wall, laboratory and numerical experiments are performed on
two co-propagating obliquely incident solitary waves with different ampli-
tudes that are reﬂected at the wall. The larger wave catches up with the
smaller wave; hence the two waves collide with the strong interaction. The
resulting wave pattern near the wall is complex due to the interaction among
the two incident solitons and the two reﬂected solitons. The numerical pre-
dictions of the KP theory are in good agreement with the experimental re-sults. Another comparison of the KP theory with laboratory experiments is
demonstrated for one of the exact soliton solutions of the KP equation by
Chakravarty and Kodama (2009). This solution is called the T-type solution
by Kodama. The theoretically predicted formation of the ‘box’-shape wave
pattern in the vicinity of two-soliton intersection is realized in the laboratory
tank. The agreement between the laboratory observation and the KP theory
is found better for the cases with the larger wave amplitude a and smaller
oblique angle   (i.e. tan =(
p
3acos ) < 0:6). Subtle and unavoidable
differences among the analytical KP solution, the setup of numerical calcu-
lation, and the laboratory condition are discussed.c 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1. INTRODUCTION
Water waves in shallow water play a primary role in determining the ocean environment.
Nearshore waves are the ones that cause coastal ﬂooding, and affect coastal ecology,
biology, and chemistry. The coastal effects of tsunamis remain difﬁcult to predict with
adequate accuracy in spite of active research in recent years. It is because tsunami
behavior near the shore is not sufﬁciently understood. Tsunamis are long waves; hence
we tend to expect tsunami ﬂooding to occur fairly uniformly along a coastline. Contrary
to this perception, our ﬁeld surveys often reveal otherwise: tsunami runup heights often
deviate signiﬁcantly within neighboring areas. This local variability is closely related to
tsunami’s reﬂective and refractive behaviors (SCOR 107, 2002). Here we focus on the
reﬂection of tsunamis obliquely incident onto a vertical wall.
Increasing public attention has been paid to tsunamis after the devastating 2004
Great Indian Ocean Tsunami that destroyed more than 230,000 lives (USAID, 2005).
The attention has further grown since the 2011 Tohoku Tsunami in Japan that killed
more than 19,000 people (National Police Agency, 2012) and resulted in enormous eco-
nomic damage as well as caused a devastated nuclear disaster at the Fukushima Dai-ichi
Nuclear Power Plant. Due to tsunami’s wavelength (in the order of a few hundred kilo-
meters), tsunami is considered a ‘shallow-water’ wave even in a 4000 m deep abyssal
plain. Tsunamisaremuchlongerthanwind-generatedwaves. Wind-waveconditionsare
usually calm in a bay and energetic near adjacent headlands due to refraction caused by
near-shore bathymetry. This behavior is not applicable for tsunamis. When a tsunami’s
wavelength is comparable to, or longer than, topographic features, the energy often ‘fo-2
cuses’ at the head of the bay, rather than spreading by refraction. This tsunami behavior
is the reason why the Japanese Sanriku communities in the ria-type coastal zones have
been repeatedly devastated by tsunamis in the past, including the most recent 2011 To-
hoku Tsunami.
Tsunamis are often modeled by solitary waves. Note that solitary waves are weakly
nonlinear and weakly dispersive. According to the scaling analysis by Hammack and
Segur (1978), co-seismically generated tsunamis do not evolve to the exact form of soli-
tary waves in any oceans on the Earth (Yeh et al., 1996; Madsen et al., 2008) – the
Earth is too small to make the complete evolution. Nonetheless, solitary waves are sta-
ble and permanent-form waves that are convenient to use for laboratory and numerical
experiments, as well as theoretical analysis as an idealized model of tsunamis. It is
important to note that a solitary wave possesses the characteristics of a soliton. A ‘soli-
ton’ is a localized nonlinear wave of permanent form, which can collide with another
permanent form wave of the same type and re-emerge from the strong nonlinear interac-
tion unscathed except for a phase shift. Mathematically, a soliton can be deﬁned as the
asymptotic form of a wave associated with a discrete eigenvalue in the inverse scatter-
ing solution algorithm. The solitary wave is an exact solution of the Korteweg-de Vries
(KdV) equation:
t + c0x +
3c0
2h0
x +
1
6
h
2
0c0xxx = 0; (1.1)
where  is the water-surface elevation from the equilibrium state, h0 is the quiescent
water depth and c0 is the wave speed of linear long waves, c0 =
p
gh0 in which g is the
gravitational acceleration. The KdV equaiton describes the unidirectional propagation
of weakly nonlinear and weakly dispersive long waves. It is important to point out that
Eq. 1.1 is integrable for an arbitrary initial-value problem (Gardner et al., 1967), and3
the solitary-wave solution to Eq. 1.1 is a ‘soliton’, which can be written as
(x;t) = a0 sech
2
(s
3a0
4h3
0

x   c0

1 +
a0
2h0

t
)
; (1.2)
where a0 is the wave amplitude. The solitary wave proﬁle is uniquely determined once
the wave amplitude a0 and the water depth h0 are given.
One of the important behaviors of solitary waves is the interaction of multiple soli-
tary waves. Two solitary waves with different amplitudes propagating in the same di-
rection can collide and experience a strong nonlinear interaction. Each solitary wave
re-emerges from the collision retaining its original identity, except for a phase shift –
the faster and larger wave is shifted forward and the slower and smaller wave is shifted
backward: hence an elastic collision. The maximum wave amplitude during the interac-
tion does not exceed the amplitude of the larger wave – the interaction is not linear. The
term ‘strong’ indicates the interaction is of relatively long duration. The head-on colli-
sion of solitary waves results in weak interactions, instead, owing to its relatively short
interaction time. Contrary to the overtaking (strong) interaction, the maximum ampli-
tude during the head-on collision is greater than the sum of opposing solitary waves. Su
and Mirie demonstrated that a head-on collision results in a phase-shift that delays the
propagation – i.e. an inelastic collision.
The interference of multiple surface waves can cause local ampliﬁcation due to the
nonlinearity effect. In deep water, anomalously large waves are often called roguewaves
or freak waves. In the open ocean, even large ships are occasionally capsized by anoma-
lously large waves. One of the most referenced rogue waves was 25.6 m high observed
at Draupner oil platform in the North Sea in 1995 (M¨ uller et al., 2005): see Fig. 1.1.
An important feature of the rogue wave is its unpredictability – it appears suddenly out
of nowhere and disappears without a trace. While the cause of this phenomenon is not4
fully understood, it has been speculated by various theories. A traditional explanation is
the role of currents. When strong currents meet waves moving in the opposite direction,
the currents focus and concentrate sets of waves, causing individual peaks that are ex-
ceptionally higher than their surroundings. Ampliﬁcation can also occur when disparate
trains of waves meet together. Such intersections sometimes cause waves to be canceled
out, and at other times higher and steeper. Dysthe et al. (2008) presented three possi-
ble physical mechanisms: 1) spatial focusing and trapping achieved by wave refraction
in varying bathymetry and/or in variable currents; 2) dispersive focusing due to differ-
ent group velocities of the waves; and 3) nonlinear focusing due to instability of the
Benjamin-Feir type (Benjamin and Feir, 1967) and those associated with the nonlinear
Schrodinger equation such as the formation of the envelope solitons and the breathers
(Peregrine, 1983; Dyachenko and Zakharov, 2008).
Figure 1.1: Waves measured at Draupner oil platform in the North Sea, 1995. Peak
wave 18.5 meters (25.6 m peak-to-peak), standard deviation of wave record  3 meters;
Hrms = 8.49 m; H1 = 7.52 m; H1=3 = 12.0 m. (M¨ uller et al., 2005)5
Although not as much attention is paid as to deep-water rogue waves, there are many
reports of similar phenomenon in shallow water. Such localized extreme waves, often
called sneaker waves (also used the term freak waves), may be responsible for many
drowning accidents of surf ﬁshermen who were swept away from rocky shores. Peli-
novsky et al. (2000) attempted to analyze extreme wave formation in shallow water with
the framework of nonlinear-dispersive theory in a single propagation domain. They at-
tributed the main mechanism of freak-wave formation to the spatial-temporal focusing
of wave packets and a solitary wave due to the difference in their propagation speeds.
They pointed out that a freak wave is rare, short-lived, and always has a small ratio of
nonlinearity to dispersion. Nonetheless, it appears more likely that the sneaker waves
occur when multiple waves from different directions meet together: i.e. multiple direc-
tions in wave propagation could be an essential factor to the formation of a very transient
and extreme wave ampliﬁcation.
Obliquely interacting waves are often created in shallow water due to wave refrac-
tion, reﬂection and diffraction. When their amplitudes are sufﬁciently large, nonlinear
effects can have striking effects on the resulting surface wave patterns and underly-
ing velocity ﬁelds. The nonlinear interaction of obliquely propagating solitary waves
in similar directions can cause a high wave hump resulting from the crossing of these
waves in the two-dimensional propagation space. This hump resembles the Mach stem.
Strong, oblique interactions of two solitary waves can be modeled by the KP equation
(Kadomtsev and Petviashvili, 1970). Its nondimensional form can be written as (Segur
and Finkel, 1985)
(ut + 6uux + uxxx)x + 3uyy = 0; (1.3)
where x = (X  
p
gh0T)=h0, y = Y=h0, t = X=6h0, u = =2h0, in which (X;Y ) is6
a ﬁxed spatial reference system, T is the time, (X;Y ) is the water surface elevation,
h0 is the quiescent water depth, and g is the gravitational acceleration. The KP equation
describes the propagation of weakly nonlinear, weakly dispersive waves with weakly
2-D surfaces - the predominant propagation direction is X. A real world example of
oblique interaction of two shallow-water waves is shown in Fig. 1.2, which resembles
the interaction of two oblique solitons, a KP solution of genus 2 (Ablowitz and Segur,
1981; Segur and Finkel, 1985).
While the KP theory is applicable to long waves in the two-dimensional (x, y)
domain, it can only model waves propagating in one predominant direction, say +x-
direction, but not a mixture of x-directions. On the other hand, the Boussinesq equa-
tion does not have such a restriction and it is capable of modeling waves in the opposing
propagation directions. The choice of using the KP equation in this investigation comes
down to the fact that the KP equation is integrable and analytical solutions are available.
This is not the case, however, for the Boussinesq equation: Hietarinta (1987); Johnson
Figure 1.2: A real world example of oblique interaction of two shallow-water waves:
photo by Toedtemeier (2004) (Hammack et al., 1989).7
(1996) showed that the Boussinesq equation is not in the class of integrable equations.
Soomere and Engelbrecht (2005) analyzed the extreme ampliﬁcation of interacting
solitary waves within the framework of the KP equation. Figure 1.3 demonstrates their
results for the wave proﬁle at the interaction region. Note that the area of the interaction
hump is very narrow in the propagation direction (the x-direction in the ﬁgure) and steep
– the extreme slope at the front of the interaction may exceed eight times the maximum
slope of the incident solitary wave. A substantial area of extreme surface elevation may
occur only if the heights of incoming waves, their intersection angle, and the local water
depth are speciﬁcally balanced.
Wiegel (1964) described that regular reﬂection of a solitary wave at a vertical rigid
wall does not occur for sufﬁciently small angle of incidence, being replaced by a Mach
reﬂection that is a geometrically similar reﬂection from acoustics (Von Neumann, 1943).
The apex of the incident and reﬂected waves separates away from the wall and is joined
by a third solitary wave (called Mach stem) that perpendicularly intersects the wall as
(a) (b)
Figure 1.3: (a) contours of water-surface elevation for the interacting solitary waves:
dash-dotted lines indicate the crests of incoming solitary waves, while bold lines mark
the crests of the whole structure in the x-direction. (b) proﬁles of the incoming solitary
wave (solid line), wave hump at the interaction center (dash-dotted line with the circles),
and a single solitary wave with the amplitude equal to the maximum of the interacting
solution (dashed line). (after Soomere and Engelbrecht, 2005).8
depicted in Fig. 1.4. In the linear sense, the maximum wave ampliﬁcation is thought
to be double at the vertical wall when the incident wave approaches the wall perpendic-
ularly, or as is the case for a head-on collision of two solitary waves. Contrary to this
linear perception, Miles (1977b) presented theoretical predictions of the Mach reﬂection
at the asymptotic state: the Mach-stem wave height could be ampliﬁed by as much as
four times the incident waves, twice the linear superposition. There were several labora-
tory and numerical experiments performed in attempting to validate Miles’s prediction
of four-fold ampliﬁcation, but with no deﬁnitive success. Wiegel (1964) further reported
that when the 1946 Aleutian Tsunami hit the town of Hilo, Hawaii, a Mach-stem phe-
nomenon was observed along the cliffs forming the western boundary of the Hilo Bay
(Fig. 1.5).
This thesis is organized as follows. A review of previous theoretical, experimental
and numerical investigations is summarized in Chapter 2. The theoretical considera-
tions, which lead to the modiﬁed interaction parameter from the treatment of oblique
incident wave 
ψi 
ψr 
ψw 
0 
Figure 1.4: Deﬁnition sketch for Mach reﬂection:  i, incident wave angle;  r, reﬂected
wave angle;  w, angle of stem-wave development.9
incident angle in the KP equation, are presented in Chapter 3. The laboratory exper-
imental facilities and procedures are described in Chapter 4. The results of the labo-
ratory experiments on the Mach reﬂection of a solitary wave are discussed in Chapter
5, which includes water-surface proﬁles, wave evolution, and wave breaking. The nu-
merical predictions from the KP theory for the same waves studied in the laboratory
are presented in Chapter 6. Strong interaction of two solitons are discussed in Chapter
7, which is composed of one-dimensional strong interaction of two solitary waves and
two co-propagating solitary waves obliquely incident onto a vertical wall. Another type
of interaction, so called ‘T-type’, is discussed in Chapter 8, which consists of the T-
type exact soliton solutions of the KP equation, laboratory measurements and numerical
predictions from the KP theory. Finally A brief summary and overall conclusions are
presented in Chapter 9.
Figure 1.5: Mach-stem phenomenon along the seacliff during the 1946 Hilo tsunami:
wave in the form of a bore approaching Wailuku River, Hilo. It appears to be moving
along the seacliff as a Mach stem. (Courtesy Modern Camera Center, Hilo).10
2. LITERATURE REVIEW
Reﬂection of a solitary wave with oblique incidence along a vertical wall was ﬁrst inves-
tigated experimentally by Perroud (1957). He demonstrated that the reﬂection pattern
resembled the formation of a Mach stem that was known to exist for compressible shock
waves (e.g. Von Neumann, 1943; Courant and Friedrich, 1948). When a ‘strong’ shock
impinges on a vertical wall with a small incident angle, a three-shock conﬁguration
emerges near the wall; they are the incident and reﬂected shock fronts, and the continu-
ally growing ‘Mach stem’ forming perpendicular to the wall. The reﬂected shock front
branches off from the incident shock away from the wall at the outer edge of the Mach
stem (see the deﬁnition sketch in Fig. 1.4). While the governing equations for com-
pressible ﬂuids are similar to the shallow-water wave equations, Perroud’s (Perroud,
1957) experimental work – the realization of Mach reﬂection of a solitary wave in the
laboratory environment – is remarkable.
In his experiments, Perroud (1957) used a small ripple tank (6.1 m long, 1.1 m
wide, 0.13 m deep) with glass plate bottom (Fig. 2.1a). Repeatable solitary waves were
generated by displacing a paddle driven by a weight with a pulley system. The water
depths used for the experiments were 4 cm and 6 cm, and the wave amplitudes were
0.05  0.43 (normalized with the quiescent water depth). The wave amplitude decays
rather fast perhaps due to the imperfect generation of a solitary wave. The measured
propagation speed was slightly slower than the prediction and Perroud attributed this
to instrumentation error (oscillograph recorder). He found that the reﬂection pattern
was not affected by amplitude variations, but controlled by the incident angles. Perroud
observed that the reﬂection pattern was regular (no stem formation) when the incident
wave angle  i > 45; the Mach reﬂection pattern emerged when 20 <  i < 45;11
(a)
 I  
I  I 
(b)
Figure 2.1: (a) General view of the ripple tank and accessories; (b) Reﬂection patterns of
a solitary wave obliquely incident onto a vertical wall: I – incident wave; R – reﬂected
wave. (Perroud, 1957)12
no reﬂected wave appeared when  i < 20, and the stem length grew linearly with
a constant stem angle  w (see Fig. 2.1b). The critical angle of incidence to develop a
Mach reﬂection was found to be 45. Chen (1961) found the critical angle to be between
35 and 45). The measured maximum ampliﬁcation at the wall was w = aw=ai = 2:4
when  i = 45 and ai = 0:08, in which ai is the incident wave amplitude normalized
with the water depth at the quiescent state h0 and aw is the wave amplitude at the wall
also normalized with h0. Although his experiments were thorough, the results were not
deﬁnitiveduetothesmall-scalelaboratorywavetank, theimperfectwavegenerationand
limitation of measurement instruments (resistance-type wave gages recording with a 2-
channel analog pen-ink oscillograph recorder). Those were however the best technology
available at that time.
Hereinafter, unless stated otherwise, all the amplitude and length parameters are nor-
malized with the quiescent water depth h0. Wave ampliﬁcation  is deﬁned as the ratio
of the wave amplitude to that of the incident wave (ai), and the subscript i represents the
incident wave; r denotes the reﬂected wave; w indicates the wave at the wall. The wave
at the wall is termed the stem wave, because the Mach-stem-like feature appears in all
the experimental results presented in this thesis.
Based on Perroud’s work, Wiegel (1964) performed the laboratory experiments with
a solitary wave incident to an oblique, vertical, impervious and smooth barrier. It was
found that three types of reﬂection patterns did exist. For the incident wave angle  i >
30   45, the reﬂection pattern is ‘normal’ and the reﬂected wave angle is equal to
the angle of incidence, however, the reﬂected wave is followed by a trough. For 20 <
 i < 30   45, three waves are present: the incident wave, the reﬂected wave and the
Mach-stem wave. The stem continuously grows as the wave moves along the wall. The13
reﬂected and Mach-stem wave are followed by a trough. For  i < 20, the wave crest
bends, becoming normal to the wall, and no reﬂected wave appears.
Inspired by Perroud’s experimental ﬁndings, Miles (1977b) extended his theory for
obliquely interacting two KdV solitons (Miles, 1977b) to the Mach reﬂection problem.
His theory considers shallow-but-ﬁnite water depth and small-but-ﬁnite wave amplitude
to the lowest order (equivalent to the KdV limit) with perturbation of the Euler equation.
When the wave-wave interaction is weak, the ampliﬁcation of two identical solitary
waves intersecting each other at the angle 2 i can be expressed as:
w = 2 + ai

3
2sin2  i
  3 + 2sin
2  i

; (2.1)
which holds only for sin2  i  ai, and ai = O(") where "  O(1). Equation 2.1
describes the condition equivalent to the maximum wave ampliﬁcation w at a reﬂective
wallwhenanincidentwavewiththeamplitudeai impingesonarigidwallatanangle i.
This type of interaction is termed as the“non-grazing” reﬂection by Funakoshi (1980),
and is similar to the“non-glancing” reﬂection used for shock waves by Von Neumann
(1943).
Miles (1977b) further analyzed the strong interaction case for the condition,  2
i =
O("),and ai = O("), extending the methodology developed for unidirectional interac-
tion of two KdV solitons by Whitham (1974). He found that the regular reﬂection of a
solitary wave is impossible when 0 <  2
i < 3ai. Assuming resonant triad interaction
among three obliquely propagating KdV solitons as shown in the sketch Fig. 2.2. Miles
(1977b) derived quantitative predictions for Mach reﬂection in the asymptotic state – the
three waves are the incident, reﬂected, and stem waves. He found that the stem-wave14
ampliﬁcation w (= aw=ai) is given by
w =
8
> > <
> > :
4
1 +
p
1   k 2 for k  1;
(1 + k)2 for k < 1;
(2.2)
where k is the interaction parameter
k =
 i p
3ai
: (2.3)
Note that the maximum ampliﬁcation w = 4 occurs at k = 1, and the reﬂection
pattern is ‘regular’ when k > 1 and becomes Mach reﬂection when k < 1. The reﬂected
wave ampliﬁcation r (= ar=ai) is
r =
8
> > <
> > :
1 for k  1;
k2 for k < 1;
(2.4)
the reﬂected wave angle is
 r =
8
> > <
> > :
 i for k  1;
p
3ai >  i for k < 1;
(2.5)
Figure 2.2: Sketch for three-wave resonant-interaction model by Miles (1977b).15
and the stem angle (or stem-length growth rate: see the deﬁnition sketch in Fig. 1.4) is
 w =
8
> > <
> > :
0 for k  1;
r
ai
3
(1   k) for k < 1:
(2.6)
The foregoing theoretical predictions must be interpreted with caution. Miles’s the-
ory is based on the limit of " ! 0 (weak nonlinearity), small oblique angles  2
i = O("),
and the resonant interaction taking place at the equilibrium state.
A few years later, Melville (1980) performed laboratory experiments on the Mach
reﬂection of a solitary wave at a vertical wall to attempt to validate Miles’s theory. The
experiments were carried out in a laboratory wave basin (18.3 m long, 6.2 m wide with
the water of 20 and 30 cm depth) which is larger than Perroud (1957). Solitary waves
were generated along the 6.2-m long head wall and the waves were obliquely reﬂected
from a vertical waveguide that was placed with oblique angles 10  45 from the tank’s
sidewall. The earlier laboratory study by Perroud (1957) concluded that the incident
wave amplitude does not affect the reﬂection pattern. Because of this, Melville focused
his experiments on the key parameter k =  i=
p
3ai (Eq. 2.3) varied by changing the
incident angle  i but running two small-but-ﬁnite values of ai (0.1 and 0.15). In spite
of the relatively large physical dimensions of Melville’s wave tank, the propagation dis-
tance of the Mach stem was limited due to the tank’s ﬁnite breadth; the maximum prop-
agation distance along the oblique wall was limited to x  26:7. All the measurements
were made with resistance-type wave gages having a resolution of 0.2 mm. Melville’s
experimental data showed that the maximum ampliﬁcation at the wall w was 2.0 when
k = 1.43, which is smaller than Perroud (1957) observation and one half the theoretical
prediction of 4. Melville’s data show that the measured ampliﬁcation monotonically
increases as the parameter k increases, and all the measured ampliﬁcations were sub-16
stantially lower than Miles’s prediction Eq. 2.2. The growth rate of the Mach stem
was estimated by computing the wave-phase deviation based on the correlation function
between wave gages aligned perpendicular to the wall. This procedure was necessary
because of noise present in his laboratory as well as the difﬁculty in identifying the
wave phase of non-uniform waveform from the wave-gage data at discrete points. (As
will be discussed later, the present LIF measurements can circumvent this difﬁculty and
obtain the reliable results.) Melville demonstrated a trend that the growth angle  w of
the Mach stem approaches nil at the critical condition (k = 1.0) as predicted by Miles
(1977b). Melville failed to measure the reﬂected waves accurately with his laboratory
gages for both amplitudes ar and especially angles  r. Nonetheless, he claimed that the
reﬂected-wave ampliﬁcation r were in fair agreement with the prediction, although the
reﬂected wave angle  r could not be identiﬁed due to the limited propagation distance
(x  26:7) – the reﬂected wave could not develop sufﬁciently given the short distance.
Perhaps that is why the reﬂected wave proﬁle was considerably different from that of
a KdV soliton: the measured waveform was narrower than the soliton form. Melville
(1980) conjectured that the foregoing discrepancies must be related to the ﬁnite crest
length of the reﬂected wave. He reported that while conservation of mass and energy
determines the crest length of the reﬂected wave, conservation of momentum is violated
near the offshore end of the reﬂected wave unless acceleration exists along the crest
direction. Melville further pointed out that the critical condition at k = 1.0 means a van-
ishing stem length, hence the resonant model based on an inﬁnite extent breaks down
(the model shown in Fig. 2.2): i.e. the no-ﬂux boundary condition at the wall cannot be
modeled with Miles’s three-wave resonant interaction.
Almost at the same time as Melville’s laboratory study, Funakoshi (1980) conducted17
numerical experiments to verify Miles’s theoretical predictions. It is not surprising that
Funakoshi’s numerical results are in good agreement with the Miles’s theory because the
governing equations are the same as Miles’s limits (KdV approximation). For k > 1,
the numerical results agree better with the results for non-grazing reﬂection (Eq. 2.1).
No stationary state could be attained for k  1:0, which is attributed to the limitation
of numerical work. Consequently he could not numerically demonstrate the critical
ampliﬁcation of w = 4.0 at k = 1.0. Funakoshi presented the results for ai = 0.05 with
 i = 2:25  30, and commented that it takes a very long time to achieve the stationary
Mach-reﬂection pattern.
Unlike Funakoshi (1980) and others (e.g. Kato et al., 1998) whose numerical models
are the same order of approximation as the theory by Miles (1977a,b), Tanaka (1993)
numerical experiments were based on the higher-order spectral method developed by
Dommermuth and Yue (1987). This higher-order model allowed him to study conditions
less restricted in the nonlinearity parameter ai and the incident wave angle  i. As in
Funakoshi(1980)numericalexperiments, Tanakafoundthatitrequireslongpropagation
to achieve the saturated conditions in stem amplitude (x  100   300). His model also
failed to simulate the four-fold ampliﬁcation of the stem wave predicted by Eq. 2.2. The
simulated maximum stem-wave ampliﬁcation was w = 2.897 at k = 0.695 in the case
of ai = 0.3. When k > 0:695, Tanaka’s numerical results are in better agreement with
the Miles’s prediction for non-grazing reﬂection (Eq. 2.1) than the prediction for strong
resonant interaction (Eq. 2.2). Tanaka (1993) commented that the Mach-stem amplitude
becomes higher (aw = 0.905) than the highest two-dimensional steady solitary wave (a
= 0.827; cf. Longuet-Higgins and Fenton (1974)).
A similar numerical study was conducted by Barakhnin and Khakimzyanov (1999),18
which basically conﬁrmed Tanaka’s ﬁndings, even for the case of small amplitude: ai =
0.05. It was found that the values of  r,  w, and r are well predicted by Miles’s theory
with small amplitude, ai = 0.05, but not stem ampliﬁcation, w.
Nadai et al. (1993) performed laboratory experiments on the oblique reﬂection of
solitary waves using a L-shaped wave tank (3.6 m long, 2.4 m wide, 1.2 m deep with
the water of 5.0 cm depth), paying particular attention to the two-dimensional features
of the wave crests. They measured the water surface displacement at two-dimensionally
distributed points under various combinations of incident wave amplitude and angle.
Solitary waves were generated by a wave paddle which was driven by a pulse motor
controlled by computer. The water level sensor was a servo-type water surface follower,
which can respond very fast to water surface motion with very high resolution. They
found that the critical angle of incidence for the changeover between regular and Mach
reﬂection was about 50, and a trough formed behind the stem wave as pointed out by
Perroud (1957), Wiegel (1964) and Melville (1980). Their experimental results also
suggest that the difference between the incident and reﬂected wave angles depends on
the incident wave amplitude, and the growth rate of the stem wave depends on both the
amplitude and the angle of incident wave.
Kodamaetal.(2009)havederivedasymptoticsolutionsfortheKadomtsev-Petviashvili
(KP) equation with symmetric initial waves made of four semi-inﬁnite line-solitons.
Chakravarty and Kodama (2009) presented a comprehensive classiﬁcation of soliton so-
lutionsoftheKPequation, andpointedoutthat, amongtheirseventypesof(2, 2)-soliton
solutions, the (3142)-type and the O-type solutions correspond to the Mach reﬂection
and the regular reﬂection, respectively. Their results successfully reproduced Miles’s
theoretical predictions (Eq. 2.2), which demonstrate that Miles’s resonant interaction is19
equivalent to the asymptotic solution to the initial value problem of the KP equation.
Kodama et al. (2009) demonstrated that their solution recipe is capable of describing the
development stage of the reﬂection although the reﬂected wave characteristics far away
from the reﬂective wall must be given a priori.20
3. THEORETICAL CONSIDERATIONS
The problem of oblique incidence of a solitary wave on a vertical wall was studied
theoretically by Miles (1977a) and Miles (1977b) as a special case of oblique interaction
of two solitary waves with small amplitudes ai = O(") and small oblique angles  2 =
O(") (0 < "  O(1)). He found that the regular reﬂection (ar = ai and  r =  i)
gives way to Mach reﬂection when k =  i=
p
3ai < 1. In Mach reﬂection, the apex
of the incident and reﬂected waves moves aways from the wall at a constant angle  w,
which is called stem angle, and is joined by a third solitary wave called ‘Mach stem’ that
propagates perpendicularly along the wall (see Fig. 1.4 for the deﬁnition). According
to Miles (1977a) and Miles (1977b) for the Mach reﬂection, ar is smaller than ai and
decreases to zero as  i ! 0 (Eq. 2.4), and  r is larger than  i and depends only on
ai (Eq. 2.5). The most remarkable prediction of Miles’s theory is that the amplitude
of Mach stem aw (the maximum runup at the wall) becomes 4ai when  i =
p
3ai (Eq.
2.2), which is twice that predicted by linear theory.
3.1 Miles’s model
A KdV soliton of free-surface displacement  in the quiescent water depth h0 is de-
scribed by
 = a0 sech
2
"s
3a0
4h0
3

xcos  + y sin    c0

1 +
a0
2h0

t
#
; (3.1)
where a0 is the wave amplitude, c0 =
p
gh0 in which g is gravitational acceleration,
x  fx;yg is the coordinate vector in a horizontal plane, and r = fcos ;sin g is the21
propagation direction. Equation 3.1 can be expressed in a normalized form:
u = q
2sech
2 + O(); (3.2)
where q =
s
3a0L2
4h0
3 ,  =
4h2
0
3L2, and u =

h0
, in which L is the horizontal reference
scale; and  = qx !t+0, q = qfcos ;sin g, and !  qc = qf1+ 1
2q2+O(2)g
are the phase, wavenumber vector and angular frequency, respectively: c is the wave
phase speed and 0 is a phase constant.
Following Whitham’s (1974) procedure, Miles (1977a) obtained the solution for the
oblique interaction between two solitons with  2 = O(). Note that the soliton solution
can be written as
u = (q1@1 + q2@2)
2 lnE; (3.3)
where
E = 1 + E1 + E2 + e2E1E2; En = e 2n;
 =
1
2
ln

 2   (3
4)(q1   q2)2
 2   (3
4)(q1 + q2)2

;   =
1
2
( 2    1):
(3.4)
The solution described by Eq. 3.3 is singular if
3
4
(q1   q2)
2 <  
2 <
3
4
(q1 + q2)
2
in the general case, or if
0 <  
2 < 3
for reﬂection at a vertical wall with q1 = q2  1 ( = a0=h0) and  2 =   1    > 0.
Miles(1977b)concludedthattheregularreﬂectionisnotpossiblefor 2 < 3; however,
the Mach reﬂection occurs as a form of ‘Y-shape’ resonant interaction of three solitons.
The Mach reﬂexion is depicted in Fig. 1.4, where the subscripts i, r and m represent22
the incident wave, the reﬂected wave, and the Mach stem, respectively. Miles found that
an asymptotically stationary resonant reﬂection pattern is obtained when
fqi;qr;qmg = f1;k;1 + kg; (3.5)
and the angles relative to the normal to the wall are given by
f i; r; mg = (3)
1=2fk;1;0g; (3.6)
where k =  i=(3)1=2, and the dimensionless amplitude of the incident wave, q2
i, is
taken to be unity. The apex of the incident and reﬂected waves moves away from the
wall at a constant angle  w (angel of stem-wave development), with speed cw where
 w =
 
1
3
1=2 (1   k); cw = 1 + 2
3(1 + k + k
2): (3.7)
Based on Eqs. 3.5 and 3.6, the amplitude of the reﬂected wave decreases from 1 to 0 as
 i decreases from (3)1=2 to 0, while the stem angle  w increases from 0 to (3)1=2, so
the critical angle from Mach reﬂection to regular reﬂection is
 i =  c = (3)
1=2: (3.8)
With his earlier study of obliquely interacting solitary waves Miles (1977a) and Miles
(1977b) concluded that the runup at the wall (awh0) at the asymptotic state is given by
aw
ai
=
8
> > <
> > :
4[1 + (1   k 2)1=2] 1 ( 2
i > 3);
(1 + k)2 ( 2
i < 3);
(3.9)
where aih0 is the incident wave amplitude.
According to the foregoing review, Miles’s theoretical predictions Eqs. 3.5–3.9 are
generally supported by numerical simulations of models with the same limits and as-
sumptions ai = O(") (weak nonlinearity) and small oblique angles  2 = O(") with
0 < "  O(1). On the other hand, previous laboratory experiments failed to verify23
Miles’s theory, and so did the higher-order numerical simulations by Tanaka (1993) and
Barakhnin and Khakimzyanov (1999); the observed or simulated features and behaviors
do not match Miles’s theoretical predictions.
When we compare previous laboratory and numerical results with Miles’s theory,
one problem is the assumption of a small incident wave angle  i. Recall that Perroud’s
experiments (Perroud, 1957) were performed with  i = 0:35 0:79 radians (20 45);
Melville’s experiments (Melville, 1980) were performed with  i = 0:17   0:79 radians
(10 45); Funakoshi’s numerical experiments (Funakoshi, 1980) were performed with
 i = 0:04   0:52 radians (2:25   30); Tanaka’s numerics (Tanaka, 1993) were per-
formed with  i = 0:17   1:05 radians (10   60). The condition  2
i = O(") imposed
by Miles (1977b) was clearly violated for a majority of previous experiments, which
potentially explains why some of the previous experimental data for k > 1:0 (Tanaka,
1993; Funakoshi, 1980) agree better with the results of non-grazing reﬂection (Eq. 2.1)
that is valid for sin2  i  ai.
3.2 The KP solitons
Recently, Yeh et al. (2010) have shown a treatment of the oblique incident angle  i in
the KP equation. Note that the KP equation is equivalent to Miles’s theory, assuming
shallow-but-ﬁnite water depth, small-but-ﬁnite wave amplitude to the lowest order and
a small oblique angle. More explicitly, the assumptions in the KP equation are
a0=h0 = O("); (h0=0)
2 = O("); tan
2  i = O("); (3.10)
where h0 is the water-depth scale, a0 and 0 are the scales of wave amplitude and wave-
length, respectively, and 0 < "  O(1). It is important to point out, however, the subtle24
difference between the KP theory and Miles’s theory. The form of the small-but-ﬁnite
angle, tan2  i = O("), arises systematically in the derivation process of the KP equa-
tion from the Euler formulation, whereas Miles (1977b) assumed  2 = O(") – but not
tan2  i – from the outset of his analysis.
The KP equation in terms of the water-surface elevation  from the equilibrium state
can be written in the dimensional form:

t + c0x +
3c0
2h0
x +
c0h0
2
6
xxx

x
+
c0
2
yy = 0; (3.11)
where c0 =
p
gh0, the x-direction represents the primary wave propagation, and the
weak transverse perturbation is in the y-direction. An exact solution of the KP equation
(Eq. 3.11) for a line-soliton with an oblique angle   can be written as
 = a0 sech
2
"s
3a0
4h0
3

x + y tan    c0

1 +
a0
2h0
+
1
2
tan
2  

t
#
: (3.12)
While Eq. 3.12 resembles the form of a solitary wave, it does not represent the
KdV soliton unless   = 0. The solution is not invariant to coordinate orientation: a line
soliton in the x-direction cannot maintain its identity by rotating the coordinate system.
Consider a single and isolated KdV soliton. At a given location (x, y), the temporal
proﬁle of Eq. 3.12 becomes narrower as j j increases (see Fig. 3.1), which is evidently
unrealistic and is a shortcoming of the ‘exact’ solution Eq. 3.12. This is due to the
assumption of the quasi-two dimensionality of the KP equation.
It is emphasized that the incident wave in the present problem is in the form of a
KdV soliton, but not the distorted waveform of Eq. 3.12. To remedy this problem, we
ﬁrst rearrange Eq. 3.12 to
 = a0 sech
2
2
6
4
s
3a0
4h0
3 cos2  
8
> <
> :
xcos  + y sin 
 c0 cos 

1 + 1
2
a0
h0 + 1
2 tan2  

t
9
> =
> ;
3
7
5: (3.13)25
Taking the propagation direction of the line soliton to be  = xcos  + y sin , and
expanding cos  in the last term by cos  = 1=
p
1 + tan2   = 1   1
2 tan2   + O("2),
Eq. 3.13 becomes
 = a0 sech
2
"s
3a0
4h0
3 cos2  

   c0

1 +
1
2
a0
h0

t + O
 
"
2#
: (3.14)
Note here that the width of the soliton depends on the angle in the higher order, which
is evidently physically unrealistic. So now we deﬁne the amplitude ^ a0 = a0=cos2   =
a0 (1 + tan2  ) = a0 (1 + O("2)), then we have the KdV soliton in the -direction
^  = ^ a0 sech
2
"s
3^ a0
4h3
0

   c0

1 +
1
2
^ a0
h0

t
#
+ O
 
"
2
: (3.15)
This procedure results in the higher-order correction to the small angle approximation,
and the soliton solution Eq. 3.15 gives a better approximation than the KP solution Eq.
3.12 for the solitary wave with the propagation angle   in physical situation. With this
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Figure 3.1: Temporal proﬁles of the exact solution Eq. 3.12 with different oblique
angles:   = 0, 20, 30 and 40 (h0 = 6 cm and a0 = 1.5 cm).26
new amplitude ^ a0, the soliton solution Eq. 3.15 satisﬁes the KdV equation in the form
up to O("2):
^ t + c0^  +
3c0
2h0
^ ^  +
c0h2
0
6
^  = 0: (3.16)
While Eq. 3.15 is no longer the exact solution of the KP equation (Eq. 3.11), the
solutions expressed by Eqs. 3.12 and 3.15 are equivalent within the KP limit: error
caused by Eq. 3.15 would be the higher order for Eq. 3.11. This treatment makes a
signiﬁcant difference when the theoretical predictions are compared with the data from
laboratory or numerical experiments performed with ﬁnite wave amplitude a0=h0 and
large incident-wave angle  .
3.3 Exact soliton solutions of the KP equation
In this section, we summarize Kodama’s theoretical ﬁndings. Kodama et al. (2009)
studied symmetric V-shape initial waves that are formed by two identical semi-inﬁnite
line solitons (see the sketch in Fig. 3.2). This condition is equivalent to the Mach
reﬂection problem in the half-plane.
Figure 3.2: Sketch for the symmetric V-shape initial wave that consists of two identical
semi-inﬁnite line solitons.27
Kodama et al. (2009) considered the KP equation in the following standard form:
(4uT + 6uuX + uXXX)X + 3uY Y = 0: (3.17)
This equation is obtained by scaling Eq. 3.11 with
u =
3
2

h0
; X =
x
h0
 
c0
h0
t; Y =
y
h0
; T =
2
3
c0
h0
t: (3.18)
The exact solution of this one-line soliton is found to be
u = A0 sech
2
"r
A0
2
(X + Y tan    C T)
#
; (3.19)
where C = 1
2A0 + 3
4 tan2   and the amplitude A0 is expressed with the physical vari-
ables,
A0 =
3a0
2h0
=
3^ a0
2h0
cos
2  : (3.20)
Following Hirota (2004), we consider the solution of Eq. 3.17 in the form of
u(X;Y;T) = 2(ln(X;Y;T))XX; (3.21)
where the -function is deﬁned in the Wronskian determinant,
 = Wr(f1;f2;:::;fN): (3.22)
The functions fi’s (i = 1;2;:::;N) satisfy the linear equations, fY = fXX;fT =
 fXXX. For the soliton solutions,
fi =
M P
j=1
aijej; j = kjX + k2
jY   k3
jT: (3.23)
Here the coefﬁcient matrix A = (aij) is a constant N  M matrix, and kj are constants
with the ordering k1 <  < kM. Thus each solution u(X;Y;T) is then completely
determined by the A-matrix and the k-parameters.
One line-soliton solution is obtained in the case with N = 1 and M = 2. With28
 = ei + ej for ki < kj, Eq. 3.21 gives
u =
1
2
(kj   ki)
2sech
21
2
(j   i): (3.24)
The line i = j represents the ridge of the soliton, and we refer to this line-soliton as
[i;j]-soliton with i < j (i.e. ki < kj). The amplitude A[i;j] and the inclination tan [i;j]
of this soliton are given by
A[i;j] =
1
2
(kj   ki)
2; tan [i;j] = ki + kj; (3.25)
where  =2 <  [i;j] < =2 is the angle of the line soliton measured counterclockwise
from the Y -axis. This angle also represents the propagation direction of the line soliton.
3.4 The Mach reﬂection and the KP solutions
The Mach reﬂection problem can be modeled for the case with N = 2, M = 4. Using
the Binet-Cauchy theorem for the determinant, the -function  = Wr(f1;f2) can be
written in the form of
 =
X
1i<j4
(i;j)E(i;j); (3.26)
where (i;j) is the 22 minor consisting of i-th and j-th columns of the A-matrix, and
E(i;j) = Wr(ei;ej) = (kj   ki)ei+j. For the regular solutions, all of these minors
are required to be non-negative (note E(i;j) > 0 with the order ki < kj).
Each -function (Eq. 3.26) generates a soliton solution which consists of at most
two line-solitons for Y ! 1. Based on the concept of Grassmann manifold together
with the Schubert decomposition, Chakravarty and Kodama (2009) classiﬁed the soliton
solutions which can be uniquely expressed by the ‘chord diagram’. For N = 2, M = 4,
Kodamapresentedthatthereareatotalofsevendifferenttypesof(2, 2)-solitonsolutions29
of the KP equation: the (2, 2)-soliton denotes the condition of which two line-solitons
are present as Y ! +1 and two line-solitons as Y !  1. Figure 3.3 shows the
chord diagrams for all those seven types of (2, 2)-soliton solutions. The upper (lower)
chords represent the asymptotic line-solitons [i;j] for Y ! +1 (Y !  1). Note
that the length and the location of each chord give the amplitude and the angle of the
corresponding soliton (Eq. 3.25). The following is a summary of the results for those
seven types of (2, 2)-soliton solutions (see Kodama, 2010).).
1. (3412)-type: this case corresponds to the T-type two-soliton solution that was ﬁrst
obtained as the solution for the Toda lattice hierarchy. This is why it is called
‘T-type’. The two asymptotic line-solitons are of [i;j] = [1, 3] and [2, 4] for
y ! 1. The A-matrix is given by
A =
0
B
@
1 0  c  d
0 1 a b
1
C
A; (3.27)
where a, b, c, d > 0 are the free parameters with ad   bc > 0. These parameters
give the information of the locations of the line-solitons, the phase shifts and onset
of the opening of a box. The corresponding line-solitons has a complex pattern
due to the fully resonant interactions among all line-solitons. The T-type soliton
(3412) 
(4312)  (3421)  (4321) 
(2413)  (3142)  (2143) 
Figure 3.3: Chord diagrams for seven different types of (2, 2)-soliton solutions of the
KP equation. The upper (lower) chords represent the asymptotic line-solitons [i;j] for
Y ! +1 (Y !  1). Note that the length and the location of each chord give the
amplitude and the angle of the corresponding soliton (Eq. 3.25).(Kodama, 2010).30
solution is discussed in Chapter 8.
2. (2413)-type: this solution consists of [1, 2] and [2, 4] line-solitons for Y ! +1,
and [1, 3] and [3, 4] line-solitons for Y !  1. The A-matrix is given by
A =
0
B
@
1 0  c  d
0 1 a b
1
C
A; (3.28)
where a, b, c, d > 0 with ad   bc = 0.
3. (4312)-type: the asymptotic line-solitons for this case are the [1, 4] and [2, 3]
solitons for Y ! +1, and the [1, 3] and [2, 4]solitons for Y !  1. The
A-matrix is given by
A =
0
B
@
1 0  b  c
0 1 a 0
1
C
A; (3.29)
where a, b, c > 0 are the free parameters. Note that two line-solitons for Y !  1
are the same as the T-type solution.
4. (3421)-type: this case consists of two-line solitons of [1, 3] and [2, 4] for Y !
+1, and [1, 4] and [2, 3] for Y !  1. The A-matrix is given by
A =
0
B
@
1 0  b  c
0 1 a 0
1
C
A; (3.30)
where a, b, c > 0 are the positive free parameters. This case is symmetric to the
(4312)-type solution: two sets of line-solitons for Y ! +1 and Y !  1 are
switched (see Fig. 3.3).
5. (4321)-type: this case is called the P-type two-soliton solution which consists
of two asymptotic line-solitons of [1, 4] and [2, 3] for y ! 1. This type
of solution ﬁts better with the physical assumption for the derivation of the KP31
equation, i.e. a quasi-two dimensionality with weak y-dependence. This is why it
is called ‘P-type’. The A-matrix is given by
A =
0
B
@
1 0 0  b
0 1 a 0
1
C
A; (3.31)
The chord diagram indicates that the two line-solitons must have different ampli-
tudes; however, they can propagate in the same direction, corresponding to the
two-soliton solution of the KdV equation (Chapter 7).
6. (3142)-type: this case corresponds to the Mach reﬂection. The asymptotic line-
solitons are of [1, 3] and [3, 4] for Y ! +1, and [1, 2] and [2, 4] for Y !  1.
The A-matrix is given by
A =
0
B
@
1 a 0  c
0 0 1 b
1
C
A; (3.32)
where a, b, c > 0. This case is symmetric to the (2413)-type solution (see the
corresponding chord diagrams in Fig. 3.3).
7. (2143)-type: this case is called the O-type two-soliton solution that corresponds
to the regular reﬂection. The letter ‘O’ is due to the fact that this solution was the
original solution found to describe the two-soliton solutions of the KP equation.
This type of soliton solution has a steady X-shape with phase shifts in both line-
solitons. The two asymptotic line-solitons for this case are the [1, 2] and [3, 4]
solitons for y ! 1. The A-matrix is given by
A =
0
B
@
1 a 0 0
0 0 1 b
1
C
A; (3.33)
which is obtained as c ! 0 in the A-matrix of the (3142)-soliton solution.32
Two types of the foregoing soliton solutions of the KP equation are relevant to the
problem of refection of an obliquely incident solitary wave at a vertical wall: one is
the O-type ((2143)-type) solution, and the other one is the (3142)-type solution. Fig-
ure 3.4 shows the contour plots of O-type and (3142)-type two-soliton solutions in the
XY -plane, and the corresponding chord diagrams representing each soliton as a chord
joining a pair of ki’s following its permutation representation associated with the Schu-
bert decomposition. Note that the -function for the (3142)-type soliton consists of ﬁve
exponential terms,
 = (k3   k1)e1+3 + b(k4   k1)e1+4 + a(k3   k2)e3+2
+ab(k4   k2)e2+4 + c(k4   k3)e3+4;
(3.34)
and the -function for O-type with c = 0 in (Eq. 3.34) consists of only four terms.
Consider the amplitudes and the angles of the solitons in the region of X > 0 for
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Figure 3.4: Contour plots and chord diagrams of soliton solutions of the KP equation.
Left: O-type solution; right: (3142)-type solution. Each [i;j] denotes [i;j]-soliton.
The length of [1,4]-soliton changes in t. The upper and lower chords represent the
asymptotic solitons [i;j] for Y ! +1 and Y !  1, respectively. The thicker chords
correspond to the solitons for X ! +1. Y = 0 (– - –) represents the location of the
vertical reﬂective wall. (Kodama et al., 2009).33
both O-type and (3142)-type, so that those solutions are symmetric with respect to the
X-axis:
A0 
8
> <
> :
A[1;2] = A[3;4]  A0 for O-type;
A[1;3] = A[2;4]  A0 for (3142)-type;
(3.35)
  
8
> <
> :
  [1;2] =  [3;4]   i for O-type;
  [1;3] =  [2;4]   i for (3142)-type:
(3.36)
According to Eq. 3.25, the k-parameters in terms of A0 and tan  (with k1 =  k4 and
k2 =  k3 due to the symmetry) can be found to be:
k1 =  
1
2
(tan  +
p
2A0) and k2 =  
1
2
(tan   
p
2A0) for O-type: (3.37)
The ordering k2 < k3 implies tan  >
p
2A0;
k1 =  
1
2
(tan  +
p
2A0) and k2 =
1
2
(tan   
p
2A0) for (3142)-type: (3.38)
The ordering k2 < k3 implies tan  <
p
2A0.
Therefore, if all the solitons in the region of X > 0 have the same amplitude A0
for both O-type (tan  >
p
2A0) and (3142)-type (tan  <
p
2A0), then the critical
condition is identiﬁed at k2 = k3 = 0:
tan c :=
p
2A0; (3.39)
which appears similar to k = 1.0 in Eq. 2.3 because A0 = 3a0=2h0 (Eq. 3.20). Note that
at the critical condition (k2 = k3 = 0), the -function has only three exponential terms
(see Eq. 3.34): the chord diagram for the critical condition is shown in Fig. 3.5. This
yields a ‘Y-shape’ resonant solution as Miles (1977b) presented.
Miles (1977a) and Miles (1977b) considered an oblique interaction of two line-
solitons using the O-type solution. He found that resonance occurs at the critical angle
 c and the O-type solution becomes singular when   <  c. He also noticed a similarity34
Figure 3.5: Chord diagram for the critical condition between O-type and (3142)-type
solutions.
between the resonant interaction and the Mach reﬂection of a line-soliton. The (3142)-
type solution of the KP equation is the same as Miles’s asymptotic solution for the Mach
reﬂection. On the other hand, the (3142)-type solution of the KP equation can estimate
not only the asymptotic state but also the stem-wave development.
Kodama et al. (2009) derived the asymptotic stem-wave ampliﬁcation of the Mach
reﬂection that is identical to Eq. 2.2:
w =
8
> > <
> > :
4
1 +
p
1    2 for   1 (O-type = Regular reﬂection),
(1 + )2 for  < 1 ((3142)-type = Mach reﬂection),
(3.40)
where  = tan =
p
2A0. As mentioned earlier, A0 is expressed with the physical vari-
ables (Eq. 3.20), so the interaction parameter  of the KP theory can be expressed as
 =
tan i p
3ai cos i
: (3.41)
Itisimportanttorecognizethat, insteadofMiles’sinteractionparameterk =  i=
p
3ai,
the parameter  of Eq. 3.41, which has more proper form for the small incident wave
angle  i, should be used in Eqs. 2.2 and 2.4–2.6, when the theory is compared with the
experiments involving ﬁnite values of incident wave angle  i. The reﬂected wave am-
pliﬁcation, the reﬂected wave angle and the angle of stem-wave development in terms35
of the interaction parameter  are given, respectively, by
r =
8
> > <
> > :
1 for   1;
2 for  < 1;
(3.42)
tan r =
8
> > <
> > :
 i for   1;
p
3ai for  < 1;
(3.43)
tan w =
8
> > > <
> > > :
0 for   1;
p
3ai(1   )
2 +
p
3ai(1 + )=2
for  < 1:
(3.44)
With the corrected parameter Eq. 3.41, Fig. 3.6 demonstrates substantial improve-
ment when comparing numerical results of (Tanaka, 1993) with the theoretical predic-
tion. Tanaka’s model is based on higher-order approximation, and the simulations were
made for ﬁnite amplitude waves with ai = 0.3. In his paper, Tanaka drew a conclusion
that the transition from Mach reﬂection to regular reﬂection happens at k = 0:695 < 1
with the maximum ampliﬁcation w = 2:897, and that the data with k > 0:695 are in
better agreement with Miles’s theory for non-grazing reﬂection Eq. 2.1 than the reso-
nant interaction model Eq. 2.2. Such original conclusions are no longer true when the
modiﬁed interaction parameter Eq. 3.41 is used instead of the original Eq. 2.3. The
maximum ampliﬁcation of his numerical experiments is now at  = 1:03, and his re-
sults are in good agreement with the theory except for the cases near   1:0, where the
theoretical four fold ampliﬁcation could not be achieved by the numerical simulation.
His results remain in better agreement with Eq. 2.1 only when the value of  is very
large as anticipated.36
 w
k, 
Figure 3.6: Comparison of numerical result of Tanaka (1993) with theoretical predic-
tion of Miles (1977b). The numerical data are marked  with the original interaction
parameter k =  i=
p
3ai, and  with the modiﬁed parameter  = tan i=cos i
p
3ai;
, Eq. 2.2 (Eq. 3.40); - - -, Eq. 2.1.37
4. EXPERIMENTAL FACILITIES AND PROCEDURES
The laboratory experiments were performed in a wave tank that was designed and con-
structed speciﬁcally for long-wave research. The details of the laboratory apparatus,
experimental setup and operating procedures are discussed in this chapter.
4.1 Wave tank and wavemaker
The wave tank is 7.3 m long, 3.6 m wide, and 0.30 m deep, and is elevated 1.2 m above
the laboratory ﬂoor; the bottom and sidewalls are made of 12.7 mm thick glass plates.
This design enables us to measure both wave and velocity ﬁelds using various optical
techniques for ﬂow visualization. Prior to assemblage, the top surface of the entire 3.6
m  7.3 m aluminum frame was planed in one piece to achieve a smooth ﬂat surface,
which, together with the height-adjustable base columns, enables us to place glass plates
directly on the frame precisely in a horizontal plane. Two stainless steel rails are bolted
to the top of the two sidewalls of the tank. These rails support two traversable instrument
carriages which can move along the sidewalls. Figure 4.1 shows the schematic drawings
of the laboratory apparatus. The upper panel presents a plan view of the tank. The tank
frame can be seen through the bed that is made of glass plates; the lower panel shows
an elevation view.
The wave basin is equipped with a 16-axis directional wavemaker system along the
3.6m-long headwall, capable of generating arbitrary-shaped, multi-directional waves.
The wave paddles are positioned at 26 cm away from the tank’s upstream end. Each
wave paddle is pushed through hinge connections by two adjacent “linear-servo-motor”
motion devices. Each axis of linear-motor motion is produced by a single prepackaged38
Figure 4.1: Schematic drawings of the laboratory apparatus. Upper panel: a plan view
showing the waveguide that creates an oblique wave reﬂection and the tank frame that
can be seen through the bed that is made of glass plates; Lower panel: an elevation view.
unit that comprises the following: a linear motor with ampliﬁer; a linear motion table
with rails, bearings and carriage; a linear encoder with a resolution of 1 micrometer
and z-channel output; end-of-travel limit switches; cable management system with con-
nectors and feed-through. This complete factory-integrated unit (Model 406 LXR from
Parker Daedal) provides for the sophisticated positioning of a load. Compared with tra-
ditional rotary motors, linear motors are inherently more accurate for producing linear
positioning since there is zero backlash with fast response and settling times; and they
obviate the need for the mechanical devices traditionally needed to change rotary motion39
into linear motion. The 8-pole motor units are capable of producing 50 lbs maximum
force with a duty cycle of 60% and 17 lbs of continuous force. A push rod at one edge
of a paddle is connected directly to the carriage of the unit. A view of the apparatus (the
wave basin and the wavemaker) is shown in Fig. 4.2.
Figure 4.2: A view of the tsunami basin apparatus. The wavemaker system driven by
16-axis linear motors and the ﬂexible PVDF wave paddle plates are shown at one end of
the tank. Both the basin bottom and sidewalls are made of 1
2” thick glass plates to allow
optical measurements. Two steady carriages for instrumentation are equipped on rails
along the sidewalls. The small black box placed on the lift table outside of the wave
basin is a 190 mJ Yag laser head that is used for the Particle Imagery Velocimetry (PIV).
The laboratory is enclosed with black and thick drapes to provide a sufﬁciently dark and
secured environment because of the use of high-power lasers.
A turbo PMAC1-VME digital controller from Delta Tau, Inc. provides the control
for all axes of motion. This computer-based controller runs a dedicated real-time oper-
ating system for controlling motors; unlike other operating systems of this type, Delta
Tau’s is open, giving us direct access to all memory locations, which can be monitored
in real-time using background programs. This monitoring capability allows us to know40
Figure 4.3: A close view of the wavemaker driven by-16 axis linear motors and ﬂexible
PVDF wave paddle plates.
exactly what is happening in real-time and to use this information to control other ex-
perimental apparatus by output/input TTL signals. In particular, data acquisition can be
synchronized to wavemaker motion, and XYZ-positioning system(s) over the basin will
be controlled and synchronized by other channels on the wavemaker controllers. Delta
Tau provides a software package that enables the controllers to be interfaced through
serial lines, USB, or internet communication systems to laboratory computers. This
software package provides an environment for accurate tuning of all motor/load axes
of motion. In addition, the digital control algorithm provides “look-ahead” capability,
enabling the system to be controlled with no error (traditional servo systems require an
error signal before they are controlled). The look-ahead feature incorporates the known
dynamical capabilities of the wavemaker system.
The wave paddles are made of PVDF (Polyvinylidene ﬂuoride) plates that are driven
horizontally in piston-like motions (Fig. 4.3). They are adequately ﬂexible to form a
smooth curve between the driving axes. The paddle system, in a basin with a water
depth of 6.0 cm and a width of 3.6 m wide, is capable of generating waves propagating
at a maximum angle (measured from the basin axis) of 63 for a 1-Hz wave and 37 for41
a 2-Hz wave (both are long waves for this water depth). The rods and all portions of the
support system that contact water are made of stainless steel. Each paddle has a maxi-
mum horizontal stoke of 55 cm – more than adequate to generate very long and multiple
waves in a water depth of h0 = 4.0  6.0 cm for our experiments. The paddle array
and linear motion devices are supported by a separate, structurally stiff, steel structure
that spans one end of the wave basin and is bolted to the laboratory ﬂoor. This preci-
sion wavemaker system, together with the precise wave tank, is needed to investigate
nonlinear dynamics of long-wave motion.
4.2 Wave generation
Whilethewavemakersystemiscapableofgeneratingarbitrary-shaped, multi-directional
waves, we choose to generate a solitary wave in the normal direction (along the tank’s
sidewalls) for the Mach reﬂection experiments. An obliquely incident solitary wave is
created by placing a 2.54 cm thick Plexiglas vertical wall (waveguide) at a prescribed
azimuth angle from the tank’s sidewall (see Fig. 4.1): this is the same setup that both
Perroud (1957) and Melville (1980) adopted in their laboratory experiments. Because
the wave paddles are driven synchronously along the sidewalls, any ambiguity associ-
ated with potential deviation caused by the paddle deformation is eliminated. Solitary
waves are generated in the laboratory tank using the algorithm developed by Goring
(1979), which is based on the KdV solitons. (Goring’s algorithm is applicable only for
long waves which propagate with a permanent form such as solitary and cnoidal waves.)
The exact soliton solution for the KdV equation can be written as
 = a0sech
2 [k(x   ct)]; (4.1)42
wherek =
r
3a0
4h3
0
andc = c0

1 +
a0
2h0

, inwhichh0 isthewaterdepthatthequiescent
state, a0 is the wave amplitude,  is the water-surface elevation from h0 and c0 =
p
gh0.
The motion of the wave paddle is programmed to generate a solitary wave by forcing a
horizontal velocity ﬁeld in the water; the velocity of the wave paddle should match the
depth-averaged horizontal ﬂuid velocity based on the continuity equation:
upaddle =
c
h0 + 
: (4.2)
The horizontal displacement of the wave paddle from its initial position (x = 0) is then
found to be
xpaddle =
Z t
0
upaddledt; (4.3)
which gives the Lagrangian path of a water particle.
Slightly more stable solitons could be generated using the higher-order solutions
– the Rayleigh’s solution (Guizien et al., 2002). The KdV soliton is used so that our
laboratory measurements are consistent with the KdV and KP theories. Identifying
deviations resulting from the mathematical assumptions and approximations is one of
our objectives. Due to the precision apparatus and the simpliﬁed wave generation, the
generated waves are precisely replicable. The excellent repeatability for the apparatus
is demonstrated in Fig. 4.4: a solitary wave with the amplitude ai
 = 1.73 cm in the
water depth h0 = 6.0 cm was generated three times (repeated tests with the same input
parameters in the wave-generation program) and the wave proﬁles were measured at the
same location. (Hereinafter, dimensional quantities are denoted by an asterisk). The
result in Fig. 4.4 indicates the maximum error being less than 0.06 mm (or 0.1% of
the depth). Figure 4.5 shows a typical proﬁle of the generated KdV soliton (solid line)
at x = 543 cm (from the wave paddle) with the water depth of h0 = 6.0 cm, and the43
dashed line represents the proﬁle of the exact KdV soliton with the same amplitude.
The slightly wider proﬁle and the imperfect trailing portion of the generated solitary
waves shown in Fig. 4.5 are due to the approximation of the KdV soliton used in the
generation algorithm. It is emphasized that the KdV soliton is an exact solution of the
KdV equation; however, it is an approximation in the real-ﬂuid environment.
The size of the wave basin used by Melville (1980) was 18.3 m long and 6.2 m
wide, which is physically larger than the present apparatus. Melville stated in his pa-
per: “the large scale of the basin made it difﬁcult to prevent draughts in the laboratory
from generating surface waves”. On the other hand, our laboratory condition was care-
fully controlled in the enclosed space, which allowed us to perform the experiments
in a depth h0 = 6.0 cm that is shallower than Melville’s h0 = 20.0 and 30.0 cm. As a
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Figure 4.4: Demonstration of excellent repeatability in generation of a solitary wave
with the amplitude ai
 = 1.73 cm in the water depth h0 = 6.0 cm: the maximum error is
less than 0.06 mm (or less than 0.1% of the depth).44
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Figure 4.5: A typical proﬁle of the generated KdV soliton (solid line) at x = 543 cm
(from the wavemaker) with the water depth of h0 = 6.0 cm, and the dashed line represent
the proﬁle of the KdV soliton. The slightly wider proﬁle and the formation of a small
trailing dispersive wavetrain are due to the KdV approximation used in the generation
algorithm.
result, the present apparatus is considered to be effectively larger in terms of the non-
dimensionalized domain than Melville’s wave basin.
4.3 Experimental setup
To examine temporal and spatial variations of water-surface proﬁles, we utilized the
Laser Induced Fluorescent (LIF) method (together with a traditional wave-gage as a
reference). The LIF method has been used to record water-surface variations as early
as 1980’s (Yeh and Ghazali; Ramsden, 1993; Duncan et al., 1994), and has signiﬁcantly
improved accuracy due to recent advances in optical devices (e.g. Duncan and Qiao,45
1999; Gardarsson and Yeh, 2007; Diorio et al., 2009). Figure 4.6 shows a setup of the
LIF system used in this study. A 5W diode-pumped solid-state laser (Centennia Thin-
Disk Laser manufactured by Spectra-Physics) was used in this method. The laser head
was mounted on a mounting tube (Dantec Dynamics) that was placed on the traversable
instrument carriage, and was adjusted such that the laser beam parallel to the still water
surface and in the direction along the wavemaker. The laser beam (2 mm in diameter)
was converted to a thin laser sheet using a plano-concave cylindrical lens (focal length:
6 mm) embedded in a cylindrical lens holder (Newport Model CYH-1). Two front-
surface mirrors, supported by an aluminum frame made with T-slotted aluminum bars
(80/20 Inc.), direct the laser sheet to the water surface. As a result of this optical system,
the laser-light sheet (28 cm of effective width) was oriented to illuminate the vertical
plane perpendicular to the wall. Fluorescein dye (Uranine; Acid Yellow 73) was mixed
with the tank water to a concentration of about 0.1 p.p.m. With the aid of ﬂuorescein
Figure 4.6: Setup for the Laser-Induced Fluorescent (LIF) method, composed of the
5W laser, the cylindrical lens, and a two front-surface mirrors. The water dyed with
ﬂuorescein ﬂuoresces when excited by the laser sheet.46
dye dissolved in water, the vertical laser-sheet illumination from above induces the dyed
water to ﬂuoresce and identiﬁes the water-surface proﬁle directly and non-intrusively.
The bright horizontal strip shown in Fig. 4.6 is the illuminated water dyed with ﬂu-
orescein. The bright vertical line in the ﬁgure is the reﬂection of the laser sheet from the
Plexiglas waveguide. As the wave passes through the laser light sheet, the illuminated
proﬁles are recorded by a high-speed high-resolution video camera (X-PRI manufac-
tured by AOS Technologies) that was mounted on a separate traversable instrument
carriage. The camera was set to record 1280  1024 pixel images with 8 bit grey lev-
els at 100 frames per second (capable of 30 – 500 frames per second) with a recording
time of 10 sec that is the maximum with this setting due to the memory limitation of
the camera (10 sec is long enough for the present experimental runs). The camera was
equipped with a Nikon Nikkor 55mm f/1.2 lens and the view ﬁeld of the camera was
about 33 cm horizontally. A 55-mm long-pass optical ﬁlter (Tiffen Model 21 orange)
was placed in front of the camera lens to eliminate the specular reﬂections of laser light
from the water surface while receiving the light from the ﬂuorescing dye. The camera
was synchronized with the wavemaker with a trigger system that was set up so that the
camera started recording at a given time after the wave-paddles started/stopped moving,
depending on the distance from the measuring location to the wave paddles. The camera
was set 120 cm away from the plane of the illuminated laser light sheet and oriented to
view the waves from the side with a look-down angle of about 20 from the horizon-
tal. With the vertical laser-sheet illumination, the intersection of the light sheet and the
water surface was easily discernible in each image from the high-speed camera.
Figure 4.7 shows a typical snapshot of the water surface proﬁle (illuminated by the
vertical laser sheet) obtained by the LIF technique. It is emphasized that the transpar-47
Figure 4.7: A typical snapshot of the water surface proﬁle (illuminated by the vertical
laser sheet) obtained by the LIF technique.
ent glass bed of the tank minimizes the reﬂection of laser illumination that could have
caused contamination in the image analysis for the wave proﬁles. To identify the air-
water interface, we traced image pixels in the vertical direction from top to bottom; the
interface was determined at where the gradient of the light intensity reaches a maximum.
The detailed image processing procedure is presented in the next section.
4.4 Water-surface proﬁle extraction
The captured videos are uncompressed gray scale AVI ﬁles. Computer based image
processing was used to obtain the water-surface proﬁle from each image. The image
processing program is written in MATLAB, a software that provides extensive tools
for image processing, as well as a friendly interface for coding and debugging. To
extract the water-surface proﬁle from each image of the video recorded by the high-
speed camera, the following ﬁve steps were used:
1. Image rectiﬁcation
2. Water surface detection
3. Water-surface proﬁle smoothing48
4. Still-water surface line identiﬁcation
5. Multiple proﬁle montage
1. Image rectiﬁcation
Prior to each set of experiments, the plane illuminated by the laser sheet was cali-
brated with a target image. The calibration target is made by attaching a 11”  8” (27.94
cm  20.32 cm) grid-scale craft mat to a plastic board. To calibrate the video images of
wave proﬁles for physical dimensions, the calibration target was placed at the location
that is aligned with the laser sheet. With the aid of a ﬂood light, the well-focused cali-
bration image was recorded by the video camera while the laser was off. After recording
the calibration video, the target was removed from the tank and all instrument settings
remained the same throughout the experimental runs. Note that the laser power used for
aligning the front face of calibration target with the light sheet was set at 0.5 W, while a
power level of 2 – 3 W was used for the experimental runs.
The images captured with the high-speed video camera have some perspective dis-
tortions, which can be corrected by applying perspective transformation to the original
images. Prior to the rectiﬁcation, a center-weighted ﬁlter was used to smooth the cal-
ibration image that is the average of the ﬁrst 10 frames of the calibration video. This
ﬁlter was also used for all captured images in preprocessing step. To rectify the captured
images, four calibration points were typically used to determine the parameters of the
perspective transformation. These four points on the original image were ﬁrst picked
manually to form a rectangle area of 9”H  3”V (22.86 cm  7.62 cm) for the present
experimental runs (see the left panel of Fig. 4.8). We chose a spatial resolution of 100
dpi (dots per inch) in the physical plane for the rectiﬁed images (it is about the same as
the resolution of the original images). This choice resulted in the 9”  3” (22.86 cm 49
Figure 4.8: Captured calibration image with four hand-picking calibration points (left),
and the rectiﬁed image with the rectangle of 900  300 pixels (right).
7.62 cm) rectangle area having 900  300 pixels in the rectiﬁed image (the right panel
of Fig. 4.8). The original and rectiﬁed still water images by the LIF method are shown
in Fig. 4.9. The still water level can also be recognized from the calibration image in
Fig. 4.8. The captured images were rectiﬁed with the determined transformation so that
the resulting images can be analyzed quantitatively.
Figure 4.9: Still water image by the LIF method. The left panel is the captured image
of the still water illuminated by the laser sheet; the right panel is the same but the image
was rectiﬁed.
2. Water surface detection
The air-water interface in the image is the edge between the dark background and
the glowing dye in the water. In order to reduce the effect of noise on the detection,
each image was smoothed ﬁrst with a center-weighted ﬁlter (the same as the one used
on the calibration image) which removes optical noise. After smoothing, we traced the
image pixels in the vertical direction from top to bottom to obtain a gradient of the light50
intensity at each pixel; the pixels with the maximum values of image-intensity gradient
were connected successively from left to right in the image and this line was taken as
the water surface proﬁle (the air-water interface). A similar procedure was used by Liu
and Duncan (2006) for their laboratory experiments on wave breaking processes. The
accuracy of the water-surface proﬁle extraction is affected by the image quality, and the
surface line can be determined at a single pixel level (0.254 mm in the physical plane)
in well-focused images typical to the present measurements. To increase the accuracy,
the light-intensity gradient was interpolated in the vertical direction using a cubic spline
with the step size of 0.1 pixel (0.025 mm). Figure 4.10 shows an example of the original
light-intensity gradient in the vertical direction at a single pixel level and the interpolated
gradient with an accuracy of 0.1 pixel. From this ﬁgure, the maximum gradient of the
light intensity before and after the interpolation was found to be at y = 404 pixel and at
y = 404.4 pixel, respectively.
0 5 10 15
390
395
400
405
410
415
420
y
(
p
i
x
e
l
)
Intensity gradient
Figure 4.10: Demonstration of light-intensity gradient in the vertical direction (y-
direction): original gradient at one pixel level (); interpolated gradient at 0.1-pixel level
(—–). The maximum gradient of the light intensity before and after the interpolation are
at y = 404 pixel and at y = 404.4 pixel, respectively.51
3. Water-surface line smoothing
A piecewise cubic spline curve ﬁtting algorithm was used to smooth the water-
surface proﬁle extracted by the method of maximum intensity gradient. The segment
length of about 100 – 200 pixels ( 25 – 50 mm) for smoothing was chosen for most
of the proﬁles, which is large enough to remove noise and small spikes due to dusts and
tiny bubbles, yet still ﬁne enough to track the water-surface variations. However, for
the surface proﬁles very close to the vertical wall ( 40 pixels), smaller step size of 20
pixels was used to preserve the the meniscus effect on the Plexiglass wall. As for break-
ing waves, we ﬁrst identiﬁed the breaking portion (where the water surface ﬂuctuates
2 pixels off the smoothed surface line), then we applied the same cubic spline ﬁtting
method only to the non-breaking region and kept the extracted surface proﬁle within the
breaking portion as the original.
4. Still-water surface line identiﬁcation
In order to obtain the water surface elevation from the equilibrium state, we need
to identify the surface line of still water. Since the water was still during the ﬁrst few
seconds of each video, we took the average of the water surface proﬁles of the ﬁrst 100
images (the ﬁrst second of the video) as the still-water surface line. However, consid-
ering the meniscus effect on the Plexiglass wall, we utilized the piecewise cubic spline
curve ﬁtting to extrapolate the portion without the meniscus contamination towards the
vertical wall. This resulted in an ”uncontaminated” still-water surface line.
5. Multiple proﬁle montage
One of the difﬁculties associated with the LIF technique for measuring long waves
is the limitation in resolution. Unlike the experiments for capillary waves or break-
ing waves, long waves have an inherently small vertical-to-horizontal length-scale ra-52
tio. This causes insufﬁcient resolution in the vertical direction even when the 1280H
 1024V pixel camera is used. Our laboratory experiments of Mach reﬂection require
measurements of small wave amplitudes (a few centimeters) in a large horizontal span
(more than 75 cm). To circumvent this difﬁculty, we repeat LIF water-surface measure-
ments on three adjacent segments with approximately 28 cm each, and make a montage
of the three-segment proﬁles to cover the 80 cm long transect perpendicular to the wall.
The weighted average method was used in the overlapped region to combine two adja-
cent segment proﬁles (Fig. 4.11). Note that the video camera was synchronized with the
wavemaker, which ensures the correctness of this montage process; and this procedure
is only possible with the laboratory apparatus that is capable of precise replication.
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Figure 4.11: Demonstration of the weighted average method used in the overlapped
region to combine two adjacent segment LIF proﬁles.
A typical example of the measured wave proﬁles is shown in Fig. 4.12. Because the
LIF method permits measuring water-surface elevations non-intrusively, any uncertainty
causedbymeniscuscontaminationinthemeasurementoftenassociatedwithwavegages
is eliminated. In fact, the LIF method is capable of capturing the meniscus effect on the
wall as presented in Fig. 4.12: see the small curvature of the proﬁle at the wall (y = 0).
Theconcavecurvatureofmeniscusatthewallispresentpriortotherunuponthevertical53
waveguide. The meniscus ﬂips to its convex form during the runup. The capillary
rise on the Plexiglass wall varies approximately between 1 – 1.5 mm, depending on
contamination of the water and the wall surface. In spite of a large variation in capillary
rise, the meniscus effect is limited close to the wall, y < 1 cm, and does not affect the
rest of the proﬁles. Hence, hereinafter, the data will be presented without showing the
meniscus, plotting the proﬁle from y = 1.27cm (or y = 0.21).
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Figure 4.12: A typical example of the measured wave proﬁles: temporal variation of
the water surface proﬁle along the transect perpendicular to the oblique wall at x= 427
cm (the origin of coordinates is taken at the leading edge of the oblique vertical wall,
and the x-direction points horizontally along the wall) with the incident wave amplitude
a
i = 1:66 cm, the incident angle  i = 30 and the water depth of h0 = 6.0 cm. The
proﬁles were constructed by making a montage of three LIF images. The time interval
of each proﬁle is 1/100 sec. Note the meniscus effect at the wall.54
4.5 Patching procedure
Oneoftheshortcomingsofthelaboratoryexperimentsisthelimitationofwave-propagation
distance: physical size of the apparatus prevents the observations of a long-distance
wave evolution. To circumvent this, we extend the experiment by generating the wave-
form measured at the furthest location (x = 71:1) observed in the previous experimental
run. In other words, the effectively larger wave tank is achieved by patching the two
experimental runs together: the original ‘parent’ experimental run and the subsequent
‘extended’ experimental run. Unlike the parent experimental run, in which only an in-
cident solitary wave was generated, the two-dimensional ‘Y-shape’ waveform (see Fig.
4.13b) including the reﬂected and stem waves needs to be generated for the extended
experimental run. This is possible because the present wavemaker system is capable of
precise replication of the 2D waveform.
Wave paddles  Wave paddles 
(a) (b)
Figure 4.13: Sketch for the ‘Y-shape’ waveform generated in the present experiments:
(a) for the parent experimental runs and (b) the extended experimental runs.
When the incident wave is generated to propagate parallel to the tank’s sidewall (in
the normal direction), the reﬂected wave from the oblique vertical wall has a large prop-
agation angle (see Fig. 4.1). For example, when the incident wave angle is  i = 30, the55
reﬂected wave angle would be approximately  r = 40. Therefore, for the extended ex-
perimental run, the reﬂected wave must be re-created with the angle of 70 relative to the
wave paddles. Waves with such a large oblique angle would be difﬁcult to generate even
with our wavemaker system. Consequently, for the extended run, the incident wave is
generated with an oblique angle to form the stem wave along the sidewall instead of the
obliquely placed waveguide. In other words, the obliquely incident solitary wave is gen-
erated along the waveguide. In this manner, when the incident wave angle is  i = 30,
the reﬂected wave can be comfortably generated with the prescribed oblique angle of,
say, 40, but not 70. It is cautioned that this patching procedure to effectively extend
the laboratory tank induces some error because it is not possible to perfectly reproduce
the wave measured in the parent experimental run with the 16-axis wavemaker system.
Nonetheless, the data that will be discussed in the next chapter reasonably demonstrate
continuous transition from the parent experimental run to the corresponding extended
run. A sample wave-generation program, written in Mathematica, for the ‘Y-shape’
waveform in the extended experimental run is presented in Appendix A.56
5. PRESENTATION AND DISCUSSION OF LABORATORY RESULTS
Primary references used in the study of the Mach reﬂection of a solitary wave are the-
oretical predictions of Miles (1977b), laboratory data of Melville (1980) and numerical
experiments of Tanaka (1993). As discussed earlier, when the laboratory results are
compared with the theory, the modiﬁed interaction parameter  presented in Eq. 3.41
should be used, instead of the original parameter k in Eq. 2.3. The present experiments
of the Mach reﬂection focus on the conditions of the quiescent water depth h0 = 6.0 cm
and the incident wave angles  i = 20, 30 and 40. Unless otherwise stated, all the pa-
rameters are normalized with the quiescent water depth h0, and the time scale
p
h0=g,
where g is the gravitational acceleration. In addition, our laboratory results are com-
pared with our numerical calculation based on the KP equation (Eq. 3.11) in Chapter 6.
Our objectives are to realize the Mach reﬂection phenomenon in the laboratory environ-
ment, to provide an accurate anatomy of Mach reﬂection formation and to analyze the
results with the previous laboratory observations (cf. Melville, 1980), numerical predic-
tions (cf. Tanaka, 1993) and the theoretical predictions (Miles, 1977a,b), as well as our
numerical simulations based on the KP equation.
5.1 Single KdV soliton measurements
As mentioned in Chapter 4, in our laboratory experiments on the Mach reﬂection, we
chose to generate solitary waves (KdV solitons) in the normal direction (along the tank’s
sidewalls), andobliquelyincidentsolitarywaveswerecreatedbyplacingaPlexiglasver-
tical wall (waveguide) at a prescribed azimuth angle from the tank’s sidewall (see Fig.
4.1). In order to measure the amplitude and phase speed of the incident solitary wave,57
we generated solitary waves in the normal direction without placing the waveguide in
the tank. Here the origin of coordinates is set at the leftmost edge of the wave paddles,
the x-direction is along the tank’s sidewall, and the y-direction is parallel to the wave
paddles (see Fig. 5.1). The solitary-wave proﬁles were measured at four different trans-
verse locations along the centerline of the tank in the x-direction by the LIF method
with aligning the vertical laser sheet parallel to the tank’s sidewall. The amplitude was
measured at the center of each laser sheet: x = 27.0, 48.2, 69.4, and 90.6. The measured
solitary-wave amplitudes are listed in Table 5.1.
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Figure 5.1: Sketch for the measuring locations of solitary-wave experimental runs with-
out the oblique reﬂective wall using the LIF technique. The numbers indicate the laser-
sheet positions along the x-direction. The centers of the laser-sheet positions are at x =
27.0, 48.2, 69.4 and 90.6, respectively.
To identify energy decay of the solitary wave, the e-folding distance of amplitude
attenuation was calculated by using an exponential function to ﬁt the measured ampli-
tudes at those four different transverse locations shown in Table 5.1. It was found that
the amplitude decays slowly – the average e-folding distance being 55.5 m (or the ex-
ponential decay rate of 0.018 m 1). Hence, it appears that viscous effect in the present
experiments is not negligible, but sufﬁciently small to examine the Mach reﬂection phe-
nomenon.58
Table 5.1: Measured solitary-wave amplitudes (normalized by the quiescent water depth
h0) at those four measuring locations. The solitary waves were generated in the normal
direction without the oblique reﬂective wall in the tank (h0 = 6.0 cm).
a x = 27.0 x = 48.2 x = 69.4 x = 90.6
Case 1 0.076 0.076 0.074 0.074
Case 2 0.097 0.096 0.093 0.091
Case 3 0.145 0.140 0.136 0.134
Case 4 0.192 0.183 0.179 0.176
Case 5 0.283 0.271 0.265 0.261
Case 6 0.374 0.359 0.352 0.347
The average wave speed in the present measurements can be obtained by
 c =

x
t2   t1
+
x
t3   t2
+
x
t4   t3

=3; (5.1)
where x is the distance between two adjacent measuring locations and ti is the arrival
time of the wave crest at each measuring location. Table 5.2 presents the comparisons of
themeasuredphasespeedsandthetheoreticallypredictedphasespeedbasedontheKdV
equation calculated with the average of measured wave amplitudes at the four measuring
locations shown in Table 5.1. We found, from Table 5.2, that the measured wave speeds
are less than the KdV predictions by 0.74–1.46%, which is due to the approximation
of the KdV soliton. According to Tanaka (1993), the higher-order phase speed can be
written as
cHO = (1 +
1
2
a  
3
20
a
2 +
3
56
a
3 + O(a
4)): (5.2)
The higher-order predictions for the wave speed are also presented in Table 5.2. The
measured phase speed is also used to determine the Mach-stem crest length, which will
be discussed in Section 5.2.1.59
Table 5.2: Comparisons of the measured solitary-wave speeds ( c), the KdV predictions
(cKdV) and the higher-order phase speeds (cHO) calculated with the average of measured
wave amplitudes at the four measuring locations ( a). The phase speed  c, cKdV and cHO
are the dimensionless quantities normalized with
p
gh0.
 a  c cKdV* cHO**
Case 1 0.075 1.029 1.038 1.037
Case 2 0.094 1.037 1.047 1.046
Case 3 0.139 1.058 1.069 1.067
Case 4 0.182 1.083 1.091 1.086
Case 5 0.270 1.125 1.135 1.125
Case 6 0.358 1.162 1.179 1.162
*cKdV = 1 +  a=2; **cHO = 1 +  a=2   3 a2=20 + 3 a3=56.
5.2 Mach reﬂection measurements
For all experimental results of the Mach reﬂection presented in this chapter, the origin
of coordinates is taken at the leading edge of the oblique vertical wall as shown in
Fig. 5.2; the x-direction points horizontally along the oblique wall, y-direction points
perpendicularlyawayfromthewallandz-directionpointsupwards. Aswestatedearlier,
the wave along the wall is termed ‘stem wave’, because the Mach-stem-like feature is
present in all of the experiments reported herein. The ampliﬁcation of the stem wave
w is deﬁned as the ratio of wave amplitude at the wall (or more precisely at y = 0.21 to
avoidthemeniscus effect)totheincidentwave amplitudemeasuredatthesame location:
w = aw=ai. The reﬂected-wave ampliﬁcation is presented in the same manner, r =
ar=ai. The subscripts i, r, and w denote the quantity for the incident, reﬂected and stem
waves, respectively.
The wave proﬁles were captured by the high-speed high-resolution video camera at60
W
a
v
e
 
p
a
d
d
l
e
s
 
Figure 5.2: Sketch for the measuring locations of the Mach reﬂection experiments using
the LIF method with the vertical laser sheet perpendicular to the oblique reﬂective wall
(along the y-direction). The laser-sheet position 1) is at x = 10.2; 2), 20.3; 3), 30.5; 4),
40.2; 5), 50.8; 6), 61.0; 7), 71.1.
100 frames per second using the LIF method with aligning the vertical laser sheet per-
pendicular to the oblique vertical wall (along the y-direction). There were seven mea-
suring locations along the wall as shown in Fig. 5.2: x = 10.2, 20.3, 30.5, 40.2, 50.8,
61.0 and 71.1. Since the incident wave amplitude attenuates during the propagation due
to viscous effects, we used the local incident wave amplitude to obtain the interaction
parameter  and the wave ampliﬁcation. The local incident wave amplitudes were ob-
tained by linearly interpolating the amplitude values measured at those four locations
in the previous KdV soliton tests as presented in Table 5.1. The interpolated amplitude
values at the seven measuring locations along the oblique wall for the cases with h0 =
6 cm and  i = 30 are shown in Table 5.3. Also presented in this table are the cor-
responding values of the interaction parameter  at different measuring locations. The
incident-wave amplitude ai at x = 10.2 and the corresponding value of the interaction
parameter  are used to identify the experimental run.61
Table 5.3: Measured incident wave amplitudes ai and the corresponding values of the
interaction parameter  at different measuring locations for the cases with h0 = 6 cm
and  i = 30. The incident-wave amplitude ai at x = 10.2 and the corresponding value
of the interaction parameter  are used to identify the experimental run.
ai
()
x = 10.2 x = 20.3 x = 30.5 x = 40.2 x = 50.8 x = 61.0 x = 71.1
Case 1
0.076 0.076 0.076 0.075 0.074 0.074 0.074
(1.395) (1.395) (1.400) (1.407) (1.414) (1.415) (1.416)
Case 2
0.096 0.096 0.095 0.094 0.093 0.092 0.091
(1.242) (1.245) (1.250) (1.257) (1.264) (1.268) (1.273)
Case 3
0.143 0.141 0.139 0.137 0.136 0.135 0.134
(1.020) (1.027) (1.033) (1.039) (1.044) (1.048) (1.052)
Case 4
0.188 0.184 0.182 0.180 0.178 0.177 0.176
(0.888) (0.897) (0.903) (0.907) (0.912) (0.915) (0.918)
Case 5
0.277 0.272 0.269 0.267 0.266 0.263 0.261
(0.731) (0.737) (0.742) (0.745) (0.748) (0.751) (0.753)
Case 6
0.367 0.360 0.357 0.354 0.351 0.349 0.347
(0.636) (0.641) (0.645) (0.647) (0.649) (0.651) (0.653)62
5.2.1 Water-surface proﬁles
As mentioned earlier, compiling three adjacent LIF segments of the water-surface pro-
ﬁles in the y-direction – each segmental proﬁle along the transect perpendicular to the
oblique wall was measured with the LIF technique by repeating the identical exper-
imental run – yields a montage of water-surface proﬁles in the y   t plane with the
adequate coverage, 0  y < 13:0. Hereinafter, the wave proﬁles will be presented from
y = 0:21 without showing the meniscus effect. (The meniscus effect was discussed
in Fig. 4.12). Figure 5.3 shows the temporal water-surface proﬁle in the y-direction
(y  0:21) at x = 71:1 for the case of the incident wave amplitude ai = 0.277 (Case
5) with the water depth h0 = 6 cm and the oblique wall (or equivalently the incident
wave angle)  i = 30. The interaction parameter at x =71.1 is  = 0:753 < 1; hence,
this condition should form a Mach reﬂection according to Eqs. 3.40 – 3.44. (Note that
 = 0:731 at x = 10:2; the slight increase in  at x = 71:1 is due to the amplitude
attenuation.) The plot in Fig. 5.3 is made from 150 slices of spatial proﬁles – 100 slices
per second – with approximately 3000 pixel resolution in the y-direction. As expected,
the formation of Mach stem is realized, in which the apices of the incident and reﬂected
waves separate away from the wall by the third wave that perpendicularly intersects the
wall. Figure 5.3 shows that the reﬂected wave amplitude is smaller than that of the in-
cident wave as anticipated for the Mach reﬂection. Small wavelets emanating from the
wall (generated near the cessation of the rundown process) and trailing the Mach stem
are gravity-capillary waves (ripples) with a wave period of approximately 0.2 sec. The
air-water-wall contact line must have created the gravity-capillary disturbance due to
the motion of the surface curvature with small radii. Note that the water surface in our
laboratory is likely to be contaminated by soluble surfactants typically found in the bulk63
Figure 5.3: Two views of the temporal variation of the water-surface proﬁle in the y-
direction (perpendicular to the wall) at x = 71.1: the wall is located at y = 0, the water
depth h0 = 6.0 cm, the incident wave amplitude ai = 0.277, and the angle  i = 30( =
0:731). The data were obtained by the LIF method with the vertical laser sheet along the
y-direction. See the stem formation along the wall (y = 0) and the difference in angle
and amplitude in the y   t plane between the incident and reﬂected waves.
water and ambient airborne dust; hence, the surface tension is probably lower than 74
dyn cm 1 (surface tension was not measured).
Taking advantage of the LIF method of directly capturing the water-surface proﬁle,
the the stem length and the reﬂected wave angle are measured unambiguously. The loci
of the maximum water elevation (i.e. wave crest) of the incident, reﬂected and stem
waves are shown in Fig. 5.4 for the same waves as presented in Fig. 5.3. Near the
offshore end y > 10 (the thicker-line portion), the wave reﬂection at the wall does not
affect the incident wave that forms a straight crest line with uniform amplitude; the crest
line of the reﬂected wave also becomes straight with uniform amplitude but only where
x is sufﬁciently large, say x  20:3. As shown in Fig. 5.4, the stem crest length Ls
is the distance from the origin to the intersection point P; the slope of the line PA
(sPA) is given by sin i=ci, where ci is the measured incident wave speed that is listed64
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Figure 5.4: Loci of the maximum water-surface elevations, i.e. wave crests, identiﬁed
from the wave proﬁle shown in Fig. 5.3. The intersection of the linearly extended crest
of the incident wave to the Mach stem determines the stem length.
in Table 5.2: the point A is at the center of the thicker-line portion of the incident-wave
crest line. Such a direct and detailed measurement of Mach stem length was not possible
in the previous laboratory experiments that used wave-gauge measurements. Melville
(1980) estimated the stem length by computing the wave-phase deviation based on the
correlation function between wave-gauges aligned normal to the wall. His procedure
was necessary because of noise present in his laboratory and the difﬁculty in identifying
the wave phase from the wave-gauge data at discrete locations. The reﬂected wave angle
 r is calculated with the slope of the line PB (sPB) and the theoretically predicted
reﬂected-wave speed cr =
p
1 + ar: sin r = cr  sPB, and is found to be  r = 42:0:
the point B on the reﬂected-wave crest line is at the same y position as the point A.
Evidently,  i(= 30) <  r, one of the characteristics of Mach reﬂection.
Figure 5.5 presents temporal variations of the stem-wave proﬁle at the wall (y =65
0:21) and the offshore water-surface proﬁle (at y = 12:5) for the same wave as shown
in Figs. 5.3 – 5.4. Also plotted are the KdV-soliton proﬁles ﬁtted to the measured
wave amplitudes. The incident and reﬂected waves are sufﬁciently but not completely
separated from each other at y = 12:5. The wave amplitude of the reﬂected wave is
evidently smaller than that of the incident wave: the ampliﬁcation is r = ar=ai = 0.563.
Both incident and reﬂected waveforms exhibit the form of the KdV soliton. However,
the lee portion of the reﬂected wave proﬁle sags down faster than the KdV-soliton proﬁle
and it does not approach the quiescent water level but further dips to the negative water
level. Melville (1980) pointed out that the observed reﬂected wave was narrower than
the solitary wave; the deviation he observed was greater than that shown in Fig. 5.5.
The larger discrepancy in Melville’s data can be attributed to the short distance of his
measurements (at x = 16:7), where the reﬂective wave was still under development and
losing its energy along the crest via diffraction. On the other hand, the proﬁle in Fig.
5.5 was taken further downstream at x = 71:1.
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Figure 5.5: Temporal water surface proﬁles of (a) the stem wave at y = 0.21 and (b) the
incident and reﬂected waves offshore at y =12.5, measured at x =71.1 for the same wave
shown in Fig. 5.3. The dashed and dotted lines represent the proﬁles of KdV solitons.66
The stem wave at the wall shown in Fig. 5.5a does not form the proﬁle of a KdV
soliton. While the wave proﬁle is symmetric, the wave breadth is broader than that of
the soliton. This characteristic is consistent for all the experiments we performed as
well as consistent with the measurements made by Perroud (1957) and Melville (1980).
A trailing depression is apparent in Fig. 5.5a; the depression formation behind the stem
wave was also pointed out in the previous laboratory studies by Perroud (1957) and
Melville (1980). Examination of the numerical results by Tanaka (1993) (Figure 15)
shows a similar depression formation in the early stage of the simulation. Funakoshi
(1980), in his numerical calculations, numerically observed the trough depth increasing
and subsequently decreasing slowly until vanishing at t ! 1.
To examine the depression behind the Mach stem closely, Figure 5.6 shows the evo-
lution of water-surface proﬁles at the measuring locations x =10.2, 30.5, 50.8 and 71.1.
The ﬁgures in the left column show the wave proﬁles in the y   t plane, and the mid-
dle and right columns are the temporal proﬁles at the wall (y = 0:21) and offshore
(y = 12:5), respectively. Where x is small (x = 10:2, Fig. 5.6a), there is a compact dip
in the trailing portion of the stem wave that is almost negligible in the offshore proﬁle
behind the reﬂected wave. The small dip could have been generated by the wavemaker
motion based on the KdV soliton approximation as discussed in Fig. 4.5. However, the
depression behind the stem wave is signiﬁcantly more prominent (2.4 mm (  0:04))
than the dispersive trailing dip shown in in Fig. 4.5 (0.24 mm (  0:004)). Fur-
thermore, such a small and short wave disturbance should have dispersed behind the
primary wave and becomes less apparent downstream, contrary to the results shown in
Fig. 5.6. A careful examination of Fig. 5.6 reveals that the depression becomes elon-
gated as the wave propagates downstream. The depressed water level does not return to67
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Figure5.6: Water-surfaceproﬁlesbehindtheMachstemfortheincidentwaveamplitude
ai = 0.277 and the angle  i = 30( = 0:731): (a) x = 10.2; (b) x = 30.5; (c) x = 50.8;
(d) x = 71.1. Left: the proﬁles in the y   t plane; middle and right: the temporal
proﬁles at the wall (y = 0.21) and offshore (y = 12.5), respectively. Note that the large
disturbance that appears near the end of (d), t > 115, was caused by the exit reﬂection
when the wave was released from the conﬁned domain of the present experimental set-
up (see Fig. 4.1).68
the still water level behind the stem, but sustains its set-down of approximately 2 mm
(  0:033). The evolution of the depression in fact appears like a wake formation
when an object commences in motion. As discussed later in Fig. 5.8, the stem and
reﬂected wave amplitudes grow continuously even at x =71.1. This wake-like forma-
tion of the depression behind the stem wave must be related to the transient process
associated with stem-wave development.
Consider a control volume, bounded by control surfaces sufﬁciently ahead of and
behind the stem wave as depicted in Fig. 5.7, moving along the wall with the constant
speed c = ci sec i (c is the propagation speed of the stem wave in the stationary
frame), where ci is the phase speed of the incident wave. The net momentum within
the control volume increases with time owing to the growth of stem and reﬂected waves
(see Fig. 5.8). Hence, the momentum ﬂux through the control surface 1 ahead of the
stem wave must be greater than that through the trailing control surface 2. Since the
ﬂow velocities across both control surfaces are the same – the speed c in the moving
coordinate system – the ﬂow depth must be smaller across the trailing control surface
than across the surface ahead of the stem wave. (Note that, in the offshore region where
only the incident soliton is present and the reﬂected wave has not yet been developed,
the control surface can be chosen conveniently by aligning the surface tangential to
(a) (b)
Figure 5.7: Sketches of the Mach stem propagation: a) a view in the stationary frame;
b) a view in the moving frame with the stem speed c. The numbers 1 and 2 denote the
control surfaces.69
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Figure 5.8: Ampliﬁcation growth of the stem wave w and the reﬂected wave r for
 i = 30, h0 = 6 cm, and     , ai = 0.076 ( = 1.395);     , ai = 0.096 (
= 1.242);       , ai = 0.143 ( = 1.020);     , ai = 0.188 ( = 0.888);    
  , ai = 0.277 ( = 0.731);         , ai = 0.367 ( = 0.636).
the velocity vectors of the incident line soliton, which results in nil momentum ﬂux
across this offshore control surface.) Consequently, the depression behind the stem
wave is formed by this transient behavior associated with the momentum growth within
the control volume due to the development of the Mach stem. Growing amplitude means
that the stem wave is not a KdV soliton throughout the extent of the experiment. Figure
5.9 shows that the observed stem wave propagates (3% – 12%) faster than the KdV
soliton with the same amplitude; hence, the observed stem wave is a forced wave.
Another feature seen from Fig. 5.6 is the disturbance created when the Mach stem
exits from the experimental domain: Fig. 5.6d for x = 71.1. When the wave escapes
from the linearly contracted domain (see our laboratory setup in Fig. 4.1), a sudden70
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Figure 5.9: Measured propagation speed of the stem wave normalized by that of KdV
soliton of the same amplitude:  i = 30, ai = 0.277 (at x = 10.2).
expansion occurs to the wave at the narrow exit. This creates a disturbance – resembling
a partial wave reﬂection – propagating back to the experimental domain.
Fig. 5.6 also shows the immature reﬂected wave at x = 10.2, having an asymmetrical
waveform, decreasing wave amplitude along the offshore direction even at y = 12.5, and
separating father away from the incident wave. Recall that data of Melville (1980)
were taken at a similar location, x = 16.7. A smaller wave is shedding out from the
reﬂected wave in the proﬁle at x = 30.5 (Fig. 5.6b). When x is small (say, x < 30), the
reﬂected wave must be in the transient process of its creation and also contaminated by
the disturbance that might be generated at x = 0 and y = 0, where the boundary angle is
discontinuous (see Fig. 5.2).
5.2.2 Wave evolution
Growing stem-wave ampliﬁcations w(= aw=ai) induced by incident waves with am-
plitudes 0:076  ai  0:367 and  i = 30 are presented in Fig. 5.8. Also shown is71
the growth of reﬂected waves. The stem ampliﬁcation continues to grow in the cases of
larger-amplitude waves. On the other hand, the ampliﬁcation tends to approach its equi-
librium value for smaller amplitude cases. The reﬂected wave amplitude also grows.
Contrary to the behavior of stem waves, the larger the incident waves are, the slower
the growth of the reﬂected waves. The reﬂected-wave ampliﬁcation r(= ar=ai) tends
to approach unity for the smaller incident waves. Nevertheless, the limited physical di-
mension of the laboratory apparatus prevents the stem formation from reaching its fully
developed asymptotic state. Note that in Fig. 5.8, no complete data are presented for the
case of ai = 0.367 because of wave breaking after x = 50.8.
Recall that Miles’s predictions Eqs. 2.2 – 2.6 are for the equilibrium state (see
Fig. 2.2), whereas the wave reﬂection observed in the laboratory is in the development
process (see Fig. 1.4). Hence, it is difﬁcult to directly compare our laboratory results
with the theory. To remedy this, the evolution is numerically calculated based on the
KP equation (Eq. 3.11), details of the numerical algorithm and the results are presented
later in Chapter 6. Note that the asymptotic solution to the KP equation is equivalent
to the theory by Miles (1977b), as demonstrated in Chapter 3 (also by Kodama et al.,
2009)) because the limits and assumptions involved are the same.
Measured stem-wave ampliﬁcations are plotted in Fig. 5.10 with Miles’s asymp-
totic solution (Eq. 3.40) and Tanaka’s numerical results (Tanaka, 1993). Recall that
Tanaka’s model is based on the higher-order approximation in nonlinear effects, and
the simulations were made for waves with ai = 0.3 and a range of incident wave an-
gles  i = 10   60. According to Tanaka, his results become asymptotically stable at
x  150, except the data point at  = 0:90 ( i = 35), in which the convergence to
the asymptotic state is very slow. The laboratory results presented in Fig. 5.10 include72
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Figure 5.10: Comparison of the measured stem-wave ampliﬁcation w with the theo-
retical prediction of Miles (1977b) (Eq. 3.40) (——) and the numerical results of the
higher-order model given by Tanaka (1993) (). The present data are at x = 71.1 for ai
= 0.076 – 0.367 and the incident wave angle  i = 40 (),  i = 30 () and  i = 20
(). The data taken in the extended experimental runs are at x = 121.1 with  i = 30
() and  i = 20 (N).
the stem-wave ampliﬁcation at x = 71.1 (our farthest measuring location of the parent
experiment) with  i = 20 and 30, and at x = 61.0 with  i = 40; in the case of
 i = 40, the data at x = 71.1 were contaminated due to ﬂow contraction owing to the
limited breadth of the wave tank (see Fig. 4.1). The data obtained at x = 121.1 by the
extended experimental runs are also presented in the ﬁgure. (The patching procedure for
the extended experimental runs were discussed earlier in Section 4.4.) However, no data
were taken for the case with  i = 40, because it is difﬁcult for the wavemaker system
to reproduce the reﬂected wave with the large oblique angle. We consider, however, that
the data at x = 61.0 for  i = 40 have already reached close to their asymptotic state.73
According to Fig. 5.10, stem-wave ampliﬁcations at x = 71.1 show good agreement
with the asymptote (Eq. 3.40) for the case with the incident wave angle  i = 40.
However, as the incident wave angle decreases ( i = 30 and 20), the measured ampli-
ﬁcation at x = 71.1 (denoted by open symbols) deviates from the theoretical prediction.
The smaller the incident wave amplitude (or the larger the interaction parameter ), the
smaller the ampliﬁcation w, and for  < 1:0 the farther the deviation from Eq. 3.40;
see the cases with  i = 20 represented by the open triangular symbols in Fig. 5.10.
At the extended location x = 121.1 (indicated by the ﬁlled symbols), the ampliﬁcation
continuously approaches the theoretical prediction of Eq. 3.40. In fact, the results with
 i = 30 are in excellent agreement with Tanaka’s numerical predictions. The results
with  i = 20 start to converge the theoretical trend of the Mach reﬂection for  < 1:0,
i.e. the ampliﬁcation increases as  increases towards its critical value.
The present laboratory data are in excellent agreement with Tanaka’s numerical pre-
dictions for, say,  > 0:8. The discrepancy in the case of  i = 20 remains due to the
limitation in propagation distance in the laboratory; however, the data clearly exhibit
approaching the asymptotic state. With a small angle of incidence, the stem wave of
the Mach reﬂection continuously grows. We found that the crest length of the stem for-
mation at distant locations becomes too long to reproduce in the limited breadth of our
laboratory tank by the wavemaker, which disallows us to perform additional extended
experiments beyond x = 121.1.
In short, our laboratory results tend to approach numerical results of Tanaka (1993).
Furthermore, when the interaction parameter  is away from unity, the present labora-
tory results support the theoretical prediction Eq. 3.40. Note that Tanaka provided his
data for the cases with only one incident-wave amplitude ai = 0:3, while our labora-74
tory results are based on a variety of wave amplitudes ai as well as the three incident
wave angles. Good agreement with Tanaka’s results implies that smaller ampliﬁcation
than the theoretical prediction Eq. 3.40 for the data near  = 1.0 is probably attributable
to the higher-order nonlinearity effects. Further discussions on the stem-wave ampli-
ﬁcation precesses will be presented in Section 6.3, in conjunction with the numerical
simulations based on the KP theory.
Figure 5.11 shows the wave proﬁles taken with the LIF method at x =71.1, 96.1
and 121.1 with  i = 30 for three cases: (a) ai = 0.076, (b) 0.188 and (c) 0.277. Note
that the ﬁrst panel of Fig. 5.11c is identical to Fig. 5.3. The proﬁles at x = 71.1 are
obtained from the parent experiments by generating the prescribed incident line soliton,
while the proﬁles at x = 96.1 and 121.1 are obtained by the extended experiments by re-
producing the waveform (including the stem and reﬂected waves) observed at x = 71.1.
Some noises (horizontal strips) that appear in the proﬁles are related to the overlapping
LIF images in the montage process. Visual observations provide a justiﬁcation for our
patching procedure to create the effectively longer propagation distance; the waveforms
in Fig. 5.11 are essentially consistent. The three cases (Fig. 5.11a–c) exhibit different
evolution patterns in the proﬁles. The Y-shaped proﬁle of case (a) (ai =0.076) shows
little change as it propagates from x = 71.1 to 121.1, whereas the stem length is clearly
growing for case (c) (ai = 0.277). This behavior is consistent with the theoretical pre-
diction; continuous growth of the stem length Ls when  < 1 (for case (c),  = 0:834 at
x = 121.1 (see Table 5.4),  = 0:731 at x = 10:2), and no growth for regular reﬂection
when  > 1. The stem length shown in Fig. 5.11a ( =1.506 at x =121.1,  = 1:395
at x = 10:2) maintains its forms with constant length. For case (a), the ampliﬁcation of
the reﬂected wave is approximately unity (r = 1:016) at x = 121:1 and the measured75
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Figure 5.11: Evolution of the water-surface proﬁles at x = 71.1 (left), 96.1 (center), and
121.1 (right) for the incident waves: (a) ai = 0.076 ( = 1.395), (b) ai = 0.188 ( =
0.888), and (c) ai = 0.277 ( = 0.731). The wall is located at y = 0, the water depth h0
= 6.0 cm, and the incident wave angle  i = 30. The data were obtained by the LIF
measurement with the vertical laser sheet along the y-direction.76
Table 5.4: Measured incident wave amplitudes ai and the corresponding values of the
interaction parameter  at the extended measuring locations for the cases with h0 = 6
cm and  i = 30. There is no extended data for Case 6 (ai = 0.367 at x = 10.2) because
the stem wave breaks after x = 50.8.
ai
()
x = 96.1 x = 121.1
Case 1
0.070 0.065
(1.457) (1.506)
Case 2
0.086 0.080
(1.316) (1.358)
Case 3
0.123 0.114
(1.098) (1.138)
Case 4
0.158 0.147
(0.970) (1.003)
Case 5
0.224 0.213
(0.813) (0.834)
reﬂected wave angle is  r = 32:6, very close to the incident wave angle  i = 30 –
these are the characteristics of regular reﬂection. This stem wave formation of regular
reﬂection does not seem to disappear for further propagation, considering the conditions
of r = 1:0 and  i =  r that should maintain the existing waveform and the phase shift.
Evolution processes of the stem-wave elongation are shown in Fig. 5.12a for the
cases with 0:076  ai  0:367 and  i = 30. Fig. 5.12a shows the growth of the stem
length, indicating that the larger the amplitude, the faster the growth. Fig. 5.12b shows
the growth rate of the stem-length  w assuming the linear growth as depicted in Fig.
1.4. The stem lengths are determined by the method presented in Fig. 5.4. As seen in
Fig. 5.12a, the cases of ai = 0.076 and 0.096 almost cease the stem-length growth at
x > 71:1, whereas those of ai = 0.188 and 0.277 appear to grow continuously at linear77
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Figure 5.12: The stem length Ls determined by the method depicted in Fig. 5.4. (a)
Growth of the stem length in x with  i = 30:         , ai = 0.076 ( = 1.395);
        , ai = 0.096 ( = 1.242);       , ai = 0.143 ( = 1.020);         ,
ai = 0.188 ( = 0.888);       , ai = 0.277 ( = 0.731);         , ai = 0.367 (
= 0.636), and (b) the stem-wave growth angle  w (in degrees) up to x = 71.1 (); the
angle  w between x = 96.1 and 121.1 (); theoretical prediction Eq. 3.44 (——).
rates. AccordingtoFig. 5.10, thecasesai =0.076and0.096(therightmostﬁlledcircular
symbols in Fig. 5.10) reach their asymptotic state of the regular reﬂection. While the
stem-length growth has ceased, the length remains ﬁnite after the stem is formed during
the development of the reﬂection. For the cases ai = 0.188 and 0.277 (the leftmost ﬁlled
circularsymbol inFig. 5.10), thestemlength isstillcontinuously growinginaccordance
with the behavior of the Mach reﬂection for  < 1:0. As shown in Tables 5.3 and 5.4,
  1:003 and  0:834 for cases ai = 0.188 and 0.277 (Cases 4 and 5), respectively –
note that the value of the interaction parameter  increases as the wave propagates due
to slow attenuation of the incident wave.
Using linear regression on the measured data in Fig. 5.12a, the growth rates are
determined and plotted with the theoretical prediction (Eq. 3.44) in Fig. 5.12b. In
the ﬁgure, the open symbols represent the linear growth rates based on the data up
to x =71.1, i.e. the parent experimental runs, while the solid symbols show the rates78
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Figure 5.13: Evolution of reﬂected waves: (a) reﬂected-wave ampliﬁcation r and (b)
reﬂected wave angle  r at x = 71.1, ; x = 121.1, ; numerical data by Tanaka (1993),
. The solid line in (a) is the theoretical prediction (Eq. 3.42), and the solid line in (b)
is Eq. 3.43.
between x = 96.1 and 121.1 of the extended experimental runs. Despite the potential
error associated with our patching procedure, the results in Fig. 5.12b show that the
two sets of data are consistent, demonstrating the validity of our patching procedure to
obtain data equivalent to an effectively long wave tank. Although the trend of the data
shown in Fig. 5.12b is similar to Eq. 3.44, no sharp transition at  =1.0 is observed in
the laboratory data.
Figure 5.13 shows the characteristics of the reﬂected waves; the ampliﬁcations and
the angles are presented in Figures 5.13a and b, respectively. The laboratory data at x
= 121.1 are in good agreement with the theoretical predictions (Eqs. 3.42 and 3.43) as
well as Tanaka’s numerical prediction. Note that the measured reﬂected wave ampli-
ﬁcations at x = 71.1 (the farthest measuring location for the parent experimental runs)
still show their developing stages. It is emphasized that Tanaka’s numerical results were
for a single incident wave amplitude ai = 0.30 with a range of the incident wave angle79
 i = 10   60, whereas the present laboratory results shown in Fig. 5.13 are based on
the single incident wave angle  i = 30 with a range of incident wave amplitudes ai
= 0.076 – 0.277. Considering the different experimental parameters, the agreement in
the reﬂected waves in Fig. 5.13 is remarkable. It must be pointed out that Tanaka’s nu-
merical results of the reﬂected wave angles now appear to be in near-perfect agreement
with Eq. 3.43 as shown in Fig. 5.13b, which is evidently resulted from the correct use
of the interpreted interaction parameter  that was presented in Eq. 3.41, instead of the
Miles’s parameter k in Eq. 2.3.
5.2.3 Wave breaking
Recall that no stem-wave data were presented beyond x = 50.8 for the case of ai = 0.367
(Case 6 in Table 5.3) in Fig. 5.8 because of the occurrence of wave breaking. Figure
5.14 shows the temporal variation of breaking waves along the wall at x = 61.0 and the
incident wave angle  i = 30. The wave proﬁles were captured every 0.01 sec using
the LIF method of aligning the laser sheet parallel to the oblique vertical wall. Three
panels in the ﬁgure were made from data measured at the same location but slightly
different in the incident wave amplitude (ai = 0.351, 0.359, 0.367 at x = 10.2). Gradual
but continuous growth in wave amplitude can be seen prior to the incipience of wave
breaking in Fig. 5.14a. The maximum wave height at the wall reaches 0.910, just at the
incipience of the breaking. This wave height is higher than the maximum solitary wave
height of 0.827 (Longuet-Higgins and Fenton, 1974). Numerical simulations of Tanaka
(1993) also achieved a maximum amplitude higher than 0.827; he found aw = 0:905 at
x = 150 when ai = 0.3 and  i = 20. Our experimental results in Fig. 5.14 conﬁrm that
the Mach stem height can become higher than the highest plain solitary wave. Figures80
5.14b and c show the evolution of the wave breaking. The vertical-step-like appearance
on the wavefront is the portion of overturning wave; our LIF cannot capture the detailed
features of the overturning motion because of blockage of the laser light by the over-
turning tongue of water. Very short spatial oscillations in front of the overturning water
are capillary waves running down the steep front slope (Duncan, 2001). While the over-
turning portion increases, the wave amplitude gradually decreases, as seen in Figs 5.14b
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Figure 5.14: Temporal variation of the stem-wave proﬁle at the incipient breaking along
the wall at x = 61.0 with  i = 30, h0 = 6 cm and t = 0.01 sec: (a) ai = 0.351; (b)
ai = 0.359; (c) ai = 0.367. The wave proﬁles were captured every 0.01 sec using the
LIF method of aligning the laser sheet parallel to the oblique vertical wall (along the
x-direction).81
and c.
Figure 5.15 shows the breaking wave proﬁles measured at x = 61:0 and 71.1 for the
case of ai = 0:367 (the same wave as shown in Fig. 5.14c) using the LIF method of
aligning the laser sheet perpendicular to the oblique vertical wall. Several features that
(a)
(b)
Figure 5.15: Wave breaking proﬁles of the Mach stem for the case of ai = 0.367 with
 i = 30 and h0 = 6 cm: (a) at x = 61.0 and (b) x = 71.1. The elevation views from the
horizontal x-direction (left) and plan views from the top (right).
appear in the ﬁgure are worth noting. First, breaking starts near the wall and broadens
towards offshore. While the wave amplitude decreases near the wall due to energy dissi-82
pation, the amplitude continues to grow in the area away from the wall. The maximum
wave amplitude at x = 71:1 is a = 0:856 at y = 3:17 (see Fig. 5.16). At the same
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Figure 5.16: Breaking wave proﬁles in the y direction at x = 61.0 and x = 71.1 for the
case of ai = 0.367 with  i = 30 and h0 = 6 cm. Note that the maximum wave height at
y = 3.17 is a = 0.758 at x = 61.0 and a = 0.856 at x = 71.1.
offshore location (y = 3:17) but at x = 61:0, the amplitude is a = 0:758; that is 13%
growth from x = 61:0 to 71.1. This growth rate is substantially faster than the growth
rate of the Mach stem prior to wave breaking. Prior to wave breaking, Fig. 5.8 exhibits a
6.9% increase in amplitude from x = 40:2 to 50.8 at the wall. Perhaps more important,
the water-surface slope facing the y-direction is substantially steeper at x = 71.1 than
that at x = 61.0 as shown in Fig. 5.16. This amplitude growth cannot be explained with
the growth of the stem length alone. One explanation for the faster increase in amplitude
offshore is the increase in momentum in the y-direction near the wall due to turbulence
induced by wave breaking.
Figure 5.15b presents how the wave breaking deforms its wave crest forward and
results in the bow-like wave formation near the wall. The wave crest at x = 71:1 is
broader than that at x = 61:0. The crest shape at x = 61:0 is still peaked, even just after83
the incipience of wave breaking, but it transforms to a bore-like (broken wave) state at
x = 71:1. Also observed is the substantial trailing disturbance caused by wave breaking,
resulting in a much rougher water surface behind the stem wave.84
6. NUMERICAL SIMULATIONS
The laboratory experiments on the Mach reﬂection of a solitary wave are numerically
simulated based on the Kadomtsev-Petviashvili (KP) equation. The primary compu-
tational tool is CLAWPACK (Conservation LAWs PACKage), a software package of
Fortran subroutines for solving time-dependent hyperbolic systems of partial differen-
tial equations, including nonlinear systems of conservation laws (LeVeque, 2002). It
utilizes the wave-propagation algorithms. The software can also be used to solve non-
conservative hyperbolic systems and systems with variable coefﬁcients, as well as sys-
tems including source terms. This software was originally developed for shock propa-
gation in gas dynamics, and is particularly effective for problems where steep gradients
develop locally by nonlinear interactions.
The KP equation describes weakly dispersive and small amplitude wave propagation
in a quasi-two-dimensional framework with the primary wave propagation in the x-
direction and weak variations in the y-direction. As shown in Chapter 3, the KP equation
in terms of the water-surface elevation  from the equilibrium state can be written in the
dimensional form:
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Fromtheoutset, weconsideredtheconditionsuchthat  andallitsderivativesvanish
as jxj ! 1 for any time t. Then, integrating the KP equation Eq. 6.1 with respect to x85
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The numerical calculations are performed based on Eq. 6.3. The computational
domain for the numerical simulations is Lx  Ly, as shown in Fig. 6.1. The uniform
grid size used in the computational domain is xy; thus, the cell numbers in x and
y directions are mx = Lx=x and my = Ly=y, respectively, and the time step is t.
y
Stem wave 
x 
Lx 
Ly 
0 
Figure 6.1: A sketch of the computational domain for the numerical simulations of the
Mach reﬂection.
6.1 Initial and boundary conditions
The initial condition used for the numerical simulation of the Mach reﬂection of a soli-
tary wave is an exact one line-soliton solution of the KP equation at t = 0:
(x;y;t = 0) = KP(x;y;0); (6.4)86
where
KP(x;y;t) = a0 sech2
"s
3a0
4h0
3

x + y tan    c0

1 +
a0
2h0
+
1
2
tan2  

(t   t0)
#
:
(6.5)
Here we use t0 = 5
p
4h2
0=3a0g to yield sufﬁciently long time lag so that  ! 0 at
x = y = 0 when t = 0.
The boundary conditions are described as below:
a) At the leftmost boundary x = 0, where the wavemaker is located, the water-surface
elevation is set as (x = 0;y;t) = KP(0;y;t).
b) At the rightmost boundary x = Lx, considering the imposed condition such that 
and all its derivatives vanish as jxj ! 1 for any time t, we set (x = Lx;y;t) = 0
and t(x = Lx;y;t) = 0. The value of Lx is chosen large enough so that the
simulated wave does not reach the rightmost boundary during the simulation.
c) At the wall boundary y = 0, we have y(x;y = 0;t) = 0 which is the solid wall
boundary condition.
d) At the offshore boundary y = Ly, the incident line-soliton is maintained by specify-
ing (x;y = Ly;t) = KP(x;Ly;t); the reﬂected wave is maintained by y=x =
tan r, where the reﬂected-wave angle  r is determined by Eq. 3.43. The stem-
wave position is used to separate the incident and reﬂected waves.
Note that in our laboratory experiments, a solitary wave is generated in the normal
direction (along the tank’s sidewalls) and an oblique incident solitary wave is created
by a vertical wall (waveguide) placed at a prescribed azimuth angle from the tank’s87
sidewall. In the numerical simulations, on the other hand, an oblique solitary wave is
provided at x = 0 and the reﬂection occurs along the boundary y = 0 (the reﬂective wall).
6.2 Fractional step method
In the framework of CLAWPACK, the fractional step method is applied in the numerical
caculations by splitting Eq. 6.3 into three sub-steps (PDEs) that can be solved indepen-
dently within each time step t:
(A)t =  
c0h2
0
6
xxx;(B)t =  

c0 +
3c0
4h0

2

x
;(C)t =
Z x
 1
 
c0
2
yy dx (6.6)
The basic splitting method has only the 1st order accuracy in time. In order to obtain the
2nd order accuracy in time, the modiﬁed Strang splitting method is used. We compute
the three sub-steps in the sequence of A ! B ! C in a time step, and then for the sub-
sequent time step, reverse the sequence to C ! B ! A, and continue this alternating
sequence such that:
(t0)
A B C           ! (t0 + t)
C B A           ! (t0 + 2t)
A B C           ! (t0 + 3t)
C B A           ! (t0 + 4t)
(6.7)
With the use of Taylor series expansion, it can be shown that this procedure can guar-
antee the 2nd order accuracy in time (see Appendix B). The numerical methods used to
solve the three PDEs in Eq. 6.6 are described below:
Step A: dispersion term
t =  
c0h2
0
6
xxx = xxx: (6.8)
The Crank-Nicolson method is used to solve this step with centered ﬁnite differ-
ence. Let n
i represent the solution at the i-th cell at the time tn, then the solution88
of this PDE at next time step can be expressed as

n+1
i = 
n
i +
1
2
t
 

n
xxx;i + 
n+1
xxx;i

: (6.9)
The 5-point centered ﬁnite difference gives
xxx;i = ( i 2 + 2i 1   2i+1 + i+2)=2x
3; (6.10)
So Eq. 6.9 can be expressed as

n+1
i = 
n
i +
t
4x3
2
6
4
( 
n+1
i 2 + 2
n+1
i 1   2
n+1
i+1 + 
n+1
i+2 )
+( n
i 2 + 2n
i 1   2n
i+1 + n
i+2)
3
7
5: (6.11)
Now we can write Eq. 6.10 in a compact vector/matrix form:
xxx =
1
2x3A; (6.12)
where
A =
2
6 6
6 6 6 6 6 6
6 6 6 6 6 6
6 6 6
4
0  2 1
2 0  2 1
 1 2 0  2 1
... ... ... ... ...
 1 2 0  2 1
 1 2 0  2
 1 2 0
3
7 7
7 7 7 7 7 7
7 7 7 7 7
7 7 7 7
5
; (6.13)
and the boldface variable represents a vector. With the vector expression, Eq. 6.11
can be written as a 1st order linear system:
M
n+1 = f; (6.14)
where
M = I  
t
4x3A; and f =

I +
t
4x3A


n: (6.15)89
The boundary condition at x = 0 is (x = 0;y;t) = KP(0; y; t), which can be
obtained by

n+1
1 = KP(x = 1
2x; y; tn+1); 
n+1
2 = KP(x = 3
2x;y;tn+1); (6.16)
which yields
M =
2
6 6 6 6 6
6 6
4
1 0
0 1 


3
7 7 7 7 7
7 7
5
; f =
2
6 6 6 6 6
6 6
4
KP(x = 1
2x;y;tn+1)
KP(x = 3
2x;y;tn+1)
. . .
. . .
3
7 7 7 7 7 7
7
5
; (6.17)
At the boundary x = Lx, (x = Lx;y;t) = 0, so we set 
n+1
mx 1 = n+1
mx = 0 at
each time step. Then the matrix M and the vector f become
M =
2
6 6 6
6 6 6 6
4
 
 
1 0
0 1
3
7 7 7
7 7 7 7
5
;f =
2
6 6 6
6 6 6 6
4
. . .
. . .
0
0
3
7 7 7
7 7 7 7
5
: (6.18)
Step B: wave propagation term
t =  

c0 +
3c0
4h0

2

x
=  [f()]x : (6.19)
This hyperbolic PDE is a typical 1-D Riemann problem, which is computed by the
Godunov method with the 2nd-order accuracy utilizing the subroutine provided by
CLAWPACK (LeVeque, 2002). Given si 1=2 is the wave speed at the cell edge
and i 1=2 = i  i 1 is the difference of the surface elevations at two adjacent90
cells, according to the mass conservation within the i-th cell, we have
si 1=2i 1=2 =  x (i)t = f(i)   f(i 1)
=

c0i +
3c0
4h0

2
i

 

c0i 1 +
3c0
4h0

2
i 1

= c0i 1=2 +
3c0
4h0
(
2
i   
2
i 1)
= c0i 1=2 +
3c0
4h0
(i + i 1)i 1=2
=

c0 +
3c0
4h0
(i + i 1)

i 1=2: (6.20)
Then we get
si 1=2 = c0 +
3c0
4h0
(i + i 1): (6.21)
On the other hand, applying Taylor series expansion to 
n+1
i yields

n+1
i = 
n
i + t(
n
i )t + O(t
2)
= 
n
i   tf(
n
i )x + O(t
2)
= 
n
i  
t
x
[f(i)   f(i 1)] + O(t
2) + tO(x
2)
= 
n
i  
t
x
si 1=2i 1=2 + O(t
2) + tO(x
2): (6.22)
Within the 1st-order accuracy, Eq. 6.22 agrees with Eq. 6.20:

n+1
i = 
n
i  
t
x
si 1=2i 1=2: (6.23)
In order to obtain the 2nd-order accuracy in time, the 2nd-order correction (LeV-
eque, 2002) is applied as below

n+1
i = 
n
i  
t
x
si 1=2i 1=2  
t
x
 
Fi+1=2   Fi 1=2

; (6.24)91
where
Fi 1=2 =
1
2
si 1=2(1  
t
x
   s
i 1
2
   ) ^ i 1=2;
^ i 1=2 = i 1=2i 1=2;
in which i 1=2 =
r + jrj
1   jrj
is the van Leer limiter with r =

n+1
i 1

n+1
i
. Here using
^ i 1=2 instead of i 1=2 improves numerical stability.
As for the boundary conditions, they are similar to those in Step A: At x = 0,

n+1
1 = KP(x = 1
2x; y; tn+1); 
n+1
2 = KP(x = 3
2x;y;tn+1): (6.25)
At x = XL,

n+1
mx 1 = 
n+1
mx = 0: (6.26)
Step C: Source term
t =
Z x
 1
 
c0
2
yydx: (6.27)
As mentioned above, (x = Lx;y;t) = 0 and t(x = Lx;y;t) = 0 at the bound-
ary x = Lx, which yields
Z Lx
 1
 
c0
2
yydx = 0: (6.28)
So Eq. 6.27 can be written as
t =
Z xi
 1
 
c0
2
yydx =
Z xi
 1
 
c0
2
yydx  
Z Lx
 1
 
c0
2
yydx
=
Z xi
Lx
 
c0
2
yydx =
Z Lx
xi
c0
2
yydx
= x
c0
2
 
mx X
k=i+1
yy(xk;yj) +
1
2
yy(xi;yj)
!
= x
c0
2
 
mx X
k=i+1
(k;j)yy +
1
2
(i;j)yy
!
: (6.29)92
Here xi represents the center of a cell and 
n+1
i;j is determined by the values of  at
all the cells to its right: 
n+1
k;j (k  i + 1). Assuming 
n+1
k;j (k  i + 1) are known,
applying the Crank-Nicolson method to Eq. 6.29 results in

n+1
i;j   n
i;j
= xt
c0
4
 
mx X
k=i+1
(n
k;j)yy +
1
2
(n
i;j)yy +
mx X
k=i+1
(
n+1
k;j )yy +
1
2
(
n+1
i;j )yy
!
; (6.30)
which can be re-arranged as

n+1
i;j   xt
c0
8
(
n+1
i;j )yy
= 
n
i;j + xt
c0
4
 
mx X
k=i+1
(
n
k;j)yy +
1
2
(
n
i;j)yy +
mx X
k=i+1
(
n+1
k;j )yy
!
: (6.31)
And (i;j)yy can be expressed, with 5-point centered ﬁnite difference, as
(i;j)yy =
 i;j 2 + 16i;j 1   30i;j + 16i;j+1   i;j+2
12y2 : (6.32)
Let the vector  represent all i;j with a ﬁxed i, then we can get
yy =
1
y2A; (6.33)
where
A =
1
12
2
6 6 6
6 6 6 6 6 6
6 6 6 6 6 6
6 6
4
 30 16  1
16  30 16  1
 1 16  30 16  1
... ... ... ... ...
 1 16  30 16  1
 1 16  30 16
 1 16  30
3
7 7 7
7 7 7 7 7 7
7 7 7 7 7 7
7 7
5
: (6.34)93
Thus Eq. 6.31 can be simpliﬁed into the following linear system
M
n+1 = f; (6.35)
where
M = I  
c0xt
4y2 A; (6.36)
f = 
n
i +
c0xt
4y2
 
mx X
k=i+1
A
n
k +
1
2
A
n
i +
mx X
k=i+1
A
n+1
k
!
: (6.37)
The boundary condition at y = 0 (y(x;y = 0;t) = 0) yields i;0 = i;1 and
i; 1 = i;2 (j = -1, 0 represent the virtual cells on the other side of the boundary),
then we have
8
> > > > > > > > > <
> > > > > > > > > :
(i;1)yy =
 i; 1 + 16i;0   30i;1 + 16i;2   i;3
12y2
=
 14i;1 + 15i;2   i;3
12y2
(i;2)yy =
 i;0 + 16i;1   30i;2 + 16i;3   i;4
12y2
=
15i;1   30i;2 + 16i;3   i;4
12y2
(6.38)
Thus, with this boundary condition, the matrix A becomes
A =
1
12
2
6 6 6
6 6 6 6 6 6
6 6 6 6 6 6
6 6
4
 14 15  1
15  30 16  1
 1 16  30 16  1
... ... ... ... ...
 1 16  30 16  1
 1 16  30 16
 1 16  30
3
7 7 7
7 7 7 7 7 7
7 7 7 7 7 7
7 7
5
: (6.39)
As aforementioned, at the boundary y = Ly, the incident line-soliton is main-94
tained by specifying
(x;y = Ly;t) = KP(x;Ly;t);
that is,

n+1
i;my = KP(xi;ymy;t + t); 
n+1
i;my 1 = KP(xi;ymy 1;t + t): (6.40)
So M and f in Eq. 6.35 become
Mi =
2
6
6 6 6 6 6 6
4
...
... ...
0 1 0
0 1
3
7
7 7 7 7 7 7
5
; fi =
2
6
6 6 6 6 6 6
4
. . .
0
KP(xi;ymy 1;t + t)
KP(xi;ymy;t + t)
3
7
7 7 7 7 7 7
5
: (6.41)
And, to maintain the reﬂected wave at the boundary y = Ly with y=x = tan r,
we specify the grid size y = xcot r and set the boundary cells satisfy 
n+1
i;j =

n+1
i+1;j 1:

n+1
i;my = 
n+1
i+1;my 1; 
n+1
i;my 1 = 
n+1
i+1;my 2: (6.42)
Similarly, M and f in Eq. 6.35 become
Mr =
2
6 6 6 6
6 6 6
4
...
... ...
0 1 0
0 1
3
7 7 7 7
7 7 7
5
; fr =
2
6 6 6 6
6 6 6
4
. . .
0

n+1
i+1;my 2

n+1
i+1;my 1
3
7 7 7 7
7 7 7
5
: (6.43)
Note that the division point of the above-mentioned two types of boundary con-
ditions at y = Ly is the stem position. So Min+1 = fi is applied ahead of the
stem position and Mrn+1 = fr is used behind the stem.95
6.3 Numerical results
As mentioned earlier, the limited physical dimension of the laboratory apparatus pre-
vents the stem formation from reaching its fully developed asymptotic state. So the
computational domain used in the numerical simulations is much larger than the labora-
tory wave tank: Lx = 60 m long in the x-direction and Ly = 4 m wide in the y-direction
for the simulations with  i = 30 and 40, while Ly = 6 m is used for 20 in order to
accommodate its longer stem-wave elongation. Just as our laboratory experiments, the
water depth at the quiescent state is h0 = 6 cm. The grid size used in the computational
domain is x = 1 cm and y = xcot r in which the reﬂected wave angle  r is
determined by Eq. 3.43, and the time step is t = 0.005 sec. With these choices, the
Courant- Friedrichs - Lewy (CFL) number in Step B is 0.46  0.86, depending on the
wave amplitudes we simulated.
It must be emphasized that, as discussed in Section 3.2, the physical wave ampli-
tude ^ a0 and water-surface elevation ^  need to be retrieved by ^ a0 = a0=cos2  i and
^  = =cos2  i, respectively. On the basis of the foregoing procedures, the laboratory
conditions (0:076  ai  0:367 with h0 = 6 cm and  i = 20, 30 and 40) are calculated
numerically based on the KP theory with the incident wave amplitudes ai measured at
x = 10.2 (Table 5.3).
Figure 6.2 shows the numerically simulated water-surface proﬁles in the y  t plane
at the locations x = 10.2, 30.5, 50.8, 71.1, 96.1 and 121.1 for the case of ai = 0.277 with
 i = 30 ( = 0.731). We can clearly see the evolution of the Mach stem formation and
the numerical predictions from the KP theory present the very similar wave pattern as
the laboratory results.
The growth process of the stem-wave ampliﬁcation predicted by the numerical cal-96
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Figure 6.2: Numerically simulated water-surface proﬁles (KP equation) in the y   t
plane at the locations x = 10.2, 30.5, 50.8, 71.1, 96.1 and 121.1 for the case of ai =
0.277 with  i = 30 ( = 0.731).97
culations of the KP theory is presented in Fig. 6.3 for the case with the amplitude ai
= 0.277 and angle  i = 30 (the same wave as shown in Fig. 6.2). The stem-wave
ampliﬁcation reaches the asymptotic state at about x = 272 and the asymptotic value is
w = 2.99 which is very close to the theoretical value predicted by Eq. 3.40.
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Figure 6.3: Growth process of the stem-wave ampliﬁcation numerically predicted by the
KP theory for the case of ai = 0.277 with  i = 30 (the same case as shown in Fig. 6.2).
To examine the depression behind the Mach stem during its development stage, the
numerically predicted temporal stem-wave proﬁles at the wall of those 9 locations (x =
10.2, 20.3, 30.5, 40.2, 50.8, 61.0, 71.1, 96.1 and 121.1) for the same wave as shown in
Fig. 6.2 are displayed in Fig. 6.4. The evolution of the depression behind the Mach stem
is consistent with the laboratory measurements (Fig. 5.6): there is a compact dip in the
trailing portion of the stem wave at x = 10.2, and the depression becomes elongated as
the wave propagates downstream. The depressed water level does not return to the still
water level behind the stem, but sustains its set-down.
Figure6.5exhibitsthenumericallycalculatedstem-waveampliﬁcationattheasymp-98
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Figure 6.4: Numerically predicted temporal stem-wave proﬁles at the wall at the loca-
tions x = 10.2, 20.3, 30.5, 40.2, 50.8, 61.0, 71.1, 96.1 and 121.1 for the same wave as
shown in Fig. 6.2.
totic state with the prediction of Miles (1977b) based on the three-wave resonant inter-
action with nonlinear correction as shown in Eq. 3.40. The wave conditions shown in
this ﬁgure are the incident wave amplitude ai = 0:076   0:367 and the incident wave
angle  i = 20, 30 and 40 (consistent with the laboratory conditions). The numerical
results are in accordance with the theory as anticipated.
The growth process of stem-wave ampliﬁcation is presented in Fig. 6.6 for the cases
with amplitudes 0:076  ai  0:367 and  i = 30. As discussed in Section 4.4, in
order to observe stem-wave ampliﬁcation at locations farther than the distance available
in the wave tank, the extended experimental runs were performed by reproducing the
waveform measured at x = 71.1 with the wavemaker system. By patching the data, this
procedure allows us to study wave evolution in an effectively longer wave tank. The99
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Figure 6.5: The numerically calculated stem-wave ampliﬁcation at the asymptotic state
with the prediction of Miles based on the three-wave resonant interaction (Eq. 3.40),
——; the numerical results are for the wave conditions: ai = 0.076–0.367 and  i = 20
();  i = 30 ();  i = 40 ().100
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Figure 6.6: Growth of stem-wave ampliﬁcation for the cases with h0 = 6 cm and  i =
30. a) ai = 0.076,  = 1.395; b) ai = 0.096,  = 1.242; c) ai = 0.143,  = 1.020; d)
ai = 0.188,  = 0.888; e) ai = 0.277,  = 0.731; f) ai = 0.367,  = 0.636. Numerical
prediction of the KP theory: ——; asymptote of the ampliﬁcation (Eq. 3.40): - - - -;
parent laboratory data: ; extended laboratory data: .101
data in Fig. 6.6 include the ampliﬁcation at the extended locations x = 96.6 and 121.1.
(There is no extended data for the case ai = 0.367, because the stem wave breaks after x
= 50.8 as mentioned earlier.) The numerical predictions from the KP theory are in good
agreement with the laboratory data. Slight discrepancies that appear in the ﬁgure could
be attributed to wave attenuation in the laboratory due to viscous effect. For a given
incident wave angle  i (in the displayed cases  i = 30), the interaction parameter
 gradually increases as the incident wave attenuates. This implies that the predicted
ampliﬁcation decreases if  > 1:0, and increases if  < 1:0. Although the theoretical
prediction (Eq. 3.40) is for the asymptotic state, the results for  > 1:0 shown in Fig. 6.6
reﬂect this trend; the ampliﬁcation growth is slower than the KP prediction. However,
contrary to what we have expected, the observed ampliﬁcation growth rates for  < 1:0
are also slower than the KP prediction except in the case with the smallest  (or ai =
0.367). Figure 6.6(f) shows that the measured growth process matches very well with
the KP numerical prediction.
It is emphasized that reproducing the 2D wave condition measured at x = 71.1 for
the extended experiments is not trivial, and we anticipate some error associated with this
procedure. In spite of the patchwork of data, the ampliﬁcations at the extended locations
result in good agreement with the numerical predictions of the KP theory, although they
are slightly deviated from the extrapolated trajectory from the parent experiments (up to
x = 71.1). Figure 6.6 shows that the growth in ampliﬁcation from x = 96.1 to 121.1 (at
the extended locations) is minute for all cases. For the cases of Figs 6.6(a), (b) and (e)
(ai = 0.076, 0.096 and 0.277), the ampliﬁcations reach close to their asymptotic states
at x = 121.1; for the case of ai = 0.367 (Fig. 6.6(f)), it has already reached close to
the asymptote at x = 50.8 prior to wave breaking. As shown in Table 6.1, the measured102
stem-wave ampliﬁcations are more than 90% of the asymptotic values. That is not the
case for Figs 6.6(c) and (d) (ai = 0.143 and 0.188); they are approximately 75% of the
asymptotic values. These two cases are close to the critical condition   1:0, and
our numerical computations indicate that the distance to reach its equilibrium is much
longer than other cases (see Table 6.1). On the other hand, the laboratory data in Figs
6.6(c) and (d) show no growth in ampliﬁcation between x = 96.1 and 121.1. The growth
pattern in the parent experimental runs (the data up to x = 71.1) also indicates reduction
of the ampliﬁcation growth. It appears that the ampliﬁcation process in the laboratory
must be saturated for the cases of Figs 6.6(c) and (d), while further continuous growth
was predicted by the numerical calculation of the KP theory.
The numerical KP predictions are in good agreement with the laboratory measure-
ments. Our numerical efforts complement the laboratory experiments. The numerical
computations can extrapolate laboratory ﬁndings beyond the physical limitations of the
wave tank. The numerical experiments will be used, in turn, to determine the optimal
parameters needed to design the laboratory experiments.1
0
3
Table 6.1: Ampliﬁcation of the stem (w) and reﬂected (r) waves at x = 71.1 and 121.1 and the range of the interaction
parameter . Also shown are the asymptotic stem-wave ampliﬁcation by Eq. 3.40 and asymptotic reﬂected-wave ampli-
ﬁcation by Eq. 3.42, and the distance travelled to attain 95% of the asymptotic ampliﬁcation predicted by the numerical
calculations of the KP theory. There is no extended data for the case ai = 0.367 because the stem wave breaks after x =
50.8 as indicated by the asterisk (*).
ai Eq. 3.40 w r  x to reach
(x = 10:2)(x ! 1) x = 71:1 ! 121:1 x = 71:1 ! 121:1x = 10.2 ! 121.1 95% of w (KP)
(w= Eq. 3.40)
0.076 2.357 2.101 ! 2.287 (0.970) 0.801 ! 1.016 1.395 ! 1.506 85.5
0.096 2.511 2.133 ! 2.346 (0.934) 0.755 ! 0.972 1.242 ! 1.358 104.1
0.143 3.348 2.242 ! 2.551 (0.761) 0.688 ! 0.892 1.020 ! 1.138 502.0
0.188 3.565 2.332 ! 2.700 (0.758) 0.634 ! 0.856 0.888 ! 1.004 299.9
0.277 2.996 2.516 ! 2.922 (0.975) 0.561 ! 0.663 0.731 ! 0.834 103.8
0.367 2.676 2.481* (0.927) 1.104* 0.636 ! 0.649* 61.7104
7. STRONG INTERACTION OF TWO SOLITARY WAVES
A striking property of solitons is their asymptotic preservation of form when they un-
dergo an interaction. Two distinct types of one-dimensional interaction have been stud-
ied previously. One is the head-on collision of two solitons from opposite directions;
the other one is the overtaking collision of two solitons moving in the same direction,
which can be described by the KdV equation. When the two co-propagating solitary
waves impinge on a vertical wall with an oblique angle, two types of interactions will
take place: one is the Mach reﬂection along the vertical wall and the other is the over-
taking collision.
In this chapter, ﬁrst we discuss the one-dimensional overtaking collision of two soli-
tons, then we study the problem of two co-propagating solitary waves obliquely im-
pinging on a vertical wall which is composed of the overtaking collision and Mach
reﬂection. This problem is investigated by means of both laboratory experiments and
numerical simulations. Our laboratory facilities are capable of generating such incident
wave trains and resulting the wave interactions. The LIF method is used to measure the
water surface proﬁles with the same setup as used for the study of the Mach reﬂection.
7.1 One-dimensional strong interaction of two solitons
7.1.1 Background
The head-on collision of two solitary waves moving in opposite directions, interacting
for a relatively short duration and emerging unchanged, is often characterized as ‘weak’
in the sense that the linear superposition is valid at the ﬁrst approximation (e.g. Max-105
worthy, 1976). When two solitary waves with different amplitudes move in the same
direction, the larger one overtakes the smaller one and the interaction is of relatively
long duration. This type of interaction can be characterized as nonlinear or ‘strong’.
Each solitary wave re-emerges from the collision retaining its original identity, except
for a phase shift - the larger (faster) wave is shifted forward and the smaller (slower) is
shifted backward (e.g. Whitham, 1974). Figure 7.1 demonstrates the overtaking colli-
sion of two solitary waves, which exhibits the signiﬁcant difference from the interpreta-
tion of the linear superposition.
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Figure 7.1: Evolution of the wave proﬁles (predicted by the KdV equation) during the
strong interaction of two co-propagating solitary waves (h0 = 6 cm, a1
 = 3.0 cm and
a2
 = 1.5 cm).
The exact solution of the KdV equation for multiple soliton collisions was ﬁrst
given by Hirota (1971) and was discussed in detail by Whitham (1974). Prior to this,
Lax (1968) had described three possible types for the overtaking collisions of two co-106
propagating solitary waves based on the initial amplitude ratio  = a1=a2 (a1 > a2):
Class (a): 1 <  < 1
2(3 + 51=2)
Class (b): 1
2(3 + 51=2) <  < 3
Class (c):  > 3
The three types of interaction are illustrated in Fig. 7.2. The wave proﬁles of (a),
(b) and (c) show the patterns of double distinct peaks, ﬂattened peak, and single peak,
respectively. Class (b) is an intermediate type and sometimes neglected due to the small
range of relative amplitude ratio. Note that in each type the larger wave experiences
a forward shift while the smaller wave undergoes a backward shift as a result of the
interaction. All three types of interaction are included in our laboratory experiments
discussed in the subsequent section.
(a) (b) (c)
1 <  < 1
2(3 + 51=2) 1
2(3 + 51=2) <  < 3  > 3
Figure 7.2: Illustrations of three types of one-dimensional strong interaction (Lax,
1968).107
7.1.2 Analytical solutions
The overtaking interaction between two co-propagating solitary waves can be modeled
by the KdV equation. The dimensionless KdV equation can be written as
UT + 6U UX + UXXX = 0: (7.1)
According to Whitham (1974), Eq. 7.1 has the solution in the form of
U = 2(X/)X = 2(ln)XX: (7.2)
The  function for single and dual-soliton solutions can be written as:
 = 1 + 1: single soliton;
 = 1 + 1 + 2 +
(k2   k1)
2
(k2 + k1)
212: dual solitons,
where i = e ki(X Xi)+k3
iT. Now we bring  = 1 + 1 into Eq. 7.2 and deﬁne the
parameters
 = k1X   k
3
1T and 0 = k1 X0: (7.3)
This simpliﬁes the expression of 1 to 1 = e  0. Thus Eq. 7.2 turns into a standard
single KdV soliton solution
U = 2

X


X
= 2

 k1 e ( 0)
1 + e ( 0)

X
=
k2
1
2
sech
2

   0
2

: (7.4)
In the same manner, the 2-soliton solution can be written as
U = 2
@
@X
8
<
:

1 + 1 + 2 +
(k2 k1)
2
(k2+k1)
212

X
1 + 1 + 2 +
(k2 k1)2
(k2+k1)212
9
=
;
= 2
(k2
11 + k2
22 + 2(k2   k1)212) +
(k2 k1)2
(k2+k1)212 (k2
12 + k2
21)

1 + 1 + 2 +
(k2 k1)2
(k2+k1)212
2 : (7.5)
Consider the presence of two solitary waves: a large wave of amplitude k2
1=2 and
speed k2
1 is initially (T = 0) located at X = X1, and a smaller wave of amplitude k2
2=2108
and speed k2
2 initially located at X = X2 (far from the large wave), which denotes
k
2
1 > k
2
2 and X1 < X2: (7.6)
When X is near X1, and the two solitary waves are far apart initially, we have
1(X;T = 0) = e
 k1(X X1)  O(1);
2(X;T = 0) = e
 k2(X X2) ! 0 (k2 < 0) or ! 1 (k2 > 0):
And the  function for two solitary wave is
(X;T = 0) = 1 + 1 + 2 +
(k2   k1)
2
(k2 + k1)
212
= 1 + 1 + e
 k2(X X2) +
(k2   k1)
2
(k2 + k1)
21e
 k2(X X2):
In order to make the third and fourth terms of the above equation vanish near X1, it
requires 2(X;T) ! 0, which implies
k2 < 0: (7.7)
Applying the similar approach to the dual-soliton solution near X2, we get
(X;T = 0) = 1 + e
 k1(X X1) + 2 +
(k2   k1)
2
(k2 + k1)
2e
 k1(X X1)2;
which leads to
e
 k1(X2 X1)  0;
k1 > 0: (7.8)
Considering the relation between the wave amplitude ai and ki revealed in Eq. 7.4:
ai = k2
i=2 , we obtain
k1 =
p
2a1; k2 =  
p
2a2: (a1 > a2): (7.9)
The wave speeds of the two initial solitons are ci = k2
i. The collision time of the two109
waves by linear interpretation is:
T0 =
X2   X1
k2
1   k2
2
: collision time: (7.10)
For T  T0 and X ! X1 + k2
1T, the waves interchange their relative positions with
the large wave in front. Following the large wave, we will see 1  O(1) and 2  1.
Then Eq. 7.5 reduces to
U  2
(k2 k1)2
(k2+k1)212 (k2
12)

2 +
(k2 k1)2
(k2+k1)212
2 = 2
(k2 k1)2
(k2+k1)2k2
11

1 +
(k2 k1)2
(k2+k1)21
2 = 2
k2
1e 1

1 + e 1
2; (7.11)
where
e 1 =
(k2   k1)2
(k2 + k1)21 = exp

 k1 [X   X1   s1] + k
3
1T
	
; (7.12)
s1 =
1
k1
ln
(k2   k1)2
(k2 + k1)2: (7.13)
Comparing Eq. 7.11 with the single soliton solution Eq. 7.4, we see that Eq. 7.11
represents the original wave 1 with a slight phase shift s1 as a consequence of the
coefﬁcient

k2 k1
k2+k1
2
. So the large solitary wave is shifted forward (k1 > 0) (or arrive at
some large X location slightly sooner than expected) by the amount s1.
Performing the same analysis to the solution near X  X2 + k2
2T, we obtain the 
function for the small wave
e 2 =
(k2   k1)2
(k2 + k1)22 = exp

 k2 [X   X2   s2] + k
3
2T
	
(7.14)
and the phase shift
s2 =
1
k2
ln

k2   k1
k2 + k1
2
: (7.15)
Since k2 < 0, Eq. 7.15 represents a shift backward.
Hence we obtain the result that two solitary waves of different amplitudes and prop-
agating in the same direction can collide and experience a strong nonlinear interaction110
but reemerge retaining their original identity with the only remnant of the interaction
been a slight shift in phase – the faster wave is shifted forward and the slower wave is
shifted backward. This property leads to the loose deﬁnition of ‘soliton’: a permanent
form wave of a nonlinear system, which can collide with another permanent form wave
of the same type and reemerge from the strong nonlinear interaction unscathed except
for a phase shift.
As mentioned earlier in Chapter 1, the dimensional form of the KdV equation is
given by
t + c0x +
3c0
2h0
x +
c0h2
0
6
xxx = 0; (7.16)
where  is the water-surface elevation from the equilibrium state, h0 is the quiescent
water depth and c0 is the wave speed of linear long waves (c0 =
p
gh0, in which g is the
gravitational acceleration). The variable transformations between Eqs. 7.1 and 7.16 are
X =
x   c0t
h0
; T =
t
6(h0=c0)
; U = 
3
2h0
: (7.17)
With the transformations, the dimensional phase shifts s
1 and s
2 can be written as
s

1 =
h0
k1
ln

k2   k1
k2 + k1
2
; s

2 =
h0
k2
ln

k2   k1
k2 + k1
2
; (7.18)
where
k1 =
r
3
a
1
h0
and k2 =  
r
3
a
2
h0
; (7.19)
in which a
1 and a
2 represent the dimensional wave amplitudes (a
1 > a
2). Fig. 7.3
demonstrates the phase shifts of two solitons after the strong interaction. The dashed
line represents the single soliton with larger amplitude, the dotted line denotes the single
soliton with smaller amplitude, and the solid line depicts the wave proﬁle for overtaking
interaction of the two solitary waves. It is explicitly shown that the large wave is shifted
forward (s
1) and the small wave is shifted backward (s
2) after collisions.111
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Figure 7.3: Wave proﬁles before (a) and after (b) the strong interaction of two co-
propagating solitary waves (h0 = 6 cm, a
1 = 3.0 cm and a
2 = 1.5 cm). The phase shifts
(s
1 and s
2) are presented in (b).
7.1.3 Laboratory experiments
The one-dimensional strong interaction of two solitary waves was studied experimen-
tallyinourlaboratorywavetank. Twoco-propagatingsolitarywaveswithdifferentwave
amplitudes were generated in the normal direction (along the tank’s sidewalls) based on
the linear superposition of two KdV solitons. The linear superposition is good enough
as long as the two solitary waves are sufﬁciently separated at the initial positions.
Consider two co-propagating solitary waves 1(x;t   t1) and 2(x;t   t0   t1) are
separated with an initial time delay t0. The corresponding wave-paddle speed, based on
the linear superposition, is described as
upaddle = c1
1
h0 + 1
+ c2
2
h0 + 2
; (7.20)
where
c1 = c0

1 +
a1
2h0

and c2 = c0

1 +
a2
2h0

:
The quiescent water depth used in the laboratory experiments is h0 = 4.0 cm. The112
experimental runs include all three types of KdV interaction according to the relative
wave-amplitude ratios . The water-surface proﬁles were measured at the same four
locations as the ones used in the single KdV soliton measurements, with aligning the
vertical laser sheet parallel to the tank’s sidewall (see Fig. 5.1). The center of each laser
sheet is at x1 = 40.7, x2 = 72.5, x3 = 104.2 and x4 = 136.0 (normalized with the quiescent
water depth h0 = 4.0 cm). Unlike the previous laboratory experiments by Maxworthy
(1976) and Craig et al. (2006) who performed the experiments in their narrow ﬂumes,
the present experiments are conducted in the wide wave tank; hence no sidewall effect
is present.
7.1.4 Comparisons of analytical and experimental results
Since we don’t have the direct measurements for the individual solitons and the two-
soliton interaction has already taken place at x1 = 40.7 (the ﬁrst measuring location), the
initial amplitudes and phases of the individual solitary waves cannot be obtained directly
from the measured wave proﬁles. This shortcoming is owing to the limited propagation
distance available in the wave tank. To address this issue, we used a ﬁtting method to
estimate the initial amplitudes and phases of the two solitary waves: the experimental
data at x1 = 40.7 are matched with the theoretical prediction (Eq. 7.5). Since the two
solitary waves are still at very early stage of the interaction at x1 = 40.7, this theoretical
ﬁt provides a good estimation for the initial amplitudes and phases of the two solitary
waves. (The ﬁtting method was used by Hammack et al. (2004).) The estimated initial
amplitudes and classiﬁcations are presented in Table 7.1. Figure 7.4 shows the com-
parisons of the laboratory measured proﬁles and the theoretical predictions at the four
measuring locations. The solid line represents the experimental data and the dashed line113
at x1 = 40.7 is a best ﬁt of the KdV two-soliton solution to the measured proﬁle. The
dashed lines at x2 = 72.5, x3 = 104.2 and x4 = 136.0 are the KdV predictions with the
estimated initial amplitudes. The numbers 1, 2, 3 and 4 in each panel of Fig. 7.4 indicate
the measuring locations x1 = 40.7, x2 = 72.5, x3 = 104.2 and x4 = 136.0, respectively.
It can be seen from Fig. 7.4 that the theoretical proﬁle ﬁt the measured one very well
at x1 = 40.7, and both proﬁles are in good agreement at the subsequent three locations
although there are noticeable discrepancies: the theoretically predicted wave travels
faster than the measured one, together with the slightly different interacting proﬁles. In
the laboratory experiments, the solitary-wave amplitude decays gradually due to viscous
effect (see Section 5.1), which is one reason why the measured wave speed is lower than
the KdV prediction. And the higher the wave amplitude, the larger time lag between the
theoretically predicted and measured proﬁles.
The slightly different interacting proﬁles between the predicted and measured data
is also due to the KdV approximation. According to Tanaka (1993), as mentioned in
Section 5.1, the 3rd-order solitary-wave speed can be expressed as
c = (1 +
1
2
a  
3
20
a
2 +
3
56
a
3 + O(a
4)):
Table 7.1: Estimated initial wave amplitudes for the KdV strong interaction. The clas-
siﬁcation is referred to Lax (1968) as discussed in Section 7.1.1.
a1 a2  = a1=a2 Class
Case 1 0.348 0.108 3.21 c
Case 2 0.348 0.133 2.65 b
Case 3 0.350 0.178 1.98 a
Case 4 0.465 0.230 2.01 a
Case 5 0.545 0.230 2.35 a114
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Figure 7.4: Comparisons of the laboratory measured proﬁles and the KdV predictions at
the four measuring locations indicated by 1, 2, 3 and 4 in each panel for the cases shown
in Table 7.1 (h0 = 4.0 cm). The initial amplitudes used in the KdV two-soliton solution
are estimated by the ﬁtting method.
As a result, the relative wave speed of the two solitons is
c1   c2 = c1;KdV   c2;KdV  
3
20
(a
2
1   a
2
2 + O(a
3)); (7.21)
in which ci;KdV is the wave speed predicted by the KdV equation. So c1 c2 < c1;KdV  
c2;KdV (a1 > a2). This implies that the KdV equation overestimates the relative phase
speed of the two co-propagating solitary waves. Together with the viscous effect, this115
explains the slight discrepancy in interacting proﬁles between the KdV prediction and
the experimental measurement.
Another signiﬁcant property of the overtaking collision is the phase shift. With the
estimated initial amplitudes in Table 7.1, the theoretical phase shifts (s1 and s2) can be
calculated by Eqs. 7.13 and 7.15, which are listed in Table 7.2.
From Fig. 7.4, we can see that the two solitary waves are well separated at x1 = 40.7
and x4 = 136.0 (Locations 1 and 4, respectively), so the phase shift is mostly introduced
by the interaction between these two locations. Then the experimental spatial phase
shifts (^ s1 and ^ s2) of the two solitary waves can be obtained by
^ s1 = L   c1t1(x1 ! x4); ^ s2 = L   c2t2(x1 ! x4); (7.22)
respectively, where L = x4  x1, ci =
p
(1 + ai), and ti(x1 ! x4) is the traveling time
of the wave peak from x1 to x4. The values of ^ s1 and ^ s2 are presented in Table 7.3.
It is clearly shown that, for both solitary waves, the measured phase shifts in Ta-
ble 7.3 are smaller than the analytically predicted values in Table 7.2. It is because of
the overestimated wave speed used in Eq. 7.22: as mentioned, the wave amplitude atten-
uates in the laboratory experiments due to the energy dissipation. On the other hand, the
Table 7.2: Theoretical spatial phase shifts calculated by Eqs. 7.13 and 7.15 for all
strong-interaction test cases (h0 = 4 cm).
a1 a2 Class s1 s2
Case 1 0.348 0.108 c 2.47 -4.43
Case 2 0.348 0.133 b 2.81 -4.57
Case 3 0.350 0.178 a 3.47 -4.88
Case 4 0.465 0.230 a 2.97 -4.21
Case 5 0.545 0.230 a 2.44 -3.74116
relative phase shifts (s1 s2) and (^ s1 ^ s2) presented in Table 7.4 are in very good agree-
ment with the theoretical predictions. Slight difference between (s1   s2) and (^ s1   ^ s2)
must be due to the inadequate separation of the two solitary waves at x1 and x4.
7.2 Two solitons obliquely incident onto a vertical wall
7.2.1 Laboratory experiments
The laboratory experiments on two co-propagating solitons obliquely incident onto the
vertical wall were performed in our wave tank with the same experimental setup as
adopted in the Mach-reﬂection experiments. Two co-propagating solitary waves with
different amplitudes were generated in the normal direction (the same waves as dis-
cussed in Section 7.1) and the obliquely incident solitary waves were created along the
oblique vertical wall (waveguide). The LIF technique was used to examine the temporal
and spatial variations of water-surface proﬁles. The measuring locations are the same as
the ones used in the previous Mach- reﬂection experiments and the vertical laser sheet
was aligned perpendicular to the wall (see Fig. 5.2). The present experiments focus on
Table 7.3: Measured spatial phase shifts for the strong interaction (h0 = 4 cm).
a1 a2 Class ^ s1 ^ s2
Case 1 0.348 0.108 c 1.34 -5.42
Case 2 0.348 0.133 b 1.82 -5.52
Case 3 0.350 0.178 a 2.90 -6.26
Case 4 0.465 0.230 a 2.05 -5.63
Case 5 0.545 0.230 a 0.93 -5.13117
Table 7.4: Comparisons of the measured and theoretical relative phase shifts for the
strong interaction (h0 = 4 cm).
a1 a2 Class s1   s2 ^ s1   ^ s2
Case 1 0.348 0.108 c 6.89 6.76
Case 2 0.348 0.133 b 7.37 7.34
Case 3 0.350 0.178 a 8.35 9.15
Case 4 0.465 0.230 a 7.18 7.69
Case 5 0.545 0.230 a 6.18 6.07
the conditions of the quiescent water depth h0 = 4.0 cm and the oblique incident-wave
angle  i = 30.
Figure 7.5 presents the measured water-surface proﬁles at x = 15.2, 45.7, 76.2 and
106.7 (see the coordinates as shown in Fig. 5.2) for the case of the incident wave ampli-
tudes a1 = 0.358 & a2 = 0.178 with the water depth h0 = 4.0 cm and the oblique wave
angle  i = 30. The interaction near the wall results in a complex wave pattern due to
the interaction among the two incident solitons and the two reﬂected solitons.
Figure 7.6 shows the evolution of water-surface proﬁles at the locations of x = 15.2,
45.7, 76.2 and 106.7 for the same case as shown in Fig. 7.5. The ﬁgures in the left
column show the proﬁles in the y   t plane, and the middle and right columns are
the temporal proﬁles at the wall (y = 0.21) and offshore (y = 12.5), respectively. The
characteristics of the Mach reﬂection and two-soliton interaction can be observed from
Fig. 7.6.118
(a)
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Figure 7.5: Two views of the temporal variation of the water-surface proﬁle in the y-
direction (perpendicular to the wall) for the case of the incident wave amplitude a1 =
0.358 & a2 = 0.178 with the water depth h0 = 4.0 cm and the oblique wave angle  i =
30: (a) x = 15.2; (b) x = 45.7; (c) x = 76.2; (d) x = 106.7.119
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Figure 7.6: Water-surface proﬁles for the same case as shown in Fig. 7.5: (a) x = 15.2;
(b) x = 45.7; (c) x = 76.2; (d) x = 106.7. Left: the proﬁles in the y t plane; middle and
right: the temporal proﬁles at the wall (y = 0.21) and offshore (y = 12.5), respectively.
7.2.2 Numerical simulations
Thelaboratoryexperimentsoftwoco-propagatingsolitonsobliquelyincidenttothewall
are numerically simulated based on the KP equation. The obliquely incident waves (two
co-propagating solitons) can be described by the P-type two-soliton solution ((4321)-
type), that is one type of (2, 2)-soliton solutions of the KP equation (Chakravarty and120
Kodama, 2009). As mentioned in Section 3.4, the A-matrix for this solution and the
corresponding chord diagram are given by
A =
0
B
@
1 0 0  b
0 1 a 0
1
C
A;
k1  k2  k3  k4 :
where a, b > 0 are the free parameters. The chord diagram indicates that the two line-
solitons must have different amplitudes; however, they can propagate in the same direc-
tion, corresponding to the two-soliton solution of the KdV equation.
As shown in Chapter 3, the dimensionless KP equation (Eq. 3.17) has the solution
form
u(X;Y;T) = 2(ln(X;Y;T))XX; (7.23)
where  function for the P-type solution can be written in the form of
 = E(1;2)+aE(1;3) + bE(2;4) + abE(3;4): (7.24)
Since

ln

E(1;2)

XX
= (ln  lnE(1;2))XX = (ln)XX, dividing both sides of Eq.
7.24 by E(1;2) and substituting =E(1;2) with  gives
 = 1 + a
E(1;3)
E(1;2)
+ b
E(2;4)
E(1;2)
+ ab
E(3;4)
E(1;2)
= 1 + a
k1   k3
k1   k2
e3 2 + b
k2   k4
k1   k2
e4 1 + ab
k3   k4
k1   k2
e(4 1)+(3 2)
= 1 + 2 + 1 +
(k1   k2)(k3   k4)
(k1   k3)(k2   k4)
12;
(7.25)
where 1  b
k2   k4
k1   k2
e4 1 and 2  a
k1   k3
k1   k2
e3 2. Similar to the two-soliton so-
lution of the KdV equation,  = 1 + 1 ! u = 1
2(k4   k1)2sech1
2(4   1), which
represents a soliton with amplitude A1 = 1
2(k4  k1)2 and wave angle tan 1 = k1 +k4;
 = 1 + 2 ! u = 1
2(k3   k2)2sech1
2(3   2), which represents a soliton with am-
plitude A2 = 1
2(k3   k2)2 and wave angle tan 2 = k2 + k3. It gives A1 > A2 due to121
k1 < k2 < k3 < k4. As the two solitons have the same oblique angle  , we have
tan 1 = tan 2 = tan  ) k4 + k1 = k3 + k2: (7.26)
Deﬁne 2k0  k4 + k1  k3 + k2  tan  and consider A1 = 1
2(k4   k1)2 and A2 =
1
2(k3   k2)2, we can get
k1 = k0  
p
A1=2; k2 = k0  
p
A2=2;
k3 = k0 +
p
A2=2; k4 = k0 +
p
A1=2;
(7.27)
where 1 =
p
2A1 and 2 =
p
2A2. Then
1 = b
k2   k4
k1   k2
e4 1
= b
k2   k4
k1   k2
e(k4 k1)X+(k2
4 k2
1)Y  (k3
4 k3
1)T
= e(k4 k1)(X X1)+(k2
4 k2
1)Y  (k3
4 k3
1)T
= e
1(X X1)+1(2k0)Y  1(1
42
1+3k2
0)T;
2 = e
2(X X2)+2(2k0)Y  2(1
42
2+3k2
0)T;
(7.28)
where X1   
1
k4   k1
lnb
k2   k4
k1   k2
and X2   
1
k3   k2
lna
k1   k3
k1   k2
.
Given the amplitudes (A1 and A2) and the initial positions (X1 and X2), combining
with Eq. 7.5, we can obtain the P-type 2-soliton solution in the form of
u(X;Y;T)
= 2
 
2
11 + 2
22 + 2(2   k1)212

+
(k1   k2)(k3   k4)
(k1   k3)(k2   k4)
12
 
2
12 + 2
21


1 + 1 + 2 +
(k1   k2)(k3   k4)
(k1   k3)(k2   k4)
12
2 : (7.29)
By scaling Eq. 7.29 with
 =
2h0
3
u; x   c0t = h0X; y = h0Y; t =
3h0
2c0
T; (7.30)
the dimensional P-type 2-soliton solution P(x;y;t) can be obtained if the two soliton122
amplitudes (a1 and a2) and initial positions (x1 and x2) are given.
The initial condition of the numerical calculation is
(x;y;t = 0) = P(x;y;0): (7.31)
The boundary condition at x = 0 is
(x = 0;y;t) = P(0;y;t); (7.32)
At x = Lx,
(x = Lx;y;t) = 0; x(x = Lx;y;t) = 0; (7.33)
At y = 0,
y(x;y = 0;t) = 0; (7.34)
The boundary condition at y = Ly is composed of
1. Incident-wave B.C.: (x;y = Ly;t) = P(x;Ly;t).
2. Reﬂected-wave B.C.: y=x = tan r in which  r is the average value of the
theoretical reﬂected angles for the two reﬂected waves.
The computational domain for the numerical simulations is Lx = 25 m long in the
x-direction and Ly = 4 m wide in the y-direction. The grid size is x = 0.5 cm and
y = xcot r. The time step is t = 0.0025 sec. So the maximum CFL number is
0.63–0.93 for all simulated cases, depending on the maximum water-surface elevations.
Sincethewaterdepthusedinthepresentexperimentsish0 =4.0cm, hereweusesmaller
x and t (half of the values used in the numerical simulations for the Mach reﬂection
of a single solitary wave (h0 = 6.0 cm) that were discussed in Chapter 6) in order to
reduce numerical errors.
The initial amplitudes and phases of the individual incident waves can be estimated123
by the ﬁtting method which employed in the analysis of the one-dimensional dual-
soliton strong interaction: the measured temporal proﬁles offshore (y = 12.5) at x =
15.2 are ﬁt with the analytical P-type 2-soliton solution. The estimated initial incident-
wave amplitudes are listed in Table 7.5.
Table 7.5: The estimated initial incident-wave amplitudes for the two co-propagating
solitons obliquely incident onto the wall (h0 = 4 cm and  i = 30).
a1 a2  = a1=a2 Class
Case 1 0.353 0.110 3.20 c
Case 2 0.353 0.133 2.66 b
Case 3 0.358 0.178 2.01 a
Case 4 0.475 0.233 2.04 a
Case 5 0.565 0.233 2.43 a
Figure 7.7 shows comparisons of the laboratory and numerical results at the y   t
plane at x = 15.2, 45.7, 76.2 and 106.7 for the case of the incident wave amplitude a1
= 0.358 & a2 = 0.178 with the water depth h0 = 4.0 cm and the angle  i = 30. This
ﬁgure demonstrates good agreement in the wave patterns between the laboratory and
numerical results. The temporal proﬁles of the stem waves at the wall and the incident
and reﬂected waves offshore for the same case shown in Fig. 7.7 are presented in Fig.
7.8. The numerical predictions are in good agreement with the laboratory proﬁles at x
= 15.2 (Fig. 7.8a) since the ﬁtting method is used at this location. However, there are
visible phase shift at x = 106.7 (Fig. 7.8d). Contrary to the results shown in Fig. 7.4, the
numerical proﬁles lag behind the measured proﬁles for both stem and offshore waves.
The discrepancy in the wave amplitude is mostly due to the slight phase shift between
the measured and numerical proﬁles.124
(a)
(b)
(c)
(d)
Figure 7.7: Comparisons of the measured and numerical proﬁles at the y   t plane for
the case of the incident wave amplitudes a1 = 0.358 & a2 = 0.178 with the water depth
h0 = 4.0 cm and the angle  i = 30: (a) x = 15.2; (b) x = 45.7; (c) x = 76.2; (d) x =
106.7. Left: laboratory results; Right: numerical results.125
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Figure 7.8: Comparisons of the measured and numerical temporal proﬁles of the stem
waves at the wall (left) and the incident and reﬂected waves offshore (right) for the same
case shown in Fig. 7.7: (a) x = 15.2; (b) x = 45.7; (c) x = 76.2; (d) x = 106.7.126
7.2.3 Analyses of stem-wave amplitude
Figure 7.9 shows the measured stem wave amplitude for the case of the incident wave
amplitudes a1 = 0.358 & a2 = 0.178 and the angle  i = 30. It can be seen that the stem-
wave amplitudes of strong soliton interaction are the same as the ones of individual
waves at x = 15.2, and the stem amplitude of the smaller individual soliton (ai = 0.178)
at x = 106.7 is larger than the same one after strong interaction due to the nonlinear
effect. Note that no data are presented beyond x = 60.3 for the larger individual stem
wave because of the wave breaking occurred after that position.
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Figure 7.9: Measured stem wave amplitude for the same case shown in Fig. 7.7: ––
and –N–, the leading and trailing waves of the strong interaction, respectively; –– and
–M–, the smaller and larger individual waves, respectively.
Figure 7.10 shows the comparison of the stem wave amplitude for strong soliton
interaction measured in the laboratory with the corresponding numerical results for the
caseoftheincidentwaveamplitudesa1 =0.358&a2 =0.178andtheangle i =30. The
solid and dashed lines denote the numerically predicted stem wave amplitude for strong127
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Figure 7.10: Comparison of the stem wave amplitude for strong soliton interaction mea-
suredinthelaboratorywiththecorrespondingnumericalresultsforthesamecaseshown
in Fig. 7.9:  and N, the leading and trailing waves of the strong interaction, respec-
tively;  and M, the smaller and larger individual waves, respectively. The solid and
dashed lines denote the numerically predicted stem wave amplitude for strong soliton
interaction and the two individual waves, respectively. The thicker and thinner lines
represent the predicted amplitudes for the trailing and leading stem waves, respectively.
soliton interaction and the two individual waves, respectively. The thicker and thinner
lines represent the predicted amplitudes for the trailing and leading stem waves, respec-
tively. The interaction process of the initially chasing wave (larger wave) is quicker in
the laboratory than the numerical simulation. On the other hand, the initially leading
smaller wave grows rapidly to take a role of the larger wave, and the transformation pro-
cess is in good agreement with the numerical prediction, though there is a slight delay
in the laboratory data. The discrepancy in the initially leading wave appears in the very
early stage of the interaction. Hence the cause of discrepancy is likely related to the
initial condition: the generated leading wave might have been too small and too close to
the trailing wave in the laboratory condition or vice versa in the numerical simulation.128
The numerical simulation can extend the interaction process beyond the limitation of
the laboratory apparatus, and the result is shown in Fig. 7.11. This ﬁgure indicates that
after collision the two stem waves reach their asymptotic states at the distance farther
away than the cases of two individual waves without interaction. Also noticed in Fig.
7.11 is undershoot in amplitude of the trailing wave after the collision. Nonetheless,
both stem waves eventually approach their asymptotic states. It should be noted that the
amplitude of the leading larger wave at the asymptotic state is aw ! 0:96, which is not
realizable in the laboratory because breaking of the wave must take place. Recall that
we found in Section 5.2.3 that the maximum stem wave amplitude without breaking is
approximately 0.910. The slight amplitude decay observed at the asymptotic state is due
to the numerical diffusion.
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Figure 7.11: Numerically predicted stem wave amplitudes for the same case shown
in Fig. 7.9. The solid and dashed lines denote the numerically predicted stem wave
amplitude for strong soliton interaction and the two individual waves, respectively. The
thicker and thinner lines represent the predicted amplitudes for the trailing and leading
stem waves, respectively. The dotted lines represent the theoretical predictions.129
8. T-TYPE INTERACTION
In this chapter, we present the T-type soliton solutions of the KP equation. The solutions
are exact and analytical. We also present the laboratory experiments and the numerical
simulations, and the results are compared and analyzed.
8.1 Analytical solutions
According to Kodama (2010), as mentioned in Chapter 3, there are a total of seven
different types of (2, 2)-soliton solutions (see the chord diagrams of those seven cases
as shown in Fig. 3.3). One of them is the (3412)-type solution, which corresponds to
the T-type two-soliton solution that was ﬁrst obtained as the solution for the Toda lattice
hierarchy. The A-matrix and the chord diagram for the T-type solution are given by
A =
0
B
@
1 0  c  d
0 1 a b
1
C
A
k1  k2  k3  k4 
where a, b, c, d > 0 are the free parameters with ad   bc > 0.
The exact (2, 2)-soliton solution is determined by the A-matrix and the values of k1,
k2, k3 and k4. Here we focus on the speciﬁc T-type solution that consists of two sym-
metric asymptotic line-solitons. The parameter ki’s for this solution are determined by
the oblique angle   and the dimensionless amplitude A0 = 3a0=2h0 = 3^ a0 cos2  =2h0
(Eq. 3.20):
k1 =  
1
2
tan   
p
A0=2; k4 =  k1;
k2 =
1
2
tan   
p
A0=2; k3 =  k2:
(8.1)
The values of a;b;c and d in the A-matrix are not only related to the four ki’s,
but are also dependent on the phase shifts of the two line-solitons and the onset of the130
‘box’-shape formation at the intersection point (see Fig. 8.1b). When the T-type soliton
solution has an exact shape of ‘X’ without any opening of the box at the intersection
point on the origin at T = 0 (see Fig. 8.1a), Kodama presented that the parameters of
the corresponding A-matrix can be calculated as
b =
k2   k1
k4   k1
; c =
k2   k1
k3   k2
; a = d =
p
bc + 1: (8.2)
Then the -function for this T-type soliton solution can be expressed as
 = E(1;2) + aE(1;3) + bE(1;4) + cE(2;3) + dE(2;4) + ( bc + ad)E(3;4): (8.3)
Consequently, the T-type exact soliton solution can be obtained as
u(X;Y;T) = 2(ln(X;Y;T))XX: (8.4)
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Figure 8.1: Contour plots of the T-type soliton solution at (a) T = 0 and (b) T = 100.
The T-type solution has an exact shape of ‘X’ without any opening of a box at the
intersection point on the origin at t = 0 and the formation of ‘box’-shape pattern in the
vicinity of the intersection point at t = 100 due to nonlinear interaction.131
8.2 Laboratory experiments
We conducted the laboratory experiments on the T-type interaction in the same appara-
tus that was used for the tests on the Mach reﬂection (Chapter 5) and the two-soliton
interactions (Chapter 7). An oblique solitary wave is generated with an angle   by our
wavemaker system. The speed of the wave paddle in the x-direction should match the
depth-averaged horizontal ﬂuid velocity such that:
upaddle(t) =
c (t)
h0 + (t)
cos ; (8.5)
where c is the wave speed of the oblique line-soliton and (t) is the water surface eleva-
tion from the equilibrium state. In the T-type experiments, the third-order solitary-wave
solution obtained by Grimshaw (1971) is employed in the wave generation. The third-
order steady solitary-wave solution can be expressed as (Tanaka, 1993):

h0
= as2  
3
4
a2(s2   s4) + a3

5
8
s2  
151
80
s4 +
101
90
s6

;
a = a=h0;
s = sech



X cos  + Y sin 
h0
  F
c0
h0
t

;
 =
r
3a
4

1  
5
8
a +
71
128
a2

;
F =
c
c0
= 1 +
1
2
a  
3
20
a2 +
3
56
a3:
(8.6)
The initial wave to generate the T-type interaction pattern in the laboratory consists of
two line-solitons, forming a symmetric ‘V-shape’ proﬁle, with the same amplitude and
opposite oblique angle: see Fig. 8.2. Assuming the water surface elevations for both
solitons are
1 = (x;y;t :  ); 2 = (x;y;t :   );132
and the corresponding wave-paddle speeds are
u1 =
c 1(t)
h0 + 1(t)
cos ; u2 =
c 2(t)
h0 + 2(t)
cos :
Then the wave-paddle speed for generating the V-shape proﬁle can be obtained by using
the superposition algorithm:
upaddle(t) = u1 + u2: (8.7)
This linear superposition is an approximate approach to generate the T-type initial wave
because of its nonlinear interaction. The phase shift of the two line-solitons generated
by the linear superposition is zero, which means the two asymptotic line-solitons meet
right at the origin at t = 0 (see Fig. 8.2). Note that this is not the case for the actual
nonlinear case.
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Figure 8.2: Sketch of the ‘V-shape’ initial waveform for the T-type soliton solution
(y > 0). Each line of the ‘V-shape’ is a local line-soliton solution. The two line-solitons
meet at the origin at t = 0.
In our laboratory experiments, the water-surface proﬁles were captured every 0.01
sec at three locations (x = 1.5 m, 2.0 m and 2.5 m) using the LIF technique by aligning
the laser sheet perpendicular to the wall (y = 0): the x-direction points horizontally
along the tank’s sidewall and the y-direction points perpendicularly away from the wall.
The measurement span in the y direction is about 1.55 m. The present experiments focus133
on the conditions of the quiescent water depth h0 = 6 cm and the oblique wave angles
  = 20 and 30.
The incident wave amplitude is measured offshore at x = 25.0 (x = 1.5 m) – the
average value of the amplitudes within the 25-cm span from the offshore end (y = 25.8
or y = 1.55 m) where the wave interaction does not affect the incident wave. The
measured incident-wave amplitudes of all test cases are listed in the Table 8.1. These
amplitudes are used in the analytical and numerical calculations in order to compare
with the experimental measurements. Of all cases listed in Table 8.1, there is only one
instance (a = 0.090 with   = 30) that doesn’t satisfy the criteria tan  <
p
2A0 and it
is not a T-type interaction.
8.3 Numerical simulations
The numerical simulation for the T-type interaction is based on the KP equation. The
computational domain for the numerical calculation is Lx  Ly = 15 m  4 m. The
Table 8.1: Measured incident-wave amplitudes for the T-type experiments (h0 = 6.0 cm).
  () a tan =
p
2A0
20
0.097 0.718
0.191 0.512
0.280 0.423
0.366 0.370
30
0.090 1.283
0.176 0.919
0.262 0.752
0.327 0.674134
grid size used for the calculation is x = 1 cm and y = xcot . The time step is
t = 0.005 sec. So the maximum CFL number is 0.50 – 0.87 for all simulated cases,
depending on the maximum water-surface elevations.
As mentioned previously, an exact solution of the KP equation for one line-soliton
with an oblique angle   can be written as
KP( ;x;y;t) = a0sech
2
s
3a0
4h3
0

x + y tan    c0

1 +
a0
2h0
+
1
2
tan2  

(t   t0)

; (8.8)
where t0 is an initial time delay. At the wavemaker (x = 0), we chose the linear super-
position of two symmetric solitons to generate a V-shape waveform: (x = 0;y;t) =
KP(0;y;t :  ) + KP(0;y;t :   );
at x = Lx, (x = Lx;y;t) = t(x = Lx;y;t) = 0;
at y = 0, y(x;y = 0;t) = 0;
at y = Ly, the two line-solitons are linearly superposed: (x;y = Ly;t) = KP(x;Ly;t :
 ) + KP(x;Ly;t :   ).
The numerical simulations are conducted with the initial wave amplitudes measured
at x = 25:0 (Table 8.1). The physical wave amplitude ^ a0 and water surface elevation
^  need to be adjusted by ^ a0 = a0=cos2   and ^  = =cos2  , respectively, as discussed
in Section 3.2. The simulation time is 10 sec, which is long enough to let all waves
pass through all three measuring locations (x = 25.0, 33.3 and 41.7). The temporal
water surface proﬁles are extracted at those three locations from numerical results and
compared to the analytical solutions and the experimental measurements.135
8.4 Results and discussions
The temporal variations of water-surface proﬁles in the y-direction at x = 25.0, 33.3 and
41.7 are presented in Figs 8.3 8.10 for cases of amplitudes 0:097  a  0:366 with
angle   = 20 and 0:090  a  0:327 with angle   = 30. The top panel shows
the experimental measurements; the middle panel presents the numerical results and the
bottom panel exhibits the analytical solutions. The original experimental and numerical
results only have the portion for y > 0. The displayed proﬁles are made by combining
the real image of the water surface proﬁles with their mirror images of the wall at y = 0.
For the cases of   = 20 (Figs 8.3 and 8.6), the formation of a box-shape pattern in
the vicinity of the intersection appears in the laboratory experiment and the numerical
simulation for the case of tan =
p
2A0 = 0.718 (Fig. 8.3), but not in the analytical
solution. Careful observation can detect the very slow growth of the leading stem of the
box for all three (laboratory, numerical and analytical) results. This very slow growth
rateandtheabsenceofthetrailingwavetoclosetheboxpatternintheanalyticalsolution
must be related to the fact that tan =
p
2A0 is close to unity: near the critical condition.
The box formation appears in the laboratory and numerical experiments must be due to
their imperfect initial condition (linear superposition of two line-solitons).
On the other hand, for the cases of tan =
p
2A0  1 (0.512, 0.423 and 0.370:
Figs 8.4 and 8.6), the clear box-shape pattern appears in each result, although detailed
box shape differs each other. The breadth of the box-shape formation is longest in
the numerical results and the shortest in the laboratory results. The shape of the box is
slightly distorted in the laboratory results, due presumably to the friction effect along the
vertical reﬂective wall (y = 0). The growth of the leading stem of the box is greater as
the parameter tan =
p
2A0 becomes smaller. This is in fact consistent with our results136
of the Mach reﬂection as discussed in Chapter 5. It is noted that the laboratory results
in Fig. 8.6 exhibit breaking waves of the leading stem wave.
For the cases of   = 30 (Figs 8.7 and 8.10), no clear box-shape formation is re-
sulted by the analytical solutions for all cases, whereas the laboratory and numerical
results show the box-shape formation. Note that the values of tan =
p
2A0 are close to
unity (1.283, 0.919, 0.752 and 0.674). Consequently, the leading stem wave grows very
slowly. The box-shape wave pattern at the intersection is present in the laboratory and
numerical results, except for the case of tan =
p
2A0 = 1.283 (Fig. 8.7) which does not
support the T-type soliton solution.137
x = 25.0 x = 33.3 x = 41.7
Figure 8.3: The temporal variations of water-surface proﬁles in the y-direction at x =
25, 33.3 and 41.7 for the case of a = 0.097 with   = 20 (tan =
p
2A0 = 0.718). The
top, middle and bottom panels show the experimental, numerical and analytical results,
respectively. The displayed laboratory and numerical proﬁles are made by combining
the real image of the wave proﬁles with their mirror images of the wall at y = 0.138
x = 25.0 x = 33.3 x = 41.7
Figure 8.4: The temporal variations of water-surface proﬁles in the y-direction at x =
25, 33.3 and 41.7 for the case of a =0.191 with   = 20 (tan =
p
2A0 = 0.512).139
x = 25.0 x = 33.3 x = 41.7
Figure 8.5: The temporal variations of water-surface proﬁles in the y-direction at x =
25, 33.3 and 41.7 for the case of a = 0.280 with   = 20 (tan =
p
2A0 = 0.423).140
x = 25.0 x = 33.3 x = 41.7
Figure 8.6: The temporal variations of water-surface proﬁles in the y-direction at x =
25, 33.3 and 41.7 for the case of a = 0.366 with   = 20 (tan =
p
2A0 = 0.370).141
x = 25.0 x = 33.3 x = 41.7
Figure 8.7: The temporal variations of water-surface proﬁles in the y-direction at x =
25, 33.3 and 41.7 for the case of a = 0.090 with   = 30 (tan =
p
2A0 = 1:283 > 1).
The upper panel shows the measured proﬁles; the lower panel presents the numerical
results. No corresponding exact soliton solution of the KP equation is present for this
case.142
x = 25.0 x = 33.3 x = 41.7
Figure 8.8: The temporal variations of water-surface proﬁles in the y-direction at x =
25, 33.3 and 41.7 for the case of a = 0.176 with   = 30 (tan =
p
2A0 = 0.919).143
x = 25.0 x = 33.3 x = 41.7
Figure 8.9: The temporal variations of water-surface proﬁles in the y-direction at x =
25, 33.3 and 41.7 for the case of a = 0.262 with   = 30 (tan =
p
2A0 = 0.752).144
x = 25.0 x = 33.3 x = 41.7
Figure 8.10: The temporal variations of water-surface proﬁles in the y-direction at x =
25, 33.3 and 41.7 for the case of a = 0.327 with   = 30 (tan =
p
2A0 = 0.674).145
9. SUMMARY AND CONCLUSIONS
Laboratory experiments were performed to examine reﬂection of a solitary wave at a
vertical wall with an oblique incident-wave angle. Measurements of water-surface vari-
ations in sub-millimeter precision were achieved using the LIF method. Results are
analyzed with previous theoretical prediction of Miles (1977b), a laboratory study of
Melville (1980) and numerical results by Tanaka (1993). Miles’s model is based on
resonant triad interaction of three KdV solitons that yield the asymptotic conditions of
the wave reﬂection; his theory is for the lowest-order nonlinear and dispersive shallow-
water waves with the assumption of quasi-two-dimensionality, i.e. very small oblique
angle. Tanaka’s numerical simulations are based on a spectral model for higher-order
nonlinear and dispersive shallow-water waves.
When the theory is validated with either numerical or laboratory experiments, we
found that the interaction parameter  (Eq. 3.41) must be used instead of the original
parameter k (Eq. 2.3). This is because an oblique angle of the incident wave is not
inﬁnitesimal, but ﬁnite in real-world experiments. With the use of Eq. 3.41, the previous
numerical results given by Tanaka (1993) are in much better agreement with Miles’s
theoretical predictions than what Tanaka reported in his paper.
We experimentally veriﬁed the Mach reﬂection formation characterized by (i) the Y-
shape formation of the incident, reﬂected and stem waves; (ii) the reﬂected wave angle
being larger than the incident wave angle,  r >  i; (iii) the amplitude of the reﬂected
wave being smaller than the incident wave, ar < ai , and the stem-wave amplitude being
larger than the incident wave, aw > ai; and (iv) the crest of the stem wave being contin-
uously elongated as it propagates along the wall,  w > 0. Contrary to the assumption
of the theory by Miles (1977b), our observations indicate that during the development146
stage the stem wave is not a KdV soliton; the measured proﬁle is broader and propaga-
tion speed is faster. The stem wave appears to be a forced wave instead of a free soliton.
Evidently, Miles’s assumption is only valid for the asymptotic state, but not during its
development process observed in the laboratory. Furthermore, substantial depression
(or setdown) in water level is formed behind the stem wave. This depression is initially
a compact dip formation; then it becomes broadened as the wave propagates along the
wall. Its magnitude and evolution behavior differ from the dispersive-wave noise that
arises from the wave generation that is programmed for the solitary waves. The tran-
sient process of stem-wave development must be responsible for the trailing depression
formation. A growing stem wave increases the momentum; hence, the momentum ﬂux
ahead of the stem wave must be greater than behind it. Consequently, the water depth
has to be lower behind the stem wave. No such depression formation is predicted by
Miles’s theory because the theory assumes the equilibrium state.
Because Miles’s theory is limited to the asymptotic state, the evolution process of
the stem-wave development is numerically calculated based on the KP equation. To
examine the evolution in an effectively longer distance than the limited size of the lab-
oratory apparatus, we use a technique linking two separate experiments and patch the
data. Thiscan be achievedby generating thewaveform measured atthe farthest location,
and observing the subsequent evolution of the generated waveform.
It was found that the stem-wave ampliﬁcation is in good agreement with the numeri-
cal KP prediction. The laboratory results are also in good agreement with the asymptotic
state of Miles’s theory (Eq. 3.40) when the value of the interaction parameter  is not
close to the critical value of unity. When   1, the KP theory predicts slow but contin-
uous growth of the ampliﬁcation, while the laboratory data indicate cessation of growth.147
While the measured maximum ampliﬁcation is smaller than Miles’s theoretical predic-
tion in the neighborhood of   1, it was found to be in excellent agreement with the
numerical results of Tanaka (1993). The critical fourfold ampliﬁcation predicted by Eq.
3.40 was not realized in the real-ﬂuid environment or in the ﬁnite-amplitude numeri-
cal simulations. Note that the derivative of Eq. 3.40 becomes singular as  decreases
towards unity, although the derivative is ﬁnite (= 4) as  increases towards unity. Evi-
dently, when   1:0+, a small change in  causes a substantial change in ampliﬁcation.
It appears that the fourfold ampliﬁcation at the critical condition of  = 1:0 is extremely
sensitive. It is conjectured based on the present results that the transition between the
Mach reﬂection and the regular reﬂection be gradual, instead of the abrupt change at
 = 1:0, and the maximum ampliﬁcation must be lower w < 4 due to the higher-order
nonlinearity effect.
The measured wave proﬁles show the distinctive differences of Mach reﬂection from
regular reﬂection as predicted by Miles’s theory (1977b), although the transition be-
tween those two reﬂection patterns is not abrupt, but gradual in the laboratory. For
example, the experimental cases with  < 1:0 show continuous growth in the stem-
wave elongation ( w > 0), smaller reﬂected wave amplitude than that of the incident
wave (r < 1), and greater reﬂected wave angle than the incident angle ( r >  i). On
the other hand, the cases with  > 1:0 show  w ! 0, r ! 1 and  r !  i; those are
the behaviors of regular reﬂection.
We examined the maximum wave height of the Mach stem prior to its wave break-
ing and found that the maximum wave height aw = 0:910 exceeds the maximum height
aw = 0:827 of the plain solitary wave (Longuet-Higgins and Fenton, 1974). This re-
sult is in accordance with Tanaka’s numerical result (i.e. aw = 0:905). After incipi-148
ent breaking near the wall, the breaking broadens offshore, shifting the location of the
maximum water-surface elevation offshore. The water-surface elevation offshore grows
faster. This behavior must be due to an enhancement in momentum in the offshore direc-
tion near the wall, which must be resulted from turbulence induced by wave breaking.
It is emphasized that Tanaka’s numerical results are limited to the conditions of ai
=0.3 and 10   i  60, computed up to x = 150. Melville’s laboratory experiments
were performed with the conditions of ai = 0.1 and 0.15, and 10   i  45, measured
up to x  26:7. Both studies concluded that substantial discrepancies existed between
their results and the theory by Miles (1977b). The present laboratory experiments are
based on incident wave amplitudes in the range of 0:076  ai  0:367 with the incident
wave angles 20   i  40. Our farthest measurement location is at x = 71:1
in the parent experimental runs and further extended to x = 121:1 in the extended
experimental runs. The present laboratory experiments are the ﬁrst to present results
supporting Miles’s theoretical predictions (1977b), as well as in excellent agreement
with Tanaka’s numerical results (1993). This success is partly attributed to a physically
viable interpretation for the interaction parameter and the use of the modiﬁed form  of
Eq. 3.41, instead of the original k of Eq. 2.3.
Extending the foregoing study on the reﬂection of a single solitary wave at a ver-
tical wall, laboratory and numerical experiments are performed on two co-propagating
obliquely incident solitary waves with different amplitudes that are reﬂected at the wall.
The larger wave catches up with the smaller wave; hence the two waves collide with
the strong interaction. The resulting wave pattern near the wall is complex due to the
interaction among the two incident solitons and the two reﬂected solitons. The numer-
ical predictions of the KP theory are in good agreement with the experimental results.149
In spite of such complex interactions, the both solitons emerge after the collision and
approach their asymptotic states with some time delay.
Another demonstration for realization of the exact soliton solution of the KP equa-
tion provided by Kodama et al. (2009) is the T-type interaction. This type of two-soliton
interaction is achieved in the laboratory wave tank with an initial ‘V-shape’ waveform.
The formation of ‘box’-shape wave pattern in the vicinity of two-soliton intersection,
resulted from nonlinear wave-wave interaction, is clearly present in the laboratory, nu-
merical and analytical results for the cases with the larger wave amplitude a and smaller
oblique angle   (i.e. tan =(
p
3acos ) < 0:6).
In short, with proper physical interpretations and corrections, the KP theory is capa-
ble of modeling two-dimensional multiple soliton interactions even with ﬁnite oblique
incident-wave angles. This is a signiﬁcant ﬁnding because the KP equation is integrable
and the exact analytical solutions are available.150
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APPENDICES155
A. WAVEMAKER PROGRAM FOR EXTENDED EXPERIMENTS
This program writes the wavemaker pmc program for a solitary wave.
P1001: tells the paddles when to stop. (not applicable for solitary wave)
P997: This is the time step between PVT moves, in ms.
g = gravitational acceleration;
h = still-water depth;
a = solitary wave amplitude (m);
t1 = time at the crest;
c = propagation speed (m/sec);
 = water-surface elevation;
 = t (sec) time increment;  = time phase shift for the adjacent paddle (sec.)
a1, a2, a3 = incident, reﬂected and stem wave amplitudes at x = 71.1;
1, 2 = incident and reﬂected angles (degrees);
y1, y2, y3 = cutoff positions for incident, reﬂected and stem waves;
t1,t2 = time shifts for incident and reﬂected waves relative to stem wave at y = 0;
w1, w2, w3 = weight functions for incident, reﬂected and stem waves;
h h h= 0:06;
a1 a1 a1= 0:01055;1 1 1 =  30;y1 y1 y1 = 0:35;
a2 a2 a2= 0:00669;2 2 2 = 36:5;y2 y2 y2 = 0:35;
a3 a3 a3= 0:0246;y3 y3 y3 = 0;
  = 0:02;g g g = 9:81;
Spacing between the rods: the end pieces are 20 cm and the rests are 23.75 cm.
end end end = 0.2038;    =0.2375;1 1 1=- 0.29;
k1 k1 k1=
r
3a1
4h3;c1 c1 c1 =
p
gh

1 +
a1
2h

;1 1 1 =
1
k1
;1 1 1 =
1
c1
; t1 t1 t1 = 0:104;156
k2 k2 k2=
r
3a2
4h3;c2 c2 c2 =
p
gh

1 +
a2
2h

;2 2 2 =
1
k2
;2 2 2 = 2
c2;t2 t2 t2 = 0:127;
k3 k3 k3=
r
3a3
4h3;c3 c3 c3 =
p
gh

1 +
a3
2h

;3 3 3 =
1
k3
;3 3 3 = 3=c3;
npaddles npaddles npaddles= 16;P999 P999 P999 = a1;P997 P997 P997 =   1000;
timelag1 timelag1 timelag1=

c1
Sin[ 1];timelagend1 timelagend1 timelagend1 = timelag1 
end

;
timelag2 timelag2 timelag2=

c2
Sin[2];timelagend2 timelagend2 timelagend2 = timelag2 
end

;
w3 w3 w3= If If If
2
6 6
4y < y3;1;If If If
2
6 6
4y > y1;0;
0
B B
@
1 + Cos

 
y   y3
y1   y3

2
1
C C
A
3
7 7
5
3
7 7
5;
w1 w1 w1= 1   w3;
w2 w2 w2= w1;
  = a1 Sech[k1 (x Cos[1] + y Sin[1]   c1(t   t1))]2  w1
+ a2 Sech[k2(xCos[2] + ySin[2]
 c2(t + t2))]2  w2 + a3Sech[k3(x   c3(t   0))]2  w3;
Measured stem length = 17.3081 cm
(* calculate stem length *) (* calculate stem length *) (* calculate stem length *)
Solve Solve Solve[(xCos[1] + ySin[1]   c1(t   t1)/.fx ! 0;t ! 0g) == 0;y]
(* calculate stem length *) (* calculate stem length *) (* calculate stem length *)
Solve Solve Solve[(xCos[2] + ySin[2]   c2(t + t2)/.fx ! 0;t ! 0g) == 0;y]
tinc tinc tinc= 4  1 + 14  timelag1;
tref tref tref= 6  2 + 14  timelag2;
1 1 1= a1 Sech[k1(x Cos[1] + y Sin[1]   c1(t   t1   (tinc   t1)))]2;
2 2 2= a2 Sech[k2(x Cos[2] + y Sin[2]   c2(t + t2   (tinc   t1)))]2;
3 3 3= a3 Sech[k3(x   c3 (t   0   (tinc   t1)))]2;
tmax tmax tmax= tinc + tref   (t1 + t2);157
u1 u1 u1=
c1
h + (1 w1)
(1 w1);u2 u2 u2 =
c2
h + (2 w2)
(2 w2);u3 u3 u3 =
c3
h + (3 w3)
(3 w3);
upaddle upaddle upaddle= u1 Cos[ 1] + u2 Cos[2] + u3;
y y y= 1;t t t = 0:01  ;x x x = 0;t t t = 0;j j j = 0;nnpts nnpts nnpts = 0;
For For For[m = 1;m  npaddles;
For For For[n = 1;t  tmax;uu = N[upaddle]; = uu  t;
x = x +  ;t = t + t;j = j + 1;
If If If[j == 100;xx = x;pmac[m;n] = xx=0:0254;vmac[m;n] = uu=0:0254;
If If If[Abs[pmac[m;n]]  10 5;pmac[m;n] = 0];
If If If[Abs[vmac[m;n]]  10 5;vmac[m;n] = 0];j = 0;nnpts++;n++]
];m++;If[m == 2km == 16;y = y + end;y = y + ];t = 0;x = 0;j = 0];
npts npts npts= nnpts=npaddles
The ﬁrst two rods are not moving since they are at the other side of wall
For For For[n = 1;n  npts;vmac[1;n] = 0;pmac[1;n] = 0;
vmac[2;n] = 0;pmac[2;n] = 0;n = n + 1;]
ppmc ppmc ppmc= Array[pmac;fnpaddles;nptsg];
vpmc vpmc vpmc= Array[vmac;fnpaddles;nptsg];
Need two programs with different pointer numbers to run the 16 paddles indepen-
dently:
pmcoutA pmcoutA pmcoutA= OpenWrite[“tryA1.pmc”;FormatType ! OutputForm;PageWidth ! 1];;
$Output $Output $Output= pmcoutA;
Print Print Print[“;C:nProgram FilesnDelta TaunPEWIN32PROnDiane”]
Print Print Print["; MAKE SURE TO TYPE - UNDEFINE ALL n
- AT THE TERMINAL WINDOW BEFORE DOWNLOADING."] Print Print Print[“;”]158
Print Print Print[A]
Print Print Print[“CLOSE”]
Print Print Print[“DELETE GATHER”]
Print Print Print[“DELETE TRACE”]
Print Print Print[“;M0!L:$006001”]
Print Print Print[“;M10!Y:$004000,0,12”]
Print Print Print[“;UNDEFINE ALL”]
Print Print Print[“&1”]
Print Print Print[“#1!50000X”]
Print Print Print[“#2!50000Y”]
Print Print Print[“#3!50000Z”]
Print Print Print[“#4!50000U”]
Print Print Print[“#5!50000V”]
Print Print Print[“#6!50000W”]
Print Print Print[“#7!50000A”]
Print Print Print[“#8!50000B”]
Print Print Print[“;I15=0”]
Print Print Print[“OPEN PROG 2 CLEAR”]
Print Print Print[“P997=”;P997]
Print Print Print[“HOMEZ1..8”]
Print Print Print[“ABS”]
Print Print Print[“P1001=0”]
Print Print Print[“LINEAR”]159
Print Print Print[“TS0”]
Print Print Print[“TA1000”]
Print Print Print[“TM5000”]
Print Print Print[“DWELL5000”]
Print Print Print[“PVT(P997)”]
Table[Print Table[Print Table[Print[“X(”;ppmc[[1]][[i]];“):(”;vpmc[[1]][[i]];“) Y(”;ppmc[[2]][[i]];“):(”;
vpmc[[2]][[i]];“) Z(”;ppmc[[3]][[i]];“):(”;vpmc[[3]][[i]];“) U(”;ppmc[[4]][[i]];
“):(”;vpmc[[4]][[i]];“) V(”;ppmc[[5]][[i]];“):(”;vpmc[[5]][[i]];“) W(”;
ppmc[[6]][[i]];“):(”;vpmc[[6]][[i]];“) A(”;ppmc[[7]][[i]];“):(”;vpmc[[7]][[i]];
“) B(”;ppmc[[8]][[i]];“):(”;vpmc[[8]][[i]];“) ”];fi;1;nptsg];
Print Print Print[“;Put in@@p1001=1 at keyboard to stop.”]
Print Print Print[“DWELL5000”]
Print Print Print[“LINEAR”]
Print Print Print[“TA100”]
Print Print Print[“TS0”]
Print Print Print[“TM1000”]
Print Print Print[“CLOSE”]
Print Print Print[“CLOSE”]
Close Close Close[pmcoutA];
pmcoutB pmcoutB pmcoutB= OpenWrite[“tryB1.pmc”;FormatType ! OutputForm;PageWidth ! 1];;
$Output $Output $Output= pmcoutB;
Print Print Print[“;C:nProgram FilesnDelta TaunPEWIN32PROnDiane”]
Print Print Print["; MAKE SURE TO TYPE - UNDEFINE ALL n160
- AT THE TERMINAL WINDOW BEFORE DOWNLOADING."]
Print Print Print[“;”]
Print Print Print[A]
Print Print Print[“CLOSE”]
Print Print Print[“DELETE GATHER”]
Print Print Print[“DELETE TRACE”]
Print Print Print[“;M0!L:$006001”]
Print Print Print[“;M10!Y:$004000,0,12”]
Print Print Print[“;UNDEFINE ALL”]
Print Print Print[“&2”]
Print Print Print[“#9!50000X”]
Print Print Print[“#10!50000Y”]
Print Print Print[“#11!50000Z”]
Print Print Print[“#12!50000U”]
Print Print Print[“#13!50000V”]
Print Print Print[“#14!50000W”]
Print Print Print[“#15!50000A”]
Print Print Print[“#16!50000B”]
Print Print Print[“;I15=0”]
Print Print Print[“OPEN PROG 3 CLEAR”]
Print Print Print[“P997=”;P997]
Print Print Print[“HOMEZ9..16”]
Print Print Print[“TS0”]
Print Print Print[“TA1000”]161
Print Print Print[“TM5000”]
Print Print Print[“DWELL5000”]
Print Print Print[“PVT(P997)”]
Table[Print Table[Print Table[Print[“X(”;ppmc[[9]][[i]];“):(”;vpmc[[9]][[i]];“) Y(”;ppmc[[10]][[i]];“):(”;
vpmc[[10]][[i]];“) Z(”;ppmc[[11]][[i]];“):(”;vpmc[[11]][[i]];“) U(”;ppmc[[12]][[i]];
“):(”;vpmc[[12]][[i]];“) V(”;ppmc[[13]][[i]];“):(”;vpmc[[13]][[i]];“) W(”;
ppmc[[14]][[i]];“):(”;vpmc[[14]][[i]];“) A(”;ppmc[[15]][[i]];“):(”;vpmc[[15]][[i]];
“) B(”;ppmc[[16]][[i]];“):(”;vpmc[[16]][[i]];“) ”];fi;1;nptsg];
Print Print Print[“;Put in@@p1001=1 at keyboard to stop.”]
Print Print Print[“DWELL5000”]
Print Print Print[“LINEAR”]
Print Print Print[“TA100”]
Print Print Print[“TS0”]
Print Print Print[“TM1000”]
Print Print Print[“CLOSE”]
Print Print Print[“CLOSE”]
Close Close Close[pmcoutB];162
B. MODIFIED STRANG SPLITTING METHOD
The governing equation of the KP numerical calculation is in the form of
t +

c0 +
3
4
c0
h0

2

x
+
c0
6
h
2
0

xxx =
x Z
 1
 
c0
2
yy dx: (B.1)
Rearranging Eq. B.1 yields
t =  

c0 +
3
4
c0
h0

2

x
 
c0
6
h
2
0

xxx +
x Z
 1
 
c0
2
yy dx: (B.2)
The three terms on the RHS of Eq. B.2 can be generalized into three operators A, B and
C (LeVeque, 2002). Thus Eq. B.2 can be written in the form of:
t = (A + B + C): (B.3)
If the solution at t = t0 is given as (t0), the exact solution at the next time step t0 +t
is
(t0 + t) = e
t(A+B+C)(t0): (B.4)
The Taylor expansion for the exact solution (t0 + t) is
(t0 + t) =

I + t(A + B + C) +
1
2
t2(A + B + C)2 + O(t3)

(t0)
=

I + t(A + B + C) + O(t3)+ (B.5)
1
2
t2 
A2 + B2 + C2 + (BC + AC + AB) + (CB + CA + BA)

(t0):
According to LeVeque (2002), the simple splitting method for Eq. B.3 can be described
as
solving @t = A in t, get the solution 1;
solving @t = B1 in t, get the solution 2;
solving @t = A2 in t, get the solution 3.163
3 is the numerical approximation for (t0 + t) with the splitting method, and it can
be expressed as
3 = e
tC2 = e
tCe
tB1 = e
tCe
tBe
tA(t0): (B.6)
The Taylor expansion for 3 in Eq. B.6 is
3 =
 
I + tC + 1
2t2C2 
I + tB + 1
2t2B2 
I + tA + 1
2t2A2
+ O(t3)

(t0)
=

I + t(A + B + C) + 1
2t2  
A2 + B2 + C2 + 2CB + 2CA + 2BA

+ O(t3)

(t0):
(B.7)
Then the difference between Eq. B.5 and Eq. B.6 is
(t0 + t)   3
= 1
2t2 
(A + B + C)2  
 
A2 + B2 + C2 + 2CB + 2CA + 2BA

(t0) + O(t3)(t0)
= 1
2t2 [(BC + AC + AB)   (CB + CA + BA)](t0) + O(t3)(t0):
(B.8)
Usually (BC + AC + AB) 6= (CB + CA + BA), so the simple splitting method only
has the ﬁrst order accuracy in time.
The Strang splitting method can achieve the second order accuracy if the there are
only two operators at the RHS of Eq. B.3. Taking C = 0, we have
t = (A + B); (B.9)
which can be solved in the following steps
solving @t = A in
1
2
t, get the solution 1;
solving @t = B1 in t, get the solution 2;
solving @t = A2 in
1
2
t, get the solution 3.
Then 3 can be expressed as
3 = e
1
2tA2 = e
1
2tAe
tB1 = e
1
2tAe
tBe
1
2tA(t0): (B.10)164
The Taylor expansion of 3 is
3 =
 
I + t
2 A + 1
8t2A2 
I + tB + 1
2t2B2 
I + t
2 A + 1
8t2A2
+ O(t3)

(t0)
=

I + t(A + B) + 1
2t2  
A2 + B2 + BA + AB

+ O(t3)

(t0):
(B.11)
The exact solution (t0 + t) can be written as
(t0 + t) = et(A+B)(t0)
=
 
I + t(A + B) + 1
2t2(A + B)2 + O(t3)

(t0)
=
 
I + t(A + B) + 1
2t2(A2 + B2 + AB + BA) + O(t3)

(t0):
(B.12)
The error term in Eq. B.11 is in the order of O(t3), which means that the Strang
Splitting method can achieve the 2nd order accuracy in time.
To apply the Strang splitting method to three linear operators, the algorithm is mod-
iﬁed as
solving @t = A in
1
2
t, get the solution 1;
solving @t = C1 in
1
2
t, get the solution 2;
solving @t = B2 in t, get the solution 3;
solving @t = C3 in
1
2
t, get the solution 4;
solving @t = A4 in
1
2
t, get the solution 5.
5 is the numerical approximation for (t0 + t), and it can be written as
5 = e
1
2tAe
1
2tCe
tBe
1
2tCe
1
2tA(t0): (B.13)165
The Taylor expansion of 5 is
5 =
2
4
 
I + t
2 A + 1
8t2A2 
I + t
2 C + 1
8t2C2 
I + tB + 1
2t2B2
 
I + t
2 C + 1
8t2C2 
I + t
2 A + 1
8t2A2
+ O(t3)
3
5(t0)
=
2
4I + t(A + B + C) + 1
2t2
0
@
A2 + B2 + C2 + 1
2AC + AB + 1
2AC
+CB + 1
2CA + BA + BC + 1
2CA
1
A + O(t3)
3
5(t0)
=
2
4I + t(A + B + C) + 1
2t2
0
@
A2 + B2 + C2 + AC + AB
+CB + CA + BA + BC
1
A + O(t3)
3
5(t0):
(B.14)
Comparing with Eq. B.5, the error term is in the order of O(t3). So the modiﬁed
Strang splitting method can achieve the 2nd order accuracy in time for solving the KP
equation.
An alternate way is to use ﬁxed time step t in each sub step with the alternating
sequence
(t0)
A B C           ! (t0 + t)
C B A           ! (t0 + 2t)
A B C           ! (t0 + 3t)
C B A           ! (t0 + 4t)
(B.15)
This is used in our KP numerical calculations.