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I . ВВЕДЕНИЕ 
Алгоритмический язык как система правил и обозначе­
ний для записи алгоритмов необходим на всех этапах рабо­
ты, связанной с вычислительными процессами. Особое значе­
ние алгоритмический язык имеет как средство записи прог­
рамм для ЗЗМ. Для этого язык дополняется транслятором ­
программой для церевода (трансляции) на машинный язык. 
Алгоритмический язык Ач разработан в Вычислительном 
центре Латвийского государственного университета им. П. 
Стучки на основе ранее разработанного там хе языке АЗ ' I ] . 
Ач предназначается для записи алгоритмов вычислительного 
характера (больсой объем вычислений над небольшим коли­
чеством данных) к отличается от других языков подобного 
назначения (Ачгол, Фортран и др. ) простотой строения и 
высокой экономичность!). По таким показателям, как .длина 
программы, расход перфокарт, обьем транслятора и время 
трансляции, Ач экономичнее других известных языков в 2­7 
раз. Язык Ач близок к общепринятой системе математических 
обозначений, в кем полностьо устранены словесные выраже­
ния. Сравнительно небольшой объем "грамматики" языка А4 
делает его легко изучаемым и уменьшает ьероятность оши­
бок в программах. Простота и лаконичность АЧ делает его 
удобным и для "внемаиинных" применений ­ разработки, хра­
нения и публикации алгоритмов. 
Язык Ач машинно­независим и допускает реализацмв« 
практически на хобой универсальной ЗВЫ. 3 настоящее вре­
мя единственный транслятор АЧТ1 о языка Ач разработан на 
БЗСи­ч. 
По оравненив с языками Алгол и Фортран язык Ач имеет не­
которую ограниченность оредотв, в частности, в нем не 
предусмотрены действия с многомерным массивами, комплек­
сными числами и символьной информацией. Б перспективе 
возможно, расширение языка А4 путем добавления перечислен­
ных и некоторых других средств. 
Структура языка А4 допус^оет возможность построения 
на его основе более специализированных языков. Пример та­
кого построения ­ применение А4 для статистического моде­
лирования И . 
2. ОСОБЕННОСТИ ОПИСАНИЯ 
Понятия, связанные о алгоритмическим языком, делят­
ся на формальные и содержательные. Формальные объекты 
представляют собой последовательности символов из спе­
циального набора ­ алфавита языка. Содержательные объек­
ты составляют интерпретацию формальных, раскрывают их 
смысл. 
В тексте описания применяются обобщенные формальные 
объекты, содержащие метасимволы. Метасимволы рассматри­
ваются как переменные, принимающие в качестве значений 
конкретные формальные объекты. В качестве мзтасимволов 
используются не входящие в алфавит А4 буквы, в частности, 
малые латинские и греческие. Формальные объекты (в том 
числе обобщенные) отделяются от текста я друг от друга 
посредством фигурных скобок"{ } Если в одном контекс­
те с формальным объектом упоминается входящий в него ме­
тасимвол без скобок, то он понимается в содержательном 
смысле. 
В примерах формальных объектов иногда за заключи­
тельной скобкой будет дана интерпретация в обычных мате­
матических обозначениях. Тогда большим латинским буквам 
формального объекта соответствует малые буквы интерпре­
тации. 
Сведения относительно реализации языка А4 посредст­
вом транслятора А4Т1 вызес.еяы в абзацы с пометкой "А4Т1". 
3. ПРЕДСТАВЛЕНИЕ ЧИСЕЛ 
Рассмотрим некоторые понятия (содержательные), овч­
занн!.е с записью чисел. Для записи действительных чисел, 
с заданной точностью применяются десятичные дроби, кото­
рые изображаются двумя основными способами ­ с фикоиро­
ванной запятой (или точкой) и с плававшей запятой (точ­
кой). Для краткости будем говорить о Фиксированном и пла 
вадшем способе записи. Оба способа по существу представ­
ляют действительное число как пару целых чисел. 
Фиксированный способ записи выделяет целую часть о 
и дробную часть <1 числах . Пример: х­­13,075; £=­13; 
4=075. 
Дробная часть монет иметь слева нули, имеющие суще­
ственное значение. Знак числа приписывается целой части 
(возможен случай с = ­ 0 ) . 
Плавающие способ представляет число х как пару из 
мантиссы та и порядка р согласно равенству 
где число цифр в записи т. (более наглядно, хотя не 
совсем точно, х« о.т-ю г ). 
Пример: х =­13,075; ж =­13075; р=2. Будем требо­' 
вать, что мантисса не начинается нулем, тогда р опреде­
ляется однозначно (исключение составляет * =0, тогда 
предполагается р =0, а т состоит из ^ нудей). 
Длиной представления называется число шфр дробной 
части (при фиксированном способе) или число цифр мантис­
сы (при плавающем). Длина определяет точность представ­
ления числа. Если задана длина ^ , то представление чис­
ла однозначно с точностью до округления. 
Б таблице I приведены примешь представления чисел 
(без округления). 
Аналогичное представление чисел возможно в других 
системах счисления, например в двоичной. 
­ б ­
лица Таб, Представление чисел 
X 
I 
> с т 
3 ,1415 2 3 14 31 I 
IV 4 3 1415 3141 I 
• ­25 3 ­25 ООО ­250 2 
5 ­ Ю ­ 7 I 0 0 5 ­6 
­0,03 2 ­0 03 ­30 ­ I 
4. АЛФАВИТ 
Ялфавит языка А4 СОСТОИТ из 64 стволов, которые 
приведены в'таблице 2. Одновременно таблица 2 дает спо 
соб кодирования символов. Код символа состоит из двух 
восьмиричных цифр (6 битов), первая цифра берется из стро­
ки вверху, вторая ­ из столбца слева. Пример: Символ [ ° } 
имеет код 35. 
Таблица 2. Алфавит языка А4. ­
н в ОС 0 8 • 4 
А 3 3 У? 1 9 + 
В э т 0 г & # 
С . к и с 3 ( X 
0 X. V ч­ ) / \ 
г и X • 5 ; > 
р я У 4 6 1 
с в г и 7 • * 
О 
1 
2 
3 
4 
5 
б 
7 
Символ С кодом 00 называется пробелом и применяется 
как средство вкезкего оформления; наличие пробелов не ме­
няет смысл формального объекта. Остальные символы алфа­
вита называются Л­садво.'^аи;, ;!х конечные последовательно­
сти ­ А­словаии. К А­слевам относится также пустое олово, 
обозначаемое метасимволом А . 
д—символы раздедяг/гся на буквы (коды 01­33), цифры 
(40­51) и знаки (остальное). Буква {0 } перечеркивается 
для отличия от цифры [о]. Среди знаков выделяются знакд 
действии ­ х/ ^  м знаки отношений ( « # > < > « } . 
5. ШЕНТЙЖАТОРЫ 
Идентификатором называется Л­слсво из букв. Иденти­
фикаторы используются г качестве обознс­чеши; (наименова­
ний) некоторых объектов ­ ^ а с с и Е О Е , Лункпкй, блоков. 
Примеры идентификаторов: ( А ] . {ВЕТА} , [т] 
А4Т1. Максимальная длина лдентисикатора ­ 7 букв.. 
6. 1ТОР8Щ1ННВ К МАССИВЫ 
Переменные являются основными содержательными объек­
тами языка А4. Для удобства описания будем интепреткро­
вать переменные как ячейки некоторой всюбраМ'ейОЙ ЭВМ. 
Ячейки образуют линейную последогате."лнссгь и имеют нуме­
рацию 1,2,'... Каждая переменная занимает одну ячейку. Но­
мер ячейки называется адресом, а содержимое ячейки ­ зна­
чением переменной. 
Совокупность рядом расположенных переменных называ­
ется массивом. Каждый массив имеет точку отсчета для 
внутренней нумерации, называемую нен? сом или цент зальной 
переменной массива. Внутренние номер переменной, указы­
вающий ее расположение относительно центра, называется 
смещением. 
Предполагается, что каждая переменная входит в не­
который массив. В частности, индивидуальная переменная 
рассматривается как массив, состоящие из одно;) (обычно 
центральной,) переменной. 
7. ТИПЫ ПЕРЕйЫШХ 
Будем ­рассматривать ячейку как линейную последова­
тельность битов (двоичных разрядов) неопределенной длины 
п (рис.1) . Нумерация битов начинается о младшего бита, 
т . е . справа налево. 
3 2 1 , п . . . 5 4 
Рио.1. Ячейка. 
Способ записи численных значений в ячейку яависит 
от типа соответствующей переменной. В языке А4 раосматря­
ваютоя три типа, обозначаемые соответственно буквами (А) , 
р ) • [5] ;»ти буквы называются типовыми буквами. 
Тип связывается с массивом ­ каждый массив имеет 
свой тип, который распространяется на вое переменные мас­
сива. 
7.1 . Тип А 
Тип А (арифметический иди действительный) представ­
ляет действительные числа плавающим способом. В ячейку 
записываются в закодированном виде двоичные мантисса и 
порядок представляемого числа. Способ кодирования и за­
писи не уточняется (он зависит от конкретной реализации), 
поэтому значения типа А не доступны для логических дейст­
вий на уровне битов. Тип А предназначается для арифмети­
ческих вычислений. 
7.2. Тип Л 
Т и п ! (индексный или целый) представляет целые чис­
ла фиксированный способом. Неотрицательное значение типа 
Л записывается в двоичной системе и помзщается в опреде­
ленных битах ячейки. Номер >) бита единиц, а также способ 
записи отрицательных значений типа 3 , не уточняется. Биты, 
не используемые в заплси, заполняются нулями. Тип 3 пред­Д­
назначается для переменных­индексов и других видов цело­
численных переменных. 
Пример. На рис.2 показана запись в ячейку чнсяа 18 
типа J . 
0 0 4 О О 
W M W W W * i-I 
Рио.2. Запись числа типа 3 . 
7.3. Тип s 
Тип s (специалыши или логический) представляет целые 
неотрицательные числа в виде их двоичной записи, т . е . в 
виде строк оитоь. Запись помещается в млядши:? разрядах 
ячейки (так же, как тип 3 в случае V =1) . Тип з предназ­
начается з основном для логических действий. 
А40М. Для ЕЗСМ­4 длина ячейки и =45. Число типа А за­
писывается следующим образом: абсолютная величина мантис­
сы в битах 36­1, знак мантиссы в 44, порядок, увеличенный 
на 64, в 43­37. Бит 45 не используется. Для типа 1 . f =13, 
отрицательные значения записываются в дополнительном коде 
в битах 36­13. Для записи содержимого ячейки применяется 
строка из 15 восьмеричных цифр, разде лемая (слева.) на 
признак ( I цифра), код (2 цифры) и три адреса (по 4 циф­
ры). В таблице 3 приведены примеры записи чисел в ячейку. 
Таблица 3. Запись чисел на БЗСМ­4. 
Число Тщг 3 а п и С ь 
18 А 1 05 4400 0000 0000 
• 3 0 00 0000 0022 0000 
ш S 0 00 0000 0000 0022 
­13 А 3 04 6400 0000 0000 
и 1 0 00 7777 7763 ОООС 
0.3 А 0 75 6314 6314 6315 
• В , ТЕРШ 
Тезками называются Л­слова из букв, цифр и знаков 
( ' ­ ' } . [ д | , предназначенные для обозначения переменных 
я констант. 
Константа ­ объект, аналогичный переменной, во при­
нимающий постоянное значение, которое указывается прямо в 
ваписи константы. 
Термы, изображающие переменные, называются и­термами. 
п ­терм всегда начинается буквой, константа ­ цифрой или 
знаком [ д | . 
8.1 . Константы 
В А4 применяются константы (в формальном смысле) трех 
видов ­ целые десятичные, плавающие десятичные и восьме­
ричные. 
Целые десятичные константы, называемые также нумера­
лами, изображают неотрицательные значения в общепринятом 
виде (не допускаются лишние нули слева ) , а отрицательные 
­ с нулем вместо знака 
Примерн:{о} 0, (1з) 13, (01) ­ I , (оЗОг) ­ 3 0 1 . 
Плавающая десятичная константа имеет вид ( т а р­} , 
где { " 1 ] и {р| ­ нумералы, изображающие соответственно 
мантиссу и порядок значения константы. 
Примеры1 ( 5 л о ] 0,5; ( 01 *4 ] ­1000; (134 07} 0,13; 
{1л Об) 10" /* 
Восьмеричная константа допускает только целые неот­
рицательные значения и записывается в виде { & а } , где 
а ­ обычная запись числа в восьмеричной системе. 
Примеры: ( А Ю ) 8, (л777} 777^511. 
Плавающие десятичные константы всегда имеют тип А, 
Б остальных случаях запись константы не определяет ее тип 
и константа называется неопределенной. Тип неопределенной 
константы определяется по контексту (см. 1& ) . Если необхо­
димо явное указание типа константы, то применяется опреде­
ленная константа. которая образуется от неопределенной до­
давлениеи справа типовой буквы. 
Примеры: { си ] , { « * 5 ) , | д » Ц • 
8.2. Имена 
массивы обозначаются идентификаторами, а обозначе­
ние иди имя переменной имеет внд|ат), где {а} ­ идентифи­
катор массива. 1*1 нумерал, указыващий смещение. Если 
•т. т 0, то часть т } ыохно опускать ­ идентификатор мас­
сива одновременно сдузит именем его центральной перемен­
ной. 
Примеры: {КЗ}^ , (Р<М0)/ в . {1АМ0|, ( [ . А М | . 
Две последние записи эквивалентны. 
8.3. индексаторы 
Индексатором называется терм вида { о * | , состоящий 
нэ двух имен ­ основания |а| и индекса . Основание 
пишется в полной форме (без опускания нудя). Индекс 
обязательно имеет тип 0 . Индексатор обозначает перемек­
нуо, адрес которой равен сумме адреса основания и значе­
ния индекса. 
Примеры: ( А А з Ц , |р& [«АТ5ТАйо5). . 
8.ч. Группы 
Группой называется терм вида|л.иЬ|, где [а] ­ имя, 
­ либо нумерал (группа постоянной длины­), либо имя 
(группа переменной длины­), либо л (неполная группа­). 
В первых двух случаях группа называется полной. 
Группа слулит обозначением совокупности переменных 
о адресами от «с до / + ? , где ­ адрес переневкой 
а- , $ - адрес центра массива, к которому относится «• , 
р> ­ значение $ . В случае неполной группы / устанав­
ливается пс контексту ( см.17) . 
Примеры: ( А ^ 5 ) а. , а , а , ; { ма.Лэ} а^п.,,...,*­
­ 12 ­
• 9 . ДЕЙСТВИЯ 
В А4 предусмотрены следующие действия над переменны­
ми (таблица 4 ) . Все действия двухмеотны, т . е . имеют два 
операнда и один результат. 
Таблица 4. Действия. 
Знак Название Типы Ранг 
1 + сложение ААА. 333 
SSS 
1 
Я со вычитание 
Я 8 умножение ААА о 
я / деление 
те 
+ 
ил 
•логическое сложение здз Л * среввение 
838 
1 
логическое умножение 2 
t сдвиг 333 , 535 3 
В графе "типы" указаны допустимые типы операндов я 
тип результата. 
Арифметические действия выполняются в общепринятом 
омысле. Логические операции (хроме сдвига) выполняются 
над парами соответствующих битов операндов по следующим 
правилам: 
О д О . 0| О д 1 » 1 ¿ 0 = 1 ¿ 1 • Í 1 
О ¿í О = 1 # 1 = 0| 0 * 1 « 1 * О = 1 J 
0 ¿ О = 0 ¿ 1 : 1 Д O a 0 ¡ 1 А 1 = 1. 
Сдвиг означает, что передвигается значение первого 
операнда на число битов, равное значению второго операнда. 
Положительному значению второго операнда соответствует 
сдвиг влево, отрицательному ­ вправо. 
Ранги действий используются для установления приори­
тета действий в выражениях (см. I I ) . 
Примеры выполнения логических действий: 5 ^ 1 2 = 13, 
11 Д 7 » 3. 15 * 9 = б, 7 f 2 = 28, 5 t 01 =. 2. Послед­
ний пример допустим только дня тиля. S¡ в случае типа J 
результат пе буде? запиезао числа типа 1. 
Функцией называется одноместное дейотвие, имеющее 
один операнд (аргумент) и один результат. В А4 использует­
ся фиксированный набор функции, состоящий из элементарных 
функций и функций перевода. Каждая функция имеет свой 
стандартный идентификатор. 
Список элементарных функций приведен в таблице 5. Ар­
гумент и результат элементарной функции обязательно имеет 
тип А. 
Таблица 5. Элементарные функции 
Идентифи­
катор 
1 
Название Обычное обозначение 
АВЗ абсолютная величина 1х| 
ВИТ целая часть Сх] 
зо.к квадратный корень Лс 
КС экспонента в* 
ОЙ натуральный логарифм Ь х 
831 синус ЯМЕ 
С0Б кооинус смх 
ТС тангенс 
АВЗ арксинус ои­Япх 
АНТ арктангенс 
Функции перевода преобразуют значения переменных из 
одного типа в другой. Идентификатор функции перевода.сос­
тоит из двух типовых букв: первая ­ тип аргумента, вторая 
­ тип результата. Всего имеется шесть функций перевода 
о идентификаторами (АЛ] , { З А ] , [А5] , ( З А ! . ¡35) » 
[ЗЛ­} . Перевести в тип 3 разрешается только целые, а 1 » 
тип з * только целые неотрицательные значения» 
I I . БЫРАШШ 
Выражение М наэывается~7Г­слово, построенное согласно 
следующему индуктивному определению: 
10. ФУНКЦИИ 
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а) Терм является выражением. 
б) Еслж|а.| , { 1 } ­ выражения, (^} ­ знак действия, 
то ( а * И ­ выражение. 
в) При тех же условиях [(<**&)} ­ выражение. 
г ) Если {а } ­ выражение, {/ } ­идентификатор функции, 
то {/ (* ) } ­ выражение. 
Выражение рассматривается как предписание выполнить 
определеннуо последовательность действий над значениями 
входящих в выражение термов. Результат этих действий на­
зывается значением выражения. 
Примеры, выражение: ( А 0 М } а т , {О­й/2.] ­ гД ; 
(5аИ(1ж2'+ЕХРСН))| , ( 1 А 2 . ^ ^ ( в А ^ +С)} . 
Порядок действий в выражении определяется скобками. 
Если скобок недостаточно, то ъ первую очередь выполняется 
условие о большим рангом, а если ранги одинаковы, то в по­
рядке слева направо. Ранги действий дани в таблице ч (раз­
дел 9 ) . 
Пример. Выражение (А/э­5* с/у +<| равносильно { ( (А/з ) ­
12. СПИСКИ 
Списком называется А­слово, представляющее собой по­
следовательность разделенных запятыми формальных объектов 
любого рода. Объекты, составляющие список, называются 
элементами дпвока. а их число •* длиной списка. Длина спис 
ка, в чаотйости^мокет равняться единице или нулю. 
Примеры. {А, кбТ.ич} ­ список идентификаторов, 2., 
5д0,0 ) ­ список констант, (А+В} ­ список выражений, { } 
­ пустой список. 
13. СТРОЕНИЕ ПРОГРАММ 
Законченный алгоритм на языке А4 называется програм­
мой. Программа составляется из операторов. Операторы раз­
деляются знаками { ; } , точнее ­ знак {­Л всегда является 
последним символом оператора. 
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13.1. Блоки 
Операторы объединяются в блоки. Блок представляет со­
бой автономную ч^сть программы для выполнения некоторое 
части алгоритма. Первый по порядку блок называется основ­
• ним бл сом программы. Работа программы заключается в вы­
полнен. I основного блока, который использует (прямо или 
косвенно) другие блоки в качестве подпрограмм. 
13.2. Метки 
Для разделения програькы на блоки и для ссылок внутри 
блока некоторые операторы имеют метки. Метка пишется в на­
чале оператора, после метки ставится точка. Метка пред­
ставляет собой любо идентификатор (заглавная метка), либо 
положительный нумерал (внутренняя метка). Оператор может 
иметь не более одной метки. 
Заглавная метка ставится к первому оператору каждого 
блока и представляет собой вдента!­:.т.2тор (наименование) 
этого блока. Конец блока определяется либо заглавной мет­
кой следующего блока, либо кондом программы. Оператор с 
заглавной меткой называется заглавным оператором блока. 
Внутренние метки образуют частичную нумерацию опера­
торов блока. Внутренние метки з пределах блока должны быть 
различными. 
Часть оператора, которая остается после удаления мет­
ки (если такая имеется) вместе с точкой и конечного ( ; ) , 
называется командой. 
Пример. Программа { А 1 . м ­ 1 ; *.м *х)М<н*\->} состо­
ит из одного блока А Ь и трех операторов. Программа содэр­
жит три команды {м =1} , { м х Ц , { М < № * 1 } ­ , 
13.3. Управление 
Управлением называется воображаемый объект, указывающий 
выполняемый в данный момент оператор (команду). При входе 
в блок управление передается заглавному оператору блока. 
"Будем считать, что в конце'каждого блока стоит подразуме­
ваемый оператор выхода, достижение которого рассматривает­
ся как завершение выполнения блока. Операторы блока выпол­
няются в порядке их следования, за исключением случаев, 
когда выполняются команды, передающие управление (управля­
ющие команды). 
Работа программы начинается входом в основной блок и 
кончается достижением его выхода. 
14. СИСТЕМ КОМАНД 
В А4 используются команды трех типов ­ команды опре­
деления, вычислительные команды и управляющие команды. 
Команды определения задают типы и расположение масси­
вов, вычислительные команды меняют значения переменных, а 
управляющие .команды меняют ход управления. 
Формальным признаком команд определения является на­
личие знака[ш\ % а управляющих команд ­ знака { * } . Исклю­
чением является пустая команда ( см.20. ) , которая относится 
к управляющим. 
. 
15. СИСТЕМА ОПРЕДЕЛЕНИЙ 
Определением массива называется действие, которое ус­
танавливает тип массива и резервирует ему место, определяя 
тем самым адрес центра массива. Определения производятся 
перед выполнением программы во время трансляции. Трансля­
тор просматривав? программу один раз в порядке ее написа­
ния и выполняет все необходимые определения. Каждый массив, 
упомянутый в программе, определяется либо посредством коман 
дн определения, либо автоматически. 
15.1. Команды определения 
Команда определения имеет вид ( :Ь:5) , где (£} ­ ти­
повая буква, {5 } ­ непустой список, элементами которого 
могут быть имена и группы постоянной длины. 
Каждый элемент списка ' 5 определяет один массив типа Ъ 
и устанавливает адрес его центра следущик образом. Пусть 
л- наибольший адрес, занятый ранее определенным массивом 
(в начале трансляции г = 0 ) . Рассмотрим случай, когда эле­
мент списка 8 ­ группа вида {ал..­, т.} , где (е­) ­ иденти­
фикатор массива, [ } и {п*} ­ нумералн (возможно ­
что равносильно л = 0 ) . Тогда адрес «< центра массива а и 
новое значение для 2 определяются по формулам 
Если элемент списка ­ имя вида (ап.) , то полагается 
Пример. Пусть £ =15 и выполняется команда 3: 
1.и.Э,А4 , т д ^ б } . В результате определяются массивы Ь , А , 
Т типа 3 с центрами в 16,19,18 соответственно; 2 , = 2 4 . Бо­
лее наглядно пример показан на рис.3. 
2 1 т А 2 , 
1 5 1 6 17 1 8 19 2 0 21 2 2 2 3 гк 
Е 1,1 Ь 2 ьз А1 Т5 № 25 
­ . 3 тз ­ ­о 
Рис.3. Пример определения 
Отметим, что одна и та же переменная может принадле­
жать разным массивам. В примере имена [а.), ^т} и [А 01} 
обозначают одну и ту же переменную с адресом 18. Это воз­
можно только тогда, когда "нарушаются" установленные гра­
ницы массивов ­ имена [Т} и {А<м} в этом смысле "незакон­
ные", хотя формально их применение и не запрещено. 
Команды определения выполняются во время трансляции 
и не участвуют в выполнении самой программы. Допускается 
помещение команд определения в начале программы перед на­
чалом основного блока. Команда определения влияет только 
на ту часть програуми, которая следует после нее. Массив 
может быть определен несколько раз ­ тогда в каждом месте 
программы имеет силу последнее из предыдущих определений. 
15.2. Автоматическое определение 
Если в программе встречается пе определенный ранее 
идентификатор массива, то происходит автоматическое опре­
деление . Появление не определенного идентификатора (*} 
равносильно выполнению команды f: t : а­} , где t зависит от 
последней буквы идентификатора { Л } ­ если она равна 2 ,з, 
К,Ь,Ы ИЛИ Я, ТО t=J , В остальных случаях t aA . 
Следует учитывать, что автоматическое определение 
резервирует место только для одной, центральной, перемен­
ной массива. 
Пример.'Оператор { A K I = O ; ) , написанный там, где 
идентификатор { АК } не определен, является ошибкой ­ авто­
матическое определение резервирует место для АК, но не 
Д Л Я АК1. 
16. ВЫЧИСЛИТЕЛЬНЫЕ КОМАНДЫ 
_ Вычислительная команда (в полной форме) имеет вид 
{а=1} , где {о-} ­ я.­терм, (&] ­ выражение того же типа. 
При выполнении команды вычисляется значение выражения í 
и заносится в а (знак ( « ) используется как знак присваи­
вания) . Сокращенная форма вычислительной команды состоит 
из одного выражения (•] , содержащего по крайней мере 
один ft­терм. В этом случае роль {о­} выполняет первый 
слева и—терм, входящий в ( I ) • 
Примеры: {А­0) , ( t A . 101,­LA}, {) + i)\\Si* { , 
{i*í/5i) . Последние две команды эквиваленты. 
• 17. ПРИМЕНЕНИЕ ГРУПП 
Группы применяются в вычислительных командах соглас­
но следующему правилу: первая слева группа в команде долж­
на быть полной, все остальные ­ неполными. Конечные адре­
са неполных групп устанавливаются автоматически так, 
бы все гр.тшы в «сианде содержали одинаковое число пере­
менных. Кг ­андг выполняется над соответствующими переме 
ными групп в порядке возрастания адресов. 
Примеры. ( Аи ­0 ­ ° } <ое«ч/*01«}, [ь *М и N1} . 
Последняя команда дает в & сумму значений всех переменных 
группы {5 и N1} ш 
А4Т1. Не допускается отрицательное смещение порвой 
переменной полной группы. Не допускается наличие в одной 
команде с группой индексаторов и действий сдвига с отлич­
ным от константы вторым операндом. 
Примеры ошибочных команд: {н<Ни,3 х2.}, ( ( { иЗ ­ТОМ} , 
18. ОПРЕДЕЛЕНИЕ ШОВ КОНСТАНТ 
Тип неопределенной константы {ш} определяется типом 
терме (о.} той жв команды, если выполняются следующие усло­
вия: 
а ) {«.} является *­термом или определенной константой; 
б ) { а | раоположен слева от [т.] • 
в ) (а } не заключен з скобки, вне которых находится ( л ) 
или наоборот; 
г ) между { л } и {ш} нет других термов, выполняющих ус­
ловия а ) ­ в ) . 
Бели терма [о.) , выполняющего перечисленные условия, 
в команде нет, то {**) имеет тип А. 
Примеры. Пусть [3] , { 5 } ­ имена соответствующих ти­
пов. Тогда в команде {з=1 т 0+2)-3} константы [ 1} и [ 3 } 
имеют тип з , а ( 2} ­ тип Л . Б команде { « Н } константа 
{ 1 0 ] имеет тип А, следовательно, команда ошибочна. Пра­
вильно: { 103 ­3 } ИЛИ | За10­3 } 
• 19. УПРАВЛЯКШБ КОМАНДЫ 
Управляющие команды делятся на команды перехода, пе­
редающие управление в пределах блока, и команды обращения, 
устанавливающие связь между блоками. К управляющим коман­
дам относятся также команды вызова встроенных подпрограмм 
и пустые команды. 
Будем считать, что заглавный оператор имеет подразу­
меваемую внутреннюю метку 0, а оператор выхода ­ пустую 
метку Л . Назовем ссылкой А4­слозо, совпадающее с некото­
рой внутренней (действительной или подразумеваемой) мет­
кой данного блока. Команда перехода имеет вид { * т ­ } 
(безусловной переход) или ["•*• I * (условный переход), 
где { т . } ­ ссылка, [ с ] , ­ выражения'одного типа, |х| 
­ знак отношения. 
Безусловный переход передает управление оператору с 
меткой т.. Условный переход делает то же самое в случае, 
если соотношение аи& между значениями двух выражений 
верно. Если .это соотношение ложно, то управление перехо­
дит на следующий оператор. 
Примеры: [А ФЪ*Э) ,{*­2.} ,{моз ­1 , {# } . 
Последняя команда означает безусловный выход из блока. 
19.2. Обращения 
Команда обращения имеет вид [ *а} , где {о-} ­ иденти­
фикатор блока. Команда вызывает выполнение блока а­ , точ­
нее: управление передается на вход блока а , а после до­
стижения выхода блока а управление возвращается на сле­
дующий за обращением оператор. 
Если блока с идентификатором { а ] в программе нет, то 
обращение работает впустую. Если в программе несколько 
блоков с идентификатором [ а ] , то они выполняются после­
довательно в порядке их следования; возврат происходит 
после выхода из последнего такого блока. 
Не допускается прямое или косвенное обращение из бло­
ка к нему самому. 
Пример. Программа { А . * С ; *6; #Т>­, *С ; В.ЭЧ ; С.ЭхК; В.М; 
равносильна {А.5*&­,5г1;Я­1;3*К}] . 
19.3. Встроенные подпрограммы 
Встроенные подпрограммы (ВП) представляют собой стан­
дартные алгоритмы, которые имеются в готовом виде и добав­
ляются к програкгае при трансляции. Каждая ЗП имеет обозна­
чение в виде А­слова из букв и (или) пн.;р. 5П включается 
в работу программы посредством дзкаддд з^зоза вида { »1 *5 } 
где [1­} ­ обозначение ЗП, [5} ­ список элементов информа­
ции для ВП. Строение списка (5} уточняется отдельно для 
каждой­ ВП. 
Рассматриваемый вариант А4 згиет набор ВП для опера­
ций вывода, где в качесгзе обозначений используются 
ш й » о , 1 , . . . , ч . 
Добавление новых ВП ­ одна из возможностей расшире­
ния языка А4. Пример тсксго раслирскля ­ язык А*Ц для • 
моделирования [2] . 
В дальнейшем ВП с обозначением {а} изображается в ви­
де ЗП­Г(например, ВП­0). 
2С. ЗОЛЫ 
В программах часто астречантся участки, нььнваеше 
циклами типа "арифметическая прогрессия". Формально такой 
участок можно представить з виде 
{ а = 1 А ; т . . а . т Ц г а.<й*т;} , ц ) 
где (о.} ­ имя, ( Ч . { с } ­ [V) ­ имена или константы, 
•^п.} ­ метка, [г.} ­ последовател^­юсть оператороз. Содер­
жательно: а ­ параметр цикла, * ­ начальное зке«ену.е, с ­
конечное значение, Ц ­ приреаение ( а з г ) . 
Для более краткой записи цихха в А4 предусмотреЕК 
команда открытия цикла вида ( а - г » . & . Ц а цус­ая хо­
дила для закрытия цикла. Формально команда откр.ткв цик­
ла ­ вычислительная, пустая иог/лида ­ управляющая. • 
Цикл ( I ) записывается з виде [ л ­ »Ь .ьА; ж­,} 
(обозначения преаиже). 
Пустая команда закрывает тот цикл,{если их несколь­
ко) , который открылся последним (в порядке написания). 
Если пустая команда стоит на месте, где открытых циклов 
нет, то она работает впустую. Конец блока автоматически 
закрывает все циклы, т . е . писать пустые команды в конце 
блока не обязательно. К пустой команде может быть метка. 
Если , то команду открытия цикла можно писать 
в сокращенном виде [ а = £ ( с } . Отрицательные значения 
К. не предусмотрены. 
Команды открытия и закрытия циклов в А4 рассматри­
ваются лишь как сокращения и не создают формальных огра­
ничений на передачу управления через границы цикла, .на 
изменение а,£»* или К. внутри цикла и т.д. 
Пример. Блок (с .к­4,3; и»А,в,й2.;*Н;^М;} означает 
{С.К"0; Ь"А­Яг; 1.Ь*81; *Н; 1<Ъ*1\*М; К<3»1)} . 
21. ПРОСТОЙ ВЫВОД 
Вывод (печать) результатов производится посредством 
ВП. Для вывода линейной последовательности значений в 
некоторой стандартной форме применяется простой вывод 
посредством ВД­0. 
Команда простого вывода имеет вид [*о*5] , где { з } 
­ непустой список из имен и (или) групп, указывающий, 
что печатать. 
Пример. Команда { « о * АиЗ",И,ТЯ,.­. 3 | печатает зна­
чения а , ,а,,,:... , _ а г , а , ^ , . . Г , 4 . . 
А4Т1. Простой вывод означает "узкую" печать на бу­
мажной ленте (сы. 2 9 . 1 . ) . 
22. ВЫВОД НА АЦПУ 
Алфавитно­цифровое печатающее устройство (АЛЛУ) поз­
воляет печатать информацию на широкой бумаге в наглядном 
и удобном для пользования виде. Предполагается, что АЦПУ 
печатает строки из 128 символов, где набор символов со­
держит алфавит А4 и большие буквы русского алфавита (это 
близко к АЛЛУ машины БЭСМ­4). Позиции символов в строке 
нумеруются слева направо числами 1,2, . . . ,126. 
Программирование вывода на АЦПУ сводится к примене­
нию двух основных действий ­ занесения и яатаытшт СТРОКИ 
Занесение задает символьные значения позициям строки АЦПУ* 
Закрытие строки означает печать заполненной посредством 
занесений строки, после чего начинается заполнение новой 
строки. Новая строка перед заполнением автоматически со­
держит во всех позициях пробелы. 
22.1. Команды занесения 
Для заполнения строки АННУ применяются ВС­^ и ВП­2. 
Команда занесения имеет вид{*1»5 } или , где з ­
непустой список элементов информации. 
Действия ЗП­2 отличаются от ВП­1 те!.­, что информация 
заносится в двух экземплярах ­ в позициях 79­128 автоматиче­
ски повторяется то, что занесено в позиции 1­5С. ВП­2 поз­
воляет получить два экземпляра результатов в случаях, ког­
да ширина печатаемого материала не превышает 50 символов. 
Строение списка [в ] для обоих ЗП одинаково. 
22.2. Элемент информации 
Элемент списка (5) для ЗП­­1 и БП­2 в общем случае 
имеет вид ( а 4'с} или [ ' а ' ь ' с } \ где А­слова { а } , 
\1] и (с} не содер*ат апострофов [ ' } . Части |Ц и {С} 
могут быть пустыми, тогда опускаются г апострофы, ока­
завшиеся в конце элемента (за исключением случая.{*л'•] ) . 
Часть ( а | указывает объект занесения, { 1 } ­ место 
(позицию) в строке, { с } ­ способ кодировки (формат) ин­
формации. 
22.3. Объект занесения 
ЕСЛИ элемент информации не начинается апострофом, 
то он означает занесение для печати численного значения 
некоторой переменной. В этом случае |<х| ­ имя этой пере­
менной (отличные от имен термы не допускаются). 
Если же элемент начинается апострофом, то [ а ] назы­
вается литералом. Литералом может быть любое А­слово, не 
содержащее апострофов. Элемент информации в этом случае 
означает занесение символьной информации, которая прямо 
указывается в литерале. В следующих случаях литерал при 
занесении перекодируется: 
а ) Если литерал содержит знак £а| , то вместо него 
заносится пробел, т . е . знак { о } служит для кодировки 
пробелов в литералах. 
б ) Буква { Р } в формате (см. 22.5 ) переключает ал­
фавит на русских вариант согласно таблице 6 (первая гра­
фа ­ написано в литерале, вторая ­ заносится для печати). 
Таблица 6. Русский вариант алфавита " 
в ' Б й V Б д ш 
с Ц X. Л г 3 * ч 
р ' д N в X Я щ 
У ф Р п ¿0 > э 
с •г И р 0 ь • н X с I о 
I И и У 1­1 ы 
Символы, не указанные в таблице, не перекодируются. 
Пример. Команда [* * * 'КУАРЯАТН... > • ^ £ N 0 . " ?) 
заносит русское словосочетание "квадратный корень". 
22.4. Позиция 
Часть ¡2] элемента информации указывает номер по­
зиции, с которой начинается занесение (кроме одного, рас­
смотренного в 22.5 случая, когда * указывает конец зане­
сения). 
В качестве Щ может­ быть нумерал, имя типа 3, иди А ^ 
Пусть * ­ значение V . Если , то . Если » = ° , 
то •?«=ок*И + '1 , где о, ­ позиция последнего (правого) 
символа, занесенного при выполнении предыдущего элемента 
информации. Если ( 1 } = А. » то 9»о.*г , т . е . если позиция 
не указана, то занесение продолжается с пропусканием од­
ной позиции. 
Занесение информации на место, где уже что­то занесе­
но, стирает "старую" информацию. Занесение на позиции вне 
пределов 4421 символы пропадают. 
Пример. Команда 'АЪ'^/НЬЧ'Ш] заносит в 
­ 2> ­
ПОЗИЦИИ 125­126 СИМВОЛЫ А 1 2 3 . 
22.5. Формат 
Часть { с } состоит из трех подчасте2, точнее Je}= 
B { * / t f } . где •{«><­} называется основанием, {}} ­ длиной, а 
М| ­ дополнением формата, Кагдая из них монет Сыть пуста. 
Основание [«**} состоит (если оно не пусто) из однол 
буквы А , В , С , Е , Р или Н. Оснсзаниз ПСТ9ТСЙ только в случае 
занесения численного значения и указывает форму првдетавд©­­
ния числа согласно таблице 7. 
Таолица 7; Основания формата 
Способ полцетавл^аия числа 
Плавящий, порядок из одной ци£ры 
Плявакгии, порядок из двух цифр 
Пел^я часть 
Фжсироваиный с точкой 
Фиксированный с запятой 
Восьмеричный 
Длина формата ­ веотрицагельяыЯ иуиерал иди Д., ото 
равносильно р =С Значение ф й случае оснований А,в,Е,Р 
означает длину представления (см.Э); в случаях В и й бе­
рется ь последних пи4Р целой'части или восьмеричной за­
писи" числа соответственно, добавляя нули, если цк^р мень­
ше чем р . 
В таблице 6 показано, что именно и в каком порядке 
заносится для печати численных значений. 
В случае ос­Н допускается только тип 5 . В остальных 
случаях значения могут быть любого типа и заносятся в де ­
сятичной системе. Знак числа (мантиссы, целой части) до­
бавляется слева только в случае "­V, знак порядка зано­
сится всегда. Если ь=С, то точка или запятая в случаях 
Е и Р не заносится. I 
Для литералов основание формата не пишется, а длина 
1Т0 
мантисса знак 
заиосится 
"Годна ^последняя; цифра 
порядка 
в ! se.fi цифр I порядка порядок из двух цифр 
С ; ? последних цифр целой части 
3 | целая | точка 1 
дробная часть 
из р цифр Р • 4 2 0 1 5 \ запятая 
Н { • р последних восьмеричных цифр 
Пример. Команда. |* 4* 'Л2.*'4'2.} заносит в начале стро­
ки А1*А2.*А2* . 
Дополнение формата {э 1} является А­словом из букв Р, 
Н,з,причем каждая из них входит в ^ ] н е более одного раза. 
Буква Р при основаниях А , 3 , Е , ? означает, что число 
V (см.22.4) рассматривается как позиция последнего, т . е . 
правого заносимого символа, а не первого, как в остальных 
случаях. 
Для'литерала буква Р означает русский вариант. 
Буква Б блокирует округление численных значений, для 
литералов не применяется. 
Буква н после занесения выполняет действие закрытия 
строки, т . е . строка печатается и открывается для занесе­
ний новая строка. 
Если при занесении численных значений формат пуст 
или состоит из одной лишь буквы й| то недостающая часть 
формата переносится от предыдущего элемента. . 
Пример. Команда [*£)«­А'1'ЕЭР,В,с"1?] равносильна 
{*г.*А'1'£ЭР,В"£Э?,С* ,£ЭРЙ} . 
В таблице 9 показан пример напечатанной на АЦПУ чис­
ленной информации при выполнении указанной команды. Пред­
полагается, что переменные к,т,и,о. имеют следующие значе­
ния и соответствующие им типы: К=103, Тг314159л 1, 
и=017А, 0« * 423*58. 
р используется как коэффициент повторения ­ литерал пов­
торяется раз. 
• Таблица 8. Занесение чисел 
Таблиц?. 9. Припер печати на АЦПУ 
Команда 
занесения 
ПОБЯЦИИ 
I ? ! Г Г I I 1 : 1 1 ! 
1 {213 ;4|5 ;в \? \8 ;9 ,10 ,11113113 
1 ! Т Г 
И * Т 5 * А « , | 3111*;2; + 
т 'к 'вчзн, I | • ! 4 ' 
Т'Х'Б2РК, 
Т ' З ' С З Й , ! | ¡00 3 
и'к­Ен, 
О ' К ' ? 2 Р Н , 
С." Н2И, 
о.'г'кби, 
о'оч 'и 
31­И 
Г • 7 
' 4 
+ 0, 
5 
0 1 2 Э1 4 , 5. 
22.6. Строки и страницы 
Закрытие строки можно делать двумя способам.? ­ с по­
мощью рассмотренного в 22.5 дополнен: й н. к формату при за­
несении и посредством специальной ЗП­З. Команда экзога 
ВП­3 имеет вид [*3*п| г рд е |тя.} ­ пологительньш нумерал или 
• л . Выполнение команды закрывает строг­­ и, если [п} отличнь 
от х , то, кроме того, передвигает бумагу (делает интервал) 
на я строк. 
Если требуется разделение печатаемого материала на 
страницы, то применяется ЗП­4, закрывающая страницу. Ко­
манда вызова имеет зид { *ч » } с пустым списком информации. 
Закрытие страницы означает передглжеяяе бумаги на опреде­
ленное число строк к печать горизонтальной разделительной 
черты. 4 
Пример. Пусть А ­ блок, вычкслйщй,! элементы аЛ/ не­
которой матрицы по задашкм 1 , . Требуется напечатать 
на АЦПУ матрицу я размера 10x10 с главалщнм предегавле­
нием длины 5 и окончить страницу. Обозначении: Р К . Р } ] , 
{ * } ­ результат работы блока А. Решение: {3-110-, к*{ 
Э­'*.Ю; * А ­ , * 1 * А'К'А5; К>8;; *Ь*;;*Ч*)} , 
23. ИСХОДНЫЕ ДАННЫЕ 
Перед началом работы программ; некоторым переменным 
присваивается значения, называемые исходными данными. Ис­
ходные данные прилагаются к программе и обрабатываются 
транслятором после трансляции программ*. 
Набор исходных данных представляет собой последова­
тельность операторов ввода. Оператор ввода имеет вид 
| а ­ : 5 ' ) } ; где [ а ] ­ имя, |5 ^  ­ непустой список констант. 
Оператор .ввода присваивает переменной а. первое значение 
из списка 8 , потом ­ следующей за л. переменной второе 
значение из £ и т.д. до конца списка & . Тип вводимых 
значений совпадает с типом переменной о. . . 
Пример. Требуется ввести исходные значения • =5, и,ж 
« 0 ,3 ; а,=­13,' о,=10 7 . 
Решение? [3:5"; А1: ЗАО, 043, 1 Л Я ; } . 
24. НЕФОРМАЛЬНЫЕ СРЕДСТВА ПРОГРАММТП'ОВАНИЯ 
В настоящем разделе рассматриваются некоторые прямо 
не связанные с языком А4.средства, повышающие наглядность 
программирования. Применение этих средств не обязательно, 
но в случае сложных программ они необходимы в качестве 
ориентиров для самого программиста и других пользователей 
программы. Неформальные элементы программирования ­ таб­
лица массивов и блок­схема, ­ не входят в программу, а 
составляют сопровождающую документацию, которая разрабаты­
вается вместе с программой. 
24.x. Таблица массивов 
Одна из первых задач, возникающая при составлении но­
вой программы, заключается в построении "материальной ча­
сти" программы ­ набора переменных, используемых програм­
мой. Ввиду того, что каждая переменная входит в массив, 
задача сводится к составлению таблицы массивов (ТМ), в 
которой перечислены все используемые массивы. 
Основную часть ТМ целесообразно заполнять до начала 
программирования; в дальнейшем при необходимости ее южно 
дополнить. На основании Bs в окончательной программе пи­
шутся команды определения. 
ТЫ содержит следующие графы: идентификатор, тип, гра­
ница "от" и "до" , .назначение, примечания. 
В графах "границы" указываются смещения первой и по­
следней переменных массива. В графе "до" можно писать вы­ • 
ражения, составленные из ранее упомянутых в TLI переменных. 
При написании команд определения эти выражения заменяются 
на их максимальные возможные значения. Если массив состо­
ит из одной лишь центральной переменной, то в графах "гра­
ницы" ставятся черточки. 
3 графе "назначение" пишется словесное описание роли 
массива в программе. . 
3 "примечакЕях" пишутся сведения, относящиеся к груп­
пам массивов, например, указывается массивы исходных дан­
ных и результатов. 
Пример Ш приведен в 25. 
24.2. Блск­схома 
Алгоритмическую часть программы, которая остается по­
сле удаления операторов определения, удобно представить в 
виде блок­схемы. Блок­схема строится отдельно для каждого 
блока и представляет собой графическое изображение, пока­
зывающее пути перемещения управления в блоке. 
Блок­схема строится из элементов, начертания которых 
показаны на рис.4. ­ ­
Вход Выход 
Прямой Разветвле­ . . Слияние 
участок ние 
Рис.4. Элементы блок­схемы 
вия ­ части команд условного перехода вида [ а .я ¿j , гд 
{ о ­ } , {Vy - выражения, {*­} ­ знак отношения. Боковой 
3 прямоугольных клетках прямых участков пишутся вы­
числительные команды, а также команды обращения и вызова 
ВП. Каждая команда пишется з своей строке, поэтому разде­
лять их знаками Гм не обязательно.' 
3 клетках­параллелограммах разветвлений пишутся уело­
е 
вы­
ход соответствует выполнению условия, нижний ­ невыполне­
нию. Пустая команда закрытия цикла изображается пустым 
параллелограммом. 
Над черточкой входа пишется идентификатор блока. Каж­
дый блок должен иметь ровно один вход; выходов может быть 
несколько. 
Слияние применяется в случаях, когда управление из 
разных частей блок­схемы далее следует по одному общему 
пути. 
Метки й безусловные переходы в блок­схемах не изобра­
жаются, их роль выполняют стрелки. 
Программу целесообразно составлять сначала именно в 
виде блок­схемы, а потом по ней писать окончательную про­
грамму. 3 начальных стадиях разработки в клетках схемы 
можно писать неформальные словесные описания частей алго­
ритма. Пример блок­схемы приведен в 25 (рис.5 ) . 
25. ПРИМЕР ПРОГРАЖЫ 
Составим на языке А4 программу решения следующей за­
дачи . Пусть Maj ­ наименьший положительный корень урав­
нения 5 U I X » O L 3 C ( O ¿ C L < Í ) . Требуется вычислить и 
напечатать на АЛЛУ таблицу значений х«и , где и. меняет­
ся в некотором интервале d* .a<c t . t с шагом С,001. 
Числа d х d< задаются с двумя цифрами после запятой. 
Форма таблицы на примере á=0,50; 4=0,53 показана в 
таблице 10. 
•" Вместо показанных в таблице 10 линий следует печатать 
интервалы, а вместо нулей внутри таблицы ­ значения л(а) 
Решение уравнения будем программировать способом д е ­
ления интерзала пополам, в качестве исходного интерзала 
полагается (О; 3,15). 
Программирование начинается составлением ТМ (таблица 
I D . ; 
Таблица 10. Форма вывода рэзультатсз 
9 0 9 
0,50 0,00000 0,00000 1" . . . 0,00000 ­ С,50 
0,51 0.G0000 о.ссосо , . 0,00000 0,51 
0,52 0,00000 0,00000 J о.ооосо 0,52 
0 1 9 
Табледа I I . Таблица массивов 
*1ден­
тифи­
катор 
' 1 
Тиб 
Грани­
ны 
ОТ }ДО 
Назначение 
! 
; Примечания 
А А _ аргумент а 
В » - - л. с ТОЧНОСТЬЮ ДО 0,01 
С М - цифра тысячных числа «• 
0 П 0 1 заданные границы ^ и ^. исходные дан­
ные • 
В It - - верхняя граница для В 
р it — -
X п - X результат 
Q п - - верхняя граница интеова­
ла для X 
н It - — интервал деления к I - позиция на АЦПУ 
Далее разрабатывается блок­схема программы. Програм­
ма составляется из четырех блоков: А ­ основной блок, пе­
чатающий таблицу, С ­ печать значений С вверху и внизу 
таблицы, R ­ ршение уравнений методом деления интервала, 
Р ­ вычисление функции J 'C 0 ­ .* ) = ах­s in . х . Блок­схе­
ма представлена на рис.5. 
» 
А 
~ Т 
* С . 
Г 
С »0,9 
А =з>с* 1Лог 
к »8 ' 
* 3 |» 
АС 
Н/2. 
т 
I 
Щ*7 
I а ­ н 
С ­0.9 
Рис.5. Блок­схема 
Теперь на основании ТТЛ и блок­схемы нетрудно напи­
сать программу, которая представлена в приложении­ I . Ко­
манда определения требуется лишь для массива О, для ос­
тальных подходит автоматическое определение. 
Пример набора исходных данных ( «£=0,25; ¿,=0,50)1 
{В :25 д О э > 5 А 0 ] . 
26. ТРАНСЛЯТОР А4Т1 
В атом и следующих разделах рассмотрено практическое 
применение языка А4 на ЭВМ БЭСМ­4. 
Транслятор состоит из 1770 машинных слов ДО). 
МС БЭСМ­4 содержит 45 битов. А4Т1 содержит собственно тран­
слятор с языка А4 (980 И С ) , дополнение транслятора для ста­
тистического моделирования (440 МС) и подпрограммы вывода 
(350 МС). Во время трансакции А^п шесте с программой по­
мещается в оперативную память ЭВМ. Транслируемая исходная 
программа просматривается транслятором всего один раз, по­
этому транслятор работает сравнительно быстро ­ время тран­
сляции программы средней длины(=1000 символов) 20­30 сек. 
После трансляции программа сразу выполняется, сохранение 
протранслированной программы для многократного использова­
ния не предусмотрено. 
А « Ч помещается на магнитной ленте (МЛ). 
2?. ЗАПИСЬ НА БЛАНКАХ И ПЕРФОРАЦИЯ 
Программа для пишется на бланках, имеющих строки 
по 42 символа. Образец бланка показан в приложении I . 
Записанная на бланке информация переносится на перфо­
карты (ПК). Для этого используется кодировка символоз, по­
казанная в таблице 2 (раздел 4 ) . Перфорация производится 
в режиме "команды". Одно 1«С, соответствующее одной строке 
на ПК, вмещает 7 символов ­ один в коде и по два в каждом 
из трех адресов. Признак (старшие три бита КС) не исполь­
зуется. Каждые две отроки'бланка соответствуют одной ПК. 
На каждой ПК обязательно пробиваются все 12 строк. 
Для внешнего оформления программы на бланке рекоменду­
ется следующие (необязательные)правида. 
а) Каждый блок программы начинается на новой ПК. 
б) Все метки помещаются з левых концах строк. Заглав­
ные метки пишутся начиная с первого столбца, а внутренние 
­ начиная со второго. В строках, не имеющих меток, первые 
два­три столбца не заполняются. 
в) Каждый оператор помещается по возможности в одной 
строке. 
г ) Операторы, а также элементы списков, разделяются 
пробелами. 
Пример программы в приложении I написан в соответствии 
с этими правилами. В таблице 12 показана кодировка первой 
ПК этой программы при перфорации. ' 
Таблица 12. Пример кодировки 
0 0 5 6 0 1 5 6 0 0 0 4 
3 7 4 1 5 5 
0 
0 • 
0 
0 
0 1 5 7 0 7 6 0 4 3 4 1 4 5 
5 2 4 1 5 5 0 0 7 7 0355 
0 5 6 0 0 4 4 1 6 2 4 1 
4 1 5 2 4 0 4 1 5 5 
0 
0 
28. КОМПЛЕКТАЦИЯ И ЗАПУСК 
Вводимая в. малину программа комплектуется из ПК, со­
держащих программу и исходные данные на языке А4, и из спе­
циальных обслуживающих карт. Используются следующие обслу­
живающие карты: ь (личная карта), £ (сигма ) и В. В кар­
тах 1 и В пробито'по одной строке: в 2 ­ основной и вспо­
могательный маркеры, в В ­ основной маркер и 7 в признаке. 
Строение карты ь показано в таблице 13 (Я ­ личный номер 
программиста в двоично­десятичном коде). 
_ Таблица 13. Личная карта 
50 0420 0002 7200 
70 0144 0001 
57 4030 0006 
50 0410 0626 7441 
70 ' 7350 0004 
3 42 3623 6776 0763 
56 7300 0143 0143 
01 N 
г 01 N 
Вводимый в машину набор ПК имеет следующее строение: 
Ь\ программа, £ данные­1, s. данкые­а, в , £ . 
Здесь п ­ количество наборов исходных данных, кото­
рые обозначены как даннне­1,...> дениые­п. Знаками " ; " 
разделены участки, каждый аз которых вводится а один при­
ем. Эти участки обязательно отделяются друг от друга по­
средством 2­3 пустых Щ, Карга В служит признаком того,, 
что введенный кг.бор декаде ­ последний. Ьсля предускотре­
на печать листинга (ск.29.4), то перед программой ставится 
еще карта Б . 
При запуске программы происходит следухвдая последова­
тельность действий ЭЗУ: 
а ) Вводится гслрта ь и вызывает считывание с :ДЛ TJMK­
слятора Л4Т1. 
б) Вводится и транслируемся программа. 
з ) Вводится и обрабатывается набор исходных данных. 
г ) Выполняется программа. 
д ) Вели набор исходных данных имел карту д, тс пол­
ный останов. В прогоном случае возврат к в) для в в о д е 
следующего набора./ 
29. ОСОШШООТЛ ZJBCSA 
Результаты работы Эй.', печатаются на лекте (узкая пе­
чать) и на АЦПУ. Рассмотрим каждый вид печати ь огдельас— 
сти. 
29.1. Узкая печать 
При запуске программ на ленте всегда печатается сле­
дующая информацияь 
а) Заголовок, содержащий личный номер прэгра.ыиста и 
(возможно) дату запуска. 
б) Контрольная сумма (точнее: дополнение контрольной 
суммы) в в о д и м о й програм.1^ в окаймление строк из семерок. 
в) Таблица блоков (ТБ), рассмотренная а ¿5.2. 
После ТЕ печатается информация, выдаваемая, программой по­
средством простего вывода. Рассмотрим простой вывод более 
подробно. 
БЭСН­4 имеет два режима узкой печати ­ восьмеричную 
(печатается содержимое ячейки в виде строки из 15 восьмерич­
ных цифр) и десятичную (печатается десятичное число в пла­
вающем представлении). Десятичная печать печатает строки 
вида 
где «с ­ знак мантиссы, ­ знак порядка, р ­ порядок из 
двух цифр,, т. ­ мантисса из 9 цифр. Например, ­3,15 печа­
тается в виде +­+01 315СС3000. 
Средствами десятичной печати можно напечатать также 
строки, в которых шары порядка (кроме первой) и мантиссы 
заменяются пробелами или знаками " + " , " ­ " . 
Печать чисел типов Л, Л посредством простого вывода 
происходит в десятичном зиде, а чисел типа Б ­ в восьмерич­
ном. Тип А печатается в плавающем представлении, а тип 3 ­
гак целое число в конце строки. Одна команда простого выво­
да печатает одну "порцию" чисел на ленте, за исключением 
случаев перехода от десятичной печати к восьмеричной и об­
ратно. Для разделения напечатанного материала по элементам 
команда вывода печатаются разделители ­ строки вида — З ' в 
десятичной и 777777777777777 в восьмеричной печати. 
Пример. Пусть /.,3,3 ­ массивы соответствующих типов. 
Выполняется последовательность операторов {к=л/}-, л1=л­2| 
3=3; Л и 2=0120; 3^,2=Л5(ЛЗЗО с ­ ) ) ; <0» А»_,1, 3 ^ 3 , 3, 
• + 0 С 3 3 ъ 3 3 3 3 3 3 - + а Л 1 6 б 6 б 6 б 6 7 - - 3 
3 
1 2 0, 
- 1 2 0 о 6 0 0 0 0 0 0 0 0 С 0 6' 3 
? 7 7 7 7 7 7 7 п Г 7 
7 7 7 7 
0 с о а 0 0 0 0 Г | 0 
29.2. Таблица Блоков 
Печатаемая на ленте ТБ отражает расположение протран­
одированной программы в памяти машины. Программа распола­
гается в нулевом кубе (БЭСМ­4 имеет два куба ­ нулевок и 
первый ­ по 4096 ячеек) начиная с адреса 0200 (адреса яче­
ек куба задаются в виде четырехзначных восьмеричных чисел). 
ТБ имеет следующее строение: 
4 
• А 
N 
о 4 
1000 
: 
где Е ­ адерс ячейки, следуздли сразу за ;:рогш;*коц (с ад­
реса Б начинается размещение массивов, с которыми работает 
программа), т ­ .число блоков, ^ ­ номер, А; ­ адрес начади 
* ­го блока программы. Последняя строка ТБ отрезает добав­
ляемый в ходе трансляции блок с номером 4000, который свя 
аывает программу с подпрограммами вывода (последние разме­
щаются в первом кубе). 
Номера блоков вырабатываются трак миторок. Если иден­
тификатор блока состоит из одной или двух букв, то номер 
является дополнением до 7777 кода идентификатора. Например, 
блок А имеет номер 7776, блок ия ­" 6346. 
Блоки с более длинными идентификаторами нумеруются 
числами 2001,2002,... в порядке появления идентификаторов 
в программе. 
ТБ печатается в ходе трансляции. 
29.3. Печать на АЦПУ 
Печать информации на АЦПУ происходит только тогда, ког­
да это предусмотрено программой, а также в случае печете 
листинга (см.29.4). Перед информацией автоматически печата­
ется личный номер программиста. • 
Ввиду того, что набор символов АЦПУ не охватывает все 
символы алфавита А 4 , в некоторых случаях имеется несоответ­
ствие между предусмотренными и фактически печатаемыми сим­
волами. Эти случаи показаны в таблице 1 4 . 
Таблица 1 4 . Соответствие символов 
Символы А4 • ! » i * 1 » ! * 
Печатается на АЦПУ 1 ? 1 f 
Нормальный объем страницы АЦПУ ­ 64 строки (не считая 
интервалов, которые автоматически оставляются по'обе сто­
роны от разделительной черты). Нормальная страница получа­
ется только в случае, когда в момент выполнения команды 
* } в заполняемой странице имеется от 56 до 64 окончен­
ных строк. Б остальных случаях разделительная черта печа­
тается через'три интервала после последней строки. 
29.4. Листинг 
Листингом называется распечатка программы на АЦПУ, 
выполняемая во время трансляции. Признаком печати листинга 
служит карта В, вставляемая непосредственно перед програм­
мой. 
Листинг печатается в двух экземплярах (в двух парал­
лельных колонках). Расположение символов в листинге соот­
ветствует записи программы на бланках. В левой стороне пе­
чатается нумерация перфокарт программы в порядке 1 »£»'••• 
Программа разделяется на страницы по 32 перфокарты. 
После программы печатаются исходные данные. Исходные 
данные печатаются на ново'/: странице и нумерация перфокарт 
опять начинается с единицы. 
Если требуется печать листинга без выполнения програм­
мы, то после программы ставится карта В, т . е . комплект пер­
фокарт имеет вид L;3, программа, В , £ ; 
Пример листинга (в одном экземпляре) показан в прило­
жении 2. 
33. ОТЛАДКА 
На практике первый запуск программы обычно из­за оши­
бок в программе дает неправильный результат или вообще не 
дает результата. Иногда программа работает, но нет уверен­
ности в том, что она работает правильно. Доведение програм­
мы до несомненна исправного состояния называется отладкой. 
3 настоящее время нет программных средств контроля 
"грамматической" правильности программ на языке А4. Грубые 
ошибки могут вызвать сбой при трансляции ­ об этом свиде­
тель свует отсутствие на ленте ТБ и неоконченный листинг. 
Чаще всего неправильная программа протранслируется до кон­
ца и начинает работать. 
После того, как программа по тем или другим причинам 
кончила работу, на пульте машины нажимается кнопка опера­
тора (КО), что вызывает печать (узкую) информации о причи­
нах останова. Рассмотрим эту информацию более подробно. За­
головок информации имеет вид 
+ + + 0 •»• + + + + + 
+ + + 0 + + +• + 
где цифра • указывает причину останова. Наиболее типичны­
ми являются случаи (автоматический останов), *«а 
(блокировка) и с«Ь (цикл). После заголовка печатаются две 
восьмеричные строки, из которых первая указывает состояние 
машины, а вторая ­ команду, на которой программа останови­
лась (или остановлена). Пусть эти строки имеют вид 
! ! ! » ! ! 
I I I 1 * 1 " I 1 . ! ч ! _ ! _ ! ! (2 ) 
! ! А ! ! ! I 
(черточки указывают, что содержание может быть произволь­
ным). Адрес А является адресом команды, на которой програм­
ма остановлена, что позволяет с помощью ТБ найти блок, 
содержнщий эту команду. Рассмотрим теперь.причины останс— 
пп п отдельности. 
автоматические останов (авост) происходит в случае. 
когда встречается невыполнимая команда, как правило ариф­
метическая. Код операции этой команды может быть 01 (сло­
жение), 02 (вычитание). 04 (деление), 05 (умножение) или 
44 (квадратный корень). Причиной азоста может быть деле­ . 
вне на нуль, квадратный корень из отрицательного числа 
или переполнение, т . е . результат, который превосходит по 
абсолютной величине наибольшее представимое на БЭСМ­4 
число (такое число имеет десятичный порядок 19 ) . В случае 
авоста после (2 ) печатаются в десятичном виде числа, над 
которыми производилась невыполнимая операция. 
• Блокировка означает команду останова с кодом Кж77, 
В случае полного останова А=0175, а вторая строка (2) 
имеет вид 0 77 7777 7777 7777. Полный остаьов означает, 
что программа нормально окончила свою работу. 
Блокировка, отличная от полного останова, возникает 
в случае выполнения действий умножения и деления над чис­
лами типа Э . Б . Блокировка возможна также в случаях выхода 
управления вне программы. 
Цикл означает безрезультатную работу программы "на 
месте". 3 этом случае машина останавливается извне. По­
сле (2) в этом случае печатается участок (лротранслирс— 
ванной) программы пс обе стороны от указанной команды. 
!Ложет оказатьгч, что после КО ничего не печатается. 
Это происходит в случаях, когда программа, обрабатывая 
некоторой массив, выходит за пределы массива и "съедает" 
расположенную в конце нулевого куба программу для КО. 
Информация, напечатанная после КО, в простейших случаях 
является достаточной для выявления ошибок. Основным спосо­
бом отладки .однако, является расстановка наблюдателей ­
команд простого вывода, которые печатают необходимую для 
отладки информацию в ходе работы программы. После отлад­
ки наблюдатели удаляются. Наблюдатели можно ставить в 
конце программы, используя свойство обращения к одноимен­
ным блокам. Пусть, например, в программе есть блок ил, 
после выполнения которого предполагается печатать массив 
ь до индекса !.'.. Тогда достаточно добавить к программе 
блок­наблюдатель [1К~я0* . 
- Щ -
31. ЗАКЛЮЧЕНИЕ 
Опыт применения Ач показал, что на языке Ач можно прог­
раныировать быстро, экономично и практически без ошибок. В 
более сложных случаях сказывается ограниченность средств 
языка Ач и в этом плане Ач уступает языкам типа АЛГОЛ и ФОР 
ТРАНА, а такве системе УА ­ программирования И . Некото 
рые наиболее существенные недостатки Ач ­ отсутствие динами 
четкого распределения памяти, автоматического синтактическо 
го контроля и специальных средств отладки ­ намечено устра­
нись в ходе дальнейшего совершенствования языка й трансля­
тора. В настоящее время к1* находится­в стадии развития и в 
перспективе может стать языком программирования высокого 
уровня, сохраняя простоту и экономичность. 
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Приложение I 
Бланк "A4 с программой 
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ОПИСАНИЕ И ЩЕЛИРОЗАНИЕ 
СИСТЕМ МАХОВОГО ОБСДУЬНВАНИЯ 
Ионив Г .Л., Седел й.Н. 
(ВЦ ЛГУ иы.П.Стучки) 
. I . ВВЕДЕТИЕ 
Системы массового обслуживания (СЫО) [ I ] охватывают 
широкий класс явлений из самых различных сфер человеческой 
деятельности. В частности, к СНО относятся телефонные и те­
леграфные системы связи, для исследования которых создан 
V специальный раздел теории массового обслуживания ­ теория 
телетрафика. 
Применяемые на практике СИ0 обычно имеет очень сложное 
строение, что ограничивает возможность их аналитического ис­
следования. Универсальным и во многих случаях единственным 
методом исследования ЗДО является статистическое моделирова­
ние­ или метод ионте­Карло. Нетод заключается в построении 
модели СЫО в виде программы для ЭВМ. В результате статисти­
ческого моделирования получаем совокупность оценок величин, 
характеризующих моделируемую систему. 
Составление п траыыы моделирования для сложной СИО ­
процесс очень трудоемкий, причем основные трудности связаны 
с переводом на математический язык элементов реальных С110. 
Для преодоления этих трудностей необходим способ стандарт­
ного описания СиО, некоторый формальный язык, охватывающий, 
с одной стороны,существенные свойства всего многообразия 
реальных СМО, а с другой стороны,близкий к алгоритмическим 
языкам программирования. 
Известные в настоящее время языки для моделирования 
С110 г других сложных систем ­ Симула [2] , Симе крипт [3 ] и 
другне [ч,5^ ­ имеют ряд недостатков, препятствующих их ши­
рокому практическому применению. Главные из них ­ очень 
сложный аппарат построения моделей и отсутствие не­
посредственное наглядной взаимосвязи иодела с моделируемой 
сиотемой. 
В настоящей работе изложена разработанная авторами 
система понятий, которая дает очень простой и наглядный 
способ описания СМО и, кроме того, является средством пе­
рехода от СМО к программе моделирования. Предусмотрены 
различные уровни­ формализации, позволявшие постепенно пе­
реходить от словесного описания С110 к программе моделирова­
ния на алгоритмическом языке. В настоящей работе не рассмот­
рен самый высокий уровень этой формализации, поэтому она не 
является руководством по программированию моделей СМО. Цель 
настоящей работы ­ описание C­S0 для поел еду raer о ста­
тистического моделирования, а также .для других, не свя­
занных с моделированием, исследований СУО. 
По сравнение с предшествующими описаниями [6,7] сделан 
ряд усовершенствований для достижения большей универсаль­
ности и логической завершенности системы. Некоторые понятия 
и термины позаимствованы из языка Симуда [ 2 ] . 
. 2. СИСТЕМА МАССОВОГО ОБСЛтЗАШН ( C U Ó ) И ЕЕ МОДЕЛИ 
Понятие СМО не поддается точному определению ввиду 
очень большого разнообразия объектов, к которым применим 
развиваемый в настоящей работе метод описания. Обычно СМО ­
совокупность элементов (приборов, линий) для удовлетворения 
(обслуживания) поступающих требований (вызовов). В белее 
широком смысле СМО ­ некоторое реально работающее, проекти­
руемо иди воображаемо устройство, имеющее определенную струк­
туру (строение) и определенный алгоритм функционирования. 
Работа СМО в большинстве случаев содержит элементы 
случайности, поэтому алгоритм функционирования понимается 
в вероятностном смысле ­ кроме строго определенных действий 
допускаются также, как,например, реализация случайной вели­
чины с заданной функцией распределения. 
- Мб -
Исследование С1£0 обычно проводится с целы получить 
^формацию о некоторых свойствах (характеристиках)СМО. 
Для этого стрсятся модели CJI0 ­ абстрактные системы, сох­
раняющие в некотором смысле (обычно статистическом) иссле­
дуемые свойства CL10. Модели в зависимости от назначения 
ииест различные степени абстракции (формализации). 
При исследовании СМО методом статистического модели­
рования составляется программа моделирования ­ модель СМО 
на алгоритмической языке, предназначенная для запуска в 
ЭЗй. Вероятностный характер СМО отобрахается введением в 
программу моделирования источников случайных чисел .Резуль­
татом могзлкрования является статистическая информация ­
оценки векоторых вероятностных характеристик моделируемой 
СМО. 
Программа • делирования имеет наибольную степень фор­
мализации среди моделей СМО. При работе по составление 
программа моделирования целесообразно ввести промежуточ­
ные модели ­ фунлиональную модель и математическую модель 
СМО, вмените также и самостоятельный интерес. На практике 
не всегда эти стадии четко разграничены, возможны модели, 
имевшие черты одновременно нескольких основных моделей. 
2 . 1 . Функциональная модель 
Составление функциональной модели ­ первая степень 
абстракции, при нот срой отбрасываются конкретные и несу­
щественные свойства реальной СМО и составляется описание 
СМО с применением некоторой общей терминологии. Будем при­
держиваться "телефонной" терминологии ­ поступавшие тре­
бования всегда называются вызовами, а обслуживание устрой­
ства ­ линиями. Например, если рассматриваемая СМО ­ мага­
зин, то вызовами называются покупатели, а линиями ­ про­
давцы. 
Рассматриваемые в теории телетрафика основные виды 
СМО, такие, как полнодоступный пучок линий с потерями или 
зднс­динейная система с повторными вызовами ­ его функцио­
нальные «одели , каждая из которых охватывает целый класс 
реальных СМО. 
2 . 2 . 'Математическая модель 
Математическая модель отличается от функциональной 
тек, что для описания СМО применяется лишь чисто матема­
тические понятия ­ числа, переменные, функции, алгоритмы. 
3 математической модели состояние СМО изображается каоо­
роы значений определенных переменных, а правила функциони­
рования СМО задамся в виде алгоритма, измена пдего эти 
значения. Вероятностный характер работы СМО изображается 
введением случайных величин с заданиями функциями распре­
деления. 
Работа алгоритма дает роализацио некоторого случайно­
го процесса. При совладении некоторых условий (экспонен­
циальные распределения случайных величин) имеем реализа­
пив однородного марковского процесса. В этом случае кохяо 
пользоваться, моделированием цепи Маркова, что упрощает 
алгоритм моделирования. Математическая модель, составлен­
ная с соблюдением всех формальных правил на некотором алго­
ритмическом языке, переходит в программу моделирования. 
В оледущих разделах будут рассмотрены основные.поня­
тия, позволяющие формализовать продвижение по цепочке СМО ­
функиональная модель ­ математическая модель ­ программа 
моделирования. 
3. СТРУКТУРНА»! Л ШЪШЧ&ХЛЯ ЧАСТЬ СМО 
При исследовании почти всех СЫО можно выделить две 
части, взаимодействие которых составляет работу СМО. Пер­
вая из них ­ структурная часть ­ вклпчает те элеиенты СМО. 
которые имеются в неизменном количестве и меняет даиь внут­
ренние состояния, К структурной част* обычно относятся 
составля пцие СМО обслуживающие устройства. Вторая ­ д л _ . 
ыяческая часть ­ состоит из объектов, которые возникай 
(поступапт) и взаимодействуют некоторое время со структур­
ной часты), после чего покидает СМО. Такими объектами, как 
правило, являются поступающие на СМО требования, поэтому 
элементы динамической части будем называть вызовами. 
Будем предполагать, что алгоритм работы С1Ю связав 
с динамической частью ­ вызовы рассматриваются как актив­
ные элементы, совершающие действия над пассивной струк­
турной частью. 
ч. СОБЫТИЯ и шаствия 
3 настоящем разделе будут изложены понятия, состав­
ляющие основу функциональной модели СМО. Если реальная 
СМО по каким ­ либо причинам не описывается этими поня­
тиями, то причины несоответствия следует устранить на 
стадии составления функциональной модели. В большинстве 
случаев это удается оез значительных изменений свойств 
СМО. 
В функциональной модели предполагается дискретность 
работы СМО (здесь и. далее СМО означает не только исходнуп 
СМС, но и ее модели) в следующем смысле. Время функциони­
рования СМО разбивается на чередующиеся интервалы актив­
ного й пассивного времени. Активное время по сравнению с 
пассивным имеет пренеорехительно налус длительность, ко­
торая в модели приравнивается нулю. Все операции по вос­
произведении работы СМО сосредоточены в активное время в, 
следовательно, совершаются мгновенно. Совокупность этих 
операций за один интервал активного времени называется 
событием. 
События состоят из элементов, называемых активными 
действиями. Нахдое активное действие связано с одним и 
только одним вызовом," который совервает это действие. 
Кроме активных действий, вызовы совершают пассивные дейс­
№ и я . Пассивным д е й с т в и е м н а з ы в а е т с я с о с т о я н и е в ы з о в а , 
> и ы е щ е е д л и т е л ь н о с т ь и з ц е л о г о ч и с л а и н т е р в а л о в п а с с и в н о -
г о в р е м е н и , к о г д а находящийся в СЬТО в ы з о в н е с о в е р ш а е т 
а к т и в н ы х д е й с т в и й . 
• Каждый в ы з о в и м е е т с о б с т в е н н ы й а л г о р и т м , у к а з ы в а в -
ший, к а к и е д е й с т в и я и в к а к о м п о р я д к е в ы з о в д о л ж е н с о -
в е р ш а т ь в о в р е м я ' с в о е г о п р е б ы в а н и я в СНО. В ы з о в п о к и д а е т 
СМО, к о г д а е г о а л г о р и т м выполнен д о конца. 
В ы з о в н а з ы в а е т с я а к т и в н ы м , е с л и он с о в е р ш а е т а к т и в -
н о е д е й с т в и е . В каждый м о м е н т а к т и в н о г о в р е м е н и а к т и в е н 
один и т о л ь к о о д и н в ы з о в . В ы з о в о с т а е т с я а к т и в н ы м , п о к а 
о н л и б о п е р е х о д и т в п а с с и в н о е д е й с т в и е , л и б о п о к и д а е т 
СМО, л и б о а к т и в и з и р у е т ( т . е . п е р е в о д и т в а к т и в н о е с о с т о я -
н и е ) д р у г о й в ы з о в . 
, Р а б о т а в с е й СМО в целом с о с т о и т и з п е р е п л е т е н и я а к -
т и в н ы х д е й с т в и й п р о х о д я щ и х ч е р е з СМО в ы з о в о в . П о р я д о к 
а к т и в и з а ц и и в ы з о в о в п р о и с х о д и т по о п р е д е л е н н о м у ' а л г о р и т -
» м у , который в ы т е к а е т из с о в о к у п н о с т и а л г о р и т м о в в ы з о в о в 
и н а з ы в а е т с я а л г о р и т м о м в ы б о р а . С т р о е н и е а л г о р и т м а в ы б о -
р а б у д е т р а с с м о т р е н о в 12.3. 
5. СХЕМА ДЕЙСТВИЙ 
Г р а ф и ч е с к о е и з о б р а ж е н и е п о с л е д о в а т е л ь н о с т и д е й с т в и й , 
с о в е р ш а е м ы х одним, но п р о и з в о л ь н ы м в ы з о в о м о т п о с т у п л е н и я 
д о в ы х о д а из с и с т е м ы , н а з ы в а е т с я с х е м о й д е й с т в и й . Д е й с т в и я 
в ы з о в о в и з о б р а ж а е т с я к л е т к а м и , а п о р я д о к их выполнения с 
т о ч к и з р е н и я в ы з о в а - с т р е л к а м и . С х е м а д е й с т в и й д а е т н а -
г л я д н о е п р е д с т а в л е н и е о п о в е д е н и и в ы з о в а , п о л в о с т ь в о т о -
б р а ж а е т р а б о т у СМО н является основной ч а с т ь о к а к ф у н к ц и о -
н а л ь н о й , т а к и математической модели. Для ф у н к ц и о н а л ь н о й 
модели в к л е т к а х схемы действий пишутся словесные описания 
1 д е й с т в и й , а для м а т е м а т и ч е с к о й модели ­ запись дейстыей 
на языке м а т е м а т и ч е с к и х обозначений, в ч а с т н о с т и , н а а л г о -
р и т м и ч е с к о м языке Ач [8] . 
Работу ОУ0 ыышо наглядно предста. «ть в виде игры 
типа "кто первая ?". Игровым полем служи* схема действий, 
фисками ­ вызовы! щ$<Щн является алгоритм выбора, один 
ход соответствует одному событие. В промежутках между хо­
дами фяшац, которые введены в игру, стоят на клетках, изо­
авЕИХ пассивные дейс .и. 2 каждом ходу либо активи­
зируется одна из кнеещкхся ^псек, либо вводится новая, и 
созерцается ее продвижения ­:;о клеткам активных действий, 
выполияа при этом взаимодействия со структурной частью. 
Ход кончается либо на клетке пассивного действия, либо вы­
ходец фшхх из игры. Правила изображения и примеры схем 
действий будут даны в следудавЕ( разделах. 
б. тли ДЕ*В££ий 
Введем классификацию действий, совершаемых вызовов . 
Каддый тип дегстзии имеет езое изображение в схеме дейст­
вии. Изобхакения дейстзий показаны на рис.1. Активные" 
действия изображается в виде прямолинейных, а пассивные ­
в виде круглых клеток. Все действия, кроме генерации и за­
пуска, могут иметь несколько входов. 
"6 .1 . Ахцкя 
Акция ­ активное действие вызова, в котором нет взаимо­
действия с другими вызовами и после которого однозначно 
определено следуедее действие вызова. Акция изображается 
прямоугольником, внутри которого помещается описание совер­
шаемого действия, с входом сверху и одним выходом снизу. X 
акциям обычно относятся все взаимодействия вызова со струк­
турной частье; например, занятие и освобоидение линий. 
6.2. АЛЬТЕЙддал 
Адьтернатива ­ активное действие, реализующее выбор 
Сразветвленке) дальаеаиего пути вызова из двух возможных. 
Альтернатива изображается параллелограммом, внутри которо­
го пишется либо высказывание (условие), принимающее зна­
чение "истинно" а "ложно", либо число ­ р (о * р * 1) .Имеется 
вход сверху и два выхода (снизу и в одной из боковых сто­
рон клетки).Выполнение альтернативы заключается в проверке 
условкя­если оно истинно, то вызов уходит по боковому выходу, 
а если ложво, то по нижнему. В случае числа о ЕЫЗОВ С ве­
роятностью р уходит по боковому выходу, а с вероятностью 
О ­р) ­ по нижнему. 
6 . 3 . Генерация 
Генерация ­ активное действие, в результате которого 
возникает новый вызов, т . е . из одного получаются два вы­
зова. Генерация изображается в виде треугольника с верти­
кальным основанием, имеющего один вход сверху и два вы­
хода ­ снизу (для исходного вызова) я из боковой вершины 
(для нового вызова). После генерации активизируется новый 
вызов, а исходный вызов приостанавливает свои действия. 
После окончания активных действий нового вызова вновь ак­
тивизируется исходный вызов. 
6.4. Запуск 
Запуск ­ активное действие, в результате которого воз­
никает один "первоначальный" вызов. Запуск изображается 
горизонтальной чертой с одним выходом вниз. Предполагает­
ся, что запуск производится.всего один раз в начале рабо­
ты С110, а все остальные вызовы возникают внутри СМО в ре­
зультате действий типа "генерация". Такая концепция отли­
чается от общепринятого представления о потоке вызовов, 
поступающих на СМО извне, однако по ряду соображений 
целесообразно рассматривать источник (или источники) вы­
зовов как составную часть самой СМО. Строение источника 
вызовов будет показано в п.б.9. 
Закрытие ­ активное действие вызова, в результате ко­
торого вызов прекращает свое существование (покидает систе­
му ) . Закрытие изображается горизонтальной черточкой с 
входом сверху. Б отличие от запуска закрытий может быть 
вескольхо. 
6.6. Активизация 
Активизация или просмотр очереди ­ активное действие 
вызова ( * ) , в результате которого активизируется другой 
вызов ( Э ) , находившийся до этого в состоянии пассивного 
действия типа "ожидание" ( си . б . 8 ) . Действия вызова А при 
этом приостанавливается до окончания активных действий вы­
зова В . 
Активизация изображается прямоугольником, который от­
личается вт изображения акции лишь тем, что в одной из бо­
ковых сторон имеется прерывистая черта, соединявшая акти­
визации с полем, изображавшим ожидание вызова В . 
Действие активизации заключает в себе также алгоритм 
проверки, устанавливающий, есть ля на указанном поле ожи­
дающие вызовы, подлежащие активизации, я алгоритм для вы­
бора вызова В в~ говохушюстЕ (очереди) ожидающих вызо­
вов. Если проверка даст отрицательный результат, то активи­
зация ничего не меняет. Совокупность упомянутых алгорит­
мов ­ алгоритм активизации ­ указывается отдельно в каждом 
конкретном случае. 
6.7. Задержка 
Задержка ­ пассивное действие вызова, длительность 
которого является случайной величиной с заданной функцией 
распределения (не 'исключается возможность детерминирован­
ной длительности). Активизация вызова наступает после ист е­
чения времени задержки и не зависит от других вызовов. 
Задержка изображается в виде окружности с входом 
сверху и одним выходом снизу. Знутри окружности можно 
указать информации, характеризуацув .длительность задерж­
ки. К действиям типа "задержка" обычно относятся обслу­
живание вызова и промежутки между вызовами поступавшего 
потока. 
6.8. Ожидание 
Ожидание ­ пассивное действие вызова, не имещее 
заранее устанавливаемой длительности. Ожидание прекра­
щается в результате действия типа "активизация", совер­
шаемого другим вызовом. 
Ожидание изображается окружностьо с входом сверху, 
одним выходом снизу и примыкавшей с боковой стороны пре­
рывистой чертой (таких может быть несколько), которая, 
соединяет ожидание с соответствуодей клеткой действия ти­
па "активизация". Внутри окружности можно указать инфор­
мацив о строении совокупности ожидавших вызовов ­ очереди 
В следущих разделах рассматривается некоторые про­
изводные действия, которые можно образовать,комбинируя 
основные типы действий. 
Акция Альтернатива Генерация Запуск 
i 
Закрытие Активизация Задержка Окжха вжа 
Рис.1. Типы действий 
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6.9. Источник 
Источником называется элемент схемы действий, изоб­
раженный на pito. 2 слева. D источнике объединены два деис­
вия ­ задержка и генерация, он имеет один вход и один вы­
ход. После начального запуска через вход источник посто­
янно запускает поток вызовов, причем расстояния между вы­
зовами соответствует длительности задержки. Ввиду того, 
что источник является составной частью почти всех схем 
действий, для него введено специальное изображение (рис. 
2 справа) ­ полукруг с входом сверху и выходом снизу. 
Внутри полукруга можно поместить информацию о характере 
потока. Вход источника, как правило, соединяется с выхо­
дом запуска. Если схема действий имеет несколько источни­
ков, то они подключаются к запуску так, как показано на 
рис.3. В схеме действий допускается сокращенное изобраве­
816 источника (источников) без изображения запуска (на­
пример, рис.8) . 
6.10. Задержка с прерыванием 
3 практических СЫО встречаются ситуации, когда пас­
сивное действие вызова нельзя отнести а;­, к задержкам, ни 
к ожиданиям ­ например, вызов обслуживается прибором, ко­
гврЫй во время обслуживания может выйти из строя иди во 
вреыя обслуживания может появиться другой вызов, который 
имеет приоритет я "выгоняет" первый вызов. Ь этих случаях 
Рис.2. Источник Рис.3. Запуск трех источников 
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необходим элемент схемы действия, изображающий задержку о 
прерыванием ­ пассивное действие, которое оканчивается по 
истечении заданного времени, но может в кончиться раньше 
вследствие действия другого вызова. Такой элемент можно 
построить'из основных типов действий так, как показано на 
рнс.З слева. Вызов посредством генерации расщепляется на 
два вызова ­ первый (основной) вызов поступает на ожидание, 
а второй (вспомогательный) совериает задержку. После окон­
чания задержки вспомогательный вызов совершает активизация 
по сведущему алгоритму: проверяется, находится ли на ожи­
дании соответствупций основной вызов, и если да, то он ак­
Т1 визируется. Действия вспомогательного вызова этим конча­
емой и он ликвидируется. Активизацию ожидающего основного 
вызова может произвести и другой, посторонний вызов, на 
что указывает черта слева; это соответствует прерывании 
задержки. После активизации основной вызов проходит ал­
тернативу с условием: активизацию соверши вспомогатель­
ный вызов. Построенный таким образом аяеыент имеет два вы­
хода ­ левый соответствует случаю прерывания, правый ­
окончанию задержки. Сокращенное уоловное обозначение задер­
жки с прерываниец изображено на рис.4 справа. Левый кружок 
символизирует ожидание, правый ­ задержку. Правую ж девув 
стороны модно менять местами, т . е . пользоваться зеркальным 
изображением рисунка.Пример задержки с прерыванием показы­
вает, как с помощью искусственных приемов преодоленаогзя 
затруднения, вызванные ограниченностью набора основных 
типов действий. 
Ркс.4. Задержка с прерыванием 
­ Об ­
6.11. Примеры сложных действий 
Рассмотрим некоторые примеры построения сложных 
действии, которые встречается в ОНО. 
В результате действий вызова в СЫО может возникать • 
необходимость получить п вызовов (/*.«<».«.«•.•• ) .Такие за­
дачи возникает, например, при распаде и рождении иовых 
частиц, при рас прост ранении эпидемий. Генерация п. вызо­
вов представлена на рис.5. 
ь . о 
¿•1 
Рис.5. Генерация «• вызовов 
В качестве другого примера рассмотрим задержку вызо­
ва, которая реализует наименьшее или наибольшее значение 
из задержек Р,(0 , £ 10 . Задержка с наименьшим значени 
ем представлена на рис.б, а с наибольшим значением на рис 
7. Задержка с наименьшим и наибольший значениями легко 
.обобщается ьа случай п. задержек ^ {.О, fj.it).­­. ^ ^ ' • 
7. ЦРИЦЕРН ФУНШОНЛЯЬНЫХ М.ОДШЙ 
Функциональная модель СыО состоит из отруктурной и 
даванияеской части. Структурная часть задается в виде сло­
весного описания и на уровне функциональной модели не фор­
мализуется. Динамическая часть представляется в виде схе­
мы действий вместе с необходимыми пояснениями к ней. Рас­
смотрим примеры функциональных моделей CU0. 
7.1. Полнодоступный пучок линий с потерями 
Рассматриваемая СМО состоит из V обслуживающих 
устройств (линий). На CU0 поступает поток вызовов с задан­
ная функцией распределения расстояний между вызовами. Озли 
в момент поступления вызова не все линии заняты, то вызов 
занимает одну из свободных линий и обслуживается случайное 
время с заданной функцией распределения, после чего линия 
освобождается и вызов покидает СМО. Боли при­ поступлении 
вызова все лвнии заняты, то вызов сразу покидает систему 
(теряется). 
Структурная часть модели состоит из v линий, кахг 
дая из которых имеет два состояния ­ свободно и занято, 
динамическая часть в виде схемы действий показана на рис. 
8 . Так как функции распределения для поступающего потока 
и времени обслуживания не уточняются, то соответствующие 
клетки на схеме действий пусты. Надписи вне клеток не вхо­
дят в схему действий, а являются пояснениями к вей. 
Рис.6. Схема действий пслнодоступного пучка с 
потерям 
— ­ т ­ • . . 
Ряс.9 Схема действий для полнодоступного пучка с 
ограниченным числом мест для ожидания 
7.2. Пел недоступны! пучох о ограниченный число* 
мест ожидания 
Имеется V линий, и * мест для ожидания. Поступающий 
вызов занимает линию и обслуживается, а если свободной . 
линия нет, то вызов занимает место для ожидания. Боли 
все места для ожидания заняты, то вызов теряется. После 
обслуживания вызов освобождает линию и покидает СУО; 
если в этот момент имеются занятые места для ожидания, 
то один на вызовов переводится из ожидания на обслужива­
ние. 
Структурная чаоть ­ V линий и * мест для ожидания; 
каждое из них может быть свободно или занято. Динамичес­
кая часть ­ схема действий на рис. 9. На схеме действий 
не указан алгоритм активизации, который заключается в 
следующем: проверяется, есть ли вызов в очереди, и если 
есть, то активизируется один яз них. Порядок становле 
в очередь и выхода из очереди в рассматриваемой модели 
не уточняются. Этот пример показывает, какие трудности 
возникают при словесном описании даже очень простых мо­
делей СмО ­ описание получаетоя либо громоздким, либо 
неточным (в настоящем примере описание л иве но точности). 
Построение схемы действий делает описание точным, нагляд­
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7.3. Однолинейная система с неисправностями 
СКО состоит иэ одной линии, которая может быть в 
одном яз трех состояний ­ свободном, занятом и неисправ­
ном; в первых двух состояниях линия считается исправной. 
Периоды исправности и неисправности линии чередуются я 
имеют случайные длительности, не зависящие от поступаю­
щих вызовов. Ва линию поступает поток вызовов. Если ли­
ния свободна, то вызов ее занимает в обслуживается, в 
противном случае вызов теряется. Если период неясправ­ ­
ностж наступает при занятой линии, то обслуживание пре­
рывается и вызов теряется. 
Структурная часть модели содержит одну линяв, имею­
щю три оостояния. динамическая часть представлена в ви­
де схемы действии на рис.10. Пример показывает применение 
производных элементов схемы действий ­ двойного запуска 
и задержки с прерываниями. 
Рис.Ю.Схема действий однолинейной система 
с неисправностями 
8. СТАТИСТИЧЕСКАЯ ЧАСТЬ 
Конечная цель моделирования CUO ­ получение информа­
ции, обычно статистической, о моделируемой CUO, поэтому 
в моделях CU0, кроме работы самой CUO,необходимо отобра­
жать получение этой информации, модель СМО, в которой 
включен сбор статистической информации, называется расши­
ренной ыодельп CUO. Программа моделирования всегда яв­
ляется расширенной моделью, так как запуск на ЭВМ прог­
раммы, не выдающей никакой информации, лишен смысла. 
Расширенная модель СкО, кроме структурной и динами­
ческой частей, имеет еще третьи ­ статистическую часть. 
Статистическая часть представляет собой совокупность эле­
ментов (переменных), способных принимать численные зна­
чения. Изменение этих значений включается в динамическую 
часть модели. В конце моделирования из значений статисти­
ческой части вычисляется информация, выдаваемая в качест­
ве результатов моделирования. 
Статистическая часть может оказать существенное вли­
яние на выбор модели CUO. Если модель строится с целью 
статистического моделирования, то именно от характера со­
бираемой информации зависит решение вопроса о том, какие 
свойства СМО и насколько детально отразить в модели. С 
другой стороны, v \хи модель уже построена, то статисти­
ческая часть имеет некоторую самостоятельность ­ она не 
оказывает влияния на работу остальной модели и ее в неко­
торых пределах можно менять. 
В качестве примера расширим модель, рассмотренную 
"в 7.1. Пусть требуется определить одну статистическую 
характеристику ­ вероятность потерь по вызовам Я" , ко­
торая оценивается отношением числа потерянных вызовов к 
числу поступивших вызовов. Для этого к модели добавляет­
ся статистическая часть в виде двух переменных (счетчи­
ков): а ­ счетчжх потерянных вызовов, I ­ счетчик посту­
пивших вызовов. Предполагается, что в начале моделирова­
ния о. s. i . О . Структурная часть остается без изменений. 
а динамическая часть расширяется добавлением к схеме 
действий двух акций по подсчету вызовов (рис.11). 3 
конце моделирования вычисляется оценка вероятности по­
терь по формуле Л Д. • . 
Рис.II. Схема действий расширенной модели 
полкодостуиного пучка с потерями 
9. МАТЕМАТИЧЕСКАЯ МОАШ 
Для построения математичеокой модели будем пользовать­
ся элементами языка Ач [ 8 ] . Структурная часть СМО пе­
реходит в совокупность массивов, содержащих переменные. 
Значения которых отображают состояние структурной части 
СИО. То же относится к статистической части в случае 
расширенной модели. Структурная и статистическая части 
математической модели задаются в виде таблицы массивов 
(ТМ), правила составления которой такие же, как в описа­
нии языка Ач [8] . Динамическая часть математической мо­
дели представляет собой алгоритм, изменяющий значения пе­. 
ременных етруктурноВ и статистической частей. Динамичес­
кая часть задается в виде схемы действий, причем дейст­
вия описываются средствами языка Ач.Схема действий мате­
иатической модели строится почти так же, как блок­схема 
Ач ­ программы. Акции представляет собой последователь­
ности вычислительных команд, алтернативы изображается в 
виде усеченных команд' сравнения. В клетках типа "задер­
жка" пишется число иди обозначение переменной, значение 
которой равно параметру задержки ­х^Д ("С ­ средняя 
д­стельность задержки). То же относится к клеткам типа 
"источник", где Л ­ интенсивность создаваемого источни­
кам потока вызовов. Клетки действий остальных типов ( г е ­
нерация, активизация, ожидание) не заполняется. Информа­
ция об алгоритмах активизации, о функциях распределения 
длительности задержек и о других особенностях модели, ~ 
вкдвчеаных в схему действий, задается в словесном (нефор­
мальном) виде в пояснениях к схеме действий. Формализа­
ция этой информации производится на этапе составления 
программы моделирования. 
Ю. ДИНАМИЧЕСКАЯ ИНФОРМАЦИЯ 
В математических моделях СМО, за всклоченном самых 
простых случаев, возникает необходимость ввести перемен­
ные значения, которые связаны непосредственно с вызовами 
Эти переменные составляет часть модели, называемую дина­
мической информацией. 
С каждым вызовом связано определенное фиксированное 
количество переменных динамической информации, а общее 
количество этих переменных пропорционально числу находя­
щихся в СМО вызовов. Динамическая информация имеет актив­
ную к пассявкув часть. Активная часть содержит столько 
переменных, сколько информации связано с одним вызовом; 
в ней всегда­находится информация о том вызове, который 
активен. Пассивная часть содержит информацию о всех вы­
зовах, которые в данный момент оовершают пассивные дейст­
вия. Перевод информации из активной части в пассивную и 
обратно производится алгоритмом выбора при смене активно­
го вызова. 
При составлении моделей следует учитывать, что для 
пользования доступна лишь активная часть динамической 
.нформапии ­ активный вызов мояет пользоваться собст­
венной информацией, но ему недоступна информация о других 
вызовах (исключение составляет действие активизации, 
когда активный вызов может получить информации об ожида­
ющих зызовах проверяемой очереди). 
Активная часть динамической информации включается * 
в таблицу массивов. Пассивная часть в математической мо­
дели прямо не указывается, но ее существование подразу­
мевается. Пример модели с динамической информацией при­
взден в 11.2. 
I I . ПРИМИРИ МАТЕМАТИЧЕСКИХ МОДЕЛЕЙ 
Рассмотрим два примера математических моделей одной 
и той же СМО ­ рассмотренного в 7.1. полнодоступного .пуч­
ка с потерями. Различаются модели только статистической 
частью ­ для каждого примера требуется своя статистическая 
информация. Эти примеры показывают, как требуемая инфор­
мация влияет на выбор модели СМО. 
11.1. Первая модель. Пусть имеется полнодоступный пу­
чок из V линий, на которой поступает поток вызовов о 
интенсивностью А . Средняя длительность оослуживання 
равна I . Требуется определить (точнее:получить статисти­
ческие оценки) вероятности (\ ( ¿ =0 ,1 , . . . , V ) того, что в 
момент поступления вызова занято £. линий,т.е. распреде­
ление числа занятых линий. Отметим, что' при этом полу­
чается и вероятность потерь Я"­р . . 
Для поставленной цехи несущественно, какие именно 
линии заняты, нужно лишь общее количество занятых линий, 
поэтому состояние модели можно описать посредством од­
ной переменной 3 , принимающей значение 0 , 1 , . . . , V ' . 
Динамическая информация в этой модели не требуется. 
Структурная • статистическая часть модели задаст­
ся следу щей Тм: 
ТН для схемы рис.12. 
Иденти­
фикатор Тип 
Границы Н а з н а ч е н и е от ДО 
V 
3 
0 
А 
3 
число линий V 
' интенсивность потока 
число занятых линий 
струк­
турная 
чаоть 
Я 
А 
А 0 V 
• счетчик поступивших> 
вызовов 
счетчики случаев по­
ступления вызова в 
состоянии с , где 
и ­ число занятых 
линий 
Статмо­
тичесная 
часть 
Динамическая часть модели в виде схемы действий при­
ведена на рис.12. 
Рис.12. Схема действий вервей модели 
Предполагается, что начальные значения переменных 
V/ , й 1_, V , 3 равны нулв, а значения Ь н ^ за­
даются в качестве исходных данных. После окончании ра­
боты модели значения переменных массива Я следует 
разделить на число поступивших вывовов, т . е . выполнить 
команду й ^ >//у/ . После етого значения Ч дав* 
требуемую информацию ­ оценки­ вероятностей ^ . 
11.2. Вторая модель 
Рассматривается та не СЫО, что в I I . I . , но требу­
емой оценить вероятности о А ( с ­ 1 , 2 , . . . . V ) того, что 
в момент поступления вызова занята * ­ ая ливня. Выбор 
& >нныаемой вызовом линия производится в порядке возрас­
тания номеров (упорядоченный поиск), т . е . занимается та 
не свободных линий, которая имеет намыевьяшй номер. 
В этой модели ухе не безразлично, какие именно ли­
нии заняты, поэтому для каждой линии вводится переменная, 
принимающая два значения 0 ­ свободно, I ­ занято. 
Появляется также потребность в динамической информация ­
­ вызов, находящийся на обслуживании, должен "запомнить" 
номер занимаемой линия, чтобы после обслуживания освобо­
дить именно эту линию. Активная часть динамической ин­
формации представлена переменной ? . 
К динамической части добавляются новые действия, сни­
занные о поиском свободной линия. Модель задается в виде 
ТУ и ежены действий на рис. 13. Посла окончания моделиро­
вания значения переменных Я­ следует разделять на ана­
ченне V . 
Т11 для схемы рис. 13. 
Иденти­
пи натор 
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(0 ­ свободно, 
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турная 
чаоть 
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А 1 V 
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тости (• ­ Ой линии 
, Статио­
> тичео­
кая 
. часть 
з- 1 
— номер занимаемой линии Динамичео­
кая часть 
Прииечание: массив 9 имеет тип А для удобства сбора 
12. ОСНОВЫ СТАТИСТИЧЕСКОГО МОДЕЛИРОВАНИЯ 
Математическая модель является средством описания 
работы СМО, но она не дает полного представления в ста­
тистическом моделировании. Во­первых, в модели не пре­
дусмотрено описание "начала" и "конца" моделирования, 
т . е . нет алгоритма для построения исходного состояния 
модели и алгоритма, обрабатывавшего собранную в ходе 
работы модели информации. Во­вторых, схема действий да­
ет алгоритм работы отдельного вызова, но не дает пред­
ставления о функционировании всей модели в целом ­ не 
х!ватает алгоритма выбора. Часть этих пробелов воспол­
няется при переходе от математической модели к програм­
ме моделирования; другая часть ­ применением универсаль­
ной программы моделирования, которая содержит в гото­
вом виде те элементы статистического моделирования, ко­
торые является общими для всех (или для многих) моде­
лей СМО. 
В настоящек разделе рассматривается основные прин­
ципы построения законченого алгоритма статистического 
моделирования СМО ­ программы моделирования. Будем пред­
полагать стационарность рассматриваемых моделей, т . е . 
независимость исследуемых характеристик СЦО от времени. 
Г 
12.1. Общая схема моделирования 
В целях получения более полной и надежной статисти­
ческой информации предлагается следуемая схема общего 
отроения алгоритма моделирования. Во­первых, в начале 
работы модели производится приведение в стационарный 
режим ­ отрезок работы модели без сбора информации. Во­
вторых, основное моделирование разделяется на равные по 
числу сделанных вызовов промежутки ­ серив. После каждой 
серии производится обработка и выдача результатов, в ко­
торых отражена работа подели за текуцуь и все предыдущие 
серии. Эта СХОШ на нанке Ач вираьается в виде следую­
щего блока: 
РМ. * 5 А ; к-Эв; \*/»<>1 \л/г.= 0 ; 
*МТ>1 « 5 В - , и»-о ; 1 
В записи блока применена следусщие объекты. 
Блоки: 
5А - начальник алгоритм структурной части; 
5В ­ начальный алгоритм статкотической части; 
М3> ­ алгоритм собственного моделирования; 
й2 ­ алгоритм обработки и выдачи результатов. 
Переменные (все типа А ) : 
У - число сделанных вызовов; 
У/1 - задаваемое для блока м ' требуемое число вы­
зова (при м/>\»М следует выход из м» ) ; 
41 - число сделанных серий; 
г - число вызовов для приведения в стационарный 
режим; 
гк - число вызовов в серии; 
требуемое число серий. 
Блох РМ является стандартным (универсальный) основ­
ным блоком для всех программ моделирования, Теперь с о с ­
тавление програж ч моделирования сводится к написание 
блоков 5А , 5 6 , МП, К 1 . 
12 .2 . Начальные алгоритмы 
Блокм 5А н 5 6 предназначены для построения на­
чального состояния структурной и статистической частей 
модели соответственно. В блоке ЗА, кроме засылки началь­
ных значен»* переменных структурной части 5 программирует­
ся все подготовитеяьиие действия, предшествущме модели­
рование. 
В блок 5 0 засылается начальные значения (как пра­
вило ­ нули) переменных статистической части. В (Г ) вид­
но, что блок 5 В работает дважды ­ до и после приведения 
в стационарный режим. Таким образом, приведение в ста­
ционарный рзжим достигается не отключением обора инфор­
мации (что трудно осуществимо)но стиранием накоплен­
ной информации). 
Б качестве примеров составим Злоки SA и ¿ 5 для 
моделей, рассмотренных в I I . I и 11,2. 
Для первой.модели: 
5А . 3 = 0 ; б"3. ^ 
Для второй модели: 
SA . Blt—V » 0 » 5B.R4— V­0 ; ( 3 ) 
Начальное значение переменной w задается в бло­
ка РМ , поэтому в блоке S6 это не делается. 
12.Э. Блок моделирования и алгоритм выбора 
Блок МР производит собственно моделирование ­ ими­
тацию работы GU0 в стационарном режиме. В МР объединены 
две части ­ алгоритм действий, который является отобра­
жением схемы действий, и алгоритм выбора, определяющий 
порядок активизации вызовов. 
В блоке MD ведется подсчет вызовов ­ изменение пере­
менной W . Выход из блока MD следует при достижении за­
данного числа вызовов W1 , т . е . при выполнении неравен­
ства w » w i . Не обязательно через W обозначать число 
всех сделанных вызовов ­ W означает количество тех вы­
зовов, но которым определяется длительность моделирования. 
Алгоритм выбора зависит от выбранного способа моде­
лирования. Имеются два основных способа ­ моделирование 
процессом и моделирование цепью. 
Моделирование процессом является более универсальным 
способом и не накладывает никаких ограничений на модели­
руемые случайные величины длительностей задержек. Алгоритм 
выбора при втом работает следующим образои. Имеется неко­
торая переменная Т , изображающая текущее время. Когда 
вызов приступает к действии типа "задержка", вычисляется 
время окопчания ^адерьки bjteti прибавления к Т очередной 
реализации случайной зедкчкны длительности задержки. Эти 
времена для всех вызовов, находящихся в состоянии задер­
жки, располагаются в неубывающей порядке и алгоритм вы­
оора на каждой вагу выб:­грает наименьшее из них. Выбран­, 
ное время становится текущий временем, а соответствующий 
вызов активизируется. 
Второй способ ­ моделирование цепью ­ применим лишь 
в том случае, если все длительности задержек имеют экспо­
ненциальную функцию распределения. 
где ГУ-) ­ вероятность длительности иеньше I , ­ пара­
метр, обрати а?, по величине средней"длительности задержки. 
В гтом случае верояткость окончания задераки в некоторый 
малый промежуток времени а£ равна л д 1 + o(дi) и не за­
ЕКСИТ от уже прешедшей длительности задержки. Кроне того, 
требуется чтобы все вызовы, находящиеся на одной клетке 
типа "задернка" схемы действий, имели одно и то же Л 
Пусть бхеаа действий имеет N клеток типа "задержка". Л, 
Л 4 . . . . , ­параметры этих задержек, а п,, , л 1 п.„ 
­ число вызовов на каждой из этих клеток. Тогда алгоритм 
выбора с вероятностью 
И Л« ^ 
выбирает I ­ ую клетку, а в ней ­ равновероятно один из 
п. { вызовов. Выоракный вызов активизируется. 
Второй способ моделирования в случае выполнения ука­
занных требований предпочтительнее ­ алгоритм моделирове 
ввя э этом случае проще, работает быстрее и требует ме1 
ше места для размещения информации со сравнению с алгорит­
мом моделирования процессом. 
Хроме действий по активизации вызовов,алгоритм вы­
бора управляет динамической информацией ­ переводит из 
активной части в пассивную и обратно, организует размеще­
ние информация в пассивной части. 
12.'». Ирин еры блоков моделирования 
Построим блски МО для медааеа, рассмотренных в 
11.1 и 11.2. Для первой модели предполагается моделиро­
вание цепью, для второй ­ моделирование процессом. 
­ Пусть 0> ­' иденти?«катор блока, реализующего 
построение случайной величины, равномерно распределен­
ной в интервале ( 0 , 1 ) , и одновременно обозначение пере­
менной, в которой эта величина получается. Тогда блок 
МБ имеет вид 
Ьдесь алгоритм действий занимает ­часть блока начи­
Построить алгоритм моделирования процессом для 
второй мидели значительно ссомнее. Здесь необходимо 
введение ряда новы/ массивов, которые перечислены в 
следупцей дополнительной ТЛ. 
со 
ная с метки I , остальная часть блока ­ алгоритм выбора, 
реализующий поступление вызова с вероятностью Д / А Н ) 
и окончание обслуживания с вероятностью 1у ' (Л*с) , где 
л , I ­ значения переменных Ь , 3 . 
идептн­) 
фикатор Тип Н а з н а ч е н и е 
Т 
и 
К 
5 
А 
А 
3 
текущее время 
время следующего вызова 
число обслуживаемых вызовов 
вспомогательная переменная 
А О 4 
V 
V 
А 
информации (хранение значений 3- ) 
очередная реализация промежутка 
между вызовами ­
очередная ре°лизация длительности 
обслуживания 
Кроне того, вводятся два блока с идентификаторами 
Е » f , реализующие построение значения случайных 
величин Е и г . Теперь блок ЙЙ киеет вид: 
MP. W > W 4 * ; U­=­ 5 0 3 * 4 - , ^ » M D 3 ; Э - i ; » 8 | 
1. T ­ U ; * E ; U *E ; * S; 
2. * F ; T+F ; К ­ 3 ; 
3 . К­ 1 ; T<­ 50K * ^ i S4k>5MC;MiK»M0Ki » A ; 
4 . S i K ­T; M 4 K - J ; •• 0 } ( 
5 . W*<­, R ­ i ­ V * Bit­. ; ¿ » 0 ; 
6 . J . t ) В О Э - 0 » ? ; 3 ¿ Y . 6 5 , O i 
7 . Ь О У ' i ; » 2 . •, 
8. B o j • O­, #o ; 
Здесь алгоритм действий начинается с метки 5, ос­
тальная часть блока ­ алгоритм выбора. Работа алгоритма 
выбора заключается в упорядочении времени окончания об­
служивании в массиве £ (параллельно с S перемещается 
значение переменных массива м ) и в сравнении наимень­
иего из а тих времен поступления следу ratero вызова. Для 
правильной работы алгоритма необходимо, чтобы перемен­
ная с КЕдексом С массива 5 имела значение, превышающее 
любое возможное значение времена окончания обслуживании. 
Практически, молао пользоваться, например, значением 1(г. 
В блоке 5А обходимо предусмотреть засылку на­
чальных значений для э , S и и для чего составляется 
дополнительный блок ЗА . 
5А. Э"0; S • I Л а ; U * О J , • 
12.5. Блок обработки результатов 
Блок й*. работает после окончания каждой серии мо­
делирования. Работа блока заключается з построении из 
значений статисгическей часта модели той информации, ко­
торая предусмотрена в качестве результатов моделирова­
ния. При »том следует учитывать, что при работе ЧИ мо­
делирование, в общем случае, лиаь приостановлена, но не 
окончено, поэтому изменение ататис*йчеокой части модели' 
1 2 . 6 . Универсальная программа моделирования 
В рассмотренных примерах можно проследить, что прог­
рамма моделирования заключает в себе две части, которые 
назовем конкретной частью н универсальной частью. 
Конкретная часть является описанием на алгоритми­
ческом языке свойств моделируемой CU0. К конкретной части 
относятся блоки SA , SB , Rl в часть блока MP, а имен­
но ­ алгоритм действий. 
Универсальная часть описывает провесе статистическо­
го моделирования вообще, вне зависимости от моделируемой 
СмО. К универсальной части относится блок РМ и часть бло­
ка MD ­ алгоритм выбора. 
Универсальную часть можно формализовать до такой с т е ­
пени, что она полностью освобождается от объектов, связан­
ных с конкретными моделями ( в наших примерах это не сдела­
не допускается (напр. , выполнение для модели из 11.1 
команды й и У ^ ; в блоке Яг была бы ошибкой). Блок 
Й2. выполняет также вывод (печать) результатов модели­
рования. 
В качестве примеров напишем блоки йй для рассма­
триваемых нами моделей из 11,1 и 11.2. В обоих случаях 
необходимо введение нового массива Р для результатов 
(тип А , индексы от б до V. для первой модели н от 1 
до V для второй ыодели). 
Для первой модели: 
3 2 . У ­ й * ­ . / * } » ° « ­ Р " V', ( 7 ) 
Для второй модели: 
Я 2 . У­1?1*­./У; « о » Р 4 1 ­ У ; ( 8 ) 
Теперь построение программ моделирования для наших 
примеров, в основном, закончено. Программа для первой мо­
душ получается соединением в одну программу блоков ( I ) , 
( 2 ) , (ч) и ( 7 ) ; для второй модели ­ ( I ) , ( 3 ) , ( ,5), ( б ) н 
( 8 ) . Для окончания программ остается добавить для пер­
вой модели блок б­ ( для второй ­ блок £ и г " . 
но до конца). В итоге получается универсальная программа 
моделирования (УГШ), которую можно использовать как го ­
товую универсальную часть любой программы нсделирования. 
Кроме блока РМ и алгоритма выборов УШ включает­
ся ряд стандартных программ для операций, обычно приме­
няемых в программах моделирования ­ получение случайных 
величин с различными функциями распределения, статисти­
ческая обработка результатов по сериям и др. 
В УГШ предусмотрены также средства для реализации 
отсутствующих в рассмотренных примерах действий типа 
"ожидание", "активизация" и "генерация". 
Пример блока ( 5 ) показывает, что универсальная часть 
(алгоритм выбора) занижает больше половины блока собствен 
но моделирования, причем эту часть программировать значи­
тельно сложнее, чем конкретную часть блока, которую мод­
но просто "списывать" со схемы действий. Применение УГШ 
по3воляет свести программу моделирования к ее конкретной 
части, которая в большинстве случаев составляет меньше 
половины всей программы. 
УП1! облегчает труд программиста не только количес­
твенно, но и качественно. УПК вместе с алгоритмическим 
языком и транслятором с него дает средство формального 
описания моделей СйО и аппарат реализаций этого описания 
на ЭВМ. Если сост.. лена математическая модель СИО, то при 
наличии УШ разработка программы моделирования превраща­
ется в техническую работу. 
13. ЗАКЛЮЧЕНИЕ 
Рассмотренная в настоящей работе система понятий 
позволяет 1гроизвести постепенную формализацию описания 
СиО ­ от реальной С110 до програмиы моделирования. Послед­
няя ступень этой формализации ­ составление программы мо­
делирования ­ рассмотрено лишь для простейших примеров . 
СИО. Практическое программирование задач статистического 
моделирования С!!0 с применением специального математичес­
кого обеспечения ­ языка моделирования АчЦ ­ рассмотрено 
в [9] . Язык Ачу. является расвирениеи языка Ач и имеет 
встроенную универсальную програиму моделирования РИ­б. 
Систему понятий можно использовать независимо от ма­
тематического обеспечения как простое, наглядное и доста­
точно полное средство описания и моделирования CU0. 
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ЯЗЫК СТАТИСТИЧЕСКОГО МОДЕЛИРОВАНИЯ АчМ 
Седел Я.Я. 
( В Ц ЛГУ им.П.Стучки) 
I . ВВЕДЕНИЕ 
В настоящей работе' рассматривается рас вире ние языка 
А4 [ I ] ­ язык'АЧН для составления программ статистичес­
кого моделирования сиотем массового обслужлтния (СМО). 
Язык АчМ основывается на системе понятий, изложенной в 
[2] и является ее логическим заверпением. АчМ дает сред­
ства для построения высиеи ступени формализации описания 
СМ0 ­ программы моделирования. Язык АчМ имеет встроенную 
( т . е . содержащуюся в математическом обеспечении ЭВМ) уни­
версальную программу моделирования, упомянутую в [ 2 ] . 
Язык АчМ предназначается для ваписи конкретной части 
программы моделирования, а универсальная часть добавля­
ется автоматически. 
­ По сравнению с другими известными языками моделирова­
ния (Симула, Симекрипт,б955 ) дчМ ниеет простое и нагляд­
ное строение, дает предельно короткие н рациональные прог­
раммы. Математическое обеспечение для А4М реализовано в 
ВЦ ЛГУ им.П.Стучг• на ЭВМ БЗСИ­ч. 
В настоящей работе используются термины и обозначе­
ния, введенные в [ I ] и [21 . В частности, формальные 
объекты языка АчМ выделяются из текста посредством фигур­
ных скобок. 
2. СТРОЕНИЕ ПРОГРАММЫ 
Язык АчМ формально отличается от А'* лишь теи, что 
имеет расширенный набор встроенных, подпрограмм. (ЗП). Обо­
значения ЗП языка А1Ы строится аз оукв а цифр, причем 
обозначения специфических для АчМ АП начинаются буквой. 
Прогрзиыа на яэыне АчМ представляет собой конкретную 
часть программы моделирования и называется исходной прог­
раммой. В ходе трансляции конкретная программа дополняет­
ся универсальном частью и становится рабочей программой. 
Рабочая программа имеет четырехступенчатое строение. 
Первая ступень, в которую входит основной блок исходной 
программы, вызывает моделирование обращением к ВП ­ РМ . 
Вторая ступень ( в универсальной части) реализует общую с х е ­
му моделирования, обращаясь к блокам третьей ступени ( в 
конкретной части), в которых запраграмыир< зана собственно 
модель. Четвертув ступень составляет набор ВП ­ подпрог­
раммы моделирования ­ пооледством которых третья ступень 
обращается к универсальной­ части, для выполнения специфи­
ческих элементов моделирования. 
2.1. Обращение к РМ. 
Основной блох исходной программы вызывает работу мо­
дели путем (прямого или косвенного) обращения к ВП ­ Р М . 
При выполнении этого обращения управление передается управ­
ляющему блоку универсальное части, который реализует об­
щую схему моделирования по алгоритму, описанному в [2 ] . 
Обращение имеет вид { * Р м * л ; } , где [ т . ] и {»­] нуме­
ралы, означающие: т ­ число переменных динамической ин­
формации на один вызов; п. ­ число, очередей, предусмотрен­
ных в модели. Если или п. равны кулю, их можно опускать: 
например, { * ­РМ*3; ] означает т . . 4 , « . . о ( а [*­Рм») ]_ 
т .п .«о . Программа монет содержать несколько обращений 
к ВП ­ РМ , но обязательно с одинаковыми ш. , п­ . Ва о с ­
новании значений т , п. транслятор формирует универсаль­
ную часть программы: обработка дкпампческоЛ информации 
включается при г\1й 1 а работа о очередями ­ при л * с , 
2.2. Стандартные олови 
Основу модели соствлявт блоки исходной программы, на­
зываемые стандартными блоками. Они имеют следувдие иденти­
фикаторы и назначение: 5А ­ построение цачального состоя­
Имя тип Назначение Автоматическое значение 
6. А Обмен У ­> К 
0.1 А Число серий 5 
. аа А • Длина серии 2000 
0­3 А Длина предварительной 
ач 
серии 200 
А Параметр потока Т X 
а* А Среднее время задержки I 
& А Обмен ­К У -
-
ния модели; 5В ­ задание начальных значения для стати^.. 
ческой информация; МБ _ собственно моделирование (схема 
действий); йй ­ обработка и вывод результатов; иг ­
управление потоком и сбор информации. 
Назначение блоков 5Л , 56 , й2 полностью­ соот­
ветствует описанкп [2] . Блок МО представляет собой за­
пись схемы действий, где специфические для моделирования 
действия (источник, задерхка, генерация, ожидание, акти­
визация) заменены обращениями к соответствующим ВП. Опи­
сание блока ЫР будет дано в 5.1. К стандартным блокам 
обращается управлящий блок универсальной части. Исходная 
программа может содержать и другие блоки, введенные прог­
раммистом, к которым обращается стандартные блоки. 
3 . ВСТРОЕННЫЕ ПЬРЕЫЕННУЕ 
Язык АчЦ имеет четыре массива встроенных переменных 
для обмена информацией между конкретной и универсальной 
частью. Пассивы встроенных переменных в. , V»/ , Т , АО 
определяется автоматически, их определение в программе 
недопустимо. Перечень встроенных переменных приведен в 
таблице I , где обозначено: к ­ конкретная часть, У ­ уни 
версальная часть. 
Таблица I . Встроенные переменные 
V/ А Счетчик вызовов 
А Значение V для конца серии 
• А Счетчик серий 
т А Текущее вреия * Т1 А длительность эксперимента. * тя. А Начало эксперимента 
а: 1 Число непроверенных вызовов 
в очереди 
Указанные автомагические значения (предназначенные для от­
ладки) засылается при трансляции, их можно менять путем 
ввода исходных данных,а также в ходе работы программы.Звез­
дочка означает,что значением переменной управляет универ­
сальная част. Переменная V получает начальное значение о 
в универсальной части, но дальнейшее изменение программи­
руется в конкретной части. Значение V* указывает то .зна­
чение ^ , при достижении которого следует конец серии. 
Уожво вызвать "искусственное" окончание серии, например, 
с помощьв команды {У/»У/4} . 
В Т?­ хранится значение текущего времени т в мо­
мент окончания предварительной серии. Значение т< по фор­
муле подсчитывается в конце каждой серии, по­
этому пользоваться правильным значением Т4 можно только 
в блоке КЗ­ . 
Встроенные переменные размещаются перед остальными 
переменными в порядке,указанном в таблице I . 
ч. ДИНАШЧЕСКИЕ ПЕРЕМЕННЫЕ 
Первые п. переменных, определенные в исходной прог­
рамме, где число п задается при обращении к ВП ­ РМ 
( с м . 2 . 1 . ) , составляет активную часть динамической инфор­
мации и называется динамическими переменными. Диваммчес­
кие переменные могут иметь любые обозначения и типы, но 
команды их опредедення обязательно пишутся перед другими 
командами определения г следовательно динамические пере­
менные располагаетоя непосредственно после встроенных пе­
ременных. Значения динамических переменных автоматически 
сопряаены с действущими вызовами ­ при наступлении пас­
сивного действия эти значения передаются на хранение н 
возвращаются, когда вызов вновь активизируется. 
5. ПОДПРОГРАММЫ МОДЕЛИРОВАНИЯ 
Язык АчН имеет следу щи! набор ВО для реализации ос­
новных элементов моделирования ( табл .2 ) . Список информации 
ВП моделирования либо пуст, либо имеет длину I . 
Таблица 2. ВП моделирования 
чение Назначение 
Источник 
Задержка 
Генерация 
Равномерные случайные числа 
Установка начала 
Изменение 
Экспоненциальные 
случайные 
числа 
Ожидание 
Активизация 
Разгрузка 
Случай 
ных 
чисел 
СПИСОК 
информации 
Метка нового вы­
зова 
Номер очереди 
5.1. Источник 
В АчЦ возможно образование в модели одного 
источника посредством обращения { * М * > } . Если в модели 
требуется'песколько источников, то они, кроме одного, 
программируется в виде комбинации генерация­задержка. С 
источником, который образован с помощьс ЗП ­ М связана 
работа олока исходной программы. Обращение к про­
исходит перед каг.дкн поступлением вызова из источника. 
Если требуется не экспоненциальное распределение проме­
жутков между вызовами, то в "Г заоылается в М реализа­
ция очередного промежутка. Когда в значение аб не 
изменяется, реализуется автоматический пуасооновский по­
ток с параметром, ревним значению а­Ч .. Блок № можно 
попользовать в случае простейшего потока для сбора ста­
тистической информации о состоянии системы. Наличие в 
программе блока * г , а также источника, образуемого 
посредотвом ВО ­ м , не обязательно. 
5.2. Задержка 
. Задержка программируется в виде обращения . 
Длительность задержки задается в аб , Если <»ь "не тро­
нуто", то реализуется экспоненикальло­распределенная дли­
тельность задержки, среднее значение которой разно эначе­
ш ^ , 
Значение во всех случаях его использования име­
ет "одноразовое" действие ­ при работе ВП, использущих 
а* , его значение переходит а "нетронутое". 
Пример. Операторы [0-Ь*Х; * Н* ;} реализует 
задержку с постоянной длительностьп­ разной Я­ , а опера­
торы { « 2. •, N4» ] | » экспоненциально распределен­
нув длительность со средним значением 2, . ч 
­ ег ­
5.3. Генерация 
Для генерации используется all­ Р . Обращение имеет 
вид { * Р * т ­ ; } , где [»«•} ­ нумерал, указывающий цет­
ку, по которой передается управление дли действий ьового 
вызова. Действия "старого" вызова продол­аются на следую­
щем за оОращекием сьзраторе. 
Пример. Требуется образовать в модели дополнитель­
ный источник, дащий поток с постоянными проиеауткамн 
длины 1/2. Решение: { *ШЩ; ~9*1>\ 
5.4. Случайные числа 
В АчЦ имеется набор ЗП для получения равномерно и 
экспоненциально распределенных чисел. Три серии равномер­
но распределенных в интервале DU] случайных чисел, дают 
ВП­ F и ВО­ N соответственно. Каждое обращение перево­
дит соответствующую серию на следующее значение а выдает 
это значение в S . Аналогично ВП­ с , ЗП­ £­1 и ВП­Ex. 
дают (такие в О. ) три серии экспоненциально распределен­
ных случайных чисел со средний значением 1 . для выработ­
ки экспоненциальных случайных чисел используются в качестве 
исходного материала соответствующие серии.равномерных чи­
сел: экспоненциальное случайное число «. образуется от 
соответствующего равномерного числа f по формуле e « ­6 i/\ 
Имеется вспомогательные ВП для управления сериями рав­
номерных случайных чисел, а именно: ГЬ - установка исход­
ных значений всех серий; ГЦ ­ циклическая перестановка се­
рий; fS - переключение всех серий на "обратные" (замена f 
на 1­/ ) . Обращение к ВП­ f3 перед началом молнирования 
происходит автоматически из универсальной части. Использо­
вание ВП­ f » а зп_ FS будет рассмотрено в б.З. 
Автоматическое экспоненциальное распределение для ис­
точника реализуется посредством ЗП­ г. i . а для задержки.­
посредством ВП­Е*­ . 3 конкретней части рекомендуется ili 
зоватъся в основном "нулевой" серией, т . е . ВП­ Р И ВП­Е. 
Пример. Требуется построить случайное число X ( при­
нимающее значения •, ' ° равновероятно, т . е . каж­
В моделях, имеющих действие типа "ожидание", вводят­
ся совокупности ожидающих вызовов, называемые очередями. 
Число очередей л задается в обращении к ВП­РМ(сн.2.1). 
Очереди нумеруется числами 1,х,...1п . Очередь имеет ли­
нейное строение. Поступиваий на ожидание вызов либо ста­
новится в конце очаради (становление по­порядку), либо за­
нимает равновероятно любое место в ней (случайное станов­
ление). Просмотр очереди при активизации ожидающих вызовов 
всегда производится с начала. 
Обращение к ВП­ Р. для становления в очередь имеет 
вид [*!?»<.} , где [1} ­ нумерал или имя типа 3 , ука­
зцвапщий номер очереди. Номер очереди можно опускать, если 
предыдущее (по порядку выполнения) действие типа "ожидание" 
иди " активизация" производилась над той же очередью, а 
также в случае п­ 4 . 
Порядок становления в очередь определяет значение вн­
если это значение равно 4 , то реализуется случайное ста­
новление, в остальных случаях (в частности ­ при "нетрону­
том" &б ) _ становление по порядку. 
Пример. Случайное становление в'четвертую очередь реа­
лизуется в виде [ * б =(­, * й * Ч ; \ 
Действия типа "активизация" строятся из следующих 
трех элементов: ос ­ просмотр очереди, / ­ исключение из 
очереди, ? ­ закрытие просмотра. 
Имеются два состояния просмотра очереди ­ открытое и 
закрытое. В начале моделирования состояние автоматически 
5.5. Ожидание 
5.6. Активизация 
закрытое. Действие «с , выполненное при закрытой состоянии, 
переводит состояние в открытое и ставит "указатель просмот­
ра" на первый вызов очереди. При открытом состоянии дейст­
вие вс переводит "указатель" на следующий вызов очереди. 
Открытие просмотра сопровождается передачей на хранение 
динамической информации "просматривавшего " вызова, кото­
рая возвращается после закрытия просмотра. Во время про­
смотра динамические переменные принимает информации того 
вызова, на которой стоит "указатель". В 9-Э при действии 
выдается число еще не просмотренных вызовов очереди 
(включая просматриваемый). Если таких вызовов нет (оче­
редь исчерпана), го состояние просмотра автоматически пе­
реходит в закрытое,и в 9­3 засылается нуль. 
Действие р выпускает из очереди и активизирует тот 
вызов, на котором стоит "указатель просмотра". Выполнение 
/ при закрытом состоянии просмотра не допускается. 
Действие <г переводит просмотр в закрытое состояние. 
Закрытие просмотра посредством t допускается только не­
посредственно после действия / . 
Для выполнения рассмотренных действий имеется группа 
ВП, реализующих различные их комбинации согласно табд.З. 
Таблица 3. ВП активизации 
ВЦ действия 
5 
3« 
5г р 
53 «•р 
$" 
56 
3 случаях ВЦ­ 5 , и ВП­ 33 . если деист вне исчер­
пывает очередь ( т . е . очередь пуста), то следующие дейст­
вия не производятся. 
Номер очереди при оор=щеьаи к ЗП активизации указывает 
оя по тем же правилам, что для ВП­ Я ( ом .5 .5 ) . 
Пример. Требуется активизировать последний вызов 
3 ­ой очереди (если такой имеется),т.е. реализовать 
принцип "последний пришел ­ первым обслуживается". Реше­
ние: ( 1. * 5 < # 3 ; 0•Э>^*^i Ю *94Ц я..} . 
5.7. Разгрузка 
Действие "разгрузка" предназначено для контроля пра­
вильности работы программы. При обращении вида ( * Т * ; } 
выключается источник и модель работает до тех пор, пока 
число задержанных вызовов не станет равным нули. После 
этого в правильно составленной модели все элементы струк­
турной части должны быть в состоянии "свободно". Примене­
ние разгрузки в моделях о источниками, построенными на ос­
новании генераций, не допустимо. . 
Пример применения разгразки рассмотрен в 8,.ч. 
б. РЕАЛИЗАЦИЯ НАБХМ­ч 
Транслятор с языка А4Ц на БЭСМ­4 объединен с трансля­
тором АчТ1, поэтому комплектация, запуск и трансляция Ачм"­
программ ничем не отличается от тех же действий для Ач­
програмы. Признак по которому транслятор отличает Ш к -
программу от Ач­программы ­ наличие в программе обраще­
ния к ВП­ РМ , 
Транслятор содержит универсальную программу моделиро­
вания РМ 6 , из которой строится универсальная часть ра­
бочей программы РМ б производит моделирование на основе 
процесса с реальными временами. РМб содержит следующие 
части, которые при надобности автоматически включается в 
программу ( табл .ч ) . 
Таблица ч. Части РМ6 . 
ос оз ка­
чение Назначение Гомер 
Ус.­сь;:е вклочения в ггрог­тасцу 
РМ Управлявшая часть 1715 Обращение а ВП­ ?п 
М Процесс моделирования 0150 Обрашение к ВП­ РМ 
Е Экспоненциальные') случай­ 0050 06ращение к ВП­ РМ 
Р . резноиерные ] Шелл 0060 06ращение к ВП­ РМ 
Р Генерация 0170 06ращение к ВП­ р 
1 — Обработ:<а динамической 
информации 01'0 т. *о 
Работа с очередями 0200 п, 4-0 
Номера частей печатается в таблице блоков (ТБ), по кото­
рой мохг.о контролировать строение рабочей программы. 
Максимальное число вызовов, одновременно имеющихся в 
модели, ограничивается числом Г црдо 
Превышение этого предела (переполнение модели).вызывает 
останов в 77ч1. Печатать информацио рекомендуется только 
в блоке Й1 . 3 целях отладки допускается печать из блока 
МИ в начальной стадии моделирования или в моделях с не­
большим числом вызовов в системе. Печать из МР при нали­
чии большого количества вызовов в системе (порядка * 100) 
иоает привести к неверной работе модели. 
Использование ЗП случайных чисел допускается в прог­
раммах, не имещих обращения к ВП­ РМ . В этом случае 
встроенных переменных нет, а результат выдается в первой 
из определяемых программой переменных. Перед началом ра­
ооти обязательно обращение к ЗП­ . 
7. ПРИМЕР ПРОГРАММЫ 
Рассмотрим составление программы моделировании на 
языке АчМ для неполнодоступной схемы (ТВ) с ожиданием. 
Постановка задачи почти г.олностью соьпадает с принеро»:, 
рассмотренным в [3 ] . 
7.1. Постановка задачи 
Рассматривается НС с параметрами <^  (число групп), *" 
(число линии) и £ (доступность). На КС поступает .простей­
ший поток'вызовов с параметром А , Поступившие вызов вы­
бирает равновероятно одну из % групп и ищет в порядке 
слева иа право первую свободную доступную лини с Если ли­
ния найдена, то она занимается вызовом на время обслужива­
ния средней длительностью к с экспоненциальным распределением. 
Если все доступные линии замяты, то вызов становится на 
ожидание, сохраняя выбранный номер группы. Выход из очере­
ди при освобождении линии предполагается в двух вариантах: 
а) в порядке поступления, б) случайно. 
Требуется определить следующие характеристики:вероят­
ность становления на ожидание р , среднею длину очереди 
г , среднее число занятых линий г , распределение числа 
занятых линий, т . е . вероятность /*-,, { и * «,*.,.., того, что 
занято ровно I ланий. 
7.2. Функциональная модель 
В первую очередь составляется функциональная модель в 
виде схемы действий (рис.1 ) . 
Л 
1 
ПОИМ ЛИНИИ 
1 
ЛИНЫ» 1«Ч«.1К«, 
1 г 
ДАНАМИ* 
линии 
ЛИНИИ 
1 
Рис.Г.Суккционагььая модель НС с одндаякеи 
7.3. Структурная часть 
Составление математической цодели начинается построе­
нием структурной части в виде таблицы массивов ( Т й ) . 
Исходные данные состоят на нагрузки Л (вводится пря­
мо в б ч , вариант очереди 2 ( 0 ­ в порядке поступления, 
4 ­ случайно) х записи строения НС в виде массива 5 из 
3 » ¿ 0 чисел. Первые три числа в 5 представляет собой па­
раметры 9, "Л следусщне ­ номера линий по точкам контакт­
ного поля. Напр. НС, изображенная на рис.2 записывается в 
виде ( Э : ч , б , з , V, з. *,ч,ь, 1,3,6, V , * " ­ , } . 
Динамическая информация занимает одну переменную и ука­
зывает номер группы (для ожидаацих) иди номер линии ( для 
обслуживающихся), занятой вызовом. Для удобства программи­
рования поиска линии вместо номера группы ^ используется 
число­<)*<*• указывающее начало группы в записи НС. Состоя­
ние ВС записывается в массиве А , где каждой линии отво­
дится одна переменная (в ­ свободно, \ ­ занято). Назначе­
ние остальных массивов определено в Тм ( табл .5 ) . 
Рис.2. пример НС. 
Таблица 5. Таблица массивов 
иден­
тифи­
катор 
Границу 
Т 
Тмп от до 
Назначение Замечания 
' Ъ 
5 
£ 
А 
и 
и 
А 
3 
3 
з 
3 
А 
вариант очереди 
запись НС 
номер группы или линии 
состояние НС 
число заня­цх ЛИНИЙ 
длина очереди 
Исходные 
данные 
Динамическая 
перемеиная 
Структурная 
часть 
модели 
1 •г —Я 5 
р А 0 У<"3 сбор информации дляЛ Статистическая 
р, А ' 0 у.Э массив результатов ) информация 
м 3 ­ ( .РЛ .«­ .А;) . ­ ­V • з ] 
1)М 1 - л 
• ­|г7,. 
6 
А 
А Вспомогатель­ные 
к ? Н ; ­ ­ номер найденной динии переменные 
3 з' - -
У 3 ~~~ * 
7.ч. Программа 
На основе охеиы действий (рио.1) и ТЫ (табл.5) будем 
пиоать программу моделирования, пропуская составление "охе­
иы действий для математической модели. 
Предположим, что программы ВО не превышает пределы 
ущ50 , а<*< « 400 . Теперь можем напноать необходимые опре­
деления] ^ I Э'­ £ , 3 ы 4 0 1 , А1 10 ; !Л: Р«УЗ ( к _ 5\>,\ . 
Остальные массивы определяется автоматически. Назовем нашу 
программу НР6 и напишем основной блок: [ /чРб.*Рм* 4 , 4 ; ^ • 
Далее пишутся блоки 6А и 5 8 , 3 ЭА образуется значения 
вспомогательных переменных и строится исходное состояние 
структурной чаоти: (5А . М • «4 О } ИМ »51 ­ 4 •, Р О А < 5 1 ) ; 
6 О Ш 1 А 4 ­ 5 4 . 0 ; 1-9\ и ­ 0 ; ) , в до числится массив Р 
(59. Р . ­М ­ 0 ; ) Блок ИР будем использовать для сбора инфор­
мации о длине очереди и числе занятых линии [ н?. Р4 *и ; 
Р З 1 ­ * * ) } . Теперь приступим в разработке блока Мм . 
Оформим в виде отдельного блока м поиск линии в заданной 
группе. Блок М выдает в к номер первой свободной ливня 
или нуль, если свободных линий в группе нет: 
{ М 3 •Рм 1 5 » £ , > ; к ­ з з з > А О К ­ О # П к « о ; } . • 
Далее буден писать по частям блок МЗ : 
а) Источник я подсчет вызовов: ( МБ. * м * ; V/» 1;} 
б) Зыбор группы: { * £ . * ; Е « А " Э ( * » Ч * * « ) * > ) • ; ) 
в) Поиск линии н проверка ее наличия: ( * М ; к>*>*4;} 
г ) Становление в очередь ( с подсчетом вызовов), одидание 
ч хыход из очереди: [ ¥ » Ч { 0 ; * 1 ; а­ь­ж; к й * ; и ­ * ­ , ) 
д) Закяие ливэя, обслуживание и освобоадение линии: 
[ < . Е « К ; А О Е ­ 4 ; I*'. \ * Ы* ; А0С­О ­, L-^ , ] 
е) Проверка очереди: [X.* ; а­Э­о») *М} к»о » г . » 5 « * ; ) 
Наглядное изображение алгоритма проверки очереди показано 
на рис.3. 
/Оперев. ^ 
Локс« линии 
~ — г 
1 
р«Эи и 
Рис.3. Схеиа проверки очереди 
Случая "нет линии" означеет. что освободившаяся линия не 
доступна группе, в которой ожидает просматриваемый вызов. 
Заключает программу блок 8 2 . Работа блока заключается в 
построении и печати массива результатов В . Все элемен­
ты .9 , за ксклочекисм К*­ , образуются из соответствую­
внх Р делением на число вызовов . Значение К2­ ­ сред 
нее число занятих ЛИНИЙ 2. ­ подсчитывает с я но формуле 
К р о м е й . в ° 1 печатается значения V/ и ' " 1Т4 |Й1 Й­
Р^/..', 3­t . i l ; «2. ^ЙЗЗОАСЗ);; «О» '*/,Т­ 1 ( , ЯЗ_М ^у, 1 . 
Теперь программа окончена. Для контрольного заиуска ее 
составляется набор исходил данных, например, запись НС 
.'.з 7,3 г [Звч; й> г..о] , т . е . Л-ч , нариант 0 . Лис­
тинг программы с исходными данными приведен в приложении I . 
8 . КОНТРОЛЬ ПРАВИЛЬНОСТИ 
Когда ­программа составлена и отлажена до такой степени, 
что она работает к дает результаты, необходимо убедиться в 
правильности результатов. В настоящем разделе рассматрива­
ется некоторые способы контроля программ, моделирования на 
примере программы предыдущего раздела. 
8.1. Сравнение с точными данными 
Моделирование всегда дает приближенные значения харак­
теристик модели, причем моделируются, как правило, системы, 
для которых получить точные результаты трудно или невозмож­
но. Однако часто путем изменения исходных данных можно по­
строить такой частный случай модели, который имеет способ 
получения точных характеристик. 
В нашем примере можно,воспользоваться тем, что полно­
доступная схема (ПС) являетоя частным случаем НС, а ПС с 
ожиданием имеет точные формулы для вероятнооти ожидания р 
и средней длины очереди л. , а именно: 
1К
л г ? 5 
( V ­ число линия, >. ­ параметр потока). 
Возмем пример -г-г , Л»'** . Исходные данные для 
программы имеют вид (ал\%\ * : 0 ) 5 •. * ,з, а, 4, л, з , | ­
Моделирование (5 автоматических серий по 2000 вызовов) да­
ет р • 0,441; п.в,91ч , а точный расчет по формулам р»в.(ч}; 
о,и) . Сравнение показывает, что программа моделиро­
вания, по крайней мере для р , дает достоверный результат. 
Недостаток иетода заключается в том, что программа ­ . 
проверяется на упрощенном примере и проверка может оказать­
ск неполной. 3 нашей примере не проверяется ветвь, соот­
в е т с т Е у в с а я случае "кет линии" (рис. з ) и ошибка, на­
пример, { к = о * ; } внесто (к­о**,­, } в предпоследней ко­
манде блока ИВ не обнаружилась бы. 
Кодификацией метода модно считать использование соот­
ношенки, зытехавших из теоретических сообракений. В нашей 
недели такое соотношение = ­ Л , следующее из того, что 
вся поступающая нагрузка обслуживается. Запуск примера, 
показанного в прилоЕскии I , дает г > Э , М?б , что'близко 
к заданной А * и ' •, 
8.2. Уетод перегрузки 
Если в иодели киеется возможность менять поступав­
шую нагрузку Л , то представляет интерес моделирова­
ние при придельно больших Л . Обычно значения характе­
ристик системы при больших Л легко определяются тео­
ретически. 
3 канем примере значение Л ограничено соотноше­
нием А * V (при Л * V модель не стационарна) . Если 
положить Л ' » ' , то теоретически длина очереди беско­
Вечке ьозрастает, но это происходит очень медленно и прак­
т и ч е с к и модель находится в почти равновесном состоянии. 
Следует оиидать, что при Л = V характеристики системы 
близки к р ­1 , 2 . . 1Г , /ч.„ *л,=­­•=/*«,.,­о ( а значение *» с 
течением времени медленно возрастает. Запуск примера с 
данными ( 5.4: & ; г.: 0;} к НС из рис. 2 дает следующие ре­
зультаты: з = о,9/«ч; г­.^зезУ; п,*ЦЩ »о,о5; *%Щ н.*е> 
( п о сериям), что свидетельствует о правильности программы. 
. В случаях систем с потерями метод перегрузки осущест­
вляете;; заданием очень больших значений Л, (напр. Л Н 0 , в ) . 
8.3. Изменение случайных чисел . 
Рассмотренные вше методы к о н т р о л я заключаются в срав­
нении результатов иоделироьания с предполагаемыми. Такое 
сгеукзние имеет субъективкцй характер ­ моделирование 
всегда дает приближенные результаты, которые более или 
менее отличается от точных. Даже значительные расхождения 
не всегда вызывается ошибками в программе ­ некоторые мо­
дели имеет большой разброс (дисперсию) результатов,и от­
клонения иогут быть чисто случайными. Для отделения систе­
матических ошибок от случайных применяется метод изменения 
источников случайных чисел. Если модель­при всевозможных 
изменениях случайных чисел дает отклонение в одну оторопу, 
то следует искать ошибку в программе (систематическая ошиб­
ка) , в противном случае отклонения имеот случайный харак­
тер. 
Для изменения случайных чисел язык АЗЫ имеет ВП­ fk и 
ВП­ FS . Первая из них дает циклическую перестановку трех 
источников (серий) равномерных случайных чисел, а вторая 
делает обращение всех серий ­ вместо напр., серия /, , Л . ­
выдается 4 ­ / , , *'к>•­• . Каждое обращение к ВЙ­ f4 ­или 
ВП­ Г5 сопровождается автоматической установкой начала 
всех серий. Веете можно построить б вариантов источников 
случайных чисел. 
Запрограммируем в нашем примере моделирование во всех 
вести вариантах. Для этого основной блок программы заменяет­
ся на следувтжЯ: [NPW.AJH.JjM­Ui'WH.ij^FiW;; # F 4 * ; j , где 
A3 , В J ­ вспомогательные переменные. Запуск программы 
hps 3 на примере из 8 . 1 . дает следующие результаты ( т а б ­
лица б ) , что свидетельствует о случайном характере откхо­
нений: Таблица б. Результаты моделирования 
р а ж 
I U, И'Ш U, УВ411 
2 0 ,4501 0 ,9006 2.0218 
3 0 ,4703 1 ,0035 2 .0450 
4 0 ,4241 0,9467 1 ,9656 
5 0 ,4302 0,8731 1 , 9 6 0 2 
6 0 .4475 I . 0 4 I 7 2 .0063 
точные 0,44444 0,38889 2 ,0000 
­ 9ч ­
8.4. Применение разгрузки 
Язык АчЦ имеет средство, контролирупщее программу не 
по результатам,а непосредственно. Ьто действие разгрузки, 
реализуемое посредством ВП­Т. Разгрузка "очищает" систему 
от вызовов и для правильной программы в результате полу­
чается первоначальное полностью свободное состояние струк­
турной части. 
В реализации на БЭСМ­ч разгрузку можно делать только 
в самой конце моделирования, ибо после разгрузки модель 
работать уже не может. После разгрузка ставится печать 
структурной части модели. 
В нашем примере разгрузку можно добавить в конуе прог­
раммы в виде дополнительного блока, одноименного с основ­
ным блоком: [ НР* . * Т « •, мО» А1и.5*, и , и ; } . Если прог­
рамма правильна, то все печатаемые числа равны нулю. 
9. ЗАКЛЮЧЕНИЕ 
Сравнение рассмотренного в7 . примера программы с прог­
раммой той же задачи на языке АЗ [3] показывает, что язык 
АчИ дает программу значительно меньшего объема, более на­
глядную и совершенную. С другой стороны, язык А4М (а также 
А4) в некоторых деталях уступает рассмотренной в [ 3 ] сис­
теме программирования: в АчИ нет средств динамического рас­
пределения памяти, нет автоматического вычисления довери­
тельных интервалов и автоматической печати результатов мо­
делирования на АЦПУ, не предусмотрено моделирование цепьв. 
Эти и другие недостатки предполагается устранить в ходе 
дальнейшего совершенствования языков Ач, Ачн и системы ма­
тематического обеспечения. В перспективе намечается созда­
ние на основе принципов Ач • АЧИ языка программирования 
высокого уровня, по возможностям не уступающего другим язы­
кам подобного назначения, но имеющего более простое и наг­
лядное строение. 
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СТАТИСТМЧЕСКЕ МОДЕЛИРОВАНИЕ EHOTOKACÜAlHÜi 
СХЕМ 
Ионин Г Л . 
(ЭД ЛГУ им.П.Стучки) 
Многокаскадные (многозвенные) схемы имеет широ­
кое применение з координатных автоматических телефонных 
станциях (АТСК), в квазиэлектронных и электронных АТС 
[ 1 , 2 , 3 ] . Определение вероятностных характеристик много­
каскадных схем при проектировании АТС, особенно с учетом 
работы регистров, маркеров, цифровых комплектов и других 
устройств . проводится на основе статистического модели­
рования [ч * 13] . Составление к отладка программ моде­
лирования многокаскадных схем требует много времени да­
зе с прииенекием алгоритмических языков моделирования 
как ейМСЙИаТ [ТА] , СКМУЛА [I5J GPS5 [1б] . Статис­
тическое моделирование многокаскадных схем трудно поддает­
ся унификации, хотя такие попытки предпринимаются [17] 
В данной работе предлагается построение массивов, от ража­
ЁЦИХ структуру и состояние многокаскадной схемы и алго­
ритм поиска занятия и осаобохдения линий в схеме. Алго­
ритм предполагается реализозать на ЗЗМ в качестве блока 
конкретной части в системе программирования статистичес­
кого моделирования, описанной в [18, .19] . Это позволит 
в значительно?, вере унифицировать статистическое модели­
рование многокаскадных схем. Имеется основания считать, 
что предложенная алгоритм достаточно эффективен. 
I . ПОСТРОЕНИЕ ЖОГОКАСКАДНЫХ СХЕМ" 
иногокаскадные схемы строятся яз коммутаторов. Комму­
татор представляет устройстве из гь входов и т выходов 
( рис .1 ) . Любой вход коммутатора может быть соединен с лю­
бым выходом коммутатора. Число соединений в коммутаторе. 
1 
Я 
Рис. I . Коммутатор 
которые занимай вход и выход коммутатора, не превышает 
тт (n,m), Схема из s каскадов строитоя яз а, коммута­
торов первого каскада, a t коммутаторов второго каскада, 
. . . . о­,*тгоммутаторов 5 ­го каскада. 
Как правило, все коммутаторы i ­ г о каскада ( i «=1, 
2 , . . . , s ) имеют одинаковые параметры п.. (число входов 
коммутатора),nvt (число выходов коммутатора). Один вход 
коммутатора ( ¿ + I ) ­го каскада соединен с одним выходом 
коммутатора I ­го каскада ( ¿ ­ 1 , 2 , . . . , 5­1 ) . Соединение 
задается соответствием (°«­,у5) для всех выходов коммута­
торов i ­ г о каскада, где ос ­ номер коммутатора для вы­
хода С ­го каскада и fi ­ номер коммутатора для входа 
( i + I ) ­го каскада. Совокупность соединений входов ком­
мутаторов ( i + I ) ­го каскада с выходами коммутаторов 
i-го каскада, задаваемых соответствием ( * , > » ) xxe « t ­ I , 
2 , . . . , ец, образует промежуточные линии (ШГ) между i ж 
( i + I ) каскадами. Примеры б­каскадных схем приведены 
на рис.2 и рис.3, (б­каскадная схема рхс.З заимствована 
из работы Й ) . Соответствие ( « ­ , > 3 ) ¿ ( 1,2, , . . , s ­ I ) 
для ПЛ схем рис.2 и рис.3 приведено в табл.1 и 2 соот­
ветственно. 
Рис. 2. Пример о­каскадной схемы, 
( а , в ч,а. 4 ­5, ы.,.5, а.,­4, а.,=4, а.4­2) 
Таблица I . Соответствие С 0 6 , / ) для схемы рис .2 
число ПЛ«9 ь ¿»3.число ПЛ=8 
ех. 
I I I I I I 
I 2 , I 3 I 3 
2 I . 2 2 2 I 
2 2 2 3 2 3 
3 3 . 3 I 3 4 
3 ч 3 2 4 2 
3 5 4 4 5 2 
ч 3 Ч 5 5 4 
4 ч 5 Ч 
5 5 
¿•=4 .число 11Л=8 ¿=5.число ПЛ»б 
сС / к. оС ­Р 
I I I I 
I 2 I 2 
2 I 2 I 
2 2 2 2 
3 3" 3 I 
3 4 Ч 2 
ч 3 
ч 4 

­ 100 ­
Таблица 2. Соответствие (•*. , е ) для схемы рис. 3 
ь =1. число лх=2ч значения ос рначешга / 
о с - нечетное 
о с - четное 
ь =2, число ПЛ«­24 
значения 
ОС 
значения _е 
=¿=1.3.5 А « 1 : А­Э 
«¿=2.4,6 А « 2 : ДО " 
ос =7.9. I I А « 5 : А=7 
сс =6.10,12 ¡». = 6; А =8 
6 =3; число ПХЛб 
Значения Значения 
А. ас + ч 
ос > 4 А 4; , \ « * 
Значения Значения* 
ее »1.2 Л = 1 : А = 3 : Д=5 
<*­=2,ч А =2; А . » ч : л ­ б 
« .­5.7 а «7 : а =9: а =11 
ОС = '">, й А=&; А - Ю ; А ­ К 1 
Значения Значения. 
еь ­нечеткое •г, =*.. А = <^  +1 
­с ­четное .з. л ««• 
. Рассмотрение соответствий ( « ­ , / ) для Ш! меаду кас­
хадаии показывает, что в большинстве случаев выделяются 
груг.па коммутаторов £ ­го каскада (обозначил их число в 
группе через ) , которые соединены Ш. с группой комму­
таторов ( с+ I ) каскада (обозначим их число в группе че­
рез О . Будем называть схемы регулярными, для которых 
соединения ЕЯ мехду группами ь ­го и 0­+ I ) ­го каскадов 
идентичны. Пример регулярной схемы приведен на рис.3, зна­
чения I и с для которой принимают значения: с,«х., 
^ -ё ,с к «ч , ¡¡¿'8, с,­3, оч=Ч,с,-ь, 15=Схема рис.2 не являет­
ся регулярной. 
0 2. и?ЕА(^ДШх^И£ СТРУКТУРА ¿1 ПШСЦ ОВО^ОдЦО.. 
щ в щ в икогокАСканоя С Ш Е 
Будем рассматривать регулярные схемы, так как принци­
пиальной разницы нет, а описание япляется более простым в 
свя:<а с о&енакоьыии значениями §, , с, для групп ГД мехду I 
­ 101 ­ . 
á ( l * I ) каскадами. Состояние многокаскадной схемы предста­
вим массивами А(о), А(4 ) , A(¿) , А(5), где массив A ( i ) 
( i ­ 1,2, . . . , s ) отражает состояние выходов из коммутаторов 
с ­го каскада, массив А(о) _ оостояние входов схемы. Массив 
At¿) ( i = 0,1,2, . . . , 5 ) состоит иа x t ячеек (переменных). В 
ячейке массива А(0 i ­ 1,2, . . . , S ­ I используется c¿ двоич­
ных разрядов, к .­ый (и «1 ,2 , . . . ,C i ) двоичный разряд в ячей­
ке A|(t) Q" « I , 2 , . . , , a 4 ; i » I , ­ 2 , . . . . 5­4.) принимает значе­
ние "единица" если ооответствупщий выход свободен, и прини­
мает значение "нуль", если соответотвупви^ выход занят млн 
отсутствует. Нумерация разрядов в ячейке производится спра­
ва налево. 3 ячейке А (^о) масоива входов схемы Q ' ­ 1 , 2 , . . . , 
о , ­а , ) записывается число занятых входов * ­гс коммутатора 
первого каскада. В ячейке Aj(в) массива выходов схемы запи­
сывается число занятых выходов в ¡ ­ом коммутаторе послед­
него ( S ­ го ) каскада. Значения ячеек массивов для схемы 
рис.3 при условии, что вое выходы свободны, представлена в 
табл.3. 
Таблица 3 
Массив А ( I ) Массив А ( 2 ) 
А,(1) I I А, ( 2 ) 0 I 0 I 
A.CI) I I А, ( 2 ) I 0 I 0 
\ ( 1 ) I I А, ( 2 ) 0 I 0 I 
А , (1 ) I I А.(2) I 0 I 0 
А , (1) I I А,(2) 0 I 0 I 
\ ( 1 ) I I Л. (2 ) •I 0 I 0 
А, СО I Г Л ( 2 ) 0 I 0 I 
А,(1) I I А,(2) I 0 I 0 
\ U ) I I А , (2) 0 I 0 I 
А.(1) I I А . (2) I 0 I 0 
А,(1) I I А.(2) 0 I 0 I 
А,(1) I I А»(2) 1 о 1 0 
С, ­ 2 С . ­ * 
Массив А ( 3 ) Массив А ( ч ) 
А , О ) 
А, О ) 
А, ( 3 ) 
А.­(3) 
\ ( 3 ) 
А , ( 3 ) 
А. ( 3 ) 
С 0 0 0 с : 
0 0 I 0 0 0 I 0 0 _ 0 0 0 с 0 
I с 0 0 : с 0 С с 0 0 I 0 0 I 
С с 1 с 0 С I 0 0 I 0 0 0 I 0 г 0 0 0 I с 0 0 — 
Массив А ( 5 ) 
А. ( 5 ) 
А. ( 5 ) 
А, С 5) 
\ ( 5 ) 
А, (5 ) 
\ ( 5 ) 
:\С5) 
А,(5) 
А,(5) 
А.С5) 
А„<5) 
А. (5 ) 
I ­•1 : I 
I 
I I 
I I 
I : 
I 
I 
: I 
I I 
I I 
I : 
К<0 
А, СО 
А 4 С » ) 
А, С<0 
А. С*) 
А, СЮ 
А.С'0 
А, О») 
0 
Массив А ( б ) 
А, ( 6 ) 
А,(б) 
А / б ) 
А, С 6) 
АДб) 
А4(б) А,(б) \Сб) 
А 4 (6) А.Сб) 
А.(б) 
А л (б ) 
1 : 0 I 0 I 
I 0 I 0 1 0 с I 0 х|о I 
I 0 I 0|1 0 0 I 0 110 1­1 : 0 I 0 1 0 
I 0 н о I 
I 0 I 0 I 0 
с, » б 
Массив А 
А, СО) 
Л, СО) 
А,С0) 
А,С0) 
А/СО) 
А.С0) 
А, СО) 
А. СО) 
А.СР) 
А.СО) 
А.СО) 
А.С0) 
СО) 
Лая эффективности поиска свободной линии в схеие 
создастся массивы В(<) , Ъ{1) , . . . . 5(5­4) к Р . Массив 
Ь { $ ( V ­ 1 , 2 , 5 ­ I ) состоит из ­ут­• 'с1 ячеек, 
в ячейке используется с ь разрядов. В ячейке Ь^Щ Сд =1, 2,.. . , ) *• ­ый разряд соответствует к ­ ому ( к 
2... . , с^) коммутатору в | ­ой группе С » • I ) ­ го кас­
када, т . е . хомцутатору с номером ^, ) при сплошной ну­
мерации коммутаторов в каскаде ( ъ * I) Скак на рис.3) . 
Нумерация разрядов в ячейке производится сг.раза налево. 
В процессе поиска свободной линии в ячейке 8^  (ь) при­
сваиваются нули разрядам, которые соответствуют коммута­
торам через которые не может быть установлено соединение 
входа с выходои схемы. 3 начале почока, как правило, раз­
рядам в ячейках массива &{.<•) С =1,2,..., 5 ­ I ) присваивают­
ся "единицы". Значения массивов 3 (0 в начальный момент 
для схемы рис. 3' представлены в табл. ' ) . Массив Р состоит 
из 3 ячеек Р, , ^ , . . . , Г , . В ячейке \ (¿=1 ,2, 
5) содержится число коммутаторов на £ ­чм каскаде,через 
которые может быть осуществлено соединение заданных входов 
схемы с заданными выходами схемы. По определению, макси­
мальное значение, которое может принимать Рг , равно и., 
сг ­1,2, — 5 ) . 
Массив в ( Г ) 
6, ( I ) 1 I 
8 . (1 ) I г 
6 , (1) I I а а. 
Ь Д О I I х - с, 
В, СЮ I­ I 
5 к ( 1 ) I I 1 
с, к* 2 
Массив ь сю 
В, (ч ) 
8;С*) 
: I • [ I I I г I . [ I I 1| 
с 1 б 
5, (2 ) 
ВЬС2) 
, Таблица ч Массив 6 ( 2 ) 
I I I 
|1 I I 4? 
Массив 6 ( 3 ) 
з.сз) щ ц щ т и п ц ­ ^ ­ ­ 4 
Массив в С 5) 
8. С5) 
б. (5 ) 
в. ( 5 ) 
6. ( 5 ) 
6« С 5) 
Ь.С5) 
е , ­ 2 
Рассмотрим теперь наиболее распространенный случай 
поиска от заданного свободного т..„* а. заданному свободно­
му выходу. Пусть вход принадлежит к, коммутатору I каскада. 
а выход принадлежит . 
1 * к. 
к, коммутатору последнего 5 - го кас­
када  1 * а, ; С * к4 £• а., . ДЛЯ осуществления поиска 
свободной линия предварительно присваиваем начальные зна­
чения ячейкам массива В н Р в порядке 8(*­0 . , 
. . . . В СО я Г . Номер групны ПЛ между ( 5 ­ I ) в 5 каска­
дами, к которому принадлежит коммутатор к 
где 1 
равен 
Ж.) с... I 
Номер коммутатора л, в данной группе равен 1 4 , где 
­ * К Г ^ "1) с»­1 ; С* 4 ^* 0 »- ! ) - Теперь в массиве в ( 5 ­0 в 
ячейке В| ' ( з - 0 засылаем "единицу" в V, разряд, а ос '.^Ьь-
ные разряды ячейки принимают значение "нуль". Остальш 
ячейки массива 3 ( 5 - 0 не используется. Так как доступные 
выходу из коммутатора к­( коммутаторы (5 - 0 каскада принад­
лежат ^ ( группе 01 нежду (5­1) и 5 каскадами, то их 
номера принимай значения к из ннохества 
пил. К.. . Ж К ' . 
• П р и ч е и " 
тал л,., « к ^ ' Определяем, к каким группам ПЛ 
между (5­я.) и МИЛ каскадами принадлежат коммутаторы к... 
Номера коммутаторов к,., и к м в группах соответственно-
равны С -*'.-«-(й*-*)8»-» \ * с-^> С . н > 
я К : ' - . " ^С 4 - 0 с . . , ; ( , ь С , * О - коммутаторы к.',., н 
принадлежат к одной группе, т . е . * ^ ^ 
ячейке 5: (¿-¿0 
дь ячейки принимают значение "нуль" 
й С->*»0 не используются. 
В случае, если коммутаторы л,., 
то в 
массива о^ь­2.) засылаем "единицу" в 
клвчая, остальные раз! 
Другие ячейки массива 
разряды, начиная с с,., по в ю ра ря­
и к., принаддехат 
к разным группам, т . е . \ ¿4 , то засылает "единицу" в 
по с,.,, ячейки о. разряди начиная с V»., 
С _ в ячейки ЬУ^Щ,.:, ¿£¿8* 
и с I по 1­.., в ячейку В.. р ­Й . Остальные ра;. 
$-1) , с 1 ПО 
а ряды рас­
смотренных ячеек принимают значение "нудь". Остальные 
ячейки массива 8(5­2) не используется. 
мы определили, что доступные выходам из коммутато­
ра К4 коммутаторы (*­*•) каскада принадлежат группам 
Ь* ' <!-»''••"' ¿."-1 ПЛ между (л-2; и (з-4) каскада­
ми и их номера принимает значения к,^ из множества 
Очевидно, что К„ - = (.¿,^ .'0 1 1 т а х 
- ^''-ь*¿'1-1'^' «• • Р а с с»*отревие заканчивается, если х,^­*, 
а к ^ ' О . ^ . Вели указанные равенства не выполняется, то 
продолжаем аналогичное рассмотрение о коммутаторами ( 6 ­ » ) 
каскада и т.д. до тех пор, пока у каскада } 1^-1 , а 
ь " « х , ( ^ » , ­ ^ . Остальные ячейки массивов 8(0 , 6(2­) 
Ьу­1) во всех разрядах принимает значения "единиц". При­
сваиваем начальные значения ячейкам массива Р . В случае 
заданного коммутатора к, и к 4 , тем самым, задано, что 
^ . 4 , . Начальные значения ^ (!>•*••*,•• вычисля­
ется по формуле . Значения м» и ^­/•<,/• г, ..,«­1) 
определены при присвоении начальных значений массивам 3 . 
Значения и к ь ( I**,*, ••• ' -0 вычисляется рекуррентно 
по формулам 1 4 ­ с м \ • 
с начальным значением •'«•«•'­"*» . Значение 4 определяет­
ся из рекуррентного соотношения при выполнении |Ь| ­ <; к­,'*^ . 
Величины Р4 (С»*, !* ! , . . . ,/) , если они имеется, принимает 
максимальные значения £ г Л { 1* =*­.1*4.••­«/) . После пред­
варительного присваивания начальных значений ячейкам масси­
вов 8(5­1),..., Ъ\0 и пересылки для использования 
полученных значении |, ^ , , ^.^.....^ ^ переходим х 
поиску свободной линии между коммутатором к, первого кас­
када и коммутатором к, последнего каскада. 
По номеру коммутатора к., первого каскада определяем 
номер группы Ш между первым и вторым каскадами i . гд> 
Г г _ А ~\ ** * 
Затеи производим логическое поразрядное умножение ячеек 
A S W и ­3j-U) с засылкой результата в ¡¡W . В ячей­. 
ке к (4 ) определяем номер разряда i,. , который принима­
ет значение "единица", (если таких разрядов несколько, то 
задается алгоритм выбора, например, с наименьшим номером) 
Если разряда со.значением "единица" не имеется, то вызов 
не может получить соединения. Номер группы í и­номер 
коммутатора в группе второго каскада i í определяй вы­
бор коимутатора второго каскада с номером «Ч'^.­^с, * *¿ • 
lio номеру коммутатора Kv второго каскада определяем но­
мер группы ПЛ между вторым и третьим каскадами j w •, где 
Еатем производим логическое поразрядное умножение ячеек 
A 4 W и (й.) с засылкой результата в КС2-) . В ячейке 
R (2.) определяем номер "разряда «•, , который принимает 
значение "единица" (задается алгоритм выбора, если таких 
несколько). Если разряда со значением "единица" не имеет­
ся, то в разряд iL ячейки »£10 высылаем значение 
"нуль" и от ячейки F¿ вычитаем единицу.­ Если р *о , то 
возобновляем поиск ГШ мегду первым и вторым каскадами 
(нового : L ) . Если 'О , тс вызов не моает получить 
соединения. Номер группы j ¿ и номер коммутатора в 
группе третьего каскада ¿5 определяет выбор коммутато­
ра третьего каскада с номером S ' C ¿ f c ' ' ) c t * S • 
Дальнейшие действия совершенно аналогичны между ком­
иутато!>ами льбого каскада, поэтому нашшем для Í ­го поис 
ка ГЛ между I и(£ '< ) каскадами. Пусть ^t 'Qt ­ , l i c t ­ . ' 4 • 
По номеру коимутатора »­t £­го нискада оиределнем номер 
Группы ПЗ иежду ¿ в'(£•<) каскадами ¿ t , где 
Затем производим логическое поразрядное умножение ячеек 
А ч(1.1 н &¡t [Q с засылкой результата в . В ячейке 
определяем номер разряда i l M , который приникает 
значение "единица" (задается алгоритм выбора, если таких 
несколько)'. Если разряда со значением единица не имеется, 
то в разряд t¿ ячейки 8¿ (£­0 засылаем значение 
"нуль." и от ячейки f¿ вычитаем единицу. Если ft>o t то 
возобновляем поиски соединения ПЛ ыекду(£­­*.) и L каска­
дами (нового ­­t ) . Если ft*o , то вызов ге может полу­
чить соединения. 
Если соединение между коммутаторами к, первого кас­
када и к, s ­го каскада возможно, то в результате описан­
ного алгоритма найдем соединение, определяеыое числами: 
К 1 » Ч ' * . .S>•••>*»­••*•. • *• • АДЯ установления соединения 
(занятия линии) необходимо заслать "нуль": в разряд <­í 
ячейки А, о) , в разряд i , ячейки А, (г) , в раз­
ряд v4 ячейки Afti(s-i) . Кроме того, отметим, что число 
занятых входов в коммутаторе первого каскада и выходов 
в коммутаторе ­го каскада увеличилось на единицу. Это 
производятся прибавлением единицы к ячейкам Ак (о) и А . 
Значения к ,Л » , K T ¡ i , , i , , к , запоминаются вызовом и 
используется при освобождении линии. Освобождение линии 
производится засылкой "единицы" в разряд < t ячейки (£­«*) 
для всех l«¿.»,.­.,s ,и вычитанием "единицы" у ячеек А„ (о) 
и А^ . (Sj. Заметим, что можно запомнить только значение 
к. к . . . к • 8 значение í '4. ? , .¿­ i вычислить по формуле 
Для иллюстрации рассмотрим осуществление поиска сво­
бодной линии от четвертого коммутатора первого каскада 
( * , « *0 к третьему коммутатору вестого каскада i,*.­ 3) в 
полностью свободном состоянии схемы рнс.З (отображается 
массивами табд.З). Присвоим начальные значения ячейкам 
массивов В . Вычисляем ; « i ­ ; í­á ­ »4 " ­ ­v ­ ­ *3 ­ t ­ i . 
Следовательно, \ Щ \о [ 1| . 
Вычисляем последовательно далее 
Ъ (ч) |'о|оНИ!о|о1 < - ( 0 к т 1 • 1 '• к « " " * • 4 ' ц'< Д ^ ] н «4 ; г ^ 4 * - 4 5 £ ; . " - ( . - * . * • , 
Рассиотрение заканчивается, так как и, сле­
довательно, } *з и остальные ячейки массивов 8(<) , 8(л) 
принимат соответственно значения: 
В (1) Г Т Т Л ; В в.) I Н 1 I -11 41 ; 
Определяем значения ячеек Г» , /» , Ъ , /* » £•• ч 
Так как коммутаторы к,* 4 , ^ 4 ­5 заданы, то 5 * 1 , 4 .4,, 
Значения , вычислявтся с применением полученных 
чисел / = 3, п'5-з, 1, л,"­ ч . Получаем ^ =4-3+1=2. 
гч =4-1+1=ч. Значения ^ и Р, определявтся по рекуррент­
ным формулам с использованием значения с,' » = к, « Ч) 
й - Щ * ^ ; а , " - 2 - - . к - г - ' Ч ' Ь , К-Шм* £ € # $ 1 в * д 
а % £ - ^ ] н . 1 ; < . 1 ( « ­ « ) . 4 . 1 ; сц" . М ­ * ; 
Получили, что , так как л»''* и к»" а«ж^.Следователь­
но, ч =ч-3 +1-2; ^ =4-1+1=4. 
Теперь переходим к поиску свободной линии между ком­
мутаторами к,»4 и Вычисляем 
Из ячейки ?••) выбираем первый разряд со значением "едини­
ца", получаем I . Далее вычисляем с 4 » (я. - 4 }1* * = 3 ; 
^ = [ ^ 1 . ] . 1 . Ч . й(1). А,(1)л 6,(1); Щ Щ Щ Щ . 
Из ячейки ¡3(2­) выбираем первый разряд со значением "еди­
иша", поэтому V 1 - Далее вычисляем к.3 = 0 - 0 4 .1 • 1 ; 
Из ячейки получаем £%» * . Далее вычисляем 
к, = ( < - 4 ' ­ . ­1 ; £ I ; 
«СО- Л.М Л в. С*^  * й(ч) 1о1о1оМю!о1 
Из ячейки получаем « • 4 ­ ' * . Далее вычисляем 
КШ Щ И , 
Из ячейки ВС*")получаем ь 4 » 4 ­. Для проверки вычислим к4 . 
К4 •(*.­<)*••«.»з . Найденное соединение определяется сл­дув­
шими значениями: к, ­ч , 1_• <, г ^ ­ з , ¿, ­1, к 4 ­1 , »•,•*•, к,­* , 
у> 3,<у" 3; ч • ­ . Ч ' 3 • 5 результате занятия найденной линии 
(соединения) изменяемые ячейки из таблицы 3 принимает сде­
дувдие значения 
А , со Е 
А, (5) И 
А, Щ ГоПГо 
О о 
о| о! •<! о| о| о| б| 
т 
А, Ю Ш З 
А, (0) Щ 
А, (6) Ш 
На рис. 3 данное соединение отмечено жирными ливнями. 
Заметим, что при данном рассмотрении мы не различа­
ем, какие входн в коммутатор первого каскада и какие вы­
ходы из коммутатора последнего каскада заняты (такое 
представление называется числовым). В случаях, когда не­
обходимо такое различие, изменим содержание массивов А И 
и А ( 5 ) , которое назовем поразрядным, массив А (о) для по­
разрядного представления состоит.из сх.#»а, ячеек. В ячей­
ке используется п., двоичных разрядов, к ­на двоичный 
разряд ( с *, 1,. .,­п,)в ячейке А4 (о) ^  а.) принимает 
значение "нуль", если соответствующий вход <; ­го комму­
татора занят или отсутствует, а значение "единица" ­ ес­
ли свободен. Массив А.СО состоит из а­4 ячеек. В ячейке 
используется / п 4 двоичных разрядов, * ­ый двоичный раз­ . 
ряд ( с • <, I , . . . в ячейке А: («} • и,. .,а,) приникает 
значение "нуль" если соответствующий выход ^ ­го комму­
татора зинят ИЛИ отсутствует, а значение "единица" ­ ес­
ли свободен. Для схеыы рис.3 в свободном состоянии в та­
ком варианте массивы А(о ; и А (О имеют вид: 
Массив А ( 0 ) . Массив А ( б ) 
А , ( 0 ) I I А, ( 6 ) : I 
А ь ( 0 ) I : А, ( б ) I I 
Аз(0 ) I I 1 А, ( 6 ) I I 
А, СО) I I I А. ( 6 ) I I 
А,(0) I I А г ( б ) : I 
\ ( 0 ) : I А. ( 6 ) I I 
А,(0) I I А, ( 6 ) I I 
А,(0) I I А , ( 6 ) 1 I 
А,(0) I I А 4 ( б ) I I 
А.С0) : I \ . ( 6 ) I I 
А„(0) I I А. (б ) I : 
А л (0 ) I I I I 
*•< =2 .­гц . 2 
В результате занятия I, входа ( • • •, "­,) в к, комму­
таторе первого каскада и I , , , выхода ( с , . , * I, *•,­.­, в 
к, коммутаторе $ ­го каскада Сзначения I , и «. необхо­
димо задавать в «том случае) присваивается "нуль" ц разря­
ду ячейки А,(о) и разряду ячейки А.^  Ы . Для схемы 
рис.3 для рассмотренного уже соединения при , .­,« 1 
изменяемые ячейки в массивах А (о) и А(б) принимают значения 
А , 1о) ПТо"] , А, (О ПТоП . 
Выбор представления для массива зходов схемы А (о) я масси­
ва выходов схемы А(ь) зависит от конкретных СВОЙСТВ И ста­
тистических результатов моделируемой ОНО. 
3 . УПРОЩЕННЫЙ СПОСОБ ИОДШРОЗЛШЛ 
Наряду с информацией о занятых ÍU1 в многокаскадной 
схеие при статистической моделировании для каждого вызо­
ва в системе хранится информация о занятой им линии. При 
использовании описания предыдущего раздела информация о 
вызове включает значения , •% , ^ , . . . .к . , при чис­
ловом представлении массивов входов и выходов схемы и зна­
чения С,, ¿ 1 M ,к , , к ь,..., при поразрядном представлении 
массивов входов и выходов схемы. Учитывая, что число вы­
зовов в схеме достаточно велико, информация о вызовах за­
нимает значительную часть памяти ЭВМ, что во многих случа­
ях ограничивает возможность статистического моделирования 
проектируемых схем АТС. Имеется возможность не хранить ин­
формацию о вызове, но при этом результаты статистического 
моделирования будут менее точными. При таком подходе вы­
зов, который должен покинуть систему, не знает занимаемую 
им линию (значения к, , ки, при числовом представ­
лении массивов A(o),A(s)) я тем самым неизвестно, как осу­
ществить освобождение линии (осуществить соответствующие 
изменения в массивах A(¿) ь ­ М . — , s ) . Предлагается сле­
дующий алгоритм определения освобождаемой вызовом линии 
(значений к., , , к, при числовом представлении 
массивов А (о), А (5) ) . Выбирается значение номера коммута­
тора к,, первого каскада с вероятностью 
Затем из ячейки А , ( 0 устанавливаем, какие выходы в комму­
таторе «с, первого каскада заняты. Число замятых выходов 
в к.^  коммутаторе I ­го каскада ( е = 1 , 2 5 ) обозначим 
через . Опишем определение значения номера к и коммута­
тора ( С л каскада, через который будет проходить освобо­
ждаемая линия, если уье известно, что линяя проходит через 
коииутатор £ ­го каскада о номером к ь ( £ ' w ) . 
Для этого из ячейки A K JO иассива А (У (I­'Д.­••.*­*) опре­
деляем ноиера я число занятых выходов £ t в коыиутаторе 
ic t (для Х=1 число St = Ак (о)). Для освобождаемой линии . 
выбираек равновероятно один из SL занятых выходов данно­
го коммутатора >ct I ­го каскада ( I- <, i , . . . , 5 ­ t ) . Пусть 
данный выход соответствует в ячейке А Х ( (1) двоичному раз­
ряду с номером .!.£., , что в своо очередь соответствует 
коммутатору (С* О ­го каскада с номером < t . ( , где 
Рекуррентным применением описанной процедуры определяем 
значения '­». • к . . Ч . x i • •••• Ч . ** • Теперь по найдешым 
значениям к.,. 14 , Ч , i t , . . . . V , . \ . к . осуществляем 
освебсадение линии в соответствии с описанным ранее алго­
ритмом, и вызов покидает систему. Отличие результатов ста­
тистического моделирования происходит по причине несовпа­
дения чисел к, , к4 , . . . , fej занижаемой и освобождаемой 
линии одного вызова. Однако это несовпадение несуществен­
но, так как равновероятный выбор освобождаемого выхода в 
коммутаторе обеспечивает хороьее перемешивание освобождае­
мых линии­; Незначительное отличие результатов статистичес­
кого моделирования по упрощенному способу по сравнению с 
обычным'способом хранения информации занятой линии под­
тверждается результатами моделирования двухкаскадной схе­
мы. Оценки потерь, полученные оооими способами моделирова­
ния при поступлении простейшего потока и экспоненциально­
го закона обслуживания для двухкаскадной схемы рис.4 с по­
терями при наличии двух направлений приведены в таблице 5. 
£ таблице 5 использованы обозначения: Л ­ нагрузка на схе­
му, о ­ вероятность поступления вызова на i ­ ое направ­
ление ( ¿ » 1 ,2 ) _ , Jtt ­ вероятность потерь в ­ ом каправле­
кмя ( [ ­1 .2 ) , 5Г ­ вероятность потерь в схеме, vv ­ обшее 
число постуиивиих вызовов при статистическом моделировании. 
Таблица 5 
Вероятность потерь двух каскадной схемы 
Поиск 
линии Л р 1 V/ 
I пуя прмгнои яифчр­
иаддд 
при неполной инфор­
мации 
ж Щ К Щ & 
Слу­ 5 0.3 0,7 10' 0.126 0,082 0,145 0,128 0,092 0,144 
чай­ 10 0,3 0.7 10* 0,364 0,273 0,403 0.365 0,271 0,405 
ный 5 0.5 0.5 10* 0,113 ОД 20 0.Т06 0,116 0,121 0, I I I 
10 0.5 0.5 ю* 0,348 0,360 0,337 0.348 0,350 0.346 
Упо­ 5 0,3 0.7 10* 0.128 0, 081 0,148 0,127 0,084 0,146 
рядо­ 10 о.э 0/7 10* 0.364 0,269 0,405 0,370 0,262 0,417 
чен­ 5 0,5 0.5 10" 0, ИЗ 0,117 0,108 0,113 0, I I I 0,114 
выи 10 0,5 0,5 10* 0,351 0,348 0,355 0, 351 0,354 0,348 
т . . » 
О О О 
О О О 
[ О О О 
о о о о 
о о о о 
о о о о 
т«4 
О О О 
О О О 
О О О 
1Р О О 
К О 
Рис.4. Пример 2­каскадной схемы 
­ П р ­
описанный алгоритм определения значений к., ,­к г 
С, для освобождаемой вызовом линии с применением массивов 
Л(ь) ( £ = 0,1, . . . . s ) возможен для полных регулярных мно­
гокаскадных схем, т . е . схем,у которых в состоянии, когда 
все линии свободны, ячейки массива А(О представляют после­
довательность ск "едчниц" ( ¿ = 1 , 2 , . . . , 5 ­ 1 ) . Регулярная 
схема рис. 3 не является полной, так как указанному требо­
вание не удовлетворяют массивы А ( 2 ) , А ( 3 ) , А (ч­).В произ­
вольной регулярной схеме в ячейке массива А ( £ ) ( i = I , 2 , 
. . . . 5 ­ I ) разряд принимает значение "нуль" не только когда 
соответствующий выход коммутатора занят, но также когда вы­
ход отсутствует. Для определения значений <, , кА 
освобождаемой линии в любой регулярной схеме необходимо 
дополнить массивами D(iJ ( i = I , 2 , . . . . s ­ I ) . Массив 5 (0 
состоит из £t ячеек, соответствующих одной группе коммута­
торов 11Л между i и t+I каскадами. Ячейка 2>(0 ( j = I , 2 , 
•••!&.. ) массива 6(0 состоит из c t двоичных разрядов. Со­
держание ячейки D. (*•) идентично содержанию ячейки A J ( i . ) f 
когда в схеме все линии свободны. Массивы D(0 ( i­= 1,2, 
S ­ I ) для схемы рис.Э представлены в таблице 6. 
Массив D ( I ) 
I [ 
I [ 
Таблица б 
Массив D ( 2 ) 
№ 
D,u) 
3,(i) 
ДО 
0 I 0 I 
I 0 I 0 
0 I 0 T 
I 0 1 Ö 
0 I 0 I 
I 0 [ Ü 
массив с (3) массив Э ( ч ) 
Т>, О) 
4 (3) 
Д СЗ) 
5,(3) 
1)ДЗ) 
I). СЗ) 
1 , ( 3 ) 
0 0 с I 0 0 0 : 
0 0 I с 0 0 1 0 
0 : 0 0 0 : 0 с 
Т 
т 0 0 0 I 0 С 0 
0 0 0 I 0 0 и I 
0 0 I и 0 0 0 
0 I 0 0 0 I 0 0 
I 0 0 0 т л. 0 С с 
6. = 8 
Я. СО 
.И, со 
Э, ( ч ) 
ДС5 ) 
ДС5) 
0 I л** 
0 
с.= 6 
Пассив Р ( 5 ) 
I I 
I I 
С,­2 
Изменение описанного алгоритма поиска освобождаемой линии 
заключается только в том, что для определения числа заня­
тых выходов о\ в коммутаторе I ­го каскада и опреде­
ления значения и к.1>( ( £ . » 1 , 2 , 5 ­ 1 ) используется 
не ячейка А ч (1 ) , а ячейка Й , где й« А,1С1)тол1Д.1С1Л 
В ячейке Я двоичные разряды, соответствующие занятым вы­
ходам , принимает значение "единица", а свободные я от­
сутствующие выходы принимает значения и "нудь". Равнове­
роятно выберем разряд со значением "единица", номер его 
обозначим через С {,4 . Далее реализация алгоритма соот­
ветствует описанию в случав полной регулярной схемы. Зое­
иокно также уменьшить объемы массивов К О ( * • ­ ! . 2 , . . . , 
6 ­ I ) . Для массива К (О достаточно взять первые а\ ячеек» 
которые в массиве О СО в дальнейшем повторяются целые 
раз ( 1=1,2, . . . , 5­1 ) . Для рис.3 в таблице б для массивов 
Щ ) , К О . ОД , Б(«0, ЪОО соответственно А, >Х, ^ »2 , с14 «ч, 
£ ч =2, о1г =1. При таком определении массивов 5(0 ( ь ­
1,2, . . . , 5 ­ 1 ) ячейка к определяется ( 
о . А, (О ™о£1 1)к СЧ , где 
2 . Ч _ [ 1 £ Ь _ ] А с ; <г­1.2 $ ­ 1 ) . 
Отметим, *что применение упрощенногс способа модели­
рования требует меньше памяти 03М для массивов, что дает 
возможность моделировать схемы с большими параметрами, но 
увеличивается (хотя и незначительно) вреыя моделирования, 
так как при освобождении лигии требуется определить зна­
чения »ц , * , , . /прощенный способ ыокет быть при­
менен и для моделирования других классов схем. 
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I . ВВЕДЕНИЕ 
Для современных сложных систеи коммутации определе­
ние вероятностных характеристик аналитическими методами 
является трудоемкой и в большинстве случаев чрезвычайно 
сложной задачей. Даве используя упрощающие предположения 
о характере потока вызовов и длительности обслуживания вы­
зова, речение системы уравнений вероятностей состояний для 
реальных структур представляется невозможным. Тем сложнее 
изучение систем коммутации в реальных условиях оослухиьа­
ния поступающих потоков вызовов. В ряде работ рассматри­
ваются точные аналитические методы расчета вероятностных 
характеристик [1 ,9 , 12] , но результаты получены для срав­
нительно простых коммутационных структур. 
Приближенные методы расчета основываются на упроще­
ниях либо относительно структуры схемы, либо относительно 
процесса установления соединения. Большинство из них пред­
полагает функциональную и статистическую независимость 
между распределениями вероятностей, описывающими число од­
новременно занятых промежуточных линий между звеньями и 
выходами в направлении Га, 10,11,13,14», 15,17,18,21, 22] . 
Эти методы дают достаточно хорошие результаты в области 
потерь до 2 %, Ряд методов основан на понятии эффективной 
доступности, когда много звеньевая схема сводится к одно­
звеньевоа, имеющей такое же число входов и выходов и про­
пускающую такую же нагрузку при одинаковом качестве обслу­
живания [ 8 ] . Дальнейшим развитием понятия эффективной дос­
тупности являются ыетоды С1 йВ, СИ65­А , СЫ65­В , раз­
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работанные Лотце [19, 25] . Эти методы позволяй опреде­
лить вероятностные характеристики в многозвеньевых схемах 
коммутации в случае как полнодоступного, так и неполно­
доступного включения.Одним из приближенных методов расче­
та является метод вероятностных графов, предложенный Ли 
[16] . Он удобен для предварительной оценки пропускной 
способности коммутационных схем с целью сравнения раэдич­ . 
ных вариантов группообрзэования и выбор из них оптималь­
ного. Точность результатов зависит от структуры схемы и 
величины нагрузки. Применение аналитического выражения Лн 
ограничивается вычислительными трудностями, возникающими 
в связи со слсхиостьо реальных структур. Приближенные ме­
тоды расчета не позволяет определить величину ошибки в 
оценке вероятности потерь. Определение погрешности возмож­
но путем сравнения с результатами статистического модели­
рования процесса функционирования коммутационных схем на 
ЭВМ. Этот метод, впервые изложенный в [23,24] подучил 
повсеместное распространение, как наиболее точно отражаю­
щий процессы, прокеходячие з системах коммутации. В СССР 
работы по статистическому моделированию проводятся Г.П.Ба­
иариныы и его учениками [ 2 ,3 ] в ИЩИ АН СССР, в ВЦ 
ЛГУ [4,5,6,7] , где получен ряд практически важных резуль­
татов. В работах 7­го конгресса по телетрафику получены 
результаты для большого разнообразия структур, что еще раа 
подчеркивает распространение этого метода. Но при всех 
преимуществах метод статистического моделирования требует 
значительных затрат труда при составлении программ, а так­
же машинного времени на проведение счета. Поэтому представ­
ляется целесообразным применил л с некоторыми модификациями 
программу NEASIM [20] для моделирования на ЭВМ вероятност­
ных графов построенных по принципам Ли. На основе [20] ва­
ми разработана ДЛЯ ЬВМ БЭСМ­4 программа исследования про­
пускной способности многозвеньевых систем коммутации.Прог­
рамма требует незначительного времени ао сравнение с вре­
менем моделирования идентичной коммутационной схемы и по­
зволяет оценить пропускную способность достаточно широко­
го класса полнодоступных и нпполнодоступных структур, ра­
ботающих в режиме группового (ПГ) , свободного (СИ) и ли­
нейного искания (ЛИ) с явными отказами. По данной програм­
ме проводились расчеты для оценки пропускной способности 
2­х, 3­х,' ч­х, 8­и звеньевых систем коммутации интеграль­
ной сети связи. 
2. КРАТКОЕ ИЗЛОЖЕНИЕ МЕТОДА ЛИ 
Как уже было отпечено, программа моделирования веро­
ятностного графа основывается на использовании модели Ли. 
Вероятностный граф Ли является упрошенной математической 
моделью реальной коммутационной структуры, где узлам гра­
фа соответствуют коммутаторы, а ребрам ­ промежуточные ли­
нии или выходи в направлении. Граф представляет собой все­
возможные соединительные пути от заданного входа к требуе­
мым выходам или выходу, /орошением при описании графа яв­
ляется предполокение о независимости занятия промежуточ­
ных линий, что не соответствует реальности, т.к . соедини­
тельный путь представляет собой последовательную цепочку 
ребер графа. Но при небольшой вероятности блокировки в 
разветвленных структурах погрешность результатов удовлет­
ворительна для инженерной оценки вероятности блокировки. 
Пример З­звеньевой коммутационной схемы в режиме группо­
вого искания и соответствующего ей графа приведен на рис. 
I и 2 соответственно. 
Ркс.1. 3­звеньезая схема в режиме ГИ 
8 подели Ли^  каждому ребру графа сопоставляется случайная 
величина X , которая UOSST принимать значение I с ве­
роятностью1 tjj , что соответствует свободности промежуточ­
ной линии, и значение 0 с вероятностью р.'£ = •f­q^ t 
что соответствует занятости промежуточной линии. Причем, 
^ соответствует номеру ззена, i ­ номеру коммутатора в 
этом ззене, С ­ номеру коммутатора в звене. Путь 
меаду входом и выходом гра$а мохет быть представлен в ви­
де формального произведения величин X . , что соответству­
ет последовательно включенным линиям реальной коммута­
ционной схемы. Например,, некоторый К ­ ый соединительный 
путь, проходящий через 1­ый коммутатор 1­ого звена, 2­ой 
коммутатор 2­ого звена, 4­ый коммутатор 3­его звена мо­
жет быть записан, как а , --Х, X * X , . Число возможных 
путей определяется структурными параметрами коммутационной 
схемы и для режима VA и ЛИ соответственно могут быть .опре­
делены: L w « №i*V»b ••• m-,-,V> L J I „ " ? l i ' V 1 * — г а я . ь j 
При этом использованы обознач" шя: к ­ число звеньев; о_. ­
число линий в направлении; ta t ­ число выходов из коммута­
тора Í ­ ого звена. Согласно выраженив Ли, вероятность 
блокировки определяется: 
5/ • а , о.1л) * а . а ^ а , • . . . * а , л , а , • а ­ ^ . а , 
5 ( » а , а ^ а , а , . . . а ь 
При чей при вычислении а ( необходимо учесть, что 
( х Г Г ­ х Г ­
Наприыердля графа на рис.3 вероятность потерь определит­
ся. 
Рис.3. Граф ч­ззеньевой схемы коммутации в рехиме Ж 
Положим, что р = р = рз = рч = р_ = ^ в 0,3; тогда ве­
роятность свободности ребер 3 ^ = ^ = . . . =\= 0,7; 
Вероятность свободности путей: 
= о,? г~ • о,?" = хг, »6у • 0,168 * о,гчо = <?,5?б ; 
Возникащие вычислительные трудности при расчете вероят­
ности блокировки по выражение ( I ) очевидны в связи с тре­
буемым объемом памяти СИЗм" при исследовании реальных струк­
тур. 
3.ОПРЕДЕЛЕНИЕ ПОТЕРЬ НА 0СН03Е ПРОГРШЫ 
Опишем алгоритм, составленной нами программы на ЗЗД 
БЗСн­Ч, реализованной аналогично программе А/£А5»м [20] на 
основе метода Ли [16] . Программа оценивает потери в ве­
роятностном графе, отражающем мкогозвенъевув коммутацион­
ную схему. Пример представления коммутационной схемы рис. 
Ч в режиме линейного искания в виде вероятностного графа 
приведен на рис.5. 
А « т ггг т » В 
Рис.ч. ч­звеньевая схема коммутации в режиме ЛИ 
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Рис.5. Граф '.­звеньевой схемы коммутации в режиме ЛИ 
Представление коммутационной схемы в виде вероятностного 
графа основано на предположениях: потери для схемы анало­
гичны потерян между некоторой парой полюсов А­ В ' ; потери 
5Г или вероятность того, что нет пути между абонентами 
Л­В р(А В) в схеме не зависит от времени; вероятность 
р(Д,В) не зависит от абонентов А и Б и равен вероятности 
потерь Я" ; вероятность занятий любой соединительной ли­
нии не зависит от вероятности .занятий любой другой соеди­
нительной линии; в коммутационной схеме нет соединений^ 
между коммутаторами в пределах одного звена. 
Э Л . Задание структуры графа 
Структура графа, т . е . порядок соединения кокмутато­
ров в схеме задается при помощи таблиц: таблица узлов А , 
таблица узел­линия, таблица соединений, таблица узлов Ь , 
таблица ветвей. Размер таблицы узлов А равен общему чис­
лу узлов в графе. В ячейку, соответствующую некоторому 
узлу, записывается информация об узлах, которые предшеству­
ет данному узлу (рис.6) 
I1 
У! 
У< 
чг УЗ 
УЗ 
УЧ УЗ­
Рис. б 
Размер таблицы узел­линия равен числу узлов в графе. В 
ячейку, соответствующую некоторому узлу, заносится сле­
дующая информация: метка о месте в таблице соединений, 
где представлена дальнейшая информация, и число ветвей, 
исходящих на данного узла. 
Ч 
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II X 
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Рис.7 
Таблица соединений имеет размер,равный общему числу вет­
вей графа. В таблице соединений записаны номера ветвей и 
номер узла в таблице узлов, к которому данная ветвь ведет 
(рис .8 ) . 
¿ 1 
Н 
и. а 
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16 
т 
1 ^ 1 « 
Рис.8 
Содержание этих таблиц не меняется в течение всего про­
цесса определения вероятности потерь. 
Размер таблицы узлов 3 равен числу узлов в графе. 
Данная таблица служит для определения числа блокированных 
путей для отдельного цикла алгоритма. Содержание данной 
таблицы в процессе моделирования графа меняется. В начале 
каждого цикла алгоритма все разряды каждой ячейки данной 
таблицы заполняется единицами, кроме ячейки, соответству­
пцей первому узлу, в которую засылается нули (рио.9 ) . 
3 0 
; 
1 1 . . . 1 
4 ; 1 
| | ^ 
! 1 
Ряс .9 
Таблица ветвей содержит к ячеек, где к ­ число ветвей. 
В I ­ той ячейке данной таблицы в каждом разряде записы­
вается единица с вероятностью р. , соответствующей сред­
ней занятости промежуточной линии между коммутаторами двух 
последовательных звеньев (рис.10) . 
0 1 то 
и 1 • • • - Н Ш 1 
Ч с . - кто 
( « 0 . 0 04 
1 . . • • 0110 
И 1 1101 
И 1 • • • • ОоЩ 
1Г в • • • 10110 
Рис.10 
3.2. Алгоритм моделирования вероятностного графа 
Алгоритм моделирования вероятностного графа зключает 
в себя алгоритм генератора вероятностей и назначения со­
стояний, а такав алгоритм поиска пути. 
Основной задачей алгоритма генератора вероятностей 
является получение случайных чирел по заданным значениям 
нагрузок на ветви. В результате действия данного алгорит­
ма любой разряд ячейки х будет содержать " I " с заданной 
вероятностью. Содержимое ячейки х пересылается в соот­
ветствующую ячейку таблицы ветвей. Алгоритм заканчивает 
работу ..осле того, как все ячейки таблицы ветвей будут 
заполнены. 
Основной задачей алгоритма поиска является определе­
ние для каждого назначения состояний ветвей наличия иди 
отсутствия пути через граф. Для этого осуществляется сле­
дующая последовательность действий, которую мы рассмотрим 
на примере графа рис.5. 
1 . Установление счетчика попыток на нуль ( ъ = 0 ) ; 
2 . Вхождение в таблицу узлов; запоминание У1 ; 
выделение соответствующего значения У < . 
3. По Ч{ вхождение в таблицу узел­линия и выделение но­
мера метки и и числа ветвей, исходящих из данного 
. узла. 
4 . По метке И вхождение в таблицу соединения; определе­
ние ; сразяение выделенного значения, т . е . У7- с но­
мером, полученным по пункту I ; еслх они совпадает, 
тогда выделение значения 21 ; если нет, тогда переход 
к значении Ы » < и повторение я Л , 
5. По найденному значению ¿ 1 вхогдение з таблицу ветвей; 
по определенному значение У< вхождение в таблицу узлов 
В ; выполнение СУ1]\>£ы1 по выделенному значению 
У2. ( в табл.узлов в ) ; выполнение (СУО У £ И Т ) Л ГугЛ 
и значение результата з таблицу узлов В в ячейку 42. . 
6. Вхождение ь таблицу узлов, запоминание аз , выделение 
У1 и далее аналогично. 
7. 3 результате действия этого алгоритма в ячейке таб­
лицы у з л о Е В число единиц будет равно числу блокирован­
ных попыток. Суммирование числа единиц. 
8. и » £+ %•} проверки условия I тН ; N ­ заданное число 
попыток; если это условие не выполняется, тогда переход 
к пункту 9', в противном случае х г.. 10. 
9. Обращение к алгоритму генератора вероятностеГ и назна­
чения состояний и повторений данного алгоритма. 
10. Вычисление вероятностей потерь 
. _£ числа сдиатз 
Для оценки правильности работы программы моделирова­
ния вероятностного графа было проведено сравнение резуль­
татов счета по программе и результатов, полученных с исполь­
зованием аналитического выражения ли для различных струк­
тур. Эта оценка показала достаточно близкое совпадение зна­
чений вероятности блокировки, полученных обоими методами, 
что иллюстрируется табл.1. • 
Выше уже отмечались недостатки вероятностей модели Ли 
[16, 20] , предполагающей независимость занятия ребер графа. 
Для ряда звеньевых схем было проведено сравнение результа­
тов, полученных различными методами ­ приближенными, точ­
ными аналитическими, методом статистического моделирования. 
Это сравнение показало, что точность результатов по раз­
работанной программе зависит от структуры схемы, величи­
на нагрузки и потерь. В области малых потерь результаты 
даог закаленное значение, в области больших потерь (де­
сятки процентов) завышенное значение потерь. Тем не ме­
нее, для качества обслуживания, обычно используемого в 
телефонных системах, метод дает достаточную точность ре­
зультатов, что иллпетрируется табл.2. 
Разработанная нами программа моделирования вероят­
ностного графа, является реализацией одного из прибдихен­
ных методов оцекки пропускной способное*» коммутационных 
схем, позволяет достаточно эффективно определить вероят­
ность блокировки многозвеньевых схем в режиме группового, 
линейного и свободного искания. Преимуществом этого мето­
да является незначительные затраты машинного времени для 
получения результатов, используемых в инженерных расчетах. 
Например, для "­звеньевой схемы при моделировании ве­
роятностного графа требуется I =15 мин., а при статисти­
ческом моделировании Ъ = I час. Кроме того, программа 
позволяет оценить пропускнуо способность схемы практичес­
ки лвбои' конфигурации. Отспда вытекает целесообразность 
применения этого.метода для предварительной оценки схем 
группообразования на стадии проектирования. 
Разработанная программа использовалась для оценки 
пропускной способности многозвеньевых структур единой 
аналого­цифровой сети связи на стадии эскизно­техническо­
го проекта и позволила достаточно эффективно определить 
ряд приемлемых вариантов группообразования, каждый из ко­
торых моет быть затеи исследован более точными методами, 
например, методом статистического моделирования. 
Таблица I 
насчет вероятности блокировки методом Хи и методом 
моделирования вероятностного графи. 
Конфигурация графа Значения вероят­
ностей 
Метод.Ли 
Цбдзлир'ОБа-
вие вессят­
кастного 
графа 
Р, = 0.2 
рь = 0,509 
=. 0,509­
0.0ч32 0,04ч0 
Р, = 0.1 
£ ­ 0.05 
р} ­ 0. 05 
0,00Г02 0, 00133 
-
8 е 0.2 0,0651 о,оее1 
• О -
р = 0,2 
0, 0432 0, ОччЗ 
Р, 0.1 
з..- °-2 
Р, ­ 0, 2 
р, * о 
0,09ч 0,095 4 
р. 5 
Р. = В. ­ Я. «О.ч 
а-я-в-од 
р. •Д.-8 =°.1 
0.6315 
0, Ч3ч1 0,1159 
0, 0262 
0,5666 
0,4077 
0.1179 
0.0271 
ш 
и.п 
Таблица 2 
Сравнение методов расчета вероятности блокировки 
для различных схем коммутации. 
моделироч Схема 
коммутации 
" I—ЗС 
т г-р г - т 
4 м ! ! ! 
. 1 * I ­Ч' «.»1 
вание в 
ВЦ ЛГУ 
Ыетод 
Ли 
мс­делирб­
вание ве ­
роятност­
ного гра­М: 
АналИти­
ческий 
расчет 
блокиров­
ки 
я ; =0,0171 !Г4«0,091 ЭТ. «0.0115 
к, =10; л, =10; 
т,­6; И,= ^ « 2 . 
А.­9.515; 
л,=7. 506 . 
5, »0,2144 
Я£ «0,0625 
»;=0,209 
Я>0, 0578 
«0,175 
я ; «0,01ч 
» • — т г - г 
•* I ¡ 1 
4- 4 
1Г =0,0056 5"«0, 0055 Я =0,0024 
)Г=0, 007£ 
к =5; т=2; I =2; 
Х.­0. 75 
Г =0, 0145С 5Г­0, 0152 * « 0,01144 8­0, 01653 
л =20; «• =10; 
£=1; л.=1вЧ83 ЗГ =0,163 /«О,112 Г=0,2158 
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ИСПОЛЬЗОВАНИЕ РЕЗУЛЬТАТОВ СТАТИСТИЧЕСКОГО 
, МОДЕЛИРОВАНИЯ ПРИ ПРОЕКТИРОВАНИИ АТС 
Розитио Т.Н. 
(Министерство связи СССР) 
Качество обслуживания в автоматических телефонных 
этанциях (АТС) определяется многими факторами: надежностью 
действия оборудования, отказами из­за отсутствия свободных 
обслуживающих устройств и недостаточной пропускной способ­
ности коммутационного поля, возможностью организации о б ­
ходных путей, наличием эффективной проверки оборудования 
АТС и др. Из вышеперечисленных факторов особое место зани­
мают потери, вызванные отсутствием свободных обслуживающих 
устройств и путей з коммутационном поде, ибо от количества 
оборудования и коммутационных устройств зависят стоимость 
и эксплуатационные расходы АТС. С ростом количества а б о ­
нентов одной АТС увеличивается число каскадов в коммута­
ционном поле и .в свяжи с этим, определение состава обору­
дования существующими методами является затруднительным и 
неточным. 
В настоящее время разработаны методы расчета количес­
тва обслуживающих приборов применительно м однонаскадным 
и двух каскадным коммутационным схемам, характерным для 
АТС малой емкости. Эти методы расчета учитывают влияние от 
количества источников нагрузки, распределение продолжитель­
ности обслуживания и также способ включения обслуживающих 
приборов. При помощи эти.: расчетов составлены различные 
таблицы для облегчения инженерных расчетов. Необходимо 
также отметить, что в этих расчетах не учитывается включе­
ние обслуживающих приборов в неполнодоступннх включениях. 
Для небольшого количества ( 4 1 0 ) обслуживающих устройств, 
включенных в неполкодоступнув схему, имеется возможность 
проведения точного аналитического расчета на ЭЗМ. При ко­
личестве приборов больше 10 влияние распределения обслу­% 
живающих приборов на пропускную способность ( т . е . на точ­
ность определения потерь в коииутациоыной системе) можно 
определить только статистический моделированием [ I ] , 
Коммутационное поле АТС средней емкости построено 
по иногокаскадной схеме. В этих схемах из­за внутренней 
блокировки возникает дополнительные затруднения при опре­
делении величины потерь. Имеется многие методы для инже­
нерных расчетов многокаскадных коммутационных схем, но 
они, с цельв упрощения расчетов, содержат различные до­
пущения и поэтому не обеспечивает необходимую точность. 
Такие результаты могут быть использованы только на этапе 
эскизного проекта при выборе вариантов. 
Уже продолжительное время в Вычислительном центре 
ЛГУ им.П.Стучки под руководством канд. фжз.­нат.наук 
Г.Л.Ионина проводятся работы по статистическому модели­
рование вновь разработанных АТС с целью определения про­
пускной способности. Статистическому моделированию под­
вергались все разработанные на заводе ЗЭФ координатные 
АТС. Таким образом, была подтверждена целесообразность """ 
разработки АТСК"50/200, на которой по сравнению с прото­
типом АТСК 40/80 получена экономия по основным коммута­
ционным устройствам (ИКС) до 4­0J6. Статистическим модели­
рованием было подтверждено выполнение технических'требова­
ний на АТСК 100/300, в этой АТС при помощи очень просто­
го грушюобразованкя, кроме економии многократных коор­
динатных ооединигелей (ИКС), были оптимально упрощены 
(для АТС такого класса) управ­чющке­устройства. Упроще­
ние управляющих устройств АТС 100/300 позволило без 
дублирования обеспечить треоуемую надежность работы АТСЙ). 
В настоящее время на основе технического задания про­
водятся разработки автоматических телефонных станций тре­
тьего поколения ­ квазиэдектронннх автоматических телефон­
ных станций (КЭ АТС). Техническое задание по группообразо­
ванив коммутационного поля кваэиэлектронных (КЗ) АТС со­
держит схемные предложения или исходные данные, необхо­
димые для разработки коммутационного поля (интенсивность 
нагрузки, допускаемые потери, количество каскадов и д р . ) . 
На основе технического задания и опыта проектирования 
разрабатывается частное техническое задание (ЧТЗ) для 
проведения статистического моделирования с целы) иссле­
дования предполагаемого группообразования. При разработ­
ке ЧТЗ необходимо учесть некоторые упрощения проверяемо­
го модуля по сравнение с реальной станцией. Упрощения 
уменьшает затраты на моделирование, а также ускоряет по­
лучение результатов. Обычно эти упрощения касается коли­
чества направления внешней связи, распределения времени 
обслуживания, исследования только некоторых комплектаций 
АТС и др. Такие упрощения относятся к факторам только не­
значительно влияопнм на результаты (например, количество 
направлений внешней связи) или не подлежащие более точно­
му математическому описание (время обслуживания). Некото­
рые данные для статистического моделирования выдается дваж 
ды: для начала моделирования ориентировочные и после полу­
чения первых результатов ­ уточненные. К таким относятся: 
интервал интенсивности нагрузки, в котором должно прово­
диться моделирование, и количество проверяемых точек. Ко­
личество отдельных обслуживающих приборов (регистров) 
иногда также подлежит уточнение. В техническом задании на 
разработку ЙЭ АТС предусмотрено проектирование нескольких 
вариантов АТС, отличает ихся интенсивностьв предлагаемой 
нагрузки, начальной и конечной емкостями источников нагруз 
км. Иногда для репения задания необходима проверка вариан­
тов группообразования, которые отличаются по количеству 
каскадов. При одинаковом количестве каскадов коммутацион­
ные поля отличается: а ) по концентрации интенсивности на­
грузки на блоке абонентских линий (БАЛ), которая обычно 
имеет значение 2:1, 4:1 и 8:1; б ) по количеству входов и 
выходов на блоке соединительных линий, например 32 на 32, 
64 на 64 и 128 на 128. Вышеупомянутые варианты также iic­гут 
быть осуществлены на нескольких разновидностях коммутато­
ров (8x4, 8x8, 16x8). 
Кроне определения основного показателя коммутационно­
го поля ­ вероятности потерь при определенных кнтексивнос­
тях нагрузки, моделирование*: исследуются: I ) распределение 
вероятности потерь по отдельным каскадам коммутационного 
поля и видам обслуживающих устройств; 2 ) отказы по причине 
занятого абонента;3) зависимость потерь от способа поиска 
обслуживающих приборов и промежуточных путей; 4) количество 
попыток поиска промежуточных путей, гарантирующих выполне­
ние требований технического задания по величине потерь. 
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Телефонная станция содержит определенное количество 
технических устройств, через которые устанавливаются те­
лефонные соединения. Расчет количества устройств состав­
ляет одну из главных проблем проектирования станции. Мы 
имеем здесь дело с задачами массового обслуживания, бо­
лее узко ­ теории телетрафика, а в технической термино­
логии ­ с задачами пропускной способности коммутационных 
структур, или коммутацию нпых систем. 
Решение технической задачи о пропускной способности 
телефонной коммутационной структуры состоит из несколь­
ких этапов." Сначала по исходному техническому описанию 
задача формулируется в терминах теории телетрафика, ина­
че говоря, строится абстрактная /математическая/ модель 
реального процесса обслуживания. В подавляющем большин­
стве задач математическая модель не приводит к аналити­
ческому решению и следуищим этапом становится статисти­
ческое моделирование. Однако далеко не всякая математи­
ческая модель оказывается достаточно простой и для моде­
лирования. Так появляются промзжуточные этапы ­ упроще­
ние и изменение абстрактной модели, направленные на то, 
чтобы приспособить задачу к существующей технике модели­
рования, в том числе к ограниченным возможностям ЭВМ. 
Это ­ первая из двух тем нижеследующих заметок. 
Вторая тема касается задач инженера в его непосред­
ственном взаимэдействии с математиками, создающими алго­
ритмы и программы ыоделиропания. Обе стороны стоят перед 
барьером, разделяющим язык инженера и язык математика. 
Каждый из этих языков является естественным продуктом 
сферы его применения. Особенной характеристикой каждого 
является яе только специальная лексика /терминология/, 
но и способы описания объектов исследования.Со стороны 
инженера трудности возникают начиная с построения кате­
магической модели задачи. Модель часто бывает несовер­
шенной, ей не достает строгости, однозначной определен­
ности. Трудности переходят затем и на (ТермулироБаняе ис­
ходных данных для юделироааняя и на требования, предъя­
вляемые к результатам моделирования. 3 дальнейшем появ­
ляется и задача приема готовой программа. Прием пересе­
кается с окончательной отладкой программе, инженерное по­
нимание проиеоса обслуживания может элективно облегчать 
отладку, но этому часто препятствует упомянутый барьер. 
На протяжении 15­летнего сотрудничества инженеров 
ЛОШИС и математиков Вычислительного центра Латвийского 
государственного университета обе стороны, работая в тес­
ном взаямодейстзии, набирали опыт и совершенствовали свои 
методы решения общей задачи. В ДОНЙИС работа велись под 
руководством Б.С.Лившица. Первые и пото^гу самые трудные 
контакты с ВЦ ЛГУ осуществлял К. .иМельников; затем их 
Продолжил автор» Методы и програ;.с.1ы уоделирования разра­
батывались в отделе исследований операций ВЦ ЛГУ. Модели­
рование проводилось на БЭСИ­Д и, больше всего, на БЭСМ­4. 
Обращаясь К возмо.т.аоотя>.» статистического кзэделирозвг­
ния абстрактных моделей разной сложности, поясним глав­
ные Трудности. Мы уже говорили, что подааляощее большин­
ство задач по пропускной способности коммутационных сис­
тем требует обращения к статистическому моделированию и 
что, сверх того, задачи еще приходится приспосабливать 
к технике программирования и к ограниченным возможностям 
доступных ЗЗМ. 
Программирование больших задач требует многих меся­
цев работы одного­двух программистов, а попытки разделять 
задачу между большим числом программистов не приносят 
заметного успеха. Сравнительно небольшой обьем. оператив­
ной памяти­ЭВМ заставляет ограничивать параметры 
­ 1*0 ­
моделируемых структур. Иа­за небольшой скорости работы 
ЭВМ одна точка /несколько десятков тысяч вызовов/ модели­
руется в течение ОДЕОГО, двух и больше часов, а, как по­
казал опыт, организация массового эксперимента становит­
ся очень трудной, часто практически невозможной, если на 
одну точку уходит больше 2­3 часов работы ЭВМ. 
Применение языковых средств для моделирования теле­
фонных процессов обеду кивания на советских ЭВМ еще не 
развито. Такие алгоритмические языки, как АЛГОЛ, ФОРТРАН, 
даже в совокупнее ти с языком ассемблера пригодны лишь 
для небольших задач. Специализированных языков высокого 
уровня кет, да они и не принесли бы большой пользы на 
ЭВМ относительно небольшой мощности. В вычислительном 
центре создан специализированный язык, который автомати­
зирует лишь часть работы программиста. В эту часть не 
входит трудоемкое програлыированне модели коммутационно" 
структуры, сложной или просто объемистой, и установлена 
соединений через неё. Между тем, моделирование структуры 
существенно зависит от опыта и искусства программиста. 
Вообще, возможности автоматизации программирования пока 
невелика. Поэтому основной путь в преодолении ограничен­
ности возможностей заключается в упрощении математической 
модели задачи. Упрощение может относиться к структуре, к 
процессу обслуживания, к методам оценки характеристик об­
служивания. 
Интересным примером может служить способ упрощения 
многокаскадной структуры, примененный в [Т.1 . Структура 
в данном случае восьмикаскадная, рассматриваемая примени­
тельно к квазналекгроняны АТС, имеет следующие характе­
ристики. Она состоит из некоторого числа одинаковых ком­
мутационных блоков одного типа ­ блоков абонентских ли­
ний, или, сокращенно, БАЛ, и из некоторого числа одина­
ковых коммутационных блоков другого типа ­ блоков 
­ ш ­
соединительных линий, или БОЛ. Каждый БАЛ связан с каж­
дым БСЛ пучком мездублочных соединят ельних ляяий. Число 
лини­; во всех пучках одно и то же, и все пучки, исходя­
щие из одного и того же БАЛ, включены в БАЛ*в нечестном 
смысле симметрично. То же можно оказать о пучках, входя­
щих в один и тот же БСЛ. Каждый вызов обслуживаемого по­
тока поступает на вход некоторого БАЛ и соединение долж­
но быть установлено черев данный БАЛ, через междублочный 
пучок и через некоторый БСЛ к выходу БСЛ. Другие соеди­
нения проходят в обратную сторону ­ от определенного вы­
хода БСЛ ко входу ВАЛ. Обычная структура, в которой мо­
жет быть до '¿2 и даже до 64 БАЛ и столько же БСЛ, имеет 
очень много оставных элементов, и полную модель структу­
ры, нельзя построить в. ЭВМ из­за недостатка быстродейст­
вующей памяти. Вместе с тем для моделирования процесса 
установления соединений внутри БАЛ и внутри БСЛ не требу­
ется многократно повторять одну и ту же структуру блока. 
Поэтому в [ I ] и построена следующая примерно эквивалент­
ная структура, удобная для моделирования. Пусть для оп­
ределенности число блоков каздого типа равно 32, а каждый 
междублочный пучок содержит 32 линии. Эквивалентная стру­
ктура состоит ИЗ двух БАЛ и двух БСЛ. Между каждым БАЛ 
и каждым БСЛ имеется 512 линий. Примерная эквивалент­
ность исходно;) схемы с пучками по 52 линии достигается с 
помощью дополнительного условия: 512 линии разбиты на 16 
пучков по 32 линии, причем эти 32­линейные пучки нклвче­
ны в БАЛ и в БСЛ Так же, как включены 32­линейные пучки 
в исходной структуре. Каждому вызову, поступающему на 
вход определенного БАЛ /или БиТ/ приписывается в случай­
ном порядке по одному о2­линейному пучку в каждом на двух 
512­линейных пучков данного БАЯ /БСЛ/. Только черев ети 
..2­лине;":ные пучки можно устанавливать сю единение по дан­
ному вызову. 
» 
3 наших исследованиях при подготовке задач к моде­
лированию применялось несколько приемов упрощения, кото­
рые излагают ся нпе . 
Хорошие возможности открывает разбивка задачи на 
чаэти. В "каждой части без упрощений представлена лишь 
часть изучаемой структуры и процесса обслуживания. Ос­
тальные части заменены некоторыми примерными эквивалента­
ми. Данные, полученные при ьюделировании одной части за­
дачи, используются в качестве исходных данных для другой 
части задачи. 
Тале, например, ступень группового искания /ГИ/ ко­
ординатной АТС состоит из некоторого числа /до 20 и 
больше/ однотипных коп:.­утационкых структур, называемых 
блокада группового искания /блоками ГИ/ и некоторого чис­
ла пучков лини»: /до 20 пучков/. На входы блоков ГИ посту­
пают вызовы обслуживаемых потоков, причем в каждом пото­
ке вызовы расходятся по входа:.: всех блоков ГК. Каждый пу­
чок линий вклачен неполкодоступно в выходы всех блоков 
Г»1. Таким образом, структура едина и, строго говоря, её 
нельзя разбить на части и моделировать каждую часть от­
дельно. ­Вместе с тем модель всей ступени просто невозмож­
на из­за ограниченного объема оперативно;: памяти. Однако 
с очень хорошим приближением можно подучить нужные ре­
зультаты сделав не программу моделирования солнок ступени 
ГИ, а две гораздо более простые программы ­ для моделиро­
вания одного* неполнодоступного пучка с учетом в это? мо­
дели влияния остальной части ступени ГИ и для моделирова­
ния одного блока ГИ также с учетом влияния остальной час­
ти ступени ГИ. Программа моделирования одного неполнодо­
ступного пучка позволяет, сделав достаточное число экспе­
риментов, определить нукяио характеристики во всем воз­
можном диапазоне параметров неполнодоступного включения 
Программа иэделиросакия одного блока ГИ также поз юляет 
при достаточном члеле экспериментов солучэть все необходи­
\ае данные. Е результате такого подхода объем памяти для 
модели структуры уменьшается на один­два порядка. Две про­
граммы в совокупности значительяо проще, чем одна сложная 
программе. Их Иэвво делать независимо и одновременно. Лз-
делироБание становится реализуемым. 
Поясним подробнее, каким образом две отдельные про­
г р о ш нриводат к нужному результату, т . е . к оценке про­
пускной способности олояноВ' ступени при разных наборах 
варыметров. 
3 первой программе на входе каждой натру зочшЛ груп­
пы имеется ^вероятностный фильтр", ко*орзй с заданной ве­
роятностью создает отказы, причем вероятность зависит от 
состояния пучка, а именно, от числа занятых линий среди 
линий, доступных дшшо;! нагрузочное! группе, .ильтр дейст­
вует как эквивалент блока ГИ в сгщсле блокировок между 
входами и выходами блока, .'ильтр задается числовым векто­
ром, который поучается в результате моделирования одного 
двухкаскадного блока по второ!" программе. 2 свою, очередь, 
вторая программа функционирует з данными, полученными при 
моделировании непол; ю до с ту п них пучков. Эти данные вводят­
ся как паралетры эквивалентных потоков вызовов, поступаю­
щих на части неполкодоступных яуч.:ов, доступные через 4 
один биюх ГЛ. 
Для согласования результатов обеих п.­о грамм­ мохет 
потребоваться итеративное жделиродание. Практически, од­
нако, по ар­обретении ыеоользюго опыта, можно обо­тлсь 
сдяим­двумя шагами. 3 частности, хорошо начать с неоолно­
достулного включения, доложив все вероятности фильтра 
равными 0, я испольвова/гь да ные этой модели для опреде­
ления фильтра ио программе моделирования блока ГИ. Иолу­
ченный фильтр уже достаточен для окончательного моделиро­
вания но программе неаолнодоступвого пучка. 
Многие результаты можно получать, объединяя модели­
рование с вычислениями. Покажем пример. Пусть задана мно­
гокаскадная структура, в выходы которой могут 
включаться пучка раз по Л емкости. Для определения потерь 
на пучках разной емкости прь разных их нагрузках нужно 
было бы • моделировать иного разных частных случаев. Одна­
ко Кйьно воспользоваться формулой Ло.чгли для вероятности 
потерь вызовов в пучке, вклиненном через некоторую бло­
кирующую схему. Эта формула представляет собой функцио­
нальную зависимость вида 
родки при условии, что з пучке занято 1 линий, Р 1 ­
­вероятность занят ости линий, зависящая от нагрузки пуч­
ка и от вероятностей блокировок. Нетрудно понять, что 
ровна при . V ­ ! попытках установить соединение. Таким 
образом, можно моделировать многокаскадную структуру без 
моделирования, конкретных пучков /упрощается программа/ 
и, получив вероятности блокировок, вычислять потери в на­
правлениях по простой формуле /уменьшается расход машин­
ного времени/. В этом примере важно, в частности, что, 
сократив объем лоделироаания, можно получить практическую 
пользу от программы, по которой одна точка моделируется 
в течение нескольких часов. 
1ЪясняющиЦ ЧИСЛОВОЙ пример. Пусть в некоторой мда­
гокаскздно* структуре с заданной общей нагрузкой на её 
каскадах вероятности «^вокирозок при нуле, одной, двух и 
т .д . попытках суть ^ = 1,00, к у _ х « 0,225, к у 2 * 0,06 
0,027, ву_ 4­ 0.0Г2, в ч _ 5 « 0,007, в ^ 6 ­ 6,004 и 
т .д . Покажем, что эта структура по­разному блокирует пуч­
ки разной емкости, ко что для этого достаточно знать ука­
занные значения &± , полученные однократным моделирова­
нием при данной общей загрузке структуры, и воспользо­
ваться простыми вычислениями по формуле Лонг ли, проводя 
•I 
Р = И Ь 1 Р 1 ( А ; в 0 , а 1 g v ) 
­ 1ч5 ­
их отдельно для каждого пучка. Возьмем, например, пучки 
емкостью 10 и 80 линий. Если первый из них рассматри­
вать при нагрузке 3,43 Эрл, а второй ­ при нагрузке 
59,7 Эрл, то оба пучка в условиях полнодоступного их 
включения обслуживают вызовы с потерями 0,002. исполь­
зуя формулу Лонгли при данной загрузке каскадов, та. 
при данных значениях e t , получим, что те же пучки, 
работая при тех же нагрузках не полнодоотупно, а через 
многокаскадную структуру, создают потери соответственно 
0,0082 и 0,0027. Отсюда видно, что чем меньше пучок,тем 
больше­дополнительных потерь вносят блокировки при ус ­
тановлении ооединешй через данную структуру. При той 
же обшей здг^уэкг из^.^оз ч потерях г нолнодоступноы 
вилдаендя, рзлькх 0,06, Доте^я с блокиро асами будут 
0,068 и 0,05ü для пучка с 10 и 80 линиями соответствен­
но. 
С помощью таких же простых расчетов можно выявить 
и другие особенности загрузки пучкои черезданную много­
каскадную структуру. Например, можно определять потери 
при изменения нагрузки отдельных пучков, когда общая на­
грузка структуры сохраняется или даже, когда она изме­
няется. 3 последнем случае нужно провести однократное 
моделирование структуры при новой нагрузке в получи» 
значения B l . • 
Примеры объединения моделирования о расчетами можно 
было бы ум.гожить. В расчетах могут использоваться все­
возможные ÄAI'iHue, полученные моделированием, например, 
распределение числа занятых линий, коммутаторов, звень­
ев и пр. 3 частности, сложная структура может быть раз­
бита на отдельно моделируемые части и при моделирования 
могут измеряться распределения на стыках этих частей» 
После измерении вычисляются комбшвпии рас пред елеинй, 
что дает требуемую характеристику целой структуры. Про­
цесс решения задачи макет быть итеративным, поскольку 
при моделировании каждой отдельной части используются 
результаты шделировакия других частей, как объяснялосв 
раньше на примере ступени ГЛ. Вычислительная программа 
может быть состазно*! частью программы мода'щровэния, об­
рабатывая входные или выходные данные этой программы. 
Пере'!дем теаерь к общий аолакениям поста­:юзки вада— 
чи для программирования. В диалоге между математиком и 
инженером от последнего требуется строгая постановка за­
дачи. Постановка задачи COCTO.IT ИЗ трех основные частей: 
описания коммутационно»­, структуры, описания исходных 
данных процесса обслуживания /потоки вызовов, время об­
служивания,, дисциплина обслу,г.изания/, описания требуемых 
статистических данных. 
Описание структуры лучше делать Гормалыаьм. Теле­
фонные термины МОЖНО, конечно, сохранять, однако все по­
нятия нужно строго определить. Сложные стр:лстуры лучше 
задавать так ил ооразоы, чтобы задание кадцого конкретно­
го варианта вдделировааия было простым. Так, например, 
многокаскадная структура макет сыть задана таблицами, 
показывающими соединения между каскадами. Однако значи­
тельно лучше задавать структуру с помощь» линейных зави­
с.:мосте;!. Формулы могут обозначать, например, звенья, 
заражая номера входов коммутаторов кавдего каскада в за­
висимости от номеров выходов и коммутаторов другого кас­
када. Задание конкретных вариантов становится очень ш е ­
стым. Хрома» того, чор,..улы могут подсказывать схецу моде­
лирования структуры, так как формулы можно ислользовать 
для адресации ячеек, в которых записываются состояния 
элементов структуры. 
При задании потоков вызовов, времени обслуживания и 
дисциплины 0СкЯ*ухиваазш нулю стремиться к тому, чтобы в 
сложных моделях процесс был марковским. Это упрощает и 
программирование, и моделирование. 
Статистическая информация, получаемая в результате 
моделирования, долина быть избыточно?., что пог.огает от­
лаживать программу. Например, задав вариант моделирова­
ния так, чтобы какая­нлбудь группа элементов была полно­
доступно к, можно сопоставить реализуемое распределение 
числа занятых элементов с эрланговским. Существует мно­
жество приемов такой проверки. 
Описание статистических данных должно быть столь же 
строги,'.., как и другие часта заданна на моделирование. 
Лучше, если постановщик задачи будет задавать методику вы­
числения оценок,а не вероятности,которые требуется оценит* 
В постановку задачи входит описание ввода я вывода 
данных. Лучше всего сразу показать точную форму записи 
входных данных на блажах. Зорма ввода и, особенно, вы­
вода далных практически согласуется еще в течение неко­
торого времени, пока программист изучает задачу и рабо­
тает над алгор:ггмами. Обычно моделирование каждого вари­
анта ведется несколькими независимыми серагмиУнадример, 
по 10 тысяч поступиаших зызовов/. сто самый простой спо­
соб получить не только статистические оценки требуемых 
характеристик, но и выборочную длсперсив оценок. 
Особо следует сказать о последовательностях псевдс— 
случайных чисел, швает, что о течки ьренля инженера ре­
зультаты моделирования оказывается неправдоподобными по 
единствешюй причине ­ из­за плохих последовательностей. 
Опыт работы ЗЦ .ТУ показал, что для реализации разных 
случайных событий подходят разные последовательности я 
выяснить, какие именно» можно только опытным путем. При 
этом общестатистические критерии могут оказаться не­
достаточными а нужно прибегнуть к оценке результатов мо­
делирования, например, к оценке того, как реализуется 
распределение овланга или распределение времени ожидания 
при глэделирозании полнодоступного сучка. 
В. ваклдоение скажем, что не нужно стремиться к уни­
версальности программ, наоборот иногда лучше сразу за­
дать адпкретние чнслэше параметры сложной структуры, не 
нужно стремиться к тому, чтсбы "на всякий случай" про­
грамма давала избыточные возможности. Можно даже поКти 
на то, чтобы для быстроты решения задачи не реализовать 
весь нужный диапазон параметров и интерполировать, а 
иногда даже и экстраполировать результаты моделирования. 
Не нужно задавать много вариантов дисциплины обслужива­
ния, если только задача не посвящена специально этому 
вопросу.' 
Изложенное понимание проблем моделирования, встре­
чающихся инженеру, выработалось на основании многолетне­
го сотрудничества с математиками Вычислительного центра. 
При этом математики наталкивались на свои проблемы и мно­
го сделали дле их разрешения. Без долгого целенаправлен­
ного труда математиков не было бы и данной работы, что с 
благодарностью помнит и ценит автор. 
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