Node classification in social networks has been proven to be useful in many real-world applications. The vast majority of existing algorithms focus on unsigned social networks (or social networks with only positive links), while little work exists for signed social networks. It is evident from recent developments in signed social network analysis that negative links have added value over positive links. Therefore, the incorporation of negative links has the potential to benefit various analytical tasks. In this paper, we study the novel problem of node classification in signed social networks. We provide a principled way to mathematically model positive and negative links simultaneously and propose a novel framework NCSSN for node classification in signed social networks. Experimental results on real-world signed social network datasets demonstrate the effectiveness of the proposed framework NCSSN. Further experiments are conducted to gain a deeper understanding of the importance of negative links for NCSSN.
Introduction
User information such as demographic values, interest, beliefs or other characteristics is crucial for social media service providers to customize their services to the users in many applications such as recommendations and personalized search. The more they know about users, the better they can serve them. However, social media sites can only collect very limited user information because most social media users do not share their information [33] . For example, more than 90% of users in Facebook 1 do not reveal their political views [1] . One way of bridging this knowledge gap is to infer missing user information by leveraging the pervasively available network structures in social media [29, 1] . An example of such inference is that of node classification in social networks. Since nodes represent users in social networks, we will use the terms "node" and "user" interchangeably.
The problem of node classification has been exten-sively studied [10] in the literature. Existing node classification algorithms can be mainly grouped into local classifier based methods and random walk based methods [5] . The vast majority of these algorithms have overwhelmingly focused on unsigned social networks (or social networks with only positive links) [21, 30, 17, 36, 34, 22] . However, social networks in social media can contain both positive and negative links. Examples of these signed social networks include Epinions 2 with trust and distrust links, and Slashdot 3 with friend and foe links. The work on node classification in signed social networks is rather limited.
The recent availability of signed social networks has encouraged increasing attention on signed social network analysis. Recent work shows that negative links have added value over positive links [14] and can benefit various analytical tasks. For example, negative links can significantly improve social recommendation performance [31, 18] , and a small number of negative links can improve the performance of positive link prediction remarkably [11, 16] . Evidence from recent achievements in signed social networks suggests that negative links in signed social networks may be also potentially helpful in the task of node classification.
In this paper, we study the novel problem of node classification in signed social networks. This problem has not been previously studied. In essence, we investigate how to mathematically model positive and negative links in signed social networks for the problem of node classification. We design a novel framework, NCSSN, for node classification in signed social networks. Our main contributions are summarized below:
• We provide a principled approach to mathematically model positive and negative links for the problem of node classification in signed social networks;
• We propose a node classification framework NC-SSN, which captures positive and negative links in signed social networks into a coherent model; and
• We evaluate the proposed framework in real-world signed social networks to understand the effec-tiveness and mechanisms of the proposed NCSSN framework.
The remainder of this paper is organized as follows. In Section 2, we formally define the problem of node classification in signed social networks. In Section 3, we provide a way to model positive and negative links and introduce details about the proposed NCSSN framework with an optimization algorithm. Section 4 presents experimental results with discussions. Section 5 briefly reviews related work. Finally, Section 6 concludes with future work.
Problem Statement
Let U = {u 1 , u 2 , . . . , u N } be the set of N nodes in the social network. A signed network G can be decomposed into a positive component G p and a negative component G n . Let A p ∈ R N ×N be the adjacency matrix of G p where A p ij = 1 if u i has a positive link to u j , and A p ij = 0, otherwise. Similarly, A n ∈ R N ×N denotes the adjacency matrix of G n where A n ij = 1 if u i has a negative link to u j , A n ij = 0 otherwise. Note that we only consider a binary weight {0, 1} for links in this paper although the generalization of the proposed framework to continuous weights is straightforward.
Let C = {c 1 , c 2 , . . . , c m } be the set of m label classes. Assume that U L = {u 1 , u 2 , . . . , u n } is the set of n labeled nodes where n < N and U U = U\U L is the set of N − n unlabeled users. We use Y ∈ R n×m to denote the label indicator matrix for U L where Y ik = 1 if u i is labeled as c k , and Y ik = 0 otherwise.
With the aforementioned notations and definitions, the problem of node classification in a signed social network can be formally stated as follows:
Given a signed social network G with positive links A p , negative links A n , and labels Y for some nodes U L , the problem of node classification in a signed social network aims to infer labels for the unlabeled nodes U U .
The Proposed Node Classification Framework in Signed Social Networks
There are two understandings about positive and negative links in signed social networks -(1) independent understanding, which considers positive and negative links as two distinct features (or dimensions) about users [24] ; and (2) dependent understanding, which treats positive and negative links as tightly related features in a single structure [16] . Correspondingly we can model independent and dependent information of positive and negative links for the problem of node classification in signed social networks. In this section, we first give details about models of independent and dependent in- formation of signed social networks, and then introduce the proposed NCSSN framework with an optimization method.
3.1 Modeling Independent Information of Positive and Negative Links Positive and negative links have been investigated separately (or independent understanding) in [24, 27] and the research results suggest that (1) we cannot extend properties of positive links to negative links and negative links present distinct properties; and (2) the formations of both positive and negative links are related to user preferences. Let U i ∈ R 1×K + be the latent user preference of u i and U = [U 1 ; U 2 ; . . . ; U N ] ∈ R N ×K be the user preference matrix. Both positive and negative links are related to user preferences, which indicates that we can model independent information of positive and negative links by learning the user preference U. The basic idea of capturing independent information for node classification is demonstrated in Figure 1 -we learn user preference matrix U from A p and A n , and based on U and labeled nodes U L , we train the classifier, which is used to predict labels of unlabeled nodes U U . We formulate the basic idea in Figure 1 via the following optimization problem:
Next we give details about Eq. (3.1) as:
• A positive link from u i to u j can be modeled as the correlation between their preferences as A
is the correlation matrix for positive links [26] .
• Since negative links are also related to user preferences, similarly we model a negative link from u i to u j as A n ij = U i H n U j . Since positive and negative links present distinct properties, we introduce a different correlation matrix H n ∈ R K×K for negative links.
• We train a linear classifier W ∈ R K×m based on user preferences and label information of labeled users
The parameter β controls contributions of independent information from negative links. The term λ( H p 2
Eq. (3.1) can be rewritten into the matrix form as follows:
where C ∈ R N ×N is a diagonal matrix, where
L and C ii = 0, otherwise.
Modeling Dependent Information of Positive and Negative Links
Users are likely to be more similar to their friends (or users with positive links) than their foes (or users with negative links), i.e., users should sit closer to their friends than their foes [28] . This observation paves a way for us to model dependent information of positive and negative links. For i, j, k where u i has a positive link to u j and a negative link to u k , we force u i closer to her friend u j than her foe u k in terms of their user preferences to capture dependent information of positive and negative links. To achieve this goal, we consider the following two cases:
• Case 1: If a user u i sits closer to her friend u j than her foe u k , i.e.,
2 < 0, we should not penalize this case since it is consistent with the finding.
• Case 2: If a user u i sits closer to her foe u k than her friend u j , i.e.,
> 0, this case contradicts with the finding, and we should add a penalty to pull u i to u j from u k .
Based on the aforementioned analysis, we propose the following formulation to capture dependent information from positive and negative links as:
Next, we give details on the inner workings of Eq. (3.3):
• When a user u i sits closer to her friend u j than her foe u k , i.e., Case 1, the minimizing term in Eq.
Therefore We do not add any penalty for Case 1;
• When a user u i sits closer to her foe u k than her friend u j , i.e., Case 2, the minimizing term in Eq.
Eq. (3.3) can be rewritten in the matrix form as follows:
where
ijk jj = 1 with other entries equal to zero. The term f ijk is defined as follows:
otherwise .
The Optimization Problem
With model components for independent and dependent information of positive and negative links, the proposed node classification framework in signed social networks NCSSN is to solve the following optimization problem:
where β and γ control independent and dependent information from negative links, respectively. The relationships among U, H p , H n and W make the problem of finding optimal solutions for all parameters in Eq. (3.4) difficult to determine simultaneously. In this work, we adopt an alternate optimization scheme [9] for Eq. (3.4) where we optimize one component while fixing others.
Let L be the Lagrangian function as: 
where the nonnegative matrices B and E are defined as follows:
where for any matrix X, (X) + and (X) − denote the positive and negative parts of X, respectively. Setting ∂L ∂U = 0 and using the KKT complementary condition U ij Λ U ij = 0, we can derive the update rule for U as follows:
To compute H p , we fix U, H n and W. The derivative of L with respect to H p is as follows: 
To compute H n , we fix U, H p and W. The derivative of L with respect to H n is as follows:
Setting ∂L ∂H n = 0 and using the KKT complementary condition H n ij Λ H n ij = 0, we can get the update rule for H n as:
To compute W, we fix U, H p and H p . Setting ∂L ∂W = 0, we obtain the following:
After we learn W and U, the label of a node in the signed social network u i ∈ U U can be predicted as follows:
Experiments
In this section, we present experiments, which evaluate the effectiveness of the proposed NCSSN framework. We begin by introducing experimental settings. Then we will present performance comparisons and then the impact of negative links. Finally, we present sensitivity analysis of NCSSN.
4.1
Experimental Settings For this study, we collected two datasets from Epinions and Slashdot that explicitly allow users to establish both positive and negative links.
Slashdot is a technology news platform in which users can create friend (positive) and foe (negative) links to other users. Users in Slashdot can join in some interest groups. For users, we collect their positive and negative links as well as groups that they join. These group identifiers are treated as the class labels.
Epinions is a popular product review site. Users can create both positive (trust) and negative (distrust) links to other users. They can write reviews for products from various categories. We chose these categories as the class labels of users. In particular, for users, we collected their positive and negative links, and also the categories of the products for which they write reviews. For a user who writes reviews for products from multiple categories, we chose the one with most products she writes reviews to as her label.
Some additional preprocessing was performed on these two datasets by filtering users without any positive and negative links, and class labels with a limited number of users. A number of key statistics of these datasets are illustrated in Table 2 4 . It is evident from these statistics that (a) positive links are denser in signed social networks; and (b) the signed social network in Slashdot is denser than that in Epinions.
In each case, we randomly choose x% of nodes labeled and the remaining 1 − x% as unlabeled nodes for testing. For each x, we repeat the experiments 10 times and report the average performance. Since it is very common for labels to be sparsely specified, we chose relatively small values of x, which were {5, 10, 15, 20}. One commonly used measure, referred to as Micro-F1, is adopted to assess the classification performance. This measure is defined as M icro−F 1 = 2pr p+r , where p and r denote the micro-average of precision and recall, respectively. These measures are formally defined as follows:
where T P j , F P j , and F N j are true positive, false positive and false negative of the j-th class label, respectively.
Comparison of Classification Performance
In this subsection, we evaluate the effectiveness of the proposed framework NCSSN in term of node classification performance. The comparison results are demonstrated in Table 1 . The algorithms in the table are defined as follows:
• ICA: This algorithm uses local neighborhood information to learn local classifiers [17] .
• GReg: This algorithm propagates labels from labeled nodes to unlabeled nodes by performing random walks on the social network [35] .
• SocDim: This algorithm first extracts social dimensions for users and then utilizes them as features for discriminative learning [29] .
• Random: this algorithm randomly assigns labels to unlabeled nodes.
Note that ICA, GReg and SocDim are developed for unsigned social networks and we apply them to signed social networks by ignoring negative links. For methods with parameters, we used cross-validation to determine their values. The parameters for NCSSN are set as {α = 1, β = 0.5, γ = 0.3, K = 500} in Slashdot and {α = 1, β = 1, γ = 0.7, K = 2000} in Epinions. A detailed sensitivity analysis of NCSSN will be discussed in the following subsections. We make some key observations from Table 1: • In general, with the increase in the number of labeled nodes, the classification performance consistently increases for all methods in Table 1 .
• ICA, GReg and SocDim obtains much better performance than Random. For example, SocDim gains 140.94% and 118.20% relative improvement with 5% labeled nodes in Slashdot and Epinions, respectively. These results support the importance of positive links in node classification.
• The proposed framework NCSSN consistently outperforms all baseline methods (e.g., ICA, GReg and SocDim), which only exploit positive links, on both datasets. Compared to the best performance of ICA, GReg and SocDim, the relative performance improvement of the proposed framework NCSSN is shown in Table 3 . In addition to positive links, signed social networks also provide negative links and NCSSN captures positive and negative links into a coherent model. These observations suggest the importance of negative links and we will investigate the effects of negative links on the proposed framework in the following subsection. . In summary, the aforementioned analysis provides the insights that (a) both positive and negative links in signed social networks can help node classification; and (b) the proposed NCSSN framework obtains significant performance improvement compared to other methods.
Impact of Negative Links
Based on the performance comparison in the previous subsection, we observe that the proposed NCSSN framework improves the classification performance significantly. In addition to positive links, the proposed framework NCSSN also captures negative links in signed social networks. In this subsection, we investigate the impact of negative links on NCSSN.
The optimization problem for NCSSN in Eq. (3.4) provides two terms to model negative links -(1)
F modeling independent information from negative links ; and (2) i,j,k ∈S f ijk T r(M ijk UU ) modeling dependent information from negative links. To study the impact of negative links on the proposed framework, we systematically eliminate the effects of these two components by defining the following variants of NCSSN:
• NCSSN\II -We eliminate the effect of the independent component on NCSSN. In particular, we remove the term A n − UH n U 2 F from the optimization problem in Eq. (3.4) by setting β = 0.
• NCSSN\DI -We eliminate the effect of the dependent component on NCSSN by removing the term i,j,k ∈S f ijk T r(M ijk UU ) from the optimization problem in Eq. (3.4) by setting γ = 0.
• NCSSN\DII -We eliminate the effects of both independent and dependent components on NCSSN by setting β = 0 and γ = 0 in Eq. (3.4).
The parameters in all variants are determined with cross-validation and the performance comparison of NCSSN and its variants are demonstrated in Figure 2 . We make following observations:
• When we eliminate the effect of the independent component, the performance of NCSSN\II degrades in comparison with NCSSN. For example, the performance reduces 8.03% and 6.95% with 5% of labeled users in Slashdot and Epinions, respectively. These results suggest that the independent component in NCSSN is important.
• We make similar observations for NCSSN\DI when we eliminate the effect of the component modeling dependent information.
• When we eliminate the effects of both components, the performance of NCSSN\DII further reduces compared to NCSSN\II and NCSSN\DI. These results suggest that these components are complementary to each other.
In summary, via the component analysis of NCSSN, we conclude that (a) both components can contribute to the performance improvement of NCSSN; (b) it is necessary to model both because they contain complementary information.
Parameter Analysis
The proposed NCSSN framework has three important parameters. The first is β, which controls the contribution from independent information from negative links, the second is γ, which controls the contribution from dependent information from negative links, and the third is the number of dimensions K of latent user factors. Hence we study the effect of each of the three parameters by fixing the other 2 to see how the performance of NCSSN varies with the percentage of labeled nodes.
We fix {γ = 0.3, K = 500} and {γ = 0.7, K = 2000} for Slashdot and Epinions, respectively, and vary β as {0, 0.001, 0.1, 0.3, 0.5, 0.7, 1, 10}. The performance variations with respect to β and the percentage of labeled nodes are depicted in Figures 3(a) and 3(b) for Slashdot and Epinions, respectively. The following observations are evident:
• When β increases from 0, eliminating the impact of independent information from negative links, to 0.1, the performance increases dramatically in both datasets. These results further support the importance of independent information of negative links in the classification performance.
• The performance is relatively stable in fairly large ranges such as β ∈ [0.3, 0.7] for Slashdot, and β ∈ [0.5, 1] for Epinions. This property eases the parameter setting process.
• When β increases from 1 to 10, the performance decreases. When β is large, independent information of negative links dominate the learning process. This causes the estimates of U and W overfitting.
We vary γ as {0, 0.001, 0.1, 0.3, 0.5, 0.7, 1, 10} while setting {β = 0.5, K = 500} and {β = 1, K = 2000} for Slashdot and Epinions, respectively. The performance variations in terms of γ and the percentage of labeled nodes are demonstrated in Figures 4(a) and 4(b) for Slashdot and Epinions, respectively. We have very similar observations for γ as β. With the increase of γ, the performance first increases, reaches its peak value and degrades. This pattern can be used to determine the optimal value of γ for NCSSN.
Next, we varied K as {100, 300, 500, 1000, 2000, 3000} while we fixed • In general, with the increase of the number of latent dimensions, the performance tends to increase first, reaches its best performance, and then decreases.
• We note that NCSSN achieves its best performance when K = 500 in Slashdot while K = 2000 in Epinions. There are two possible reasons why NCSSN achieves its best performance with relative smaller number of latent dimensions in Slashdot than Epinions -(a) the signed social network in Epinions has more users than that in Slashdot; and (b) users in Slashdot are better connected than these in Epinions.
Among the these three parameters, the performance of NCSSN is most sensitive to β than γ and the number of latent dimensions K.
Our work is related to node classification in unsigned social networks and mining signed social networks. In this section, we will give a brief review.
Node Classification in Unsigned Social
Networks Many real-world problems can be modeled as the node classification problem in unsigned social networks, which aims to predict labels of unlabeled nodes in an unsigned social network by giving the network with some labeled users [22] . According to [5] , node classification algorithms in unsigned social networks can be mainly divided into local classifier methods and random walk based methods.
Local classifier based methods use local neighborhood information to learn local classifiers. Iterative classification methods (or ICA) [21] and its variants [17] construct feature vectors for nodes from the information known about them and their neighborhood. These feature vectors are then used along with labeled users to build a local classifier. Weighted-vote relational neighbor (wvRN) takes a weighted average of the class probabilities in the neighborhood for classification [19] .
Random walk based methods propagate the labels by performing random walks on the network such as label propagation [36, 3] , graph regularization [34, 35] and adsorption [4] . Other related approaches include inference using graphical models [30] , metric labeling [13] , and spectral partitioning [20] .
Mining Signed Social Networks
Although mining signed networks is still in the early stages of development, some research tasks have been relatively well studied such as positive and negative link prediction and community detection. A comprehensive overview about mining signed social networks can be found in [28] .
Positive and negative link prediction infers new positive and negative links by giving a snapshot of a signed network. In [16] , local topology-based features based on balance theory are extracted to improve the performance of a logistic regression classifier in signed relation prediction. Features derived from longer cycles in signed networks can be used to improve the positive and negative link prediction performance [7] . In [12] , a low-rank matrix factorization approach with generalized loss functions is proposed to predict trust and distrust relations.
The problem of community detection in signed networks determines groups of users that are densely connected with positive links within the same group and negative links between groups [23, 15] . In [32] , an agent-based random walk model is proposed to identify communities. In addition to modularity maximization, frustration minimization is defined as another optimized object for signed social networks, which tries to minimize the number of positive links among different groups and the number of negative links inside the same group [2] . Several approaches are discussed in [8] about how to extend normalized cut from unsigned to signed social networks for community detection. In [6] , a signed probabilistic mixture (SPM) model is proposed to detect overlapping communities in undirected signed networks.
Conclusions
Most of the existing node classification algorithms focus on unsigned social networks; while little work exists for the case of signed social networks. It is evident from recent research that negative links have the potential to benefit various analytical tasks. In this paper, we study the novel problem of node classification in signed social networks. We first make a number of observations about positive and negative links, provide an approach to mathematically model independent and dependent information from positive and negative links and propose the NCSSN framework for node classification in signed social networks. Experiments are conducted on two real-world signed social network datasets, i.e., Slashdot and Epinions, and the results show the effectiveness of the proposed framework. Our detailed experiments also illustrate the importance of negative links in the proposed framework.
There are several interesting directions needing further investigation. First, since node classification for unsigned social networks has been extensively studied and this paper provides findings about positive and negative links, we would like to investigate how to transform algorithms from unsigned to signed social networks. Second, our recent work shows that negative links can be predicted for these social media sites which do not allow users to specify negative links such as Facebook and Twitter [25] ; therefore we would like to apply the proposed framework to signed social networks with explicit positive links and predicted negative links from these social media sites. Finally mining signed social networks is still a very new topic and there are unprecedented opportunities; hence we will investigate more tasks in signed social networks.
