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ABSTRACT
Producing biofuels from lignocellulosic biomass (i.e., non-edible plants) can reduce
greenhouse gas emissions in the transportation sector. A wide array of feedstocks can be used in
the conversion process such as agricultural residues, grasses and soft and hard woods. The main
challenge in converting lignocellulose (or plant cell walls) to fuel, however, lies in extracting
sugars from plant cell walls. This study focuses on cell wall recalcitrance and how it limits
bioconversion process of biomass to sugars. Chemical bonds in lignocellulose lead to
crystallinity of cell walls, which are composed primarily of cellulose, hemicellulose, and lignin.
In addition to cellulose crystallinity, crosslinks between cellulose, hemicellulose, and lignin limit
enzymatic hydrolysis of plant cell walls, which converts cellulose and hemicellulose to
monosaccharides. Monosaccharides can be fermented to biofuels and biobased chemicals. To
overcome the recalcitrance of the plant cell walls, pretreatment (e.g., ball milling) can be coupled
with enzymatic hydrolysis to produce sugar monomers (e.g., glucose and xylose). The research
question for this study was “Can Fourier Transform Infrared Spectroscopy Attenuated Total
Reflectance (FTIR-ATR) applied to untreated and physically pretreated lignocellulosic
biomasses coupled with chemometric analysis predict sugar yields from enzymatic hydrolysis?”
In this study, five lignocellulosic biomasses (corn stover, poplar, rye, switchgrass and
willow) were subject to physical pretreatment with either a ball mill or shatterbox. To measure
the effect of ball milling on the biomass, ball milling time was varied. Physical pretreatment
included ball milling for one hour and two hours, as well as treatment in a shatterbox for five
minutes. First, the characterization of the five raw and pretreated biomasses was conducted in
terms of ash, TS, and CHN contents; X-ray diffraction spectroscopy; and SEM imaging. These
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analyses of the biomasses suggest similarities within their composition as well as differences that
could influence sugar yields (g sugar as a fraction of Total Solids) from enzymatic hydrolysis.
To quantify the effects of physical pretreatment on biomass structure, Scanning Electron
Microscope (SEM) images were taken to visualize the effects of ball milling and shatterbox
pretreatment on one representative biomass—corn stover. In addition, X-ray diffraction was
conducted to measure and compare the relative crystallinity of all biomass samples. After the
biomasses were subject to physical pretreatment (1-hour ball milling, 2-hour ball milling and 5
minutes of shatterbox), SEM imaging suggested that physical pretreatment reduces particle size,
which reduce biomass crystallinity. The reduction in crystallinity for 2-hour ball milling and 5minute shatterbox samples was verified by x-day diffraction. The results were statistically
significant with p-values of 0.0170 and 0.0108 for a paired t-test comparing all the raw
biomasses to the 2-hour ball milled and the 5 minute shatterboxed samples, respectively.
Reductions in crystallinity are expected to improve glucose yields from enzymatic hydrolysis.
Before enzymic hydrolysis studies were conducted to measure glucose and xylose
productions, the activity of four cellulase enzyme mixtures on filter paper composed of pure
cellulose were measured using a filter paper assay. Results showed that the Cellulase® cocktail
combined with Novozyme®, a β-glucosidase mixture, resulted in the maximum glucose
production compared to the other mixtures tested. Enzymatic hydrolysis assays of the five
biomasses showed that physical pretreatment resulted in increased glucose and xylose yields.
Increasing the time of ball milling resulted in more glucose and xylose release from enzymatic
hydrolysis. However, physical pretreatment affected glucose yields more than xylose yields. In
addition, pretreatment with a shatterbox resulted in similar sugar yields compared to 2-hour
pretreatment with a ball mill. The percent increase for the 2-hour ball milled samples compared
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to the raw samples ranged from 84%-164% for glucose and 21%-102% for xylose excluding
poplar. The percent increase for the shatterboxed samples compared to the raw samples ranged
from 51%-104% for glucose and 20%-42% for xylose excluding poplar.
Using FTIR-ATR spectra of 20 biomass samples (5 biomass types under four conditions:
untreated, 1-hour ball milling, 2-hour ball milling, and shatterbox), principal component analysis
(PCA) models were constructed to discern grouping among samples. The main outcome of PCA
was grouping between raw and 2-hour ball milled samples based on principal component one.
Then, Partial Least Square (PLS) models were constructed to evaluate whether FTIR-ATR
spectra of the pretreated samples could predict measured values of glucose and xylose yields.
From previous work, we know that FTIR-ATR spectroscopy can be used to detect chemical
changes in biomass from chemical pretreatment. A novel modeling approach is presented in
which PLS regression as applied to FTIR-ATR spectra to determine if glucose and xylose yields
from physical pretreatment and enzymatic hydrolysis could be predicted from FTIR spectra.
PLS models were constructed by correlating the X matrix—i.e, the FTIR-ATR spectra of
raw and physically pretreated samples—to the Y vector—measured values of 72-hour glucose
and xylose yields. It was determined that the PLS models constructed from the fingerprint region
of FTIR-ATR spectra (800-1800 cm-1) of the five raw biomasses which underwent various
physical pretreatment levels (no treatment, 1 hour of ball milling, 2 hours of ball milling, and
shatterbox for five minutes) were able to predict the glucose yields (g sugar as a fraction of Total
Solids). Regions of the spectra associated with cellulose, hemicellulose and lignin bonds were
identified as contributing to the prediction of glucose yields, suggesting that PLS regression
models were created based on real chemical information and not chance correlation.
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Further, models were constructed using truncated spectra with the same region based on
90% confidence intervals (CIs) and variables important of projection (VIP) scores, which were
able to accurately predict glucose yields. PLS model with truncation from just regression
coefficients resulted in a coefficient of determination for cross-validation (Q2) value of 0.8448
and five latent variables compared to the initial model with four latent variables and a Q2 value of
0.8262 without truncation. Final model with truncated spectra using 90% CI and VIP scores for
predicting glucose yields resulted in a Q2 value of 0.9279 with eight latent variables. Although
the resulted number of latent variables used for the truncated models was higher, the indented
purpose of the model was to pinpoint chemical bonds associated recalcitrance. The chemical
bonds were made certain by the ability of the cellulose peak (800-1200 cm-1) to be able to
accurately predict glucose yields from pretreatment and enzymatic hydrolysis through
appropriate statistical measures with a Q2 value of 0.8403 and nine latent variables. The regions
of the spectra retained after variable selection were assigned to chemical bonds and functional
groups in lignocellulose, confirming the chemical reality of the information. This study
confirmed that FTIR-ATR spectroscopy combines with PLS regression can estimate glucose
yields form enzymatic hydrolysis of physically pretreated biomass. However, these models were
not superior to models created for the entire fingerprint region. FITR-ATR spectroscopy coupled
with PLS regression models could not predict xylose yields. PLS regression models could not be
verified for xylose (Q2 value of 0.3530). Physical pretreatment affected cellulose crystallinity
more than other cell wall constituents such as hemicellulose, which release xylose.
This work suggests that FTIR-ATR combined with PLS regression can bypass the wet
chemical analysis and enzymatic assays to estimate glucose saccharification from physically
pretreated lignocellulosic biomass. For xylose, more experiments need to be conducted to
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determine if physical pretreatment is effective in xylose sugar release and how to enhance
chemometric prediction.
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NOMENCLATURE
ADF
ADL
AFEX
ARP
BM
CI
CI
CS
DM
DOE
FPU
FTIR-ATR
GHGs
HPLC
LOO
NDF
NIPALS
OLS
OSCORES
PC
PCA
PLS
RMSEC
RMSECV
SB
SEM
SG
SVD
TS
VIP

Acid Detergent Fiber
Acid Detergent Lignin
Ammonia fiber explosion
Ammonia recycle percolation method
Ball Mill
Crystallinity Index
Confidence Interval
Corn Stover
Dried Mass
Department of Energy
Filter Paper Units
Fourier Transform Infrared Attenuated Total Reflectance
Green House Gases
High Performance Liquid Chromatography
Leave-One-Out
Neutral Detergent Fiber
Nonlinear Iterative Partial Least Squares
Ordinary Least Squares
Orthogonal Scores
Principal Components
Principal Component Analysis
Partial Least Squares or Projection on Latent Structures
Root Mean Square Error Calibration
Root Mean Square Error of Cross-Validation
Shatterbox
Scanning Electron Microscope
Switchgrass
Singular Value Decomposition
Total Solids
Variables Important of Projection
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ORGANIZATION
This thesis is divided into four chapters: (1) Introduction and Background, (2) Materials
and Methods (3) Results and Discussion and (4) Conclusions. In Chapter 1, an introduction
describing the motivation of this work is presented in Chapter 1. In the same chapter, a literature
review is presented on plant cell walls, deconstruction of plant cell walls through pretreatment
and enzymatic hydrolysis, X-ray diffraction, FTIR-ATR spectroscopy and chemometrics, which
includes principal component analysis (PCA) and partial least squares (PLS) regression. This
section concludes with the research goals. In Chapter 2, the description of the materials and
methods, for both the experimental and modeling studies associated with this work are presented.
Chapter 3 describes the results discussion for the experimental and modeling work. Finally,
Chapter 4 includes a summary and conclusions outlining the significance of this work and
suggestions for future studies.
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CHAPTER 1: INTRODUCTION AND BACKGROUND
1.1 Introduction
Global increases in energy consumption have led to a greater dependence on fossil fuels
(petroleum, coal and natural gas) resulting in an increase in greenhouse gas (GHG) emissions.
The United States represents only 4.5% of the world’s population, yet it is responsible for 25%
of the global energy consumption and therefore produces a proportional 25% of global CO2
emissions (Kumar et al. 2009). Biorefineries, which are used to convert biomass into useful fuel
and chemical products, can reduce greenhouse gas emissions and also contribute to meeting the
demand of energy consumption. For example, replacing petroleum with ethanol produced from
lignocellulosic biomass (i.e., the cell walls of non-edible plants) can cut GHG emissions by 86%
-108% (Kumar et al. 2009 and Wang et al. 2012). Furthermore, compared with fossil fuels,
lignocellulosic biomass fuels create fewer green-house gas emissions (Billion-Ton Report 2016).
Bio-based ethanol from lignocellulosic biomass can provide the US with more than onethird of its transportation fuel (Billion-Ton Report 2016). Despite the environmental promise of
biofuels from lignocellulosic biomass, fossil fuels remain the primary source of our energy and
dominate the energy market. Current investments and infrastructure are mainly focused on fossil
fuels due to historical global industrialization resulting in engrained practices. This means there
is little financial incentive for renewable energy because fossil fuels have become cheaper. While
this may be true, the cost-effectiveness will have to be reevaluated when considering GHG
emissions (Isikgor and Becer 2014).
With recent technologies being developed to enhance the extraction of fossil fuels, their
use is shortsighted due to the environmental cost associated with them (Isikgor and Becer 2014).
Concerns regarding environmental problems from fossil fuels have led to the consideration of
8

sustainable and green possibilities which can meet the energy demand currently satisfied by
fossil fuels (Isikgor and Becer 2014). While biomass-based fuels do generate CO2, biogenic
GHGs contribute less to climate change (Nanda et al. 2015). The life cycle of biomass generated
GHG emissions are minimal compared to fossil fuels. It is also worth considering biofuel from
lignocellulosic biomass for the development of sustainable chemicals, polymers, and materials.
With the aim of reducing GHG emissions, the abundance of biomass available could be used to
produce biofuels, biopower and bioproducts as well as reduce 30% of the petroleum
consumption (U.S. Department of Energy 2016).
Lignocellulosic biomass is the largest source of renewable carbon (Pauly and Keegstra
2008). Other plant-based biofuel includes corn-based ethanol. Currently, the majority of
commercial ethanol production comes from starch (primarily corn) or sugar cane-based
industries (Tilman et al. 2009). Corn based ethanol has increased to more than 52 billion liters in
the US since 1990 (Wang et al. 2012). While corn ethanol is a plant-based energy source, it has
drawbacks. Corn ethanol competes with food production and also results in higher life-cycle
greenhouse-gas emissions in comparison to lignocellulosic biomass. However, lignocellulosic
feedstock such as corn stover is a better option for ethanol production compared to corn, because
it has higher yields, is widely grown, has the ability to sequester carbon, and requires minimal
chemical inputs. Overall lignocellulose is a more efficient nutrient utilizer (Tilman et al.2009).
In addition, biofuels derived from lignocellulosic biomass emit less life-cycle greenhouse-gas
emissions than corn ethanol (Tilman et al.2009). Lignocellulosic biomass could also contribute
to the production of renewable liquid fuels without displacing food production by posing little or
no competition with food or other agricultural products (Pacala 2004). Also, according to the US
Department of Energy, biomass is the largest renewable energy source, representing 40.6 % of
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the currently produced renewable energy (U.S. Department of Energy 2016). Thus, while other
forms of biofuel feedstock such as corn starch, sugar cane and soybeans may seem readily
available and inexpensive, biofuels from lignocellulosic biomass can be produced at lower costs
than corn ethanol (Isikgor and Becer 2014).
Using lignocellulosic biomass for large scale production of fuel and bio-based products is
achievable because 70% of the biomass is globally available (Pauly and Keegstra 2008). In
addition, this biomass is estimated to be lignocellulose (Pauly and Keegstra 2008). The
Department of Energy (DOE) reported that one billion tons of biomass resources, composed of
agricultural, forestry, municipal solid waste and algal material, will be available on an annual
basis without disruption to the environment by 2030 (U.S. Department of Energy 2016). At a
current price of $60 per dry ton, the potential available biomass from forestlands alone in 2017
will include 103 million tons per year of biomass resources (U.S. Department of Energy 2016).
Other than fuel, more than 200 value-added compounds from lignocellulose can also be
produced (Isikgor and Becer 2014). For example, fermentable sugars can be converted to biobased chemicals, such as xylitol, a sugar substitute, as well as a wide array of bio-based
chemicals (Saha 2003). Another fermentation produced compound, 2,3-Butanediol or 2,3butylene glycol can be produced from lignocellulosic-derived sugars; this compound can be used
as a solvent, liquid fuel, and as a precursor of many synthetic polymers and resins (Saha 2003).
In order to utilize the abundant biomass available, a mixture of species will need to be
used to produce sustainable biorefinery products. For example, switchgrass, which is a perennial
grass results in high yields, is readily available due to its abundant growth, results in low
emissions, has high nutrient utilization potential, and requires less input as compared to other
biomasses such as corn stover (Vadas 2008). However, prairie plant species such as willow and
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poplar, result in higher yields and added environmental benefits as compared to switchgrass
(Kintisch 2008). Although lignocellulosic biomass is available for producing fuel and bio-based
products, there are challenges associated with the conversion processes. Therefore, only 2% of
the available lignocellulosic biomass is used by humans (Pauly and Keegstra 2008). The
recalcitrance of lignocellulose (or plant cell walls) limits the conversion of this material to
fermentable sugars (e.g., glucose and xylose).
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1.2 Overview of conversion of Biomass to biofuel, bio-based chemicals and products
One process scheme used to convert lignocellulosic biomass to biofuels and bio-based
chemicals is the biochemical platform. This platform consists of the following steps: (1)
pretreatment, (2) enzymatic hydrolysis, (3) fermentation and (4) separation/purification (Figure
1.1). Pretreatment is required for efficient hydrolysis of cellulose to sugars (Kumar et al. 2009).
Hydrolysis is catalyzed by cellulase enzymes in which sugars are released through the
deconstruction of carbohydrate chains (Kumar et al. 2009). Then fermentation, a process to
convert attained sugars to ethanol, is facilitated by yeast or bacteria (Kumar et al. 2009).
Distillation and adsorption finally result in the recovery of alcohol-based fuels by mechanism of
separation and purification (Kumar et al. 2009). My research will specifically focus on
pretreatment and enzymatic hydrolysis, which together convert lignocellulose to fermentable
sugars.
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Biomass-Lignin, Cellulose, Hemicellulose
(1) Pretreatment-i.e. Ball Milling

Pretreated Biomass
(2) Enzymatic Hydrolysis
Hydrolysis

Sugar Monomers
(3) Fermentation

Ethanol, higher alcohols, hydrogen, acids…
(4) Separation/Purification

Fuels, Bio-based Chemicals, Bio-based Plastics

Figure 1.1 Schematic of conversion of biomass to biofuel; ball milling diagram created by Vijay
Baheti (Baheti, Abbasi, and Militky 2012); pretreatment and enzymatic hydrolysis figures
created by Scott Pryor.
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The constraining factor for biochemical conversion is the chemical reinforcement of plant
cell walls, which limit the activity of enzymes that hydrolyze carbohydrate polymers in plant cell
walls. The digestibility of biomass is made difficult by the structural and compositional factors
of plant biomass. Specifically, the recalcitrance of plant cell walls is caused by cellulose
crystallinity and hemicellulose and lignin cross links (Pauly and Keegstra 2008). This is a major
bottleneck preventing the development of commercial lignocellulosic biorefineries. The work
presented in this thesis focuses on increasing our understanding of effect of physical
pretreatment on enzymatic hydrolysis.
Chemical composition of lignocellulose varies widely, among and within different
biomass species. Enzymatic hydrolysis of biomasses results in different sugar yields due to these
compositional differences, as well as structural difference of the lignocellulose matrix. Previous
studies have provided insight into predicting sugar yields and conversions from the combination
of chemical pretreatment and enzymatic hydrolysis. It would be helpful to question as well as
understand the reasons to why and how the chemical composition of biomass and crystallinity
effects sugar production. This can be aided by measuring sugar production from combined
physical pretreatment and enzymatic hydrolysis with a commercial enzyme mixture.
With the main goal of long-term environmental sustainability in terms of reducing GHG
emissions, biomass research is needed to better understand the mechanism by which
lignocellulose can be converted to liquid fuels and biobased chemicals. Understanding and
overcoming the recalcitrance of lignocellulosic cell walls will allow for further development of
biomass conversion technologies. My research will provide insight into the effect of physical
pretreatment on cell wall structure, its ability to enable enzymes to convert lignocellulose into
fermentable sugars.
14

1.3 Physical and Chemical Structure of Plant Cell Walls
In this section an overview of physical and chemical structure of plant cells walls is
presented. This includes an explanation of lignocellulose and its three main components:
cellulose, hemicellulose and lignin.
1.3.1 Plant Cell Walls
Lignocellulosic plant cell walls have evolved to have a structure that is resistant to
degradation. There are two types of cell walls, which can be characterized as either primary or
secondary. Primary walls are formed during plant cell growth which contain structural
polysaccharides, such as cellulose and a gel matrix consisting of hemicelluloses and pectins,
along with some structural proteins (Pauly and Keegstra 2008). The proteins aid in elongation of
cell walls carbohydrates as plants grow (Pauly and Keegstra 2008). Within primary walls, there
are two types which include Type I and Type II. Type I primary cell walls contain xyloglucan as
the main form of hemicellulose. They also contain large amounts of pectin polysaccharides
(Pauly and Keegstra 2008). Biomass species composed of type II primary cell walls are mostly
perennial grasses. The main form of hemicellulose in grasses is arabinoxylan. Type II primary
cells walls include large amounts of cellulose and low amount of pectin polysaccharides and
proteins in the water/gel matrix (Pauly and Keegstra 2008).
In secondary walls, lignin takes the place of the water present in primary walls (Pauly and
Keegstra 2008). The secondary walls are usually thicker when containing Type II primary cell
walls than when formed from Type I primary cell walls (Pauly and Keegstra 2008). The thicker
secondary cell walls contain cellulose in addition to arabinoxylan and/or glucomannans as the
major types of hemicellulose, which are located between cellulose microfibrils, bound by
hydrogen bonds. The hemicellulose to cellulose and cellulose to cellulose is bounded by hydron
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bonds. Secondary cell walls are the major portion of lignocellulosic biomass (Pauly and Keegstra
2008).
1.3.2 Lignocellulose
Examples of lignocellulosic biomass include agricultural residues, such as corn ﬁber,
corn stover, wheat straw, rice straw, and sugarcane bagasse; and dedicated energy crops, such as
switchgrass and willow. Lignocellulose is the main component of cell walls in these biomasses,
and it has specific structural and chemical properties that make it recalcitrant and resistant to
pretreatment and enzymatic hydrolysis. It is composed of structural carbohydrates: cellulose and
hemicellulose; and lignin. Cellulose fibrils are coated in cross linked hemicellulose and lignin.
Cellulose makes up 40.6-51.2 % of cell wall material, hemicellulose makes up 28.5– 37.2 %, and
lignin makes up the rest of cell wall material at a percentage of 13.6-28.1% (Pauly and Keegstra
2008). Minor components, such as soluble sugars, protein, lipids and ash consist of 1-5%, 310%,1-5% and 5-10% respectively of the plant cell wall material (Pauly and Keegstra 2008). By
breaking down the lignocellulosic matrix, fermentable sugars (e.g., glucose and xylose) can be
extracted from cellulose and hemicellulose for downstream fuel and bio-based chemical
production.
1.3.3 Cellulose
Cellulose, a polysaccharide, is composed of linear glucan chains. The linear glucan
chains in cellulose are composed of repeating units called cellobiose which are packed into
microfibrils, resembling a fiber-like strand (Figure 1.2). Cellobiose, a dimer, is composed of two
glucose monomers (Figure 1.2) (Verardi et al. 2012). These glucose monomer units are linked
together by β-1,4-glycosidic bonds with each monomer rotated 1800 to its previous monomer
(Figure 1.2) (X.-Q. Zhao et al. 2011). With this orientation, cellulose chains have a reducing end
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and non-reducing end. The open hemiacetal ring with an aldehyde is the reducing end and the
closed hemiacetal ring is the non-reducing end (Figure 1.2).
Long-chain cellulose polymers are packed into microfibrils and linked by hydrogen and
Van der Waals bonds/forces (Verardi et al. 2012). Cellulose packed into these helical
microfibrils structures results in crystallinity (X.-Q. Zhao et al. 2011). Cellulose I is the naturally
occurring crystalline form, existing in parallel strands and is more tightly packed than cellulose
II. There are two forms of cellulose I, Iα and Iβ. The Iα crystalline unit is characterized by one
chain of cellulose on the microfibril, which is found in the primary cell wall. While the Iβ
crystalline unit is found in the secondary wall of the cellulose and is composed of two chains of
cellulose on the microfibril. This means Iβ contains more hydrogen bonds due to a greater
number of chains compared to Iα , resulting in a more stable structure (X.-Q. Zhao et al. 2011).
Cellulose is more susceptible to degradation and more susceptible to enzymatic attack when it is
in its amorphous form, rather than its crystalline form (Kumar et al. 2009). Pretreatment methods
(e.g., physical, chemical) are required to open up the cellulose structure and expose cellulose
chains, which can then be hydrolyzed by cellulase enzymes.

Figure 1.2 Cellulose chain composed of ß-1,4-linked D-glucose units, with repeating units of
cellobiose.
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1.3.4 Hemicellulose
Hemicellulose consists of a heterogeneous group of polysaccharides bonded by β-1,4glycosidic bonds composed of a backbone structure of C5 sugars (e.g., xylose and arabinose),
linked to C6 sugars (e.g., mannose, galactose, and glucose ) as the repeating units (X.-Q. Zhao et
al. 2011). Hemicellulose has strong non-covalent associations with cellulose microfibrils, made
easily due to the structural orientation of hemicellulose (X.-Q. Zhao et al. 2011).
Hemicellulose differs from cellulose in that hemicellulose polymers have branches with
short lateral chains containing different sugars known as oligosaccharides (Kumar et al. 2009).
Polymers in hemicellulose are more easily hydrolysable to sugar monomers compared to
cellulose due to their random structures, resulting in less aggregation of the chains (Kumar et al.
2009). Major hemicelluloses include xyloglucan and xylan (X.-Q. Zhao et al. 2011). Xyloglucan
is mostly found in the primary walls with oligosaccharides composed of xylose and glucose
along with various side chains (X.-Q. Zhao et al. 2011). Xylan is a polysaccharide connected by
β-1,4-glycosidic bonds linking xylose compounds, forming the backbone (Figure 1.3) (X.-Q.
Zhao et al. 2011). Xylans (Figure 1.3) are the most abundant hemicellulose polymers (Saha
2003). Beside xylose, xylans may contain arabinose (Figure 1.3), glucuronic acid, 4-O-methyl
ether, acetic acid , ferulic acid, and p-coumaric acid (Saha 2003). The major sugars hydrolyzed
from hemicelluloses are xylose, arabinose, glucose and galactose (X.-Q. Zhao et al. 2011).

18

Figure 1.3 Figure of arabinoxylan, a representative hemicellulose polymer.

1.3.5 Lignin
Lignin is a non-sugar-based polymer with a less defined (compared to carbohydrate
polymers), but complex amorphous structure. It cannot be converted to ethanol via microbial
fermentation, but it yields more energy when burned compared to most sugars (X.-Q. Zhao et al.
2011). Lignin is a complex aromatic/phenolic polymer consisting of phenylpropane units which
include p-coumaryl alcohol (Figure 1.4), coniferyl alcohol (Figure 1.5), and sinapyl alcohol
(Figure 1.6) (Harmsen and Huijgen, 2010). Lignin is an important material for secondary cell
walls, as it contributes to the structural integrity of lignocellulose. It coats the carbohydrate
polymers with hydrogen and covalent bonding which protects plant cell walls from degradation
(Pauly and Keegstra 2008). In addition, lignin is covalently bonded to hemicellulose through
ester and ether bonds forming a lignin-carbohydrate matrix (Jung et al. 2018). Due to the
inhibitory effect of lignin on enzymatic hydrolysis, pretreatment techniques should be developed
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to improve sugar production by opening up the lignin-carbohydrate matrix and enabling enzyme
accessibility to carbohydrate polymers.

Figure 1.4 P-coumaryl alcohol, a building block of lignin.

Figure 1.5 Coniferyl alcohol, a building block of lignin.

Figure 1.6 Sinapyl alcohol, a building block of lignin.
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1.4 Deconstruction of Cell Walls: Pretreatment
Enzymatic breakdown of plant cell walls to monomer sugars presents a challenge because
of the lack of accessibility of enzymes to the lignocellulose matrix. Lignocellulose can be
modified through various pretreatment methods with the main goal of opening up the
lignocellulosic matrix to enable saccharification. Pretreatment can make lignocellulose more
accessible to subsequent saccharification by cellulase and hemicellulase enzymes by increasing
surface area and reducing crystallinity. In addition to increasing physical accessibility,
pretreatment increases water solubility such that cellulase enzymes have access to
polysaccharides (Pauly, 2007). To help make cellulose more accessible to cellulases,
pretreatment can convert crystalline cellulose to more amorphous glucan chains. The goal of
pretreatment is to decrease hydrogen bonding between the cellulose microfibrils and
hemicelluloses and reduce the amount of lignin (although not necessary) to increase enzyme
accessibility (Pauly, 2007).
1.4.1 Pretreatment Methods
One strategy to overcome the recalcitrance of plant cell walls is to employ pretreatment
followed by cellulase- and hemicellulase-mediated hydrolysis. For the biochemical platform,
pretreatment is required as a first step to deconstruct carbohydrate-lignin complexes and “open
up” the lignocellulose structure. This is required since the carbohydrate-lignin matrix is largely
resistant to enzymatic degradation (X.-Q. Zhao et al. 2011). For commercially viable biofuel and
bio-based chemical production from lignocellulosic biomass, pretreatment processes should be
energy efficient and low in cost. Pre-treatment methods can be divided into five categories: (1)
physical, (2) chemical, (3) solvent fractionation, (4) biological decomposition, and (5) electrical
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(X.-Q. Zhao et al. 2011). The following sections will focus on physical and chemical
pretreatment.
1.4.2 Physical Pretreatment
Physical pretreatment is divided into two main classes (1) size reduction, which does not
alter the structure of the biomass; and (2) grinding or milling (e.g., ball milling), which alters the
structure of the material. The main result of mechanical or physical pretreatment of
lignocellulosic biomass is the change in the size of biomass particles.
Size reduction, the simplest form of physical pretreatment, is achieved by mechanical
chopping, and is a necessary pre-processing step. Typically, biomass is reduced to approximately
2 cm before further physical, chemical or biological pretreatment. Size reduction of biomass is
facilitated with equipment milling tools, such as a knife mill, hammer mill, and pin mill (Barakat
et al. 2014). Biomass size can be classified based on size reduction methods as follows: (1)
cutting or crushing (meter to centimeter range in size), (2) coarse milling (500 mm), (3)
intermediate micronization (100 mm), (4) fine grinding (<100 mm), (5) ultra-fine grinding (<30
mm) and (6) nano grinding, which is only achieved thru wet grinding (<1 mm) (Barakat et al.
2014).
The goal of physical pretreatments that alter the structure of lignocellulose is to reduce
cellulose crystallinity and to increase surface area for subsequent enzymatic hydrolysis.
Centrifugal ball milling, an example physical pretreatment, reduces particle size, increases
surface area, which then corresponds to greater sugar yields in subsequent enzymatic hydrolysis.
In a ball mill, tumbling balls and raw material create stress when collisions between the balls and
the biomass occur. This stress results in both size reduction and structural changes of the
biomass. Corn stover that underwent ball milling resulted in size reduction of biomass particles
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from 425-710 micrometers to 53 to 75 micrometers (Barakat et al. 2014). Along with this size
reduction, the surface area of the corn stover increased from 2.3 m2 g-1 to 9.0 m2 g-1 (Barakat et
al. 2014). This suggests that 30% more corn stover was susceptible to enzymatic hydrolysis as
compared to the raw biomass. In the same study, sugar yields from enzymatic hydrolysis doubled
in a 10 hour enzymatic hydrolysis reaction when the average size of cellulose was reduced from
82 to 38 micrometers from ball milling (Barakat et al. 2014). In a 72-hour enzymatic hydrolysis
reaction, glucose yields increased by 55% when particle size decreased from 590 to 30
micrometers for rice straw. This was likely due to the increase in surface area of the biomass
from 1.3 to 8.8 m2 g-1 (Barakat et al. 2014). Physical pretreatments that alter the structure of
lignocellulose enhance sugars yields in subsequent enzymatic hydrolysis as a result of a decrease
in cellulose crystallinity, increase in surface area, and decrease in the degree of polymerization of
cellulose (X.-Q. Zhao et al. 2011). Improved understanding of the effects of physical
pretreatment on subsequent enzymatic hydrolysis could further improve biomass conversion
technologies.
A way of quantifying the effect of ball milling is to directly measure the effect on the
sugar fermentation process. The work of Sujan et al. showed effects of physical pretreatment
(crushing and ball milling) on sugarcane bagasse for bioethanol production. In this study, ball
milling was conducted for 5,10,15 and 20 minutes. Glucose and xylose production were
increased with increased milling time from 5 to 20 min (Sujan et al., 2018). Twenty minutes of
ball milling showed the best results in terms of sugar yields from enzymatic hydrolysis due to
more surface area and greater accessibility to hydrolytic enzymes (Sujan et al. 2018). For 20
minutes of ball milling, the samples resulted in 68.17% glucan and 54.19% xylan compared to
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the 5 minutes of ball milling which produced 9.05% of glucan and 8.76% xylan (Sujan et al.,
2018).
In another study, planetary ball milling was conducted on Douglas-ﬁr for 7, 8,10, 20, and
30 min to quantify sugar yields (Gu et al. 2018). The difference between 7 min, 8 min and 10
min were minimal. when comparing 10 minutes and 20 minutes of ball milling, a decrease in
crystallinity of 40.11% was observed (decrease of 11.27 µm in particle size). Between 20 and 30
minutes of ball milling there was a decrease in crystallinity of 11.65% with a particle size
decrease of 1.97 µm. This suggests that after 20 min of ball milling, the ball milling process was
reduced in its efficiency with respect to size reduction (Gu et al. 2018).
Wet ball milling has also been proven to be effective. In wet milling, particles are
dispensed in a liquid along with charged media (beads or spheres). This interaction and impact
with the charged media results in crushing or shearing. In a study of wet ball milling and
grinding for 30 minutes indicate that the treatment effect of wet milling is better than that of dry
milling in terms of sugar production (Lin et al. 2010). Part of the reason wet milling is a more
effective technique than dry milling is the potential to facilitation direct fermentation. This was
done in a study with switchgrass, in which fermentation by Clostridium thermocellum (a
bacteria) in the presence and absence of continuous in situ ball milling was tested. This means
the reaction occurs inside the ball mill under wet conditions. In this situation, results showed that
ball milling enhanced the solubilization of the biomass. The two main fermentation products
were acetate and ethanol. Similar to dry milling, increased ball milling time improved
fermentation. Results showed initial production of the fermentation products were slower with in
situ ball milling when compared to dry milling. It was also the case that production rates were
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equal with and without in situ ball milling at 48 hours, and higher compared to dry milling with
in situ ball milling thereafter (Balch et al. 2017).
A Shatterbox (or ring and puck milling), which shows promise for physical pretreatment
of lignocellulosic biomass, is another form of physical mechanical pretreatment facilitated by a
rotating mechanism. The shatterbox rotates a disk-shaped grinding container with a puck and
ring inside resulting in the samples to be crushed or grinded between the walls of the container.
A ring and puck milling for 12 minutes resulted in an increase of cellulose hydrolysis by 4-14
folds over untreated material (Jiang et al. 2017a). When mechanical milling was performed using
a high-energy vibratory standard Ring and Puck mill (or shatterbox), the enzymatic digestibility
improved 2-6 fold from the raw material (Jiang et al. 2017b). Literature suggests the effect of
ball milling and shatterbox, which are physical pretreatments, result in the reduction of
crystallinity and increase in sugar production (Barakat et al. 2014, Sujan et al. 2018, Gu et al.
2018, Chin et al. 2015, Lin et al. 2010, Balch et al. 2017, H. J. Kim et al. 2013, Schneider et al.
2016, Jiang et al. 2017a and Jiang et al. 2017b).
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Advantages and Disadvantages of Ball Milling
An advantage for physical pretreatment, such as ball milling, is that it doesn’t use
chemicals. In addition, physical pretreatments do not produce chemicals, which can inhibit
downstream enzymatic hydrolysis and fermentation. A disadvantage of physical pretreatment,
however, is energy consumption, because energy consumption increases signiﬁcantly as ball
milling time increases and the particle size decreases. To be effective, ball milling has to be done
for a very long time (Mayer-Laigle et al. 2018). For example, in Japanese cedar wood powder, a
ball milling time of two days was required for a decrease in crystallinity (Shimizu et al. 2009).
Prolonged time of ball milling can also result in a temperature problem. In some cases, high heat
development has resulted in the need for a pause time such that the sample temperature was a
constant 60–70 oC (Schneider et al, 2016).
While physical pretreatment reduces crystallinity, the power requirement is high
compared to chemical pretreatment technologies. The relationship between energy input and
particle size reduction is broken down into three theories. Theory 1 is the oldest theory about
grinding and was presented in 1867 by Rittinger. In this theory, Rittinger states that the energy
input is proportional to the inverse of the final surface area (Bond, 1961). Theory 2 was proposed
by Kick in 1885 and it states that the work required is proportional to the reduction in the volume
of the particles concerned (Bond, 1961). In this case, F is the diameter of the feed particle; p is
the diameter of the product particle and the reduction ratio is f/p. Theory 3 is presented by Bond
in which he states that the work exerted in ball milling is proportional to 1/#𝑝, where 𝑝 is the
size of the final particle (Bond, 1961). Even with the ability to slightly decrease the energy input,
physical pretreatment is not a viable form of pretreatment. It should also be noted that physical
treatment was performed for this research as a mechanism to understand cell wall recalcitrance.
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In general, chemical forms of pretreatments are lower in energy cost compared to physical
pretreatment.
1.4.3 Chemical Pretreatment
Thermochemical and physiochemical (herein referred to as chemical) pretreatments
reduce cellulose crystallinity and polymerization of biomass when chemical reagents attack
chemical bonds. Chemical pretreatments are promising in terms of cost and energy efficiency,
but there is no one optimal process for all biomass types. Chemical pretreatments include steam
explosion/hot water, CO2 explosion, wet oxidation, dilute acid, alkaline, ammonia fiber
explosion, ammonia recycle percolation, and organosolv. There are three classes of chemical
pretreatment: acidic (including steam explosion and hot water which create acidic compounds),
alkaline, and solvent. In each case, the aim is to increase the accessibility of carbohydrate
polymers for cellulases and hemicellulases used in subsequent enzymatic hydrolysis. Dilute acid
and alkaline pretreatments are the most common chemical pretreatment methods.
Steam explosion, an acidic pretreatment involves heating the feedstock at high
temperature and pressures for a short time period and then rapidly depressurizing the reactor to
disrupt the structure of lignocellulose. Advantages for this process include the auto hydrolysis of
hemicellulose and lignin, and it is cost effective for hardwoods and agricultural residues, such as
corn stover and wheat straw (Verardi et al. 2012). At the same time, it also destroys of a portion
of xylan and results in an incomplete disruption of the lignin-carbohydrate matrix (Verardi et al.
2012). This method is less effective for softwoods compared to hardwoods (Verardi et al. 2012).
Liquid hot water, similar to steam explosion, includes the dissolution of between 40% and 60%
of the total biomass (Harmsen & Huijgen, 2010). Furthermore, 4-22% of cellulose, 35-60%
lignin and over 90% of the hemicellulose is recovered as monomeric sugars for liquid hot water
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pretreatment (Harmsen and Huijgen 2010). Some of the disadvantages of hot water pretreatment
and steam explosion pretreatment include sugar loss due to high temperatures, low solids
concentrations and the formation of inhibitors (for enzymatic hydrolysis and fermentation) which
result due to degradation of sugars under acidic conditions (if pH drops below 4). Despite these
disadvantages steam explosion and hot water pretreatments lead to high glucose and xylose
yields in enzymatic hydrolysis (Ohgren et al. 2007).
Similar to steam explosion and liquid hot water pretreatments, which reply on
temperature and water, using gases as in wet oxidation and CO2 explosion can facilitate
disruption of biomass structure as well which catalyze the formation of acids. Wet oxidation uses
water and high-pressure oxygen or air to pretreat biomass. The high-pressure aids in maintaining
the liquid phase which can help increase the concentration of dissolved oxygen, which then
increases the oxidation rate. Wet oxidation is efficient in the removal of lignin, has low
formation of inhibitors and a low energy demand. Similar to wet oxidation which uses oxygen
under high pressure, CO2 explosion uses the technique in which ﬂuid that is in a gaseous form is
compressed at temperatures above its critical point to a liquid like density than can be used to
facilitate pretreatment at lower temperatures (Kumar et al. 2009). This technique does not
produce inhibitors for downstream processes (i.e., enzymatic hydrolysis and fermentation) and
increases the accessibility of carbohydrate polymers. This method is not suitable for biomass
with high lignin content, and does not modify lignin or hydrolyze hemicellulose (Verardi et al.
2012). Sulfuric acid is the most common acid used (X.-Q. Zhao et al. 2011). However, the
disadvantage to sulfuric acid includes the corrosion caused to the working equipment (X.-Q.
Zhao et al. 2011). Adding dilute sulfuric acid increased xylan removal for both batch and
flowthrough systems (Yang and Wyman 2004). Unlike other forms of acidic pretreatments that
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require harmful chemical reagents such as sulfuric acid, wet oxidation and CO2 explosion are
relatively environmentally friendly.
Alkali pretreatment relies on saponification of intermolecular ester bonds, which link
hemicellulose to lignin. It also causes swelling of cellulose which leads to a decrease in the
degree of polymerization and crystallinity of cellulose, and increase in surface area for enzymatic
hydrolysis (X.-Q. Zhao et al. 2011). The major advantages includes low temperature and
pressure usage which can result in low costs as well as prevent the formation of degradation
products (X.-Q. Zhao et al. 2011). However, significant time is required and significant amounts
of salts are produced which can inhibit fermentation (X.-Q. Zhao et al. 2011). There is balance
with time, temperature and concertation of the chemical used to obtain optimal conditions for
maximum sugar yields.
Alkali pretreatment (mainly sodium hydroxide) has been widely tested, especially on
poplar, switchgrass, spruce, and costal Bermuda grass (Bali et al. 2015, Jung et al. 2018, Y. Zhao
et al. 2008 and Wang et al. 2010). In addition to extracting sugars, lignin can also be effectively
extracted with sodium hydroxide. Due to this, at higher NaOH concentrations, the amount of
syringic and vanillic acids, (inhibitors) from syringyl and guaiacyl lignin units, were signiﬁcantly
increased (Jung et al., 2018). It was observed 8% of the lignin was removed in costal Bermuda
grass (Wang et al., 2010). This modification of lignin usually results in inhibitory products in
subsequent process such as hydrolysis and fermentation. In comparison to physical
pretreatments, chemical pretreatments (physicochemical and thermochemical) produce more
degradation products. This is seen as the major disadvantage of chemical pretreatment. When
tested on poplar, the results suggested cellulose accessibility increased the most with dilute
sodium hydroxide (Bali et al. 2015). When studies were constructed on switchgrass, using
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sodium hydroxide showed there was a 44% to 84.6% destruction of lignin which varied based on
the pretreatment intensity (Jung et al. 2018). Higher NaOH was able to remove 28.3% of xylan
(Jung et al. 2018). However, after 15 minutes, the degradation was less noticeable. Therefore,
increase in NaOH did not increase the degradation significantly. The second best in terms of
glucose and xylose yield production was using ammonia soaking and lime CaOH2 (Bali et al.
2015). Prolonged time (of ball milling) showed a plateau of results with decrease in crystallinity
of the biomass and increase sugar yields. These observations are similar to physical pretreatment
where it has been shown that the time also factors into the efficiency. In the same study with
poplar, the first ten minutes of pretreatment showed the biggest increase in cellulose accessibility
with diminishing results thereafter (Bali et al. 2015).
Along with time, temperature is also critical in alkaline pretreatments, similar to physical
pretreatment. Low temperature ammonia soaking for increased time dissolved a major portion of
hemicellulose more than for high temperature soaking (Bali et al. 2015). It was also shown that
low temperatures can enhance the rate and efficiency of ammonia when tested on spruce (Y.
Zhao et al. 2008). This was with the use of the pretreatment of both NaOH, and NaOH combined
with urea (Y. Zhao et al. 2008). The results indicated, 70 % glucose yield using cold
pretreatment (Y. Zhao et al. 2008). At a temperature of 23 °C, the glucose yields were at 20%.
Further, 24% glucose yield was shown at a temperature of 60 °C (Y. Zhao et al. 2008). At a
temperature of -15 °C, 60% glucose yield was achieved.
Ammonia fiber explosion (AFEX), an alkaline pretreatment, uses ammonia under mild
temperature and high pressure (X.-Q. Zhao et al. 2011). The advantage is the reduced inhibition
by-products compared to acidic, water, and most other alkaline pretreatment methods. Also, high
solids loading for hydrolysis can be used due to the lack of a washing step (X.-Q. Zhao et al.
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2011). High solids loading in enzymatic hydrolysis leads to higher concentrations of sugars and
downstream energy products, such as ethanol. This reduces high costs associated with
distillation. The disadvantage of AFEX includes the need to recover ammonia by evaporation,
which leads to relatively high capital costs and energy consumption (X.-Q. Zhao et al. 2011).
Similar to AFEX, Ammonia Recycle Percolation (ARP) method uses aqueous ammonia in a
reactor such as a packed-bed or flow-through type. Both AFEX and ARP increase the surface
area of lignocellulose, resulting in accessibility of enzymes but do not modify lignin or
hydrolyze hemicellulose, thus produce no inhibitors.
Solvent pretreatments consist of using organic or aqueous organic solvents with or
without catalysts to deconstruct bonds in lignocellulosic biomass (X.-Q. Zhao et al. 2011). Ionic
liquids solvents are salts composed of small anions and large organic cations with low vapor
pressure. Ionic liquids can dissolve cellulose or lignin (X.-Q. Zhao et al. 2011). Advantages of
solvent pretreatment include the relatively pure and low-molecular-weight lignin that can be
recovered as a by-product and the environmentally friendly procedure (X.-Q. Zhao et al. 2011).
Disadvantages of solvent pretreatment is the high cost of organic solvents, high energy
consumption, high cost due to solvent recovery, and loss of sugars during pretreatment (X.-Q.
Zhao et al. 2011 and Verardi et al. 2012).
Degradation products have toxic effects on the fermenting organism, reducing ethanol
yields (Harmsen and Huijgen 2010). These inhibitors include furfural, furfuryl alcohol, acetic
acid, phenols, levulinic acid, and formic acid (Harmsen and Huijgen 2010). Extensive
degradation of hemicellulose and lignin is responsible for the formation of inhibitor compounds
(Harmsen and Huijgen 2010). Elimination of inhibitory compounds can be achieved by
conditioning and detoxification with the use of chemical additivities, sulfite addition, activated
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carbon treatment, liquid-liquid extraction, and lignin-blocking agents (D. Kim 2018). However,
this means additional steps are required which are not cost effective. Combining physical and
chemical pretreatments might strike a balance between cost and effectiveness of the pretreatment
method.
1.4.4 Combined Ball Milling (Physical Pretreatment) and Chemical Pretreatment
Physical pretreatment is not a viable pretreatment option for commercial scale
lignocellulosic conversion, because it is energy intensive. Chemical pretreatment, on the other
hand can result in products that inhibit downstream conversion processes, due to lignin
modification and dissolution. Combining physical and chemical pretreatment may minimize
these disadvantages. This can achieve the decrease in energy input with shorter ball milling times
and produce less inhibitory products by decreasing the concentrations of the chemicals and
severity of conditions used.
Chemical pretreatment can be combined with ball milling. For example, ball milling has
been combined with acetic acid, organosolv, and oxalic acid (Kim et al. 2018 and Schneider et
al. 2016). When wet ball milling was conducted with ZrO2 balls along with acidic acid, this
improved glucose and xylose yields compared to no pretreatment (H. J. Kim et al. 2013).
Combined ball milling and ethanol organosolv pretreatment also improved sugar yields in a
rotary-pressured reactor (H. J. Kim et al. 2013) . The results showed that after 120 min, glucan
yield increased to 63.09% from the initial 43.77% with no pretreatment, and 55.89% of the acidinsoluble lignin was removed (Kim et al. 2018). When barley straw acid-catalyzed
depolymerization was driven by using oxalic acid, the results showed that the sugar yields
increased compared to no pretreatment. Doubling the grinding time of biomass alone from 30
min to 60 min increased sugar yield from 27 to 40% (Schneider et al. 2016). In this study, it was
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also shown that physical and chemical pretreatment combination was more advantageous than
chemical pretreatment alone (Schneider et al. 2016).
When ball milling pretreatment and dilute acid hydrolysis of oil palm empty fruit bunch
ﬁbers was conducted, ball milling proved to be effective in increasing levulinic acid production
only to a certain maximum despite the resulted size reduction. Comparing the size of the
biomass from the raw size of 125-500 micrometers, ball milling for 6 hours reduced the size to
125 to 150 micrometers, 12 hours reduced the size to 80-106 micrometers, 18 hours reduced the
size to 63-80 micrometers, and 24 hours reduced the size to less than 63 micrometers (Chin et al.
2015). This data suggests that for ball milling there is a need for prolonged time to achieve the
desired size reduction. Although 24 hours of ball milling was able to drastically reduce the size
and thus the crystallinity, the levulinic acid production results plateaued after 12 hours,
suggesting efficient production is achieved by the reduction in size and crystallinity only to a
certain extent (Chin et al. 2015).
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1.5 Enzymatic Hydrolysis
For the biochemical conversion platform, pretreatment is followed by hydrolysis with
carbohydrate hydrolyzing enzymes—e.g., cellulases and hemicellulases. Cellulases, which
convert cellulose into cellobiose (a glucose dimer), are divided into endoglucanases and
exoglucanases. Endoglucanases attack low crystallinity regions of the cellulose fibers by
endoaction, creating free chain-ends. Exoglucanaces, or cellobiohydrolases, hydrolyze the 1,4
glycosidic linkages at the end of cellulose chains to form cellobiose. β –glucosidase converts the
disaccharide cellobiose into glucose monomers (Verardi et al. 2012). Hemicellulase enzymes,
which depolymerize hemicellulose, include acetylesterase, xylanase, β -xylosidase,
glactomannase and glucommanase (Verardi et al. 2012). Since lignocellulosic biomasses are
highly diverse, different pretreatment processes and enzymes may be needed.
The production costs of cellulases and hemicellulases mainly depend on the productivity
of the enzymes-producing microbial strain. Filamentous fungi, e.g., Trichoderma reesei, are the
major source of cellulases and hemicellulases (Gusakov et al. 2007; Galbe & Zacchi, 2002).
Disadvantages of using enzymes to hydrolyze lignocellulosic biomass include instability of most
enzymes at high temperature, slow hydrolysis reactions, and high cost of enzyme production. In
2001, the cost to produce cellulase enzymes was $3-5 per gallon of ethanol ($0.8-1.32/liter). In
2002, NREL started collaboration with GENECOR Corporation and Novozymes. In 2004, they
achieved a cellulase cost in range of $0.1-0.2 per gallon of ethanol making biochemical
conversion economically feasible (Verardi et al. 2012).
Since it became affordable, other researchers have employed a range of cellulase enzyme
cocktails, loadings, and conditions. A range of cellulase mixtures have been used. Some of the
enzyme cocktails include Cellic® CTec2 and HTec2 enzyme cocktails, celluclast, Novozyme
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188, xylanase supplementation, β-glucosidase, NS50013 cellulase complex and cellobiose
NS50010 β-glucosidase (Jung et al. 2018, Y. Zhao et al. 2008, Yang and Wyman 2004, Mezule
et al., 2016, H. J. Kim et al. 2013 and Wang et al., 2010). The FPU (Filter Paper Unit) loadings
which are used to measure cellulase activity ranged from 0.2 FPU/mL to 76 FPU/mL (Y. Zhao et
al. 2008, Ohgren et al. 2007, Yang and Wyman 2004, Mezule et al., 2016, H. J. Kim et al. 2013,
and Wang et al., 2010). Previously, assessment of commercial hemicellulases and cellulases for
saccharification of alkaline pretreated perennial biomass measured the effect of different
cellulase and hemicellulase mixtures on sugar production (Sills and Gossett 2011a). NaOH
pretreatment was used with commercial cellulase and β-glucosidase mixtures (Sills and Gossett
2011a). The results showed that there was little gain in sugar yields beyond the 20-25 mg of
cellulase per TS. Similar enzymes, enzyme loadings, and procedures were used for the research
presented in Chapters 2 and 3 of this thesis.
1.6 X-ray Diffraction Spectroscopy of Biomass
X-ray diffraction can be used to measure relative amounts of crystalline and amorphous
components of lignocellulose. In X-ray diffraction, an energized beam of photons from 100
electronvolts (eV) to 100 KeV hits the sample and interacts with the electrons in the samples
(Giannini et al. 2016). This results in a deflection of photons which are measured (Giannini et al.
2016). X-ray diffraction determines crystal atomic structure based on the position/symmetry of
the atoms in the unit cell, unit cell size or the size or shape of the unit cell (Giannini et al.
2016).The Crystallinity Index quantifies relative amounts of crystalline and amorphous material
(Ahvenainen et al. 2016). The Crystallinity Index can be calculated from the ratio of the height
of the crystalline intensity peak to the height of the amorphous intensity peak (Park et al. 2010).
This method was developed by Segal and the peak around 21.50 is considered to the amorphous
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contribution, and the peak around 18.30 is considered to be the crystalline region (Park et al.
2010).
X-ray diffraction has been used to explain the effect of ball milling on hydrolysis of
polysaccharides (Shimizu et al. 2009). In this study the X-ray diffraction pattern revealed
diffraction peaks of cellulose crystallinity about 160, 220 and 340. However, with two days of ball
milling the crystalline peaks disappeared and an amorphous region appeared around 200 in
Japanese cedar wood powder. Other researchers have also showed the usefulness of X-ray
diffraction in determining crystallinity of biomass (Gu et al. 2018 and Ling et al. 2019 ).
1.7 FTIR-ATR Spectroscopy Methodology
Fourier Transform Infrared (FTIR) can be used to attain spectral information for
lignocellulosic biomass, providing information on the structural and chemical make-up of its
components. It is known that cellulose, hemicellulose, lignin and carbohydrate-lignin bonds
affect recalcitrance and thus sugar yields from pretreatment enzymatic hydrolysis. With FTIRATR, we can characterize lignocellulose based on the chemical characteristics and provide a
deeper comprehension of the chemical bonds associated with recalcitrance.
FTIR spectroscopy starts with the collection of the interferogram with a Michelsen
interferometer and then a mathematical transformation occurs when the Fourier transform
algorithm is applied to the spectrum. The Michelsen interferometer begins with one beam being
directed towards the stationary mirror and the second being directed to a mirror that is moving
(McCann et al. 1997). The stationary mirror is used to measure its displacement relative to the
moving mirror as wavenumbers in units of cm-1 using a reference beam (McCann et al. 1997).
This moving mirror results in constructive and destructive interference as an effect of variations
in the translation, causing differences in the optical path (McCann et al. 1997). The two infrared
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(IR) beams (from the moving and stationary mirrors) are reflected back to the beam splitter and
the combination of the beams are directed towards the sample (McCann et al. 1997). FTIR
results in a certain amount of IR radiation being absorbed or transmitted by the samples. The
resulted radiation that is not absorbed is transmitted and collected by a detector producing
intensity values as a function of distance. The factors effecting this absorption or transmission
are characteristic to the moisture content of the samples, the particle size, or the method used to
mill the samples (Fahey et al. 2017). With a slight modification, attenuated total reﬂectance
(ATR)–FTIR spectroscopy allows for the analysis of both powdered and solid samples. In ATR
spectroscopy, the sample is analyzed using small evanescent waves that arise from the total
internal reflection of a crystal (Fahey et al. 2017). Similar to FTIR, some variables affecting the
ATR include moisture content and particle size.
Certain wavelengths correspond to known chemical bonds. The spectra corresponds to
the molecular vibration of the infrared region of the electromagnetic spectrum (McCann et al.
1997). The vibrational models associated with IR radiation include stretching and bending. The
stretching can be further classified as symmetric or asymmetric and the bending can be classified
as rocking, scissoring, or wagging. In the mid-IR spectrum the following are certain regions
where the bonds can be identified: saturated esters at 1740 cm-1, unsaturated esters at 1720 cm-1,
amide-stretching bands of protein at 1650 and 1550 cm-1, carboxylic acid groups at 1600 and
1414 cm-1, phenolics at 1620 and 1515 cm-1 and carbohydrates at 1200 and 900 cm-1 (McCann
et al. 1997). Below 1500 cm-1 is the 'fingerprint' region, where the peaks can’t be readily
identified due to the complex nature of the vibrational modes (McCann et al. 1997). However,
this region is useful in determining the overall type of biomass.
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Certain infrared bands of FTIR spectra correlate to crystallinity, and FTIR spectroscopy
methods were used to compare alongside to an alternative spectroscopy method (X-ray
diffraction) (Nelson et al. 1964). It has been shown that both X-ray diffraction and FTIR
spectroscopy methodology can accurately measure cellulose crystallinity (Nelson et al. 1964).
The X-ray diffractograms of the unmilled and ball milled samples showed that the original
unmilled samples (cotton hydrocellulose) were highly crystalline (Nelson et al. 1964). Milling
progressively reduced the crystallinity until an apparently completely amorphous state was
reached due to the absence of crystalline diffraction peaks. Using the FTIR spectra, O’Connor’s
infrared Crystallinity Index is defined as the ratio of the absorptives at 1429 and 893 cm -1. The
bands in the FTIR spectra that showed the greatest changes for crystallinity were about 1372,
1335, and 1315 cm -1 (Nelson et al. 1964).
One of the major effects of pretreatment on FTIR spectra of biomass samples were band
shifts within the spectra. Characterization of chemically modified wood fibers using FTIR
spectroscopy for biocomposite performed with a chemical modification (NaOH treatment)
showed this observation. In FTIR spectra from 2902 cm-1, 1425 cm-1, 1163 cm-1, 983 cm-1, and
897 cm-1 band shifts were observed and evident to 2894 cm-1, 1420 cm-1, 1161 cm-1, 993 cm-1,
and 895 cm-1 (Gwon et al. 2010). The change in peak height at 1111 cm-1 and 1059 cm-1 were
also observed (Gwon et al. 2010).
Effects of short-time vibratory ball milling on the shape of FTIR spectra of wood and
cellulose were also examined. Vibratory ball milling showed a strong inﬂuence on the shape of
FTIR spectra of wood and cellulose. The results showed that mechanical treatment itself was the
main reason for the changes in FTIR spectra and not temperature, particle size or oxidation
process (Schwanninger et al. 2004). The most prominent changes were seen around the
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wavenumbers 1034, 1059, 1110, 1162, 1318, 1335, 2902 cm-1 and in the OH-stretching vibration
region from 3200 to 3500 cm-1 (Schwanninger et al. 2004).
FTIR-ATR has been used to study the effects of chemical pretreatment on recalcitrance.
In a study with corn stover, FTIR-ATR resulted in the cleavage of lignin-carbohydrate
complexes after AFEX treatment (Chundawat et al. 2006). In this study it was noted that the
ester carbonyl peak at 1720 cm-1 and the aldehyde peak at 1640 cm-1, the bonds presented in
hemicellulose and hemicellulose-lignin complexes, resulted in a decrease in intensity
(Chundawat et al. 2006). This decrease was attributed to delignification and hydrolysis of
hemicellulose. Then the peaks around 1670 and 1610 cm-1, which are amide linkages also
resulted in a relative decrease in intensity due to ammonolysis of acetyl groups in hemicellulose
(Chundawat et al. 2006). When wheat straw underwent hydrothermal and steam explosion
pretreatment, it was noted the carbonyl band at 1735 cm-1 (associated with hemicellulose) was
reduced (Kristensen et al. 2008). Further large lignin bands at 1595 cm-1 and 1510 cm-1 were
also reduced (Kristensen et al. 2008).
1.8 Chemometrics
FTIR-ATR produces large data sets (i.e., spectra), which are difficult to interpret. For
example, the data set used in my research contains 20 spectra with wavenumbers from 800-1800
cm-1 and 519 data points in each spectrum. To overcome difficulties in interpreting data with
relatively small samples size and large number of variables, chemometrics can be used to obtain
information through variable reduction. Chemometrics uses statistical and mathematical
algorithms to recognize patterns. These algorithms can visualize clustering and classify
multivariate chemical data (Lavine et al 2010). Chemometrics can be used to analyze interactions
between variables and elucidate relationships (Lavine and Workman 2010).
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Chemometric analysis is a method of multivariate analysis that can be used for midinfrared spectra such as FTIR-ATR. Using chemometrics results in data reduction and can help
determine the optimum number of Partial Least Square factors for correlating chemical
information from experimental data and physical properties from instrumental data as in that
case for FTIR-ATR. This is especially helpful when Ordinary Least Squares (OLS) regression is
not sufficient. In this process the number of variables is reduced through PCA. PCA algorithms
can provide regression, clustering and pattern regression. Multivariate analysis, such as PLS
regression, then uses multiple variables to result in multiple predictions such as glucose and
xylose yields in my research by using the fingerprint region of spectra or even just parts of the
spectra.
Since it is complex and costly to estimate sugar yields, the mechanism of different
chemical components affecting degradability of plant material was studied using FTIR (Bekiaris
et al. 2015). In this study chemometrics was used to develop calibration models for predicting
sugar release of wheat straw after pretreatment and enzymatic hydrolysis (Bekiaris et al. 2015).
The spectra were further analyzed for recalcitrance components (Bekiaris et al. 2015). It was
noted that a negative correlation of regression coefficients with sugar release was associated with
crystalline cellulose and lignin, which inhibits cellulose and hemicellulose hydrolysis (Bekiaris
et al. 2015). In another study with pine and eucalyptus wood, PLS regression was able to predict
wood components such as glucan, polyoses, acetyl, and lignin from FTIR spectra (Ferraz 2000).
There have also been studies, where PLS regression has been not able to predict enzymatic
hydrolysis (Gollapalli et al. 2002).
FTIR-ATR-based prediction and modelling (chemometrics) of lignin and energy contents
revealed independent intra-specific variation of these components in bioenergy poplars (Zhou et
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al. 2011). The results showed that FTIR-ATR is good for determining the energy content of
biomass which is correlated to the lignin content as well. It was shown that QUANT software
package can be used for principal component analysis (PCA) and for developing partial square
models (PLS modelling) (Zhou et al. 2011). Another study was also able to predict lignin content
using spruce (Raiskila et al. 2007).
Infrared micro spectroscopy was able to sample heterogeneity in plant cell wall
composition and architecture(McCann et al. 1997). FTIR was used to check for sample purity
and homogeneity (McCann et al. 1997). Principal components analysis (PCA) was used to
discriminate between two groups (wild-type and mutant species) of one type of plant (McCann et
al. 1997). In another study, PCA showed that the samples were not differentiable (Tamaki and
Mazza 2011). In this study rapid determination of carbohydrates, ash, and extractives contents of
straw using FTIR-ATR spectroscopy was performed. The calibration models (PSL regression)
were generated for the following wavenumber regions: 4000- 650 cm-1, 1800-700 cm-1, as well
as for both 3700-2700 and 1800-700 cm-1 (Tamaki and Mazza 2011). For my thesis, my goal
includes the separation of spectra associated with physical pretreated and raw biomass using
PCA.
1.8.1 Principal Component Analysis
Principal Component Analysis (PCA), a chemometric method, reduces the number of
independent variables and groups similar samples. PCA can be used to compare data sets with a
relatively small number of samples and a relatively large number of variables.
The following explanation of PCA is adapted from Dr. Deborah Sills’s PhD dissertation
(Sills 2011): Given a matrix of predictor variables X [n x k], there are n observations (samples)
and k variables (wavenumbers) which represent the FTIR-ATR spectra measurements in units of
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absorbance intensities. PCA is a multivariate procedure which analyzes data with observations
and quantitative dependent variables (X [n x k]) in order to extract only the important
information such that new orthogonal independent latent variables or principal components can
be used to visualize a pattern between the observations (Abdi et al. 2010). There are two
different methods used to obtain independent latent variables or principal components. The latent
variables can be derived from the X matrix and are calculated using Nonlinear Iterative Partial
Least Squares (NIPALS) algorithm (Wold et al 2001) or singular value decomposition (SVD)
(Jolliffe and Cadima 2016) in order to obtain z latent variables.
When the number of latent variables is reduced from n to z, the new latent variables
(referred to as principal components) are composed of the score matrix, T [n x z], and the
loading matrix, P [n x z]. The combination of both the score matrix and loading matrix attempt to
capture the most variation in the X matrix (Wold et al 2001). Wold et al. 2001 states the PCA
model reconstructs the X matrix such that the original matrix X [n x k] is represented with the
principal components extracted from the scores and loadings shown by
X̂=TPT= t1p1T + t2p2T +…+ tzpzT.

(Equation 1.1)

In this representation, tz is the zth column vector of the scores matrix and pzT is the zth column
vector of the loadings vector (Wold et al 2001). The product tzpzT represents a single extracted
principal component. These principal components are helpful in determining groups among
variables. In equation 1.1, X̂ [n x z] is obtained from the original data with the least number of
eigenvectors (vectors associated with a linear system of equations) that capture the maximum
variation in X without considering the dependent variable Y. The algorithm for PCA that was
used in this thesis is shown in Figure 1.7.
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Original data matrix

Take mean of data (center data) and normalize data (scale) to standardize the data

Compute covariance matrix or correlation matrix

Compute eigen vector and eigen value matrix

Sort eigen values in descending order and select the appropriate number of
eigenvectors to obtain desired dimensions

Compute score matrix/construct the projection matrix and loading matrix from selected number of
eigenvectors

Transformed data matrix used to obtain a new dimensional data space

Figure 1.7 Flow chart of PCA algorithm (prcomp function in R)
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1.8.2 Partial Least Square Regression
FTIR spectra combined with Partial Least Squares (PLS) regression were used to try and
predict glucose and xylose yields from enzymatic hydrolysis. This can help with discerning
structural changes in the biomass such as crystallinity bonds, which can be observed as a result
of the differences in the spectra. PLS or projection on latent structures is a combination of PCA
and multivariate linear regression. Since the main objective is to predict dependent variables
from independent variables or predictors, the prediction can be attained by extracting the
predictors through orthogonal factors or latent variables (Abdi 2010).
The following explanation of PLS regression is adapted from Dr. Sills’s PhD dissertation
(Sills 2011): Given a matrix of predictor variables X [n x k] (Figure 1.8), there are n observations
and k variables which represent the FTIR-ATR spectra. The corresponding dependent variable is
Y [n x 1] (Figure 1.8), where n represents the number of observations and includes 1 predictor
variable.
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n
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Xnk
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...
n

Yn

n

Figure 1.8 Matrix X with k observation (wavenumbers in the spectra) and n observations
(absorbance intensities in the spectra) along with the Y matrix which includes n observations of
the predictor variable (glucose and xylose yields).
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To relate the predictor variables and dependent variables, Mevick and Wehrens 2007 states the
simplest model would be suggested by ordinary least square (OLS) regression. The model is
represented by
Y=XB+e

(Equation 1.2).

This linear relationship represents the regression coefficient matrix, B [k x1], with k
predictor variables and 1 dependent variable. The reconstructed matrix X̂ [n x z] (equation 1.1)
can then be correlated to the dependent variable Y [n x 1] using ordinary least square regression
described in Equation 1.2. The matrix e [n x1] represents the residuals for the linear model.
PLS is able to relate two data sets by the smallest number of independent variables. The
difference between PLS and PCA lies in how the PLS regression latent variables are chosen.
Similar to PCA, PLS extracts the Principal Components. PLS results in the X matrix being
reduced to a smaller number of latent variables which represent the most variation. However, a
PLS regression model can be used to corollate X and Y such that the latent variables obtained
from X are used to obtain the most covariance of both X and Y (Wold et al 2001). More so, in
PLS regression, latent variables are chosen to maximize covariate of X times Y transpose
(Cov(XY) = XYT). For this a calibration model is usually used. The regression fits the predicted
variables and the observed variables to a new (linear) space. Fundamentally, PLS regression
relates the X and Y matrix (X [n x k] and Y[n x 1]) using Y = XB + e (equation 1.2) in situations
where n >> k. The PLS algorithm flowchart is shown in Figure 1.9 to showcase the differences
from the PCA algorithm (Figure 1.7). These differences are highlighted in red.
By matrix manipulation, the regression coefficient B can be estimated as

B̂=(XTX)-1 XTY

(Equation 1.3)
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if B is of full rank (linearly independent rows or/and linearly independent columns). The
superscript T represents the transpose matrix. In situations when k >> n, X and more specifically
XTX could be a singular matrix meaning there is no multiplicative inverse such that the number
of variables/columns are in excess compared to the number of objects/rows. In this case B̂ may
not be unique, thus resulting in no solution. This also represents the problem of multicollinearity,
in which two or more explanatory/predictor variables are highly linearly related, which can often
occur in large data sets with few samples. Reducing the number of variables by latent variable
projection such as PLS regression can produce a solution. Latent variable reduction consists of
decomposing the X matrix into scores (T) and loadings (P), such that X=TP.
According to Wold et al. 2001, a linear model with z latent variables is given by

Y = XB + F

(Equation 1.4)

in which B [k x 1] is the regression coefficient matrix and F [n x 1] is the residual matrix. The
PLS model results in new latent variables or z new X-scores identified by the matrix T [n x z].
The X-scores are estimated to be linear combination of the original variables, X, with appropriate
X-weights (W[k x z]) represented by

T=XW

(Equation 1.5).

Further, the X-scores (T [n x z]) are multiplied by the X-loadings (P [1 x z]) so that the residuals
represented by the matrix E [n x k] are minimized. Then the X matrix becomes
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X = TPT + E

(Equation 1.6).

Similar to the X matrix, the Y matrix is decomposed into Y-scores represented by matrix U [n x
z] and Y-weights represented by the matrix C [1 x z]. Similar to the X residuals, the Y residuals
of matrix G [n x 1] are small and

Y =UCT + G

(Equation 1.7).

Further, the X-scores (T [n x z]) are identified such that Y can be predicted accurately and the
residual matrix F [n x 1] is small. Then, the Y matrix becomes

Y = TCT + F

(Equation 1.8).

In order to maximize the covariance of X and Y, matrix algorithms are used to calculate
W[k x z] and C[1 x z] (Wold et al. 2001). Substituting T=XW into Y = TCT + F and equating
both forms of the Y matrix (equation 1.4 and equation 1.7) we obtain
Y = XWCT + F = XB + F

(Equation 1.9).

where
B =WCT

(Equation 1.10).
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Original data matrix

Take mean of data (center data) and normalize data (scale) to standardize the data

Compute covariance matrix

Compute singular value decomposition

Obtain weights

Compute scores

Compute loadings

Compute regression coefficients

Figure 1.9 Flow chart of PLS algorithm (SIMPLS function in R)

48

1.8.3 PLS Model Construction and Variable Selection
Model constructions for PLS regression model occurs with first mean centering the X and
Y data matrix for each column (Ergon 2006). This is shown in both the PCA and PLS regression
flowcharts (Figures 1.7 and 1.9). Auto scaling is especially needed when columns of the X
matrix or predictors are of different magnitude (Wold et al. 2001). Auto scaling results in all
variables having a mean of zero and a variance of one (Wold et al. 2001). Since FTIR-ATR is
spectral data, auto scaling is usually not recommended as the spectral noise and peaks are of the
same magnitude, which can make it difficult to resolve peaks of autoscaled data (Wold et al.
2001). Block-scaling is another alternative option which can be used when there are two types of
variables with each consisting of different number of variables. Block-scaling results in each
variable being scaled differently so that each variables type is appropriately represented (Wold et
al. 2001). Also, transformation of the variables can be conducted in order to reconcile nonlinear
relationships between the X and Y matrix (Wold et al. 2001). Transformations that can be
applied include log, power and reciprocal (Wold et al. 2001). In PLS regression modeling for this
study, the SIMPLS (de Jong 1993), OSCORES (Martens and Naes 1989) and NIPALS (Wold et
al. 2001) algorithms were used, which automatically scale and center the X and Y matrices to a
mean of zero and a variance of one. This was done to be consistent with the previous study
conducted by Sills and Gossett (2012a, 2012b).
PLS regression modeling requires the modeler to choose the number of latent variables or
the number of components to use in the model. It is known that more components result in a
better fit due to capturing more variation. However, this as you increase the number of variables,
you risk over-fitting, which can produce results with poor predictive capability. Therefore, a way
to validate the model is needed to choose the appropriate number of latent variables such that
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there is capability to fit the model as well as predict new samples without overfitting (Abdi et al.
2010).
The following explanation of variable selection is adapted from Dr. Sills’s PhD
dissertation (Sills 2011): If the data set is large enough (20 or more samples) for testing
reproducibility, the data can be divided into two groups called the learning set and testing set
(Abdi et al. 2010). Then the goal of the training set becomes the ability to predict the testing set
(Abdi et al. 2010). If the data set is not large enough, cross-validation becomes another way to
facilitate random modeling (Abdi et al. 2010). In the present study, the leave-one-out (LOO)
cross-validation technique was used in which one sample is removed from the data set and the
PLS model is predicted without the corresponding xi [1 x k] from X [n x k] (Wold et al. 2001).
Therefore, the model is built without the corresponding predictor variable, xi, and response
variable, yi. Then for each sample, the error is calculated to be the difference between yi and its
estimate ŷi in the case when the PLS model is constructed with LOO, and thus without xi and yi.
The resultant error of n observations is the root mean square error of cross validation
(RMSECV). As a formula RMSECV (Tamki and Maza 2011) is defined as
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(Equation 1.11).

In this formula, yi, is an element of the vector of n observations or samples Y [n x 1]. In order to
have good predictive power, the RMSECV should be small. When values of RMSECV
decreases, this represents good predictive power but when it increases, it represents over-fitting.
The coefficient of determination of cross-validation is Q2 (Chen et al. 2010), which is
represented by
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(Equation 1.12).

In Equation 1.12, ȳi is the mean of the response variables which does not include yi in the fitting.
In order to have good predictive power, we want Q2 to be high. Increasing Q2 values show good
predictive power and decreasing Q2 values indicate over-fitting (Faber et al 2007). Therefore, the
number of latent variables is chosen to minimize RMSECV and maximize Q2.
With the fixed number of latent variables chosen from cross-validation, the root meansquare error of calibration (RMSEC) and the coefficient of determination of calibration R2 can be
calculated. RMSEC (Tamki and Maza 2011) is defined such that the formula is
&
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and R2 (Chen et al. 2010) is
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(Equation 1.14).

In the equations, ŷi is the model fit for yi from fitting all of the n samples, and ȳi is the mean of
all fitting n response variables.
From previous literature, it was determined, Q2 values of value between 0.66 and 0.80
indicates approximate quantitative predictions, values between 0.81 and 0.90 indicate good
prediction and calibration models of greater than 0.90 are considered to be excellent (Tamaki
and Mazza 2011). The value of R2 is not a good measure of model fit and should not be used in
determining the effectiveness of the fit and how well it can predict new data. However, R2 is
useful in determining the reliability of Q2, as a large difference between R2 and Q2 would
indicate over fitting. For good predictive ability, the difference between R2 and Q2 should be less
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than 0.2 (Chen et al. 2010). The error should be deemed acceptable for the intended purpose for
the specific study and it is up to the modeler to determine what error is acceptable.
Instead of considering all of the variables, variable selection could be implemented such
that unnecessary predictor variables could be discarded depending on the model and modeler.
Removing such variables can improve the predictable ability of PLS regression as well as make
the model simpler, making it easier for interpretation (Wold et al. 2001). There are two
approaches to this process. One includes taking the 90% confidence interval (CI) of the
regression coefficients, B in Y = XWCT + F = XB + F where B =WCT (equation 1.10). The
second approach includes the use of VIP scores which are the variables important for projection.
When considering the regression coefficients with 90% CIs, if the regression coefficient
spans zero, then it is considered not important, for predicting Y, and the variables is removed
from the model (Wehrens 2011). There is no way to analytically get the 90% CI regression
coefficients so they can be calculated using nonparametric bootstrapping technique with a
percentile method (Wehrens 2011). For this study two thousand samples are generated with each
being a subset of the data with some samples ignored while some are present, and the regression
coefficients are calculated for each bootstrap model. The 90% CI is defined by obtaining the
regression coefficients for 5th and 95th percentiles.
The second method for variable selection uses the criterion of a VIP score. In order to for
the PLS model to calculate VIP scores, the PLS model is fitted with the NIPALS algorithm
(Wold et al 2001) or the equivalent OSCORES algorithm (Martens and Naes 1989). VIP is
defined such that it represents the importance of kth variable in explaining X for predicting
variable Y (Chong and Jun 2005). A variable should only be removed from the PLS model only
if the regression coefficient is small and the VIP scores is less than one, deeming the variable not
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important (Wold et al 2001). Then the models should be tested using the cross-validation method
previously explained. Chong and Jun 2005 give the definition of VIP which is given by
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(Equation 1.15)

In the equation, SS*(biti)=bi2tiTti and bi=YiTti/ tiTti. Also the k represents the VIP score for the kth
predictor variable, ti is the ith column vector of X-scores matrix T [n x z], wki is the weight of the
kth variable of the model with i latent variables, wi is the ith column vector of X-weights matrix
W[k x z], and Yi is the Y vector after the model fit with i-1 latent variables is subtracted from Y.
Despite the ability of performing of variable selection using the regression coefficients and VIP
scores, the models in the final analysis should be tested using appropriate statistical measures
such as Q2, R2, RMSECV and RMSEC.

53

FTIR-ATR Spectroscopy and Chemometrics Applied to Lignocellulose
A number of studies have used FTIR or FTIR-ATR to quantify components of
lignocellulosic biomass. A study that quantified hydroxycinnamic acids and lignin in perennial
forage and energy grasses showed that FTIR coupled with PLS regression is sufficient to
accurately predict cell wall components (Allison et al. 2009). The PLS models were accurate up
to 93.4%, 86.8%, 88% and 84.7% for concentrations of lignin, total hydroxycinnamic acid, total
ferulate monomers and dimers and ferulate dimers respectively (Allison et al. 2009). In addition,
FTIR spectroscopy coupled with partial least squares PLS regression quickly and easily
predicted the monosaccharide compositions and lignin contents of the cell walls of the
gymnosperm Pinus radiata (Fahey et al. 2017). In another study, carbohydrates, ash and
extractives were determined from straw using FTIR with R2 values of 0.956 for total glycan,
0.850 for ash and 0.907 for extractives (Tamki and Maza 2011). When rice straw underwent
AFEX pretreatment, the best correlation was a R2 value of 0.775 for xylose after 24 hours of
enzymatic hydrolysis (Gollapalli et al. 2002).
Looking at previous research conducted, there is no published study of multivariate
regression such as PLS regression applied to FTIR-ATR spectra of physically pretreated biomass
in an attempt to estimate saccharification from enzymatic hydrolysis. The work I will be doing is
based on previous work (Sills & Gossett, 2012a and Sills & Gossett, 2012b). This work used
FTIR-ATR combined with PLS regression to predict sacchariﬁcation from enzymatic hydrolysis
of alkali-pretreated biomasses (Sills & Gossett, 2012a and Sills & Gossett, 2012b). In these
studies regression coefficients were generated and wavenumbers were assigned to the regressioncoefficient matrices (Sills and Gossett 2012b).
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FTIR-ATR coupled with PLS regression was able to predict glucose and xylose
conversions and yields. Glucose and xylose conversions are defined as the grams of sugar per
100 grams of theoretical sugar and yields are defined as grams of sugar per 100 g Total Solids
from pretreatment plus enzymatic hydrolysis. Pretreatments were conducted at alkali levels of 0,
5, 10, and 20 g NaOH per 100 g total solids (Sills and Gossett 2012a). PLS demonstrated Q2
(which is a measure of prediction correlation) of 0.86 for glucose solubilized through
pretreatment, 0.90 for xylose solubilized though pretreatment, 0.79 for lignin yield, and 0.85 for
total solids yield. Then Q2 values of 0.83 for alkali composition, 0.93 for glucose conversion,
0.94 for xylose conversion and 0.88 for glucose and xylose yields were predicted (Sills and
Gossett 2012a). When variable selection was conducted by truncating the spectra, final models
predicted sugar conversion with Q2 values of 0.90 for glucose and 0.89 for xylose conversion as
well as 0.92 for glucose and 0.91 for xylose yields (Sills and Gossett 2012b). This means FTIR
spectroscopy was able to pick up chemical changes from NaOH pretreatment and was able to
predict glucose and xylose conversations and yields as well as lignin and total solids. The
objective of the present work in my research is to see if FTIR-ATR spectroscopy can pick up
physical changes from ball milling and shatterbox pretreatment to predict glucose and xylose
yields from varying physical pretreatment conditions.
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1.9 Research Overview and Objectives
There is a need to understand plant cell wall recalcitrance and how it affects the
saccharification process. This can be achieved by conducting laboratory studies that measure the
effect of pretreatment on enzymatic hydrolysis under different conditions. Also, there is a need
for quantitative ways beyond wet chemistry to predict sugar yields from biochemical conversion
of lignocellulosic biomass. Biorefineries are expected to work with a variety and mixture of
feedstocks. Therefore, developing a method that can predict sugar yields quickly will assist in
making biorefineries viable.
Previous work conducted by Sills and Gossett (2012a, 2012b) showed that FTIR-ATR
spectroscopy (infrared spectra of absorption or emission at specific wavelengths) can predict
saccharification from enzymatic hydrolysis of alkaline pretreated biomass. Sills and Gossett
showed that FTIR-ATR detects chemical changes in biomass from a chemical pretreatment. For
my thesis I investigated if FTIR-ATR can be used to detect changes resulted from a physical
pretreatment in lignocellulosic materials specifically from ball milling and shatterbox
pretreatment.
There are three main objectives of this work:
1.

Measure the effect of ball milling on glucose and xylose yields for enzymatic hydrolysis.

The effect of ball milling was observed by varying ball milling conditions such as the time of
milling. This included one hour and two hours of ball milling. Further, another form of physical
pretreatment (shatterbox) was also used to compare it effect as an effective physical
pretreatment.
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2.

Answer the following question: Can FTIR-ATR spectra combined with PLS regression

predict enzymatic hydrolysis in terms of glucose and xylose yields, and identify structural
changes (e.g., cellulose crystallinity) from physical pretreatment? Principal Component Analysis
(PCA) was also conducted to observe any similarities in the biomasses based on pretreatment
levels.
3.

Measure the effect of ball-milling on the structure of biomass by:
a.

Conducting microscopy analysis using a Scanning Electron Microscope to

visualize the effects of ball milling and shatterbox pretreatment on structural
changes in the form of biomass.
b.

Performing X-ray diffraction to measure the cellulose crystallinity in raw

(chopped), ball milled and shatterbox biomasses to see the effects of physical
pretreatment.
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CHAPTER 2: MATERIALS AND METHODS
2.1 Methods
This chapter begins with a description of the raw material (including biomass samples),
chemicals and enzymes used for this study. A description of compositional analysis of the
biomass follows, which includes ash content, total solids content and CHN analysis. In addition,
ADF (Acid Detergent Fiber), NDF (Neutral Detergent Fiber), and lignin were measured to
calculate the percent of cellulose, hemicellulose and lignin in the biomasses. Next, the
pretreatment technique used for the biomass is explained. An explanation of SEM imaging and
X-ray diffraction of the pretreated samples is then presented. A section on enzymatic hydrolysis
procedures describes both a filter paper assay used to assess enzyme activity of commercial
enzyme mixtures, as well as enzymatic hydrolysis of five pretreated lignocellulosic biomasses.
Then a description on FTIR-ATR spectroscopy collection and the specific spectral handling is
discussed. Finally, the method for construction of PCA and PLS regression is explained with a
concluding section on PLS regression construction with variable selection.
To look at the effect of physical pretreatment, two types of physical pretreatment were
chosen: (1) ball milling for one hour, two hours, and (2) the use of a shatterbox for five minutes.
It should be noted, for my research, ball milling and shatterbox pretreatments were chosen to
ascertain if FTIR-ATR spectroscopy could detect physical changes in the biomass (e.g.,
crystallinity) that are linked to enzymatic saccharification rather than to showcase their
effectiveness as a pretreatment procedure. Further, although employed in my research as a
pretreatment option, ball milling and in general physical pretreatment is energy intensive and
may not be a viable form of pretreatment.
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2.1.1 Raw Materials, Chemicals and Enzymes
Five biomasses—corn stover, poplar, rye, switchgrass and willow—were used in this
study. All biomasses were obtained from Dr. Tom Richard at Pennsylvania State University. The
corn stover was provided to Tom Richard from Idaho National Labs. The harvest dates for corn
stover, rye and willow are the following: April 27, 2017 for rye, 2008 for corn stover and August
20, 2013 for willow. The corn stover underwent particle reduction in 2008. The harvest dates for
poplar and switchgrass are not known.
Glucose was obtained from Sigma-Aldrich at 98+% purity. Xylose was from SigmaAldrich at 98+% purity. The following chemicals were also from Sigma-Aldrich: Sodium
succinate (1 M), Tetracycline (10 mg/mL) and cyclohexamide (10 mg/mL). The following
enzymes were from Sigma Aldrich (St. Louis, MO, USA): Enzyme Novozyme® 188 ßglucosidase (200 mg protein/mL) and Enzyme Cellulase® (170 mg protein/mL). Enzyme
Celluclast® (302 mg protein/mL) was provided by Genencor Danisco® US Inc. (Rochester, NY,
USA). Finally, enzyme Viscamyl Flow® (300 mg protein/mL) was obtained from Dupont
(Rochester, NY, USA).
2.1.2 Compositional Analysis
In this section, several compositional analysis techniques are presented: (1) measure of
ash and total solids (TS) contents; (2) carbon, hydrogen and nitrogen (CHN) analysis, and (3) the
determination of cellulose, hemicellulose and lignin in the biomass samples, using the Van Seust
method conducted by Dairy one Forage Laboratory Services in Ithaca, NY. There is also an
overview of Scanning Electron Microscope imaging and X-ray diffraction spectroscopy.
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Ash and Total Solids Content
Total solids (TS) were measured to assist with experimental setup of enzymatic
hydrolysis assays (to determine the loading of biomass). The TS content was measured by
placing the biomass samples in the oven at 105°C for 24 hours followed by 20 minutes in a
desiccator and then calculating the ratio of the masses before and after drying. Since the oven
results in the loss of water, the resultant ratio is the TS content. Similarly, the ash content was
measured by placing the biomass in the furnace at 550°C for 20 min, followed by 20 minutes in a
desiccator, and taking the difference of the masses before and after. The mass after combustion
in the furnace is the ash content. The TS content and ash content are presented in Table 2.1.
Table 2.1 Total Solids and ash contents (mean ± standard deviation) for raw, 1-hour ball milled,
2-hour ball milled and 5 minutes shatterbox corn stover

RAW
BM 1
HR
BM 2
HR
SB 5
MIN

CORN STOVER
0.96 ± 0.0046
0.94 ± 0.0048

TOTAL SOLIDS (FRACTION)
POPLAR
RYE
SWITCHGRASS
0.97 ± 0.0093
0.94 ± 0.0052
0.95 ± 0.0023
0.97 ± 0.0084
0.94 ± 0.0052
0.94 ±0.0038

WILLOW
0.96 ± 0.0005
0.94 ± 0.0025

0.94 ± 0.0022

0.95 ± 0.0066

0.93 ± 0.0091

0.94 ± 0.0070

0.95 ± 0.0043

0.95 ± 0.0096

0.95 ± 0.0075

0.93 ± 0.0083

0.93 ± 0.0042

0.95 ± 0.0099

CORN STOVER
3.67 ± 0.2651

ASH CONTENT (PERCENTAGE)
POPLAR
RYE
SWITCHGRASS
2.36 ± 0.1362
4.95 ± 0.7095
2.54 ± 0.0331

WILLOW
2.3732 ±0.0717
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Carbon, Hydrogen and Nitrogen (CHN) Analysis
Elemental analysis by combustion was used to measure concentrations of carbon,
hydrogen, and nitrogen based on oxidation of samples into compounds (CO2, H2O and NOx)
followed by separation by chromatography of the gaseous mixture. CHN analysis was used to
measure the percentages of carbon, hydrogen and nitrogen in the biomass samples; and nitrogen
in the enzyme mixtures. Nitrogen measurement of the enzyme mixtures was used to estimate the
protein content of each enzyme mixture to determine the loading (mg of protein per g biomass)
for the enzymes. The protein content was calculated by multiplying the mass of nitrogen by 6.25
(Mariotti et al. 2008). The CHN analysis of the enzymes are presented in Table 2.2. Biomass
CHN analysis was conducted to determine similarities and difference between the elemental
make-up of the biomasses based on heat of combustion values. These heat of combustion values
are presented in Appendix A.
The elemental analysis was conducted on a LECO elemental analyzer (628 series) shown
in Figure 2.1. To conduct the CHN analysis, ethylenediaminetetraacetic acid (EDTA) standards
were first measured to create a standard curve. Then the ground enzyme and biomass samples
which were oven dried at 105 °C for 24 hours were measured for CHN content. Measured
samples of 0.03-0.06 grams were placed inside a tin foil cup and then combusted at 1050oC
under a constant flow of oxygen.
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Table 2.2 Nitrogen Analysis of enzymes for protein content with mean ± standard deviation
values
Nitrogen %

Mass (g)

TS/1ML
(g/ml)

mL of
enzyme=
Mass/(TS/1
M)

Protein
Content by
mass (g)=
6.25*%N/(1
00*mass)

VISCAMYL

5.5651 ±
0.3549

0.0384 ±
0.0092

0.8649 ±
0.0050

0.0444 ±
0.0080

0.0134 ±
0.0029

Protein
Content
(g)/mL =
Protein
Content by
mass (g)/ ml
of enzyme
0.3008 ±
0.0192

CELLULASE

4.8137 ±
0.5125

0.0465 ±
0.0016

0.5651 ±
0.0050

0.0823 ±
0.0130

0.0142 ±
0.0037

0.1700 ±
0.0181

NOVOZYME

8.3784 ±
0.0223

0.0485 ±
0.0013

0.3862 ±
0.0050

0.1255 ±
0.0246

0.0254 ±
0.0050

0.2022 ±
0.0005

CELLUCLAST

3.9855 ±
0.0730

0.0378 ±
0.1000

1.2157 ±
0.0050

0.0311 ±
0.0063

0.0094 ±
0.0020

0.3028 ±
0.0055

Figure 2.1 LECO 628 Series CHN Analyzer
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Cellulose, Hemicellulose and Lignin Compositional Analysis
Acid detergent fiber (ADF), neutral detergent fiber (NDF) and acid detergent lignin
(ADL) for all biomasses were measured by the Dairy One Forage Laboratory Services in Ithaca,
NY. From this, the percent cellulose was calculated as ADF minus ADL, the percent
hemicellulose was calculated as NDF minus ADF and the percent lignin was calculated as ADL
according to the Van Soest method (Van Soest et al. 1991). The compositional data (as a percent
of dried matter) is presented in Table 2.3. In addition, we approximated glucan content in each
biomass sample as cellulose. The cellulose values were assumed to be 100% glucan and the
glucan values were converted to glucose. The theoretical or potential glucose values for corn
stover, poplar, rye, switchgrass and willow were 47.00%. 63.56%, 41.00%, 49.78% and 53.22%
respectively.

Table 2.3 Cellulose, hemicellulose and lignin content of biomass

Corn Stover
(% of DM)
Cellulose
Hemicellulose
Lignin

42.3
29.4
6.6

Poplar
(% of DM)
57.2
13.1
18.8

Rye
Switchgrass
(% of DM) (% of DM)
36.9
23.4
5.6

Willow
(% of DM)
44.8
29.9
11

47.9
11.7
14.6
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2.1.3 Pretreatment of Biomass
Physical pretreatment of all biomasses was conducted in two ways: (1) with a ball mill,
and (2) with a shatterbox. Ball milling was conducted at Pennsylvania State University’s College
of Earth and Mineral Sciences laboratory on a 5’’ US Stoneware M93174DC jar mill (Figure
2.2) with a rotational speed of 108 RPM for 1 and 2 hours. Stainless steel balls (referred to as
charges) of variable sizes (Table 2.4 and Figure 2.3) were loaded in a ball mill along with 20 g of
biomass to create effective milling determined by visible changes in the biomass (Figure 2.4).
The number and type of balls and ball milling time were determined based on trial and error. The
shatterbox samples were processed in the Bucknell University’s Geology and Geological Science
Laboratory using a Spec Industries 8500 ShatterBox® machine with aluminum oxide ring and
puck pulverizer which is show in Figure 2.5. The samples (10 grams) were subjected to the
shatterbox for five minutes at 3600 RPM or 60 Hz.

Table 2.4 Stainless-steel charges used in ball milling
NUMBER OF
STAINLESS-STEEL
BALLS

SIZE OF STAINLESSSTEEL BALL (INCHES)
1
2
3
9
1
55
155

1.25
1
0.0875
0.625
0.5
0.375
0.125

WEIGHT OF STAINLESSSTEEL BALLS (GRAMS)
191.5
251
198.5
222.7
8.5
212.9
100
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Figure 2.2 US Stoneware M93174DC jar mill, i.e., ball mill.

Figure 2.3 Charges used in the ball mill
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Figure 2.4 Raw (left) and 2-hour ball milled (Right) Rye Biomass

Figure 2.5 Spec industries ShatterBox®
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2.1.4 Scanning Electron Microscope (SEM) Imaging
A Scanning Electron Microscope (SEM) can show visible differences from ball milling
or other forms of physical pretreatment. SEM imaging was used to visualize the effect of
physical pretreatment of one representative lignocellulosic biomass (corn stover) using a Hitachi
SU 500 field emission scanning electron microscope (Figure 2.6). Each sample was mounted
securely, a beam was initiated such that the beam intensity (3kv) and spot size (1.0) were
appropriate for the samples. The aperture alignment procedure then was conducted in order to
adjust the beam. The image was captured by averaging 64 scans at a magnification of 500
micrometers. The high vacuum operation mode was used for the biomass samples.
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Figure 2.6 Hitachi SU 500 SEM
X-ray diffraction Spectroscopy
X-ray diffraction spectroscopy was used to determine the Crystallinity Index of the
samples by estimating the relative amounts of crystalline cellulose and amorphous components
of lignocellulose. For this study, the PANalytical X-Pert Pro MPD X-ray diffractometer was
used (Figure 2.7). X-rays were emitted at 45 kV and 40 mA through a 1/16° slit from a Cu X-ray
tube. Samples were scanned in the 2θ (X-ray detector rotating angle) range from 5° to 60°. The
step size was 0.05°, and the exposure time was about 6.67 s resulting in a scanning speed of
0.45°/min. The data was analyzed using X’Pert HighScore software and spectral software a|e UV-Vis-IR. The initial spectra were baseline corrected using X’Pert HighScore software to
calculate the relative Crystallinity Index using Segal’s height method. The Crystallinity Index
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values were calculated by taking the ratio of the heights of the crystalline and amorphous peaks
after baseline correction. A more detailed description of the method used to calculate
Crystallinity Index values is presented in Appendix C. Then the spectra were vector normalized
(using spectral software a|e - UV-Vis-IR) to an area of one for visual comparison of the peaks,
which is done after calculating the crystallinity index. A paired t-test was conducted using the
Crystallinity Index values to discern the significance in the values based on pretreatment
(Appendix C in Table C.2). A paired t-test was used to compare the Crystallinity Index for raw
compared, 1-hour ball milled, two-hour ball milled, and the 5 minute shatterboxed samples.

Figure 2.7 Panalytical X-Pert Pro MPD X-ray diffractometer
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2.1.5 Enzymatic Hydrolysis
Enzymatic hydrolysis of lignocellulose biomass to fermentable sugars (glucose and
xylose) was used to measure the effect of physical pretreatment. Glucose and xylose were
measured using HPLC. Enzymatic analysis was first conducted on filter paper to choose the best
enzyme mixture. Then this mixture was used to perform enzymatic hydrolysis on the biomasses.
Assessment of Enzyme Activity Using a Modified Filter Paper Assay
Enzyme activity on cellulose was tested using a filter paper assay to measure the amount
of glucose produced from cellulases. The following cellulase cocktails were compared using a
revised filter paper assay that measures enzyme activity on cellulose: Celluclast®, Cellulase®,
Viscamyl Flow®, and Novozyme® 188. The mixtures evaluated the effect of Novozyme, a βglucosidase on sugar production, as Novozyme enables the breakdown of cellobiose dimers.
Each commercial cocktail was tested with and without Novozyme, a β-glucosidase, for the
enzymatic hydrolysis of filter paper (Whatman #3), which is all cellulose. Enzymatic hydrolysis
was conducted in batch at 2.5% (w/w) total solids with 0.05 M citrate buffer (pH 4.8), as well as
tetracycline (30 mg/L) and cyclohexamide (20 mg/L) which are used to prevent microbial
growth. The substrate was 0.0175 g of filter paper (Whattman #3) in a suspension liquid of 1 mL
of buffer with a total volume of 2 mL. Reactions were run at 50 °C on an Innova® 3100 water
bath rotary shaker (Figure 2.10) at 130 rpm for 16 hours. For the filter paper assay, 20 mg of
protein (of the cellulase cocktails Celluclast®, Cellulase®, and Viscamyl Flow®) per gram of
filter paper was used. This mixture was supplemented with 10 mg of protein (of Novozyme®
188) per gram of filter paper which resulted in a loading rate ratio of 2:1 for cellulase cocktail to
β-glucosidase (Novozyme). The loading rate of 2:1 was chosen based on previous work (Sills &
Gossett, 2011). After 16 hours, the reaction was quenched by placing the samples in the fridge.
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The samples were then boiled for 10 minutes to denature the enzymes prior to enzymatic
hydrolysis to protect the HPLC column. The amount of glucose was measured using the HPLC
followed by the calculation of the fraction of filter paper hydrolyzed.
Enzymatic Hydrolysis of Lignocellulosic Biomasses
Enzymatic hydrolysis of the biomasses were conducted using a modified National
Renewable Energy Laboratory (NREL) protocol (Sluiter et al. 2008). Enzymatic hydrolysis was
conducted in batch (V=20 mL) at a 2.5% (w/w) total solids concentration with 0.05 M citrate
buffer (pH 4.8), as well as tetracycline (30 mg/L) and cyclohexamide (20 mg/L) which are used
to prevent microbial growth. Reactions were run at 50 °C on an Innova® 3100 water bath rotary
shaker (Figure 2.8) at 130 rpm for 6, 24 and 72 hours. For the hydrolysis reaction, 0.5 mL of
enzyme stock containing 12 mg protein per gram of biomass (for the cellulase cocktail) and 6 mg
of protein per gram of biomass (for Novo 188) were used as the loading rates (ratio of 2:1).
Triplicates of each sample were run along with enzyme blanks. After the prescribed time for the
reaction, the reaction is quenched by boiling the samples to inactivate the enzymes. The sugars in
the samples were then measured using the HPLC. The sugars measured are converted to yields
and conversions. The glucose and xylose yield were defined as g of glucose or xylose solubilized
per 100 g of biomass (TS) and glucose conversion was defined as sugar per 100 g potential
sugar.
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Figure 2.8 Enzymatic hydrolysis reactions in flasks (right) and a rotary shaker (left)

Using HPLC to Measure Glucose and Xylose
A standard curve for glucose and xylose were constructed to quantify the amount of
glucose and xylose from peak areas using a Thermo Dionex Ultimate 3000 HPLC (high
performance liquid chromatography) System (Figure 2.9). Glucose and xylose were measured
with an HPLC column held at 60 °C with a 0.005 M H2SO4 eluent using a flow rate of 0.55
mL/min with a Bio-Rad HPX-87H column (Figure 2.10). Glucose and xylose standards, ranging
from 1 gram per liter to 5 gram per liter, were used to create standards curves which correlate
known sugar concentrations to peak areas (presented in Appendix B)
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Figure 2.9 Thermo Dionex Ultimate 3000 HPLC system
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Figure 2.10 HPLC Glucose and Xylose Peaks from HPLC using a Bio-Rad HPX-87H column
to separate monosaccharides coupled with a refractive index detector with the x-axis representing
the time in minutes and the y-axis measuring the detector signal.
2.1.6 FTIR-ATR Spectroscopy
A Thermo Scientific Nicolet iS10 FTIR spectrometer was used to obtain the infrared
absorption data along with a Thermo Scientific Smart Orbit attenuated total reflectance sampling
accessory (Figure 2.11). Before collecting spectra, samples were dried under vacuum at 50 ºC for
24 h. The IR sample compartment was purged with N2 and when sampling the compartment was
held under vacuum. Spectra of pretreated solids samples were collected by attenuated total
reflectance (ATR) with a stainless-steel flat anvil tip by averaging 64 scans. Samples were
pressed against a diamond crystal with equal amount of pressure using a stainless-steel flat anvil
tip (Figure 2.11). Scans were obtained from 4000–400 cm-1 at a resolution of 4 cm-1 and
smoothed to a resolution of 16 cm-1. The spectra were also background corrected. The
background correction is done by subtracting the spectrum for the empty ATR crystal.
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Background samples were taken every 15 minutes. After spectral collection, the spectra were
vector normalized (to an area of one), ATR-corrected and baseline corrected to account for
pressure variation and sample thickness. The software package Omnic version 7.2. Spectra
software was used for spectral analysis and spectral correction. This included the spectral
collection and baseline correction. Spectral software a|e - UV-Vis-IR was used for vector
normalizing the FTIR-ATR data to an area of one. A hollow stainless-steel anvil tip was
attempted to reduce the noise in the spectra, but it was ineffective. Spectra for 2-hour ball milled
corn stover data with the hollow anvil tip is presented in Appendix E to show case the
differences from the stainless-steel flat anvil tip.

Figure 2.11 Nicolet iS10 FTIR spectrometer long with a Thermo Scientific Smart Orbit
attenuated total reflectance sampling accessory (left) and stainless-steel flat anvil tip (right)
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2.1.7 Construction of Principal Component Analysis Models
Principal Component Analysis was conducted with the software package R 3.6.2 (R Core
Development Team, Vienna, Austria, 2019). Principal Component Analysis was used to discern
any grouping between the raw and pretreated (1-hour ball milled, 2-hour ball milled and 5
minutes shatterbox) samples. Principal components were extracted using the prcomp function
which is a built in R function in the base package with the scaling and centering the data as an
argument. The data used includes the FTIR-ATR spectra ranging from 1800–800 cm-1 which is
also known as the fingerprint region. This data was made into a single data matrix X with a
dimension of 20 samples by 519 wavenumber intensities. The 20 samples consisted of four
unique samples of the five biomasses corresponding to the pretreatment type: (1) untreated, (2)
biomass that underwent 1 hour of ball milling, (2) biomass that underwent 1 hour of ball milling,
(3) biomass that underwent 2 hour of ball milling, (4) biomass that was processed in a shatterbox
for 5 minutes, In addition, PCA was used to visualize groupings by comparing only raw and 2hour ball milled biomasses, 2-hour and 1-hour ball-milled biomasses, raw and one-hour ball
milled biomasses, raw and shatterbox treated biomasses, 2-hour ball milled and shatterbox
treated biomass, and 1-hour balled milled and shatterbox treated biomasses. The scree plot,
which shows the percent variance explained by each principal component was extracted with the
fviz_screeplot function in the R package factoextra. The loadings were also extracted to visualize
the correlation coefficients between the wavelengths and the principal component. A numeric
threshold of inverse square root of the number of wavenumbers intensities (1/#𝑝 ) was used to
determine and extract important loadings. The PCA code is presented in Appendix F.
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2.1.8 Construction of Partial Least Square Regression Model
The FTIR-ATR spectra ranging from the fingerprint region of the spectrum were made
into a single data matrix X similar to the analysis for PCA. The dimension consists of 20 samples
(4 pretreatments levels for each of the five biomasses) by 519 wavenumber intensities. For PLS,
the matrix also included values of 72-h glucose and xylose productions as yields in units of g of
sugar produced per 100 g of biomass TS which were denoted as the response vectors Y. The PLS
regression models (using software package R 3.6.2 ) were derived from the pls package (Mevik
and Wehrens 2007). The model correlated mean-centered X matrices to mean-centered Y
vectors, using the SIMPLS algorithm (de Jong 1993). The leave-one-out (LOO) procedure was
used for cross-validation (Geladi and Kowalski 1986). For the LOO cross-validation procedure, a
single data set sample was removed, and the model built was predicted without this data set
(corresponding xi and yi form the matrix). The LOO procedure was run 20 times to obtain a root
mean square error of cross validation (RMSECV) and a coefficient of determination for
validation (Q2). The number of latent variables obtained from the RMSECV was chosen with the
aim of minimizing validation errors in Y in each PLS model. The root-mean square error of
calibration (RMSEC) and the coefficient of determination for calibration (R2) were also
calculated for each model based on the chosen number of latent variables from cross-validation.
The same procedure was followed for the glucose conversions, where conversions is in units of g
sugar per 100 g potential sugar which were denoted as the response vectors Y in this case. The
PLS code is presented in Appendix F.
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2.1.9 Variable Selection for PLS Modeling
Variable selection can be used to reduce the number of independent variables or the
number of wavenumber intensities. This is done to eliminate parts of the spectra where the
response variables of glucose and xylose yields are not explained. This can sometimes help
improve the predictive ability of the regression model by making it simpler. This also results in
using a smaller number of variables (wavenumber intensities in this case) and thus making it
easier to interpret the model. Variable selection can also pinpoint which regions of the FTIRATR spectra are contributing the physical changes from pretreatment resulting in the
experimental glucose and xylose yields. In this study variable selection was conducted based on
variables important for projection (VIP) scores (Chong and Jun 2005) and 90% confidence
intervals (CIs) of the regression coefficients (Wehrens 2011). Variable selection was done by
removing regions where VIP scores are less than one and of the spectra with 90% CIs of
regression coefficients that span the value of zero. The VIP scores were calculated using the
chillR package. No analytical solutions for standard errors of PLS regression coefficients are
present, therefore 90% (CIs) of the regression coefficients are calculated. This was done by
using a nonparametric bootstrapping technique using the plsRglm (partial least squares
regression for generalized linear models) package (Wehrens 2011) along with a percentile
method (5th and 95th percentiles of each regression coefficient are taken into account). For the
bootstrapping method, two thousand bootstrap samples were generated. Each bootstrap sample is
randomly generated with 20 enzymatic hydrolysis samples to calculate a regression coefficient
for that chosen subset of 20 samples. This means, for each bootstrap sample, a portion of the
enzymatic hydrolysis data can be repeated and some of the 20 samples could be discarded to
calculate the regression coefficients for each of the two thousand models. From these two
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thousand regression coefficients obtained from each model, the 90% CIs are calculated. The
PLS variable selection code is presented in Appendix F.
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CHAPTER 3: RESULTS AND DISCUSSION
3.1 Results and Discussion Introduction
First, the scanning electron microscope images of physically pretreated corn stover are
presented as visual evidence of pretreatment effects. X-ray diffraction was applied to all
biomasses to measure relative crystallinity for the raw and pretreated biomasses. Then, the
results from the testing of commercial cellulase enzyme mixtures are presented. Enzyme
mixtures were tested to choose the appropriate enzyme mixture for subsequent enzymatic
hydrolysis of five lignocellulosic biomasses: corn stover, rye, switchgrass, poplar, and willow.
To compare the effects of pretreatment levels (raw, 1-hour ball milled, 2-hour ball milled, and
shatterbox), enzymatic hydrolysis was conducted, and the yields (glucose and xylose produced as
a fraction of the TS of the biomass) are reported for glucose and xylose. Glucose conversions (g
glucose per 100 g potential glucose) are also presented. PLS regression was then coupled with
FTIR-ATR spectroscopy to evaluate whether glucose and xylose yields and glucose conversions
from enzymatic hydrolysis could be predicted. PLS analysis was also conducted with truncated
spectra based on 90% confidence intervals of regression coefficients and variable important for
projection (VIP) scores. An analysis of the regression coefficients of the truncated spectra is
presented as the concluding part in this section.
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3.1.1 Scanning Electron Microscope Imaging
The structure of lignocellulose affects the ability of cellulase and hemicellulase enzymes
to depolymerize carbohydrate polymers. Microscope imaging help visualize physical changes
from pretreatment of lignocellulosic biomass. This technique is useful for determining particle
sizes of biomass and discerning any visible differences from ball milling or other forms of
physical pretreatment. However, it can be challenging to use microscopic techniques to analyze
surface characterization and microstructure because lignocellulose components have an inherent
complexity with structures of various sizes/magnitudes. This makes it difficult to make
qualitative comparisons between biomasses with just a single magnified portion of one structure.
Nonetheless, imaging can provide a general overview of the types of degradation with a
reasonable magnitude. This can be seen in the SEM images obtained for corn stover (one
representative biomass) in Figure 3.1 at a resolution of 500 micrometers.
One of the major outcomes of the physical pretreatment that can be observed in the
microscope images is the reduction in the particle size of the biomass. In contrast to the
pretreated corn stover, raw corn stover presents itself as an intact assemblage with a smooth
structural surface. This observation is in agreement with literature. In a study where ball milling
pretreatment of corn stover was examined, microscopic imaging showed a decrease in the
particle size of the material along with loose organization of the fiber structure (Lin et al. 2010).
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Raw Corn Stover

1 Hour Ball Milled Corn Stover

2 Hour Ball Milled Corn Stover

5 minutes Shatterbox Corn Stover

Figure 3.1 Scanning Electron Microscope images of raw corn stover, 1-hour ball milled corn
stover, 2-hour ball milled corn stover and five minutes shatterbox corn stover
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3.1.2 X-ray Diffraction Analysis of Biomass
X-ray diffractograms can be used to estimate relative amounts of crystalline cellulose and
amorphous components (amorphous cellulose, pectins, lignin and hemicelluloses) of plant cell
walls. These are estimated by the two broad peaks at 2θ= 160 and 2θ= 230. The diffractograms
present a typical crystalline structure of cellulose I (Figures 3.2 – 3.6). From known properties of
cellulose I, the peaks at 2θ= 140, 160 are correlated to the crystalline structure (Park et al. 2010).
More so, the peaks at 2θ= 140 and 2θ= 160 are not visibly distinct and there is rather one broad
crystalline peak at 2θ=160 since the peaks are convoluted. There are two broad peaks at 2θ= 230
and 2θ= 250 representing the amorphous regions. The broad peaks result from the large amount
of amorphous content naturally present in biomass (Park et al. 2010 ). Since the constituents of
lignocellulosic biomass present a large amount of amorphous material, there is just one broad
amorphous peak at 2θ= 230. X-ray diffraction diffractograms of the raw and pretreated
biomasses (corn stover, poplar, rye, switchgrass, and willow) are presented in Figures 3.2 – 3.6.
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Figure 3.2 X-ray diffraction spectra of raw corn stover, 1-hour ball milled corn stover, 2-hour
ball milled corn stover and 5 minutes shatterbox corn stover

Figure 3.3 X-ray diffraction spectra of raw poplar 1-hour ball milled poplar 2-hour ball milled
poplar and 5 minutes shatterbox poplar
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Figure 3.4 X-ray diffraction spectra of raw rye 1-hour ball milled rye, 2-hour ball milled rye and
5 minutes shatterbox rye

Figure 3.5 X-ray diffraction spectra of raw switchgrass 1-hour ball milled switchgrass, 2-hour
ball milled switchgrass and 5 minutes shatterbox switchgrass
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Figure 3.6 X-ray diffraction spectra of raw willow, 1-hour ball milled willow, 2-hour ball milled
willow and 5 minutes shatterbox willow
The high amount of crystallinity in all samples can be attributed to the well-ordered
crystalline chains in cellulose, but two hour and shatterbox pretreatment may have reduced
crystallinity. The physical pretreatment likely converted cellulose I to the less tightly packed
cellulose II as evident by the peaks at 2θ= 230 as well as a decrease in the first crystalline broad
peak in Figures 3.4 – 3.8. For example, in Figure 3.5, raw poplar has a higher intensity (counts)
in its first crystallinity peak compared to the first crystallinity peak in the shatterbox poplar
sample.
Segal’s height method was used to calculate the Crystallinity Index (CI) and those values
were then used to compare untreated and pretreated biomasses. Based on the baseline corrected
X-ray diffraction spectra, the Crystallinity Index ratios of the crystalline and amorphous peak
heights were calculated and are presented in Figure 3.7. The CI values for the raw samples
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ranged from 88-90%, for the one-hour ball milled samples ranged from 87-95%, for the two-hour
ball milled samples ranged from 83-93% and for the shatterboxed samples ranged from 75-91%.
The CI values (Figure 3.7) suggest raw and 1-hour ball milled samples to be similar in

Crystalinity Index

crystallinity and 2-hour ball milled and shatterboxed samples to be similar in crystallinity.
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Figure 3.7 Crystallinity Index values calculated based on X-ray diffraction data and Segal’s
methods for corn stover, poplar, rye, switchgrass and willow for the following pretreatments
types: raw, 1-hour ball milled, 2-hour ball milled, and shatterbox
A paired t-test was conducted to compare CI values based on pretreatment type. This
helped discern if the differences in CI values among raw and pretreated samples were
statistically significant. The five raw biomass samples were compared to the five 1-hour ball
milled samples, five 2-hour ball milled samples, and the five shatterboxed samples. The results
from the t-test suggest the difference between the Crystallinity Indices of raw and 1-hour ball
milled crystallinity values are not statistically different from each other (P value of 0.7267).
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However, the difference between the crystallinity indices of raw and 2-hour ball milled samples
(P value of 0.0170). and raw and shatterbox samples (P value of 0.0108) are statistically
significant. This suggests that 2-hour ball milled treatment and shatterbox reduced the
Crystallinity Index, although, the reduction is small. The 95% CIs for crystallinity were [89.4,
94.1] for raw biomass, [88.6, 94.3] for 1-hour ball milled biomass, [82.6, 89.0] for 2-hour ball
milled biomass and [78.9,89.3] for 5 minutes shatterbox biomass (Figure 3.10). The average
Crystallinity Index values for each pretreatment type are also plotted (Figure 3.8). The mean of
the differences was also calculated along with the 95 percent confidence intervals for the range
of mean of differences (presented in Appendix C Table C.2).
The percent in crystallinity reduction for corn stover for 2-hour ball milled was 6.6% and
for shatterbox it was 12.2% compared to the raw sample. The results were also similar for the
other four biomasses. For poplar crystallinity was reduced by 8.7% and 5.7% for 2-hour ball
milling and shatterbox, respectively. For rye crystallinity was reduced by 8.1% and 14.3 % for 2hour ball milling and shatterbox, respectively. For switchgrass crystallinity was reduced by 0.2%
and 5.2% for 2-hour ball milling and shatterbox, respectively. And for willow, crystallinity was
reduced by 8.9% and 4.8% for 2-hour ball milled and shatterbox samples, respectively compared
to the raw. As noted, these reductions are small. One study found that unmilled biomass had
cellulose I crystallinity of 88%, but ball milling was able to significantly reduce the crystallinity
(Nelson et al. 1964). Two min, 5 min, 15 min and 25 min of ball milling resulted in crystallinity
values of 85%, 74%, 63% and 16 % respectively (Nelson et al. 1964). Another study suggested
crystallinity to be reduced by 71 % compared to the raw control sample when ball milling was
conducted for 30 minutes (Gu et al. 2018). The greater reduction in the Crystallinity Index,
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compared to the present work, may be attributed to the type of samples used. In the case of
Nelson et al., cotton samples were used and in Gu et al., wood fiber was used.
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Figure 3.8 Average Crystallinity Index values for each pretreatment type along with the 95%
confidence interval
The most important parameter in determining hydrolysis rate is the accessibility of the
cell wall components to cellulase and hemicellulase enzymes. Therefore, it would seem enzyme
accessibility should be affected by crystallinity but other factors such as the spatial distribution
and chemical bonds of lignin and hemicellulose are also important. Therefore, crystallinity is just
one factor when considering the rate of enzymatic hydrolysis of cellulose. Our results from
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enzymatic hydrolysis (presented in Section 3.1.4), confirms this relation between crystallinity
and sugar production (yields). Further, the Scanning Electron Microscope images (Figure 3.1)
verifies this disturbance of the lignocellulose structure, which likely led to greater sugar yields in
enzymatic hydrolysis.
3.1.3 Analysis of Commercial Cellulase Mixtures
Analysis of commercial cellulase mixtures was conducted to determine the loading rates
of the enzymes. We measured the protein content of four commercial enzyme mixtures:
Viscamyl Flow®, Cellulase®, Celluclast®, and Novozyme188® (Figure 3.9). These commercial
enzyme mixtures hydrolyze a major portion of cellulose and hemicellulose polymers (Pallapolu
et al. 2011, Himmel et al. 1999, Rodrigues et al. 2015, Rahayu et al. 2020). Research has shown
that adding Novozyme® 188 (a β-glucosidase) to cellulase mixtures results in increased glucose
production due to the breakdown of the cellobiose dimers into monosaccharides (Pallapolu et al.
2011).
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Figure 3.9 Protein content for the four different enzymes mixtures (Viscamyl Flow®,
Cellulase®, Novozyme® 188, and Celluclast®)
Then, enzymatic hydrolysis assays on filter paper, which is 100% cellulose, were
conducted to evaluate the cellulase activity of the three cellulase cocktails (Viscamyl Flow®,
Cellulase®, Celluclast®) with and without Novozyme188, which is a β -glucosidase mixture.
Filter paper assays were conducted with a fixed amount of protein per g of cellulose (or filter
paper) for all commercial cellulase mixtures. The Cellulase® mixture hydrolyzed more cellulose
compared to Celluclast® and Viscamyl Flow®. In addition, adding Novozyme® 188 increased
glucose production for all of the mixtures (Figure 3.10). This confirms that Novozyme® 188 aids
in the breakdown of cellulose into glucose monomers by deconstructing cellobiose, thus
increasing the sugar yield. With the addition of Novozyme® 188, between 22% to 46% of the
filter paper was hydrolyzed. Without Novozyme® 188, approximately 17 % to 41% of the filter
paper was hydrolyzed (Figure 3.10). The enzyme mixture Cellulase® + Novozyme® 188
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hydrolyzed the most filter paper (45.7%) (Figure 3.10). Therefore, Cellulase® + Novozyme®
188 was used in subsequent enzymatic hydrolysis assays for biomass substrates. Measuring
protein content and cellulase activity of enzyme mixtures allowed us to choose a mixture for the
enzymatic hydrolysis assays of the five biomass samples.
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Figure 3.10 Fraction filter paper hydrolyzed with the following enzyme mixtures with and
without Novozyme® 188: Viscamyl Flow®, Cellulase®, Celluclast®
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3.1.4 Glucose and Xylose Yields from Enzymatic Hydrolysis
The raw and physically pretreated biomasses underwent enzymatic hydrolysis with a
commercial cellulase mixture, a Cellulase® cocktail and Novozyme®, a β-glucosidase mixture.
Glucose and xylose yield from 6-hour, 24-hour and 72-hour enzymatic hydrolysis of pretreated
biomass with cellulase and β -glucosidase (Novo 188) are presented in Figures 3.11 – 3.15.
These values (along with errors from triplicates) are also presented in tabulated form in
Appendix D. Yields are defined as glucose and xylose produced as a fraction of the TS of the
biomass.
The highest sugar yields were at 72 hours of enzymatic hydrolysis with physical
pretreatment. These results are in agreement with literature, which suggest ball milling and
shatterbox pretreatments are effective pretreatment methods for enzymatic hydrolysis in terms of
producing greater yields with prolonged time of enzymatic hydrolysis (Sujan et al., 2018, Gu et
al. 2018, Chin et al. 2015, Jiang et al. 2017a, and Jiang et al. 2017b). Additionally, both glucose
and xylose yields from enzymatic hydrolysis increased ball milling time increased from zero to
one to two hours. For example, 72-h glucose and xylose yields from enzymatic hydrolysis for
samples pretreated with 1-hour of ball milling were slightly higher compared to the untreated
samples. With 2-hours of ball milling, the increase was even greater. For corn stover, the percent
increase in sugar yields compared to raw biomass was 84 % and 38%, for glucose and xylose,
respectively. For poplar it was 444% and 779%, for glucose and xylose, respectively. For rye it
was 148% and 21%, for glucose and xylose, respectively. For switchgrass it was 164% and
102%, and for willow it was 104% and 32% for glucose and xylose respectively compared to the
raw biomass.
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Enzymatic hydrolysis of samples pretreated with a shatterbox also resulted in an increase
in 72-h glucose and xylose yields compared to untreated biomasses. The percent increase for
corn stover was 56% and 42%, for poplar it was 411% and 224%, for rye it was 95% and 20%,
for switchgrass it was 51% and 24% and for willow it was 104% and 22 % for glucose and
xylose respectively compared to the raw biomass. Further the results suggest raw and 1-hour
ball milled biomass had similar yields. Then, 2-hour ball milled and shatterbox samples
produced similar yields, suggesting the similarity in these two pretreatments. The low percent
increase in glucose 1-hour ball milled yields could be accredited to small decrease in crystallinity
values where the difference was considered to be statistically insignificant.
Physical pretreatment had a larger effect on glucose yields than xylose yields. Since
physical pretreatment primarily affects cellulose by reducing crystallinity it is not surprising that
it improved glucose yields more than xylose yields. These results are in agreement with the
literature, where 61.4% of glucose was converted and 47.7% of the xylose was converted with a
ball milling pretreatment for 20 minutes in sugarcane bagasse (Sujan et al., 2018).
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Figure 3.11 Glucose and xylose as a fraction of biomass for raw corn stover, ball milled 1-hour
corn stover, ball milled 2-hour corn stover and five minutes shatterbox corn stover with error
bars representing replicate enzymatic hydrolysis assays
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Figure 3.12 Glucose and xylose as a fraction of biomass for raw poplar and ball milled 1-hour
poplar, ball milled 2-hour poplar and five minutes shatterbox poplar with error bars representing
replicate enzymatic hydrolysis assays
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Figure 3.13 Glucose and xylose as a fraction of biomass for raw rye and ball milled 1-hour rye,
ball milled 2-hour rye and five minutes shatterbox rye with error bars representing replicate
enzymatic hydrolysis assays
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Figure 3.14 Glucose and xylose as a fraction of biomass for raw switchgrass and ball milled 1hour switchgrass, ball milled 2-hour switchgrass and five minutes shatterbox switchgrass with
error bars representing replicate enzymatic hydrolysis assays
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Figure 3.15 Glucose and xylose as a fraction of biomass for raw willow and ball milled 1-hour
willow, ball milled 2-hour willow and five minutes shatterbox willow with error bars
representing replicate enzymatic hydrolysis assays
To assist with the statistical modeling described in Section 3.1.6, glucose conversions
were also calculated, based on the theoretical maximum cellulose contents of each biomass
obtained from the Dairy One Forage Laboratory analysis (Table 2.3): 47.00 % for corn stover,
63.56 % for poplar, 41.00 % for rye, 49.78 % for switchgrass, and 53.22% for willow. We
could not calculate xylose conversions because we did not quantity xylose content of biomasses.
The data presented in Table 3.1 follows the same patterns as Figures 3.11 – 3.15.
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Table 3.1. Glucose conversions from enzymatic hydrolysis as fractions with errors from three
replicate assays.
Pretreatment Glucose
72 Hr
Raw CS

0.2677 ± 0.0204

1HBM CS

0.3319 ± 0.0126

2HBM CS

0.4926 ± 0.0328

SB CS
Raw Poplar

0.4183 ± 0.0321
0.0448 ± 0.0042

1HBM Poplar

0.0407 ± 0.0055

2HBM Poplar

0.2437 ± 0.0027

SB Poplar

0.2288 ± 0.0101

Raw Rye

0.1659 ± 0.0366

1HBM Rye

0.2885 ± 0.0093

2HBM Rye

0.4105 ± 0.0056

SB Rye

0.3227 ± 0.0212

Raw SG

0.0719 ± 0.0028

1HBM SG

0.0761 ± 0.0117

2HBM SG

0.1898 ± 0.0056

SB SG

0.1085 ± 0.0054

Raw Willow

0.0992 ± 0.0096

1HBM Willow

0.1045 ± 0.0038

2HBM Willow

0.2020 ± 0.0064

SB Willow

0.2026 ± 0.0111
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The enzymatic hydrolysis work shows that the physical pretreatment used here is not as
effective as chemical pretreatment in terms of producing high enzymatic hydrolysis yields. In
previous work, NaOH pretreatment results in approximately a 500% increase in glucose
conversion and approximately 1000% increase in xylose conversion for switchgrass for 72-hour
conversions (Sills and Gossett 2011). Further for corn stover, the approximate increase in
glucose conversion was 300% and for xylose conversion it was 600% (Sills and Gossett 2012).
This suggests chemical pretreatment, more specifically an alkali pretreatment, was able to affect
both glucose and xylose yields. Further, it affected xylose more due to the saponification of the
ester bonds between hemicellulose and lignin.
3.1.5 Development of Principal Component Analysis Based on FTIR-ATR Spectra
FTIR-ATR spectra were collected for the raw and pretreated biomasses, and the “fingerprint” region of the spectra (800-1800 cm-1) are shown in Figure 3.16 – 3.20. Based on the
figures, the differences in the spectra can’t be easily determined. Chemometrics was used to aid
in analysis of FTIR-ATR spectra. Multivariate analysis (PCA analysis) was performed using
FTIR-ATR spectra (Figures 3.16 – 3.20), to discern similarities and differences between the
samples.
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Figure 3.16 FTIR-ATR spectra for raw corn stover, ball milled 1-hour corn stover, ball milled 2hour corn stover and five minutes shatterbox corn stover

Figure 3.17 FTIR-ATR spectra for raw poplar and ball milled 1-hour poplar, ball milled 2-hour
poplar and five minutes shatterbox poplar
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Figure 3.18 FTIR-ATR spectra for raw rye and ball milled 1-hour rye, ball milled 2-hour rye and
five minutes shatterbox rye

Figure 3.19 FTIR-ATR spectra for raw switchgrass and ball milled 1-hour switchgrass, ball
milled 2-hour switchgrass and five minutes shatterbox switchgrass
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Figure 3.20 FTIR-ATR spectra for biomass for raw willow and ball milled 1-hour willow, ball
milled 2-hour willow and five minutes shatterbox willow
Figure 3.21 shows the PCA plot which was conducted on the fingerprint region (spectral
region 800-1800 cm-1) of FTIR-ATR spectra. This plot shows the percentage of explained
variance with each dimension (latent variable or principal component) on the x and y axis labels.
Figure 3.21 suggests that the first dimension explains the most variance, the second explains the
second most and so forth. The PCA plot for the “cellulose peak” (spectral region 800-1200 cm-1)
is shown in Figure 3.22. This plot also explains the capturing of percent variance on each axis.
Both PCA plots suggest a separation between raw and two-hour ball milled samples based on
principal component one.
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Figure 3.21 PCA plot with fingerprint region of spectra (800-1800 cm-1) of all biomasses
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Figure 3.22 PCA plot with cellulose peak (800-1200 cm-1) of all biomasses
When PCA was conducted using the fingerprint region of the spectra of the raw biomass
and two-hour ball milled biomass only, there was grouping based on the spectra captured in
principal component 1 (Figure 3.23). We did get some separation based on the physical
pretreatment conducted, although the separation was not consistent for all physical
pretreatments. PCA was conducted to compare the following pairs of samples: (1) raw and 2hour ball milled biomasses, (2) 2-hour and 1-hour ball-milled biomasses, (3) raw and one-hour
ball milled biomasses, (4) raw and shatterbox treated biomasses, (5) 2-hour ball milled and
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shatterbox treated biomass, and (5) 1-hour balled milled and shatterbox treated biomasses. The
only visible grouping was attained for raw and 2-hour ball milled biomass samples (Figure 3.23).
The other PCA analyses did not show grouping among sample types. To this date, PCA has not
been conducted on physically pretreated biomasses to group based on treatment using FTIRATR. However, spectra have been used for grouping species type (Chen et al. 2010 and CanteroTubilla et al 2018). Previous research has shown the identification and separation of wood
samples (various wood species) and switchgrass through PCA analysis using FTIR data (Chen et
al. 2010 and Cantero-Tubilla et al 2018). This suggests, some species of biomass are inheritably
chemically different based which aids in the separation using PCA. Other than chemical
composition, it is also suggested that particle size contributes to spectral variability of FTIRATR spectra (Cantero-Tubilla and Walker 2018). In this case, the size of the biomass particles
could influence the spectra and PCA grouping rather than the chemical composition. It’s not
clear why PCA was limited in its ability to group based biomasses on physical pretreatment type.
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Figure 3.23 PCA plot with fingerprint region of spectra (800-1800 cm-1) for raw and two-hour
ball milling pretreatment
In PCA, loadings describe the contribution of each variable to a particular principal
component. Loadings can be either positive or negative, indicating a strong relationship to that
component. In instances of PCA grouping, a threshold is chosen based on the number of
variables to discern between background noise and absolute influence of wavenumber on
loadings. A cutoff of 1/#𝑝 as the upper and lower range is used, where p is the number of
variables can be used (Holland 2019). This cutoff is chosen based on the fact that the sum of the
squares of all loadings for any one principal component is one. Then if we take each loading to
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be equally contributed to that principal component, each wavenumber in a set of 𝑝 wavenumber
would contribute 1/#𝑝. Any variable with a “large” loading would be a value that is more than
one variable’s component defined as greater than 1/#𝑝.
In the comparison of raw and 2-h ball milled samples, the two samples types were
grouped based on principal component one (Figure 3.23). A threshold of 0.044 for the loadings
was chosen based on 1/#𝑝, where p is the number of variables (Holland 2019). In this case the
value of p was 519 or the number of variable observations. Loadings for PC1 are shown in
Figure 3.24 with loadings above the threshold shown in blue. These loadings were then assigned
to chemical bonds in Table 3.2. There was separation with both the cellulose peak and the entire
fingerprint region. The chemical bonds associated with the loadings include all three components
of lignocellulose (cellulose, hemicellulose and lignin). Thus, there is not one single component
contributing to the PCA separation. This suggests that the entire fingerprint region contributed to
the separation of untreated and physically pretreated biomass. Therefore, the physical
pretreatment ( 2-hour ball milling) affected all three polymers.
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Figure 3.24 Loadings for PC1when PCA was conducted for fingerprint region of spectra using
raw and 2-hout ball milled biomasses
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Table 3.2 Table of loadings of PC1 for PCA analysis using fingerprint region of spectra for raw
and 2-hour ball milled biomass
Wavenumber Functional Group
Polymer
-1
(cm )
CH out of plane bending in guaiacyl units at 825 cm-1
Lignin
1
-1
833 cm
2
854 cm-1 glycosidic linkage at 875 cm-1
Hemicellulose
2
-1
-1
924-1093 cm glycosidic linkage at 930 cm
Cellulose, Hemicellulose
3
-1
-1
924-1093 cm cellulose I to II at 990 cm
Cellulose
4
924-1093 cm-1 C-O, and C=C. and C-C-O stretching at 1035 cm-1
Cellulose, hemicellulose,
lignin
1
1182 cm-1 C-O stretching in cellulose at 1185 cm-1
Cellulose
5

1196-1244 cm-1

O-H bending at 1200 cm-1

6

1196-1244 cm-1 C-O Stretching at 1240 cm-1
7
1261-1288 cm-1 methoxy substituents of the aromatic rings at 1260 cm-1
1261-1288 cm-1
9
1261-1288 cm-1
6
1261-1288 cm-1
4
1297-1338 cm-1
8
1297-1338 cm-1
6

8

aromatic ring vibration + C=O stretch at 1270 cm-1
Aromatic Ring Vibrations at 1275 cm-1
C-H bending at 1280 cm-1
CH2 wagging 1310 cm-1
C-H vibration, O-H in-plane bending 1335 cm-1

1367- 1390 cm-1

Symmetric C-H deformation 1370 cm-1

10

1367- 1390 cm- C-H bending 1380 cm-1
1

11

-1

1443-1444 cm Aromatic C–H in plane at 1440 cm-1
12
1481- 1489 cm- ketone C=O group for aromatic
1
compounds at 1485 cm-1
1
1579-1616 cm-1 Skeletal vibrations from the C–C at 1590 cm-1
8
1579-1616 cm-1 aromatic ring vibration + C=O stretch at 1595 cm-1
13

1629-1635 cm-1 Absorbed O–H and conjugated C–O at 1633 cm-1

14

1703-1767 cm-1 ester linkage of the carboxylic group of ferulic, the
acetyl and uronic ester groups of hemicelluloses or and
p-coumaric acid of hemicelluloses at 1715 cm-1

15

1703-1767 cm-1 ketone/aldehyde C=O stretch at 1730 cm-1
15
1703-1767 cm-1 free esters and acids C=O stretch at 1750 cm-1

Cellulose, Hemicellulose
Hemicellulose
Lignin
Guaiacyl Lignin
Lignin
Crystalline Cellulose
cellulose, hemicellulose
cellulose, hemicellulose;
lignin
Crystalline cellulose
hemicellulose
Cellulose, Hemicellulose,
Lignin
Lignin
Lignin
Lignin
Lignin
Lignin,
Cellulose
Hemicellulose

Hemicellulose
Hemicellulose

1

Traoré, Kaal, and Martínez Cortizas 2018; 2Kacuráková et al. 2000 ; 3Nelson and O’Connor 1964;
4
Wilson et al. 2000; 5Hulleman et al. 1994; 6 Bekiaris et al. 2015; 7Lavarda et al. 2019; 8Faix
1992;9Martı́nez et al. 1999; 10Marchessault 1962;11Schwanninger et al. 2004; 12Low et al. 2011; 13Traoré,
Kaal, and Martínez Cortizas 2016; 14 Gea et al. 2019; 15Owen and Thomas 1989
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3.1.6 Development of PLS-Regression Models Based on FTIR-ATR Spectra
PLS regression models were developed using the FTIR-ATR spectra to evaluate whether
they could be used to predict glucose and xylose yields from enzymatic hydrolysis. First PLS
regression was conducted using the fingerprint region of the spectra ranging from 800-1800 cm-1
for both glucose and xylose. The PLS analysis was also conducted using just the cellulose region
which spans from 800-1200 cm-1 for glucose yields as well as glucose conversions. This
truncation was done to test the predictive ability based on just the cellulose peak for glucose.
Looking at the predictive ability of PLS regression models can aid in determining if FTIR could
detect physical changes in biomass and if those effects are attributed to the cellulose region of
the spectra more than the entire fingerprint region.
Development of PLS-Regression Models Based on FTIR-ATR Spectra for Glucose using
fingerprint region of spectra
PLS regression models of the 20 pretreated biomass samples (X matrix) were constructed
from the fingerprint region of the spectra. This was used to predict the Y response vectors, or the
values of glucose and xylose yields.
For PLS models created with the fingerprint region (i.e., 800-1800 cm-1), models with 4
latent variables was chosen because it resulted in the lowest value for root means square error of
cross-validation (RMSECV) (Figure 3.25 (a)). RMSECV shows the calculated errors for the
difference between the observed yi and its estimate ŷi in the case when the PLS model is
constructed without sample (xi, yi). Figure 3.25 shows the result in which the lowest crossvalidation error (RMSECV) is obtained for glucose, which is a value of 0.0242 (Figure 3.25).
The corresponding highest Q2 value is 0.8262 (Figure 3.25 (b)). The R2 value for calibration was
0.9487 (Figure 3.26 (b)) for glucose yield and the calibration error (RMSEC) was 0.0131 (Figure
3.26 (a)). Q2 values between 0.81 and 0.90 indicate good prediction (Tamki and Maza 2011). R2
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and RMSEC evaluate how well the model fits the given calibration data and Q2 and RMSECV
evaluate how well the model will predict new calibration yields from the addition of each of the
20 samples. Also, the difference between R2 and Q2, for glucose yield using the fingerprint
region, was 0.1225 (less than 0.2) which indicates good modeling ability (Tamki and Maza
2011). This PLS model suggests FTIR-ATR could pick up changes in lignocellulose from
physical pretreatment that are correlated with glucose yields from enzymatic hydrolysis.

(a)

(b)

Figure 3.25 (a) RMSECV plotted against the number of components for the fingerprint region of
FTIR-ATR spectra for glucose yields. (b) Linear regression model for predicted and measured
glucose plotted with 4 components using cross validation with the SIMPLS method for corn
stover, poplar, rye, switchgrass and willow for the pretreatment levels raw, 1-hour ball milled, 2hour ball milled and 5 minutes of shatterbox for the fingerprint region of FTIR-ATR spectra.
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(a)

(b)

Figure 3.26 (a) RMSEC plotted against the number of components for the fingerprint region of
FTIR-ATR spectra for glucose yields. (b) Linear regression model for glucose plotted with 4
components using the SIMPLS method for corn stover, poplar, rye, switchgrass and willow for
the pretreatment levels raw, 1-hour ball milled, 2-hour ball milled and 5 minutes of shatterbox
for the fingerprint region of FTIR-ATR spectra.
PLS regression models were also constructed for the glucose conversions using the
fingerprint region. A model with 4 latent variables was chosen because of the result in the lowest
cross-validation errors (RMSECV) (Figure 3.27 (a)). Figure 3.27 shows the result from the
lowest cross-validation errors (RMSECV), which is a value of 0.0651 (Figure 3.27 (a)) for
glucose and the highest Q2 values of 0.7433 (Figure 3.27 (b)). R2 value for calibration was
0.9154 (Figure 3.28 (b)) for glucose yield and the calibration error (RMSEC) was 0.03739
(Figure 3.28 (a)). Q2 values between 0.81 and 0.90 indicate good prediction (Tamki and Maza
2011). The difference between R2 and Q2 which was 0.1721 (less than 0.2) for PLS regression of
the entire fingerprint region using glucose conversions which indicates good modeling ability.
This PLS models validate the results obtained previously from the glucose yields. Further, the
model for the yields was slightly better than the model for conversion although the same number
of latent variables (4) were used. This difference in Q2 value (0.8262 for yields versus 0.7444 for
conversions) could be attributed to the underestimating of potential glucose, resulting in higher
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conversion values. In estimating the conversion values, we assumed that only cellulose is
contributing to glucose, while in actuality, there are hemicellulose polymers with glucose. This
suggests that in the estimation of conversion values may not be accurate, and the denominator
should be bigger, resulting in lower conversion values.
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(a)

(b)

Figure 3.27 (a) RMSECV plotted against the number of components for the fingerprint region of
FTIR-ATR spectra for glucose conversions. (b) Linear regression model for predicted and
measured glucose plotted with 4 components using cross validation with the SIMPLS method for
corn stover, poplar, rye, switchgrass and willow for the pretreatment levels raw, 1-hour ball
milled, 2-hour ball milled and 5 minutes of shatterbox for the fingerprint region of FTIR-ATR
spectra.
(a)

(b)

Figure 3.28 (a) RMSEC plotted against the number of components for the fingerprint region of
FTIR-ATR spectra for glucose conversions. (b) Linear regression model for glucose plotted with
4 components using the SIMPLS method for corn stover, poplar, rye, switchgrass and willow for
the pretreatment levels raw, 1-hour ball milled, 2-hour ball milled and 5 minutes of shatterbox
for the fingerprint region of FTIR-ATR spectra.
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Glucose PLS Models Using Truncated Spectra with Regression Coefficients
A PLS regression model was also constructed for glucose yields using truncated spectra
to see if spectra truncation improves the predictive ability of the models compared to when using
the full fingerprint region. The aim is to improve the PLS regression models through variable
selection by decreasing the number of variables used in the X matrix and improve the predictive
ability. The truncation of the spectra was first conducted using 90% CI of regression coefficients.
Regression coefficients represent the mean change in the response variable for a single change in
the predictor variable assuming all other predictions in the model are held constant. This shows
the direction of relationship, suggesting either a positive or negative correlation of the variable
(or wavenumber) with glucose yield. Using 90% CIs for regression coefficients, a variable was
considered unimportant if it spanned zero, suggesting the coefficient is neither positively
significant nor negatively correlated with glucose yield. Regression coefficients for the
fingerprint region of spectra using glucose yields are presented in Figure 3.29 (a) and the
selected regression coefficients using 90% CI are also presented in Figure 3.29 (b). This selected
region on the FTIR-ATR spectra based on regression coefficients are shown in Figure 3.30.
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(a)

(b)

Figure 3.29 (a) Regression coefficients for glucose for fingerprint region of spectra. (b) Selected
regression coefficients for glucose using 90% of CI.

Figure 3.30 Selected regions of the spectra for glucose using 90% CI
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Using the selected FTIR-ATR regions (Figure 3.30), PLS regression was conducted.
Models with five latent variables (Figure 3.31 (a)) resulted in the lowest cross-validation error
(RMSECV) with a value of 0.0228 (Figure 3.31 (b)) for glucose and the highest Q2 values of
0.8455 (Figure 3.31). The R2 value for calibration was 0.9562 (Figure 3.32 (b)) for glucose yield
and the calibration error (RMSEC) was 0.0121 (Figure 3.32 (a)). The difference from R2 and Q2
was 0.1114 which is a decrease from the initial value of 0.1225 without truncation. Since high
RMSECV relative to RMSEC and low Q2 relative to R2 is telling of overfitting, the truncation
demonstrated improved predicative ability with a decrease in the difference between Q2 and R2.
However, the truncated spectra resulted in similar results as to when the fingerprint region of
spectra were used, suggesting the ability to predict accurately with less variables in the X matrix.
Further with the truncated spectra, five latent variables were used which is more than the
previous number of four without truncation. With truncation, because of this increase in the
number of latent variables being used, thus truncation should not be considered for the purposes
of our modeling.
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(a)

(b)

Figure 3.31 (a) RMSECV plotted against the number of components for the fingerprint region of
FTIR-ATR spectra for glucose using selected regions (regression coefficients). (b) Linear
regression model for predicted and measured glucose plotted with 5 components using cross
validation with the SIMPLS method for corn stover, poplar, rye, switchgrass and willow for the
pretreatment levels raw, 1-hour ball milled, 2-hour ball milled and 5 minutes of shatterbox for
selected FTIR-ATR spectra using regression coefficients.
(a)

(b)

Figure 3.32 (a) RMSEC plotted against the number of components for selected FTIR-ATR
spectra for glucose using 90% CI regression coefficients. (b) Linear regression model for glucose
plotted with 4 components using the SIMPLS method for corn stover, poplar, rye, switchgrass
and willow for the pretreatment levels raw, 1-hour ball milled, 2-hour ball milled and 5 minutes
of shatterbox for selected FTIR-ATR spectra using regression coefficients.
Glucose PLS Models Using Truncated Spectra with Regression Coefficients and VIP
Scores
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The spectra were further truncated by considering VIP scores along with regression
coefficients (Figure 3.33), (Figure 3.35). The region of the was selected based on the regression
coefficients based on 90% CI and VIP scores greater than 1 (Figure 3.34). Figure 3.35 represents
the regression coefficients with VIP scores greater than one. The selected regression coefficients
along with the VIP scores are shown in Figure 3.36.

Figure 3.33 VIP scores for glucose using 4 latent variables
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Figure 3.34 Overlay of VIP scores and 90 % CI regression coefficients for glucose

Figure 3.35 Selected regression coefficients for VIP scores greater than one for glucose.
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Figure 3.36 Overlay of VIP scores greater than one and selected 90% CI regression coefficients
based on VIP scores for glucose.

Figure 3.37 Selected spectra based on 90% CI regression coefficients and VIP scores greater
than one for glucose.
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A PLS regression model was constructed with the resulting truncated spectra (Figure 3.37).
Models with 8 latent variables (Figure 3.38 (a)) resulted in the lowest cross-validation error
(RMSECV) with a value of 0.0156 (Figure 3.38 (a)) for glucose and the highest Q2 value of
0.9279 (Figure 3.39 (b)). R2 value for calibration was 0.9905 (Figure 3.39 (b)) for glucose yield
and the calibration error (RMSEC) was 0.0030 (Figure 3.39 (a)). Further, the truncated spectra
resulted in similar results as to when the fingerprint region of spectra were used, suggesting the
ability to predict accurately with less variables in the X matrix. However, in this case,
significantly more latent variables were used. The increase in the number of latent variables
(eight compared to the previous number of latent variables of four may) did not improve the
model and makes the model more complicated. However, the difference from R2 and Q2 was
0.0626 which is a decrease from the initial value of 0.1225 without truncation. Thus, with no
significant improvement with the truncation, the non-truncated model with the fingerprint
regions is the best. In this case, the purpose of the PLS modeling was to localize the area of the
FTIR-ATR spectra that correspond to recalcitrance. However, simulation by Reinartz et al. 2009
show that “PLS only requires about half as many observations to reach a given level of statistical
power.” This mean for our model with 20 observations, only about 10 latent variables at most are
required to be considered a good prediction and theory development. Therefore, truncation of the
spectra did not lead to a better PLS regression model.
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(a)

(b)

Figure 3.38 (a) RMSECV plotted against the number of components for the fingerprint region of
FTIR-ATR spectra for glucose using selected regions (regression coefficients and VIP scores).
(b) Linear regression model for predicted and measured glucose plotted with 8 components using
cross validation with the SIMPLS method for corn stover, poplar, rye, switchgrass and willow
for the pretreatment levels raw, 1-hour ball milled, 2-hour ball milled and 5 minutes of
shatterbox for selected FTIR-ATR spectra using regression coefficients and VIP scores.
(a)

(b)

Figure 3.39 (a) RMSEC plotted against the number of components for selected FTIR-ATR
spectra for glucose using regression coefficients and VIP scores. (b) Linear regression model for
glucose plotted with 8 components using the SIMPLS method for corn stover, poplar, rye,
switchgrass and willow for the pretreatment levels raw, 1-hour ball milled, 2-hour ball milled
and 5 minutes of shatterbox for selected FTIR-ATR spectra using regression coefficients and
VIP scores.
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Analysis of Regression Coefficients for Glucose Model
When considering regression coefficients, coefficients greater than zero are considered to
be positively correlated with sugar yield and coefficients less than zero correlate negatively with
sugar yield. Most regression coefficients have been assigned to bonds and/or functional groups
found in lignocellulosic polymers (Table 3.3). This means the bonds were able to correlate to
chemical information in the spectra. When considering truncation with regression coefficients
and not with both regression coefficient and VIP scores, eight wavenumbers ascribed to lignin1035 cm-1, 1122 cm-1, 1140 cm-1, 1410 cm-1, 1445 cm-1, 1557 cm-1, 1622 cm-1, and 1633 cm-1correlated negatively with glucose conversion. This is expected since glucose yields are limited
by lignin recalcitrance in lignocellulosic biomass. Regression coefficients with a positive
magnitude (based on 90% confidence intervals) with wavenumbers of 1194-1282 cm-1, 1485 cm1

, 1587-1612 cm-1 may be differentiating less intact or less crystalline chemical bonds such as C-

O stretching, O-H bending, C-H bending, CH2 wagging, and C=O stretches in cellulose. In
addition, the presence of free carboxyl groups (wavenumber 1705-1761 cm-1) is indicative of
ester-linkage breakup.
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Table 3.3 Important wavenumbers for glucose truncated spectra for PLS regression
Wavenumber cm-1 Functional Group
9301 Glycosidic linkage
9922 cellulose I to II
10353 C-O, and C=C. and C-C-O stretching
11224 C–H vibration in lignin (typical for S units) and C–O stretching in
cellulose at 1122 cm-1
5
1140 Aromatic C–H in plane at 1140 cm-1
11866 C-O stretching
12007 O-H bending
12408 C-O Stretching
12609 methoxy substituents of the aromatic rings
127010 aromatic ring vibration and C=O stretch
12759 Aromatic Ring Vibrations
128012 C-H bending
13102 CH2 wagging
13709 Symmetric C-H deformation
13808 C-H bending
14407 O-H in-plane bending
144513 methyl group asymmetric deformation
1485 14 aromatic
compounds
15108 Aromatic ring vibration
155715 aromatic C=C skeletal vibrations
15944 Skeletal vibrations from the C–C
159511 aromatic ring vibration and C=O stretch
162216 aromatic vibration and C=O stretching
16334 Absorbed O–H and conjugated C–O
171517 ester linkage of the carboxylic group of ferulic, the acetyl and uronic
ester groups of hemicelluloses or and p-coumaric acid of
hemicelluloses
11
1730
ketone/aldehyde C=O stretch
175018 free esters and acids C=O stretch

Polymer
Cellulose, Hemicellulose
Cellulose
Cellulose,
Hemicellulose, Lignin
Lignin, Cellulose
Lignin
Lignin
Cellulose, Hemicellulose
Hemicellulose
Lignin
Guaiacyl Lignin
Lignin
Crystalline Cellulose
Cellulose, Hemicellulose
Crystalline Cellulose,
Hemicellulose
Cellulose,
Hemicellulose, Lignin
Cellulose,
Hemicellulose, lignin
Lignin
Lignin
Lignin
Lignin
Lignin
Lignin
Lignin
Lignin,
Cellulose
Hemicellulose
Hemicellulose
Hemicellulose

1

Kacuráková et al. 2000 ; 2Nelson and O’Connor 1964; 3Wilson et al. 2000; , 4 Traoré, Kaal, and Martínez Cortizas
2016, 5 Schwanninger et al. 2004, 6 So and Eberhardt, 7Marchessault 1962;8Bekiaris et al. 2015, 9 Martı́nez et al.
1999, 10Lavarda et al, 2019, 11Faix 1992, 12Hulleman et al. 1994, 13 Johnatt Allan Rocha Oliveira et al. 2016, 14Low
et al. 2011, 15 Nikolić et al. 2019, 16Watanabe et al. 2012, 17 Gea et al. 2019, 18Owen and Thomas 1989.
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The 90% confidence intervals of the regression coefficients provide information about
the wavenumbers that are positively and negatively correlated to glucose yields. Similarly, VIP
scores can be used to interpret wavenumbers that are important for the predicting glucose yields.
When considering truncation based on 90% confidence intervals of regression coefficients, the
glyosidic linkage at 930 cm-1 correlated negatively (Table 3.4). Cellulose I to II at 990 cm-1
correlated negatively with sugar yields because cellulose II is more stable (Table 3.4). C-O, C=C,
and C-C-O stretching at 1035 cm-1 corresponds to intact cellulose, lignocellulose and lignin and
thus correlated negatively (Table 3.4). C–H vibration in lignin (typical for S units) and C–O
stretching in cellulose at 1122 cm-1 correspond to free lignin and cellulose (Table 3.4). Here, we
see lignin correlating negatively with sugar yield. The positively correlated regions presented in
Table 3.5. The region 1705-1761 cm-1 corresponds to free hemicellulose with ester,
ketone/aldehyde linkages (Table 3.5).
When considering a PLS regression model constructed from truncated spectra based on
both 90% CIs of regression coefficients and VIP scores, the negative loadings were associated
with cellulose, hemicellulose and lignin which are mostly intact or in their stable form (Table
3.6). Although, this model was not chosen, it is still helpful for interpreting the recalcitrance
bonds. The positive regression coefficients were associated with free bonds of cellulose,
hemicellulose and lignin such as ketone, ester and aldehyde linkages (Table 3.7). This
information confirms that PLS regression is based on FTIR-ATR spectroscopy detecting
chemical bonds that influence enzymatic hydrolysis of lignocellulosic biomass. However, it
should also be noted that it is still difficult to indicate the exact functional group corresponding
to a particular wavenumber. For example, because the wavenumbers between 930 cm-1 and 1440
cm-1 correspond to multiple bonds, it makes the spectra in this region difficult to interpret. This is
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due to the lack of differentiation of the similar function groups present in all three polymers
which makes the correlation of the regression coefficients to the wavenumbers difficult to
interpret.

Table 3.4 Important wavenumbers corresponding to negative glucose yields for glucose
truncated spectra with regression coefficients
WAVENUMBER CM-1
(NEGATIVE
REGRESSION
COEFFICIENTS)
924-1043 CM-1

1122-1136 CM-1

1140 CM-1
1400-1416 CM-1
1441-1458 CM-1
1556-1558 CM-1
1622 CM-1
1628-1641 CM-1

FUNCTIONAL GROUP

POLYMER

Gycosidic linkage at 930 cm-1

Cellulose, Hemicellulose

cellulose I to II at 990 cm-1

Cellulose

C-O, and C=C. and C-C-O
stretching at 1035 cm-1
C–H vibration in lignin
(typical for S units) and C–O
stretching in cellulose at 1122
cm-1
Aromatic C–H in plane at
1140 cm-1
C–H alkanes scissoring and
bending at 1410 cm-1
methyl group asymmetric
deformation at 1445 cm-1
aromatic C=C skeletal
vibrations at 1557 cm-1
aromatic vibration and C=O
stretching at 1622 cm-1
Absorbed O–H and
conjugated C–O at 1633 cm-1

Cellulose, Hemicellulose, Lignin
Lignin, Cellulose

Lignin
Lignin
Lignin
Lignin
Lignin
Lignin,
Cellulose
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Table 3.5 Important wavenumbers corresponding to positive glucose yields for glucose truncated
spectra with regression coefficients
WAVENUMBER CM-1
(POSITIVE
REGRESSION
COEFFICIENTS)

FUNCTIONAL GROUP

POLYMER

C-O stretching at 1186 cm-1

Lignin

O-H bending at 1200 cm-1

Cellulose, Hemicellulose

C-O Stretching at 1240 cm-1

Hemicellulose

methoxy substituents of the
aromatic rings at 1260 cm-1
aromatic ring vibration and C=O
stretch at 1270 cm-1
Aromatic Ring Vibrations at 1275

Lignin

C-H bending ay 1280 cm-1

Crystalline Cellulose

1308-1333 CM-1

CH2 wagging at 1310 cm-1

Cellulose, Hemicellulose

1365-1385 CM-1

Symmetric C-H deformation at 1370 Crystalline cellulose
cm-1
Hemicellulose
C-H bending at 1380 cm-1
Cellulose, Hemicellulose,
Lignin
aromatic
Lignin
compounds at 1485 cm-1

-1

1186 CM
1194-1282 CM-1

1485 CM-1

1512-1522 CM-1

Aromatic ring vibration at 1510 cm-

Guaiacyl Lignin
Lignin

Lignin

1

1587-1612 CM-1

1705-1761 CM-1

Skeletal vibrations from the C–C at
1590 cm-1
aromatic ring vibration and C=O
stretch at 1595 cm-1
ester linkage of the carboxylic group
of ferulic, the acetyl and uronic ester
groups of hemicelluloses or and pcoumaric acid of hemicelluloses at
1715 cm-1
ketone/aldehyde C=O stretch at
1730 cm-1
free esters and acids C=O stretch at
1750 cm-1

Lignin
Lignin
Hemicellulose

Hemicellulose
Hemicellulose
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Table 3.6 Important wavenumbers corresponding to negative glucose yields for glucose
truncated spectra with regression coefficients and VIP scores
WAVENUMBER CM-1 FUNCTIONAL
(NEGATIVE
GROUP
REGRESSION
COEFFICIENTS)
957-1043 CM-1
cellulose I to II at 990
cm-1
C-O, and C=C. and CC-O stretching at
1035 cm-1

POLYMER

Cellulose
Cellulose,
Hemicellulose, Lignin

Table 3.7 Important wavenumbers corresponding to positive glucose yields for glucose truncated
spectra with regression coefficients and VIP scores
WAVENUMBER CM-1
(POSITIVE
REGRESSION
COEFFICIENTS)
-1

1205-1246 CM
1309-1325 CM-1
1587-1612 CM-1

1711-1757 CM-1

FUNCTIONAL GROUP

POLYMER

C-O Stretching at 1240 cm-1

Hemicellulose

CH2 wagging at 1310 cm-1
Skeletal vibrations from the C–C at
1590 cm-1
aromatic ring vibration and C=O
stretch at 1595 cm-1

Cellulose, Hemicellulose
Lignin

ester linkage of the carboxylic group
of ferulic, the acetyl and uronic ester
groups of hemicelluloses or and pcoumaric acid of hemicelluloses at
1715 cm-1
ketone/aldehyde C=O stretch at
1730 cm-1

Hemicellulose

free esters and acids C=O stretch at
1750 cm-1

Hemicellulose

Lignin

Hemicellulose
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Development of PLS-Regression Models Based on FTIR-ATR Spectra for Glucose Using
Cellulose Peak
When evaluating the same procedure for the 800-1200 cm-1 spectral region (cellulose
peak), models with 9 latent variables resulted in the lowest cross-validation error (RMSECV) of
0.0232 (Figure 3.40 (a)) for glucose and the highest Q2 value of 0.8403 (Figure 3.40 (b)). R2
value for calibration was 0.9923 for glucose yield (Figure 3.41 (b)) and calibration error
(RMSEC) was 0.0051 (Figure 3.41 (a)). Also, the difference between R2 and Q2, was 0.1519
(less than 0.2) for glucose using just the cellulose peak, suggesting the model is of good
predictive ability. However, a model that requires 9 latent variables may be over fitted. The
previous model with the entire fingerprint region required only four latent variables instead of
the nine here. The cellulose peaks stretching from 800-1200 cm-1 is not the only region of the
spectra pertaining to relevant chemical information about cellulose. This suggests that there is
valuable information in the entire fingerprint region for modeling glucose. However, since we
were able to predict glucose yields from the main cellulose peak, the increase in glucose yields
could be a result of physical pretreatment attributed to the changes in the chemical structure of
cellulose in biomass. This is shown by the regression coefficients presented in Table 3.8 from the
regression coefficients shown in Figure 3.42. It should also be noted, that although we a referring
to the main “cellulose peak”, some of the wavenumbers are still associated with hemicellulose
and lignin.
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(a)

(b)

Figure 3.40 (a) RMSECV for glucose yields plotted against the number of components for the
cellulose peak (800-1200 cm-1 FTIR-ATR spectra). (b) Linear regression model for predicted
and measured glucose plotted with 9 components using cross validation with the SIMPLS
method for corn stover, poplar, rye, switchgrass and willow for the pretreatment levels raw, 1hour ball milled, 2-hour ball milled and 5 minutes of shatterbox for the cellulose peak.
(a)

(b)

Figure 3.41 (a) RMSEC plotted against the number of components using cellulose peak (8001200 cm-1) FTIR-ATR spectra for glucose yields. (b) Linear regression model for predicted and
measured glucose plotted with 4 components and cross validation using the SIMPLS method for
corn stover, poplar, rye, switchgrass and willow for the pretreatment levels raw, 1-hour ball
milled, 2-hour ball milled and 5 minutes of shatterbox for the cellulose peak.
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Figure 3.42 Regression coefficients for glucose for cellulose peak region (800-1200 cm-1 )
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Table 3.8 Table of 90% CI regression coefficients for PLS regression model of glucose yields
using spectral region 800-1200 cm-1
REGRESSION COEFFICEIT
WAVENUMBER CM-1
NEGATIVE: 812-817 CM-1

POSITIVE: 827- 835 CM-1
NEGATIVE: 862-872 CM-1
NEGATIVE: 926-937 CM-1
-1

NEGATIVE: 951-982 CM

-1

NEGATIVE: 1005-1039 CM
-1

POSITIVE: 1196-1200 CM

FUNCTIONAL
GROUP
Aromatic CH out-ofplane deformation at
815 cm-1 (Gupta et al.
2015)
CH out of plane
bending in guaiacyl
units at 825 cm-1
glycosidic linkage at
875 cm-1
glycosidic linkage at
930 cm-1
cellulose I to II at 990
cm-1
C-O, and C=C. and CC-O stretching at 1035
cm-1
O-H bending at 1200
cm-1

POLYMER
Lignin

Lignin
Hemicellulose
Cellulose, Hemicellulose
Cellulose
cellulose, hemicellulose, lignin
Cellulose, Hemicellulose
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Development of PLS-Regression Models Based on FTIR-ATR Spectra for Xylose using
fingerprint region of spectra
The same procedures conducted for regression models of glucose were repeated for xylose.
Models with 1 latent variable resulted in the lowest cross-validation error (RMSECV) of 0.0307
for xylose (Figure 3.43 (a)) and the highest Q2 value of 0.3530 (Figure 3.43 (b)). The R2 value
for calibration was 0.4863 (Figure 3.44 (b)) for xylose yield and calibration error (RMSEC) was
0.0272 (Figure 3.44 (a)). Since R2 and RMSEC evaluate how well the model fits the given
calibration data and Q2 and RMSECV evaluate how well the model will predict new calibration
yields from inputted or introduced samples, the obtained data suggests a bad agreement. Q2 value
of values between 0.81 and 0.90 indicate good prediction and the R2 value obtained is low. To
improve the predictive power, truncation was also conducted with the regression coefficients and
then with VIP score, which showed no improvement in the prediction. Overall, PLS regression
was not able to predict xylose yields.
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(a)

(b)

Figure 3.43 (a) RMSECV plotted against the number of components for the fingerprint region of
FTIR-ATR spectra for xylose. (b) Linear regression model for predicted and measured xylose
plotted with 1 component using cross validation with the SIMPLS method for corn stover,
poplar, rye, switchgrass and willow for the pretreatment levels raw, 1-hour ball milled, 2-hour
ball milled and 5 minutes of shatterbox for the fingerprint region of FTIR-ATR spectra.
(a)

(b)

Figure 3.44 (a) RMSEC plotted against the number of components for the fingerprint region of
FTIR-ATR spectra for xylose. (b) Linear regression model for xylose plotted with 4 components
using the SIMPLS method for corn stover, poplar, rye, switchgrass and willow for the
pretreatment levels raw, 1-hour ball milled, 2-hour ball milled and 5 minutes of shatterbox for
the fingerprint region of FTIR-ATR spectra.
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To this date, literature has not suggested the mechanism between physical pretreatment
and chemical changes in hemicellulose structure, specifically in terms of enzymatic hydrolysis of
hemicellulose. Physical pretreatment led to increased yields in xylose in this study and other
studies. Yet, the increase in xylose yields were not as prominent as those for glucose. The
increase in xylose yields after physical pretreatment could be accounted by more enzyme
accessibility to the hemicellulose due to physical disruption of the structure in general. Thus, the
increase in xylose production could be due to chemical or physicochemical change in cellulose
and not necessarily a change in the hemicellulose structure itself. Further the PLS modeling
suggests FTIR-ATR could not pick up significant chemical changes in hemicellulose from
physical pretreatment since the PLS regression models for xylose (contributed from
hemicellulose) were poor.
The PLS models constructed to predict glucose yields were better in comparison to the
models constructed to predict glucose conversions. Then within the glucose yield models, the
fingerprint region provided better predictive ability in comparison to just using the cellulose
peak. There were minimal gains in terms of producing a better model by truncating the spectra in
the fingerprint region using 90% CIs of regression coefficients and VIP scores. Therefore, using
the entire fingerprint region (800-1800 cm-1) is recommended for constructing PLS regression
models to predict glucose yields for biomasses that underwent the ball milling and shatterbox
pretreatments. For xylose, no model resulted in adequate prediction of yields for the physically
pretreated biomasses used in this study.

136

CHAPTER 4: CONCLUSIONS
4.1 Introduction to Conclusions Chapter
In this study we answered the following research question: Can FTIR-ATR spectra of
untreated and physically pretreated (e.g., ball milling) lignocellulosic biomass be coupled with
PLS regression to predict production of fermentable sugars from enzymatic hydrolysis. To
answer this question five lignocellulosic biomasses (corn stover, poplar, rye, switchgrass and
willow) underwent three levels of physical pretreatment (1-hour of ball milling, 2-hour of ball
milling and 5 minutes of shatterbox). Then untreated and pretreated biomasses were subjected to
an enzymatic hydrolysis assay using a commercial cellulase cocktail. PLS regression was then
used to correlate FTIR-ATR spectra to glucose and xylose yields (grams of sugar per 100g of
TS), as well as glucose conversions (grams of sugar per 100 g of potential sugar).
The main objective of this study was to assess the potential of using Fourier Transform
Infrared Attenuated Total Reflectance spectroscopy (FTIR-ATR), combined with partial least
squares (PLS) regression modeling, to predict chemical or structural changes that occur during
physical pretreatment of lignocellulosic biomass. Understanding the chemical structure of
lignocellulosic biomass and its subsequent effect on sugar yields can facilitate the bypassing of
wet-chemistry analysis to predict the yields. This would reduce the number, and potentially all,
of enzymatic assays conducted in quantifying saccharification from biomasses.
In addition to enzymatic hydrolysis, scanning electron microscope imaging and X-ray
diffraction spectroscopy were used to evaluate differences among pretreatment levels. SEM
imaging showed the main effect of physical pretreatment was size reduction. X-ray diffraction
revealed the relative crystallinity values to be dependent on level and method of pretreatment. Xray diffraction spectroscopy suggested 2-hours of ball milling and shatter box pretreatment to be
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statistically significant in reducing crystallinity compared to untreated biomass samples. We saw
diminished crystallinity peaks in both the 2-hour ball milled samples and the shatterboxed
samples.
Sugar yields from enzymatic hydrolysis of physically pretreated biomasses for glucose
were higher than for xylose for all five biomasses. Comparing this to a chemical pretreatment
conducted by Sills and Gossett (2011), which resulted in both glucose and xylose yields to be
equally impacted, ball milling and shatter box pretreatment affected glucose yields more than
xylose yields. For example, for corn stover, the relative difference in raw to pretreated biomass
72-h glucose yields were values of 24.00%, 84.02% and 56.28% for 1-hour ball milled, 2-hour
ball milled and 5- minute shatter box samples respectively. Comparing this to xylose 72-hour
yields, which resulted in substantially less differences of 1.75%, 37.57% and 41.67% % for 1hour ball milled, 2-hour ball milled and 5- minute shatter box samples respectively when
compared to the raw biomass. The same was the case for the other biomass when comparing raw
vs. 1-hour ball milled, raw vs. 2-hour ball milled and raw vs. 5-minutes of shatterbox for rye
(Glucose: 73.97%, 147.50%, and 94.56%; Xylose: 11.25%, 21.15% and 20.13%), for
switchgrass (Glucose: 5.87%, 163.97%, and 50.84%; Xylose: 8.60%, 102.15% and 23.66%), and
for willow (Glucose: 5.30%, 103.60%, and 104.17%; Xylose: 9.36%, 31.53% and 22.17%). For
poplar, the results deviated slightly for 2-hour ball milled biomass with glucose yields having
relative differences of 9.12%, 443.50%, and 410.58% and xylose having relative differences of
83.33%,778.57% and 223.81% when comparing raw vs. 1-hour ball milled, raw vs. 2-hour ball
milled and raw vs. 5-minutes of shatterbox.
Chemometric analysis and multivariate models (namely PCA and PLS regression) were
applied to FTIR-ATR spectra of untreated and physically pretreated biomasses. Both techniques,
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PCA and PLS, reduce large spectral data by combining variables (wavenumber intensities in this
case) into a small number of latent variables. PCA models were used to see whether samples
could be grouped based on their physio-chemical structures picked up by FTIR-ATR. The only
grouping observed was separate clusters of untreated and 2-hour ball milled samples using the
fingerprint region (800-1800 cm-1) of the FTIR-ATR spectra.
4.1.1 FTIR-ATR Spectra of Physically Pretreated Biomass Accurately Predicted
Saccharification of Glucose in Enzymatic Hydrolysis.
PLS models were constructed from FTIR-ATR data to estimate and predict glucose and
xylose yields. The models were constructed by associating the FTIR-ATR spectra to the
chemical components as determined by wet-chemistry techniques (enzymatic hydrolysis used to
measure glucose and xylose yields). PLS-regression models were able to effectively predict
glucose yields (g of sugars per 100 grams of TS) and conversions (fraction of theoretical sugar).
Prediction was done using both the fingerprint region of spectra (800-1800 cm-1) and also just
the cellulose peak (800-1200 cm-1). The result of predicting glucose yields from FTIR-ATR
spectra of pretreated solids, bypassing wet-chemistry, suggests PLS regression modeling can be
applied to other physical pretreated biomasses without prior knowledge of biomass composition
such as the cellulose, hemicellulose and lignin content.
Certain techniques can improve the regression model such as removing unimportant
variables using VIP scores and 90% CI of regression coefficients. Variable selection based on
90% CIs was able to predict the same information (sugar yields) with less variables in the data
matrix for glucose but with more latent variables. By further truncating the spectra with VIP
scores, the same predictive ability resulted for glucose, however more latent variables were
resulted. Variable selection using the 90% CI resulted in the same predictive ability with five
number of latent variables compared to the four number of later variables without variable
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selection. By further truncating the spectra with VIP scores, the same predicative ability with a
greater number of latent variables resulted for glucose. Therefore, the best and simplest model
for glucose yields was determined to be the one without any truncation. Using less variables in
the matrix itself makes the model simpler. Despite this, with the number of latent variables
increasing, it makes the model interpterion more difficult and complicated with truncation.
Therefore, it becomes the responsibility of the modeler to choose the appropriate model to get
the desired results. Here, the model with the least amount of latent variable was chosen. Overall,
no more than half the observations should be used in determining the number of latent variables.
The main purpose was to predict sugar yields, which was accomplished with the least number of
latent variables. Then the objective became to identify relevant regions of the spectra retained
after variable selection. These regions were associated with known chemical functional groups in
lignocellulose based on the literature. Although the truncated models were not chosen for the
prediction of glucose sugar yields, the truncated PLS models were based on chemical bonds
because chemical information was correlated to recalcitrance. Therefore, the truncated models
served the purpose of verifying the untruncated models.
By performing PLS regression with just a portion of the spectra confirms the results
obtained from the entire fingerprint region of spectra. Only the relevant portions of the
fingerprint region corresponded to pretraining chemical bonds. The FTIR-ATR spectra, after
truncation by variable selection were able to identify known function chemical groups in
lignocellulose. PLS models were based on the chemical makeup of the spectra which contains
relevant information regarding chemical recalcitrance.
Although the study described demonstrated that FTIR-ATR combined with PLS
modeling could successfully predict sugar productions for glucose yields from pretreatment and
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enzymatic hydrolysis of physically pretreated biomass, the yields could not be predicted for
xylose. For xylose the predictive ability was poor for all models suggesting physical pretreatment
has limited effects on the manipulation of hemicellulose structure. Contrarily, for glucose,
variable selection resulted in known chemical groups being identified, suggesting the chemical
makeup of biomass directly relates to glucose yields based on PLS modeling. This also suggests
the FTIR-ATR spectra contains relevant information on recalcitrance. Further work and
developments may be able to discern more detailed chemical features of cellulose, hemicellulose
and lignin which posed limitation on enzymatic hydrolysis of lignocellulosic biomass in this
study.
It could also be noted that the physical pretreatment done here was not as effective as a
chemical pretreatment. Other research on physical pretreatment also suggests ball milling to be
more effective in enhancing glucose yields (per g of TS) compared to xylose yields. In the
present study, 72-hour yield increase was greater for glucose than xylose. This could have
limited FTIR-ATR and PLS regression for xylose.
Engineering Implications
The aim would be to accomplish the prediction of sugar yields given different conditions
in pretreatment and enzymatic hydrolysis. The development of spectroscopy combined with
chemometric methods could help biorefineries tailor pretreatment and enzymatic conditions to
biomasses based on their spectra which can be easily and quickly collected. This means that the
saccharification process can be designed more effectively because the prediction can be done
only on pretreated or raw biomass spectra. By extrapolating this information, it will make it
easier to customize pretreatment and enzymatic hydrolysis conditions in a bioprocessing facility
where multiple feedstocks are present. Since we were able to understand which regions of the
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FTIR-ATR spectra contributed to the PLS-regression model of physically pretreated biomasses,
we have a better understanding on which regions contribute to recalcitrance. The regions that
were most significant included the lignin regions, which clearly implied a negative correlation to
sugar yields.
4.2 Suggestions for Future Research
One of the challenges of performing enzymatic hydrolysis is the use of an enzyme
mixture that is able to target the lignocellulosic structure appropriately. In this study we chose an
enzyme mixture based on its activity on cellulose (or filter paper). Therefore, in future work, an
enzyme cocktail should be chosen based on its activity on both cellulose and hemicellulose.
The study should be accompanied to include additional biomasses, contributory physical
pretreatments, enzyme mixtures and loadings to further expand the study. More specifically, a
more intensive physical pretreatment should be used such as wet ball milling. In addition, the
combination of physical and chemical ball milling could be used as suggested by other
researchers. The study described in results and discussion of Chapter 3 was limited to the use of
a cellulase mixture and a β-glucosidase mixture, targeting mostly cellulose. Therefore, it would
be advantageous to conduct similar studies using enzymes that target hemicellulose to better
understand PLS regressions modeling of xylose. This could aid in developing models to estimate
sugar yields of both glucose and xylose from FTIR-ATR spectra of physically pretreated
biomasses.
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Appendix A
A.1 Compositional Analysis
A.1.1 Carbon, Hydrogen and Nitrogen content of biomass used to estimate heat of
Combustion
Theoretical Energy Yield of Biomass
It has been shown that heat of combustion values for biomasses can be predicted by
Thornton’s method. These values were revealed to be close to the experimental values for
renewable resources such as wood, straw, and municipal solid wastes (Patel and Erickson 1981).
In this method, the heat of combustion is proportional to the oxygen consumed in the combustion
process (Patel and Erickson 1981). Energy balances can aid in determining the energy flow from
solar energy such as agricultural and forest products. In these assessments, the heating value is
important as well as the carbon weight fraction in dry microbial biomass, the number of
equivalents of available electrons per gram atom carbon in biomass, and the heat of reaction per
equivalent of available electrons transferred to oxygen (Patel and Erickson 1981). This suggets,
by determining the amount of carbon in the biomass, the potential energy can be determined.
These heat of combustion values, determined from CHN analysis of the five biomasses are
presented .
The energy potential of each biomass was examined by calculating a theoretical energy
yield (heat of combustion value) from CHN analysis and an experimental yield from sugar
product after enzymatic hydrolysis for each type of pretreatment. From examining the energy
potential of each biomass, the heat of combustions seems to suggest varying levels of stored
energy. CHN analysis will enable to calculate a theoretic energy yield (more specifically the
energy produced from the heat of combustion of the biomass). From the CHN analysis, the
estimation of heat of combustion can be conducted using electron concepts. Heat of combustion
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is predicted by Thornton’s method for specifically renewable resources such as wood, straw, and
municipal solid wastes (Patel and Erickson 1981). This method states that the heat of combustion
is directly proportional to the quantity of oxygen consumed in the combustion process (Patel and
Erickson 1981). In this process, the carbon weight, number of available electrons per gram atom
carbon and the heat of reaction per equivalent of available electrons transferred to oxygen are
used (Patel and Erickson 1981).
The balance equation for oxidation of dry biomass can be expressed
(1) CHpOnNq +

1

02 = CO2 +
2

3

5

H2 0 + 4 N2
4

where C, H, O, N, denotes the elemental composition of the biomass calculate per atom of
carbon and
(2) γ= 4+p-2n
where γ is the reductance degree of the biomass; that is, the number of equivalents of oxygen
required per quantity of biomass containing 1 g atom carbon for oxidation of biomass to C02,
H20, and N2. Excel solver was used to find the coefficients of C, H, N and O (Table A.1).
Then heat of combustion equals the heat of combustion for available electrons transferred to
oxygen (26.5 Kcal) * γ, in which the values are presented in Table A.3, A.5, A.7, A.9, A.11.
Then from the enzymatic hydrolysis, we are able to quantify the amount of glucose and xylose
with their respective heat of combustion values (15.6 KJ/g for both glucose and xylose). From
the combustion value stated before, we can determine the energy released from glucose and
xylose production (Tables A.3, A.5, A.7, A.9, A.11) from enzymatic hydrolysis and compare
them to the theoretical values presented in table A.2. More detailed explanation of the values
generated in Table A.2 and presented in Tables A.4, A.6, A.8, A.10, and A.12. These heat of
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combustion values obtained (theoretical) are in agreement with values from literature which state
lower heating values between 16.1 KJ/g to 34 KJ/g (McKendry 2002).

Table A.1 CHNO coefficients of Biomass
BIOMASS
CORN STOVER
POPLAR
RYE
SWITCHGRASS
WILLOW

CHEMICAL FORMULA
C 1.82 H 2.87 O 1.38 N .020
C 1.63 H 2.52 O 1.12 N .0089
C 1.99 H 3.15 O 1.49 N .052
C 1.49 H 2.34 O 1.065 N .013
C 2.34 H 3.55 O 1.61 N .022

Table A.2 Theoretical Heat of Combustion Values for Biomasses
BIOMASS
CORN STOVER
POPLAR
RYE
SWITCHGRASS
WILLOW

HEAT OF COMBUSTION (KJ/GRAM)
24.35
25.72
23.94
24.79
25.58
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Table A.3 Theoretical Heat of Combustion Values for Corn Stover
Corn
Stover
C
N
H
O

% VS
46.4458
0.5998
6.1001
46.8544

Coefficients
1.8195
0.0202
2.8672
1.3766

MW

Mass

12.0000 21.8345
14.0000
0.2828
1.0000
2.8672
16.0000 22.0263
sum
47.01079

gamma
Q
Heat of
Combustion
Heat of
Combustion

4.1139
26.5 Kcal/g
109.02 Kcal/g

Heat of
Combustion
(minus ash)

24.35

Percentages

% Difference

46.4457
0.6017
6.0990
46.8536
Sum

1.85E-05
1.90E-03
1.13E-03
7.50E-04
3.79E-03

26.06 kJ/g
KJ/g

Table A.4 Experimental Heat of Combustion Values for Corn Stover
Corn Stover
Experimental Values

Glucose (KJ/g)

Xylose (KJ/g)

Total (kJ/g)

Raw

1.9587

1.0671

3.0258

1Hr BM

2.4289

1.0858

3.5147

2Hr BM

3.6044

1.4681

5.0725

SB

3.0610

1.5118

4.5728
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Table A.5 Theoretical Heat of Combustion Values for Poplar
Poplar

% VS

C
N
H
O

48.93689
0.313975
6.286881
44.46226

Coefficients

MW

1.6330
0.0090
2.5175
1.1128

Mass
12
14
1
16

sum

19.5961
0.1258
2.5175
17.8043
40.0438

gamma
Q
Heat of
Combustion
Heat of
Combustion

4.2920
26.5 Kcal/g
113.74 Kcal/g

Heat of
Combustion
(minus ash)

25.72

Percentages
48.9367
0.3142
6.2869
44.4622

%
Difference
0.0001852
0.0002239
0.0000034
0.0000352
Sum
0.0004478

27.184 kJ/g
KJ/g

Table A.6 Experimental Heat of Combustion Values for Poplar
Poplar
Experimental Values

Glucose (KJ/g)

Xylose (KJ/g)

Total (kJ/g)

Raw

0.4437

0.0655

0.5093

1Hr BM

0.4033

0.1201

0.5234

2Hr BM

2.4118

0.5757

2.9875

SB

2.2639

0.2122

2.4760
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Table A.7 Theoretical Heat of Combustion Values for Rye
Rye
C
N
H
O

% VS
46.3182
1.4224
6.1115
46.1479

Coefficients
MW
Mass
Percentages
% Difference
1.9918
12.0000
23.9011
46.3182
1.317E-05
0.0524
14.0000
0.7340
1.4224
2.675E-05
3.1537
1.0000
3.1537
6.1115
1.358E-05
1.4883
16.0000
23.8132
46.1479
1.575E-11
sum
51.6019
Sum
5.350E-05
gamma
Q
Heat of
Combustion
Heat of
Combustion

4.1770
26.5 Kcal/g
110.69 Kcal/g

Heat of
Combustion
(minus ash)

23.94

26.46 kJ/g
KJ/g

Table A.8 Experimental Heat of Combustion Values for Rye
Rye
Experimental Values

Glucose (KJ/g)

Xylose (KJ/g)

Total (KJ/g)

Raw

1.0587

1.3869

2.4457

1Hr BM

1.8419

0.1201

1.9620

2Hr BM

2.6204

1.6802

4.3006

SB

2.0599

1.6662

3.7261
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Table A.9 Theoretical Heat of Combustion Values for switchgrass
Switchgrass % VS
C
N
H
O

47.7687
0.4754
6.2699
45.4860

Coefficients MW
1.4913
0.0127
2.3489
1.0650

Mass

12.0000
14.0000
1.0000
16.0000
sum

Percentages

17.8955
0.1781
2.3489
17.0403
37.4627

gamma
Q
Heat of
Combustion
Heat of
Combustion

4.2189
26.5 Kcal/g
111.80 Kcal/g

Heat of
Combustion
(minus ash)

24.79

47.7687
0.4754
6.2699
45.4860
Sum

%
Difference
1.66E-05
2.52E-05
3.99E-06
1.26E-05
5.84E-05

26.72 kJ/g
KJ/g

Table A.10 Experimental Heat of Combustion Values for switchgrass
Switchgrass
Experimental Values

Glucose (KJ/g)

Xylose (KJ/g)

Total (kJ/g)

Raw

0.5574

0.1451

0.7025

1Hr BM

0.5901

0.1326

0.7227

2Hr BM

1.4713

0.2933

1.7647

SB

0.8408

0.1794

1.0202
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Table A.11 Theoretical Heat of Combustion Values for willow
Willow % VS
C
48.7008
N
0.5480
H
6.1500
O
44.6011

Coefficients MW
2.3409 12.0000
0.0226 14.0000
3.5473
1.0000
1.6078 16.0000
sum

Mass
Percentages
% Difference
28.0902
48.7008
0.3161
0.5481
3.5473
6.1500
25.7255
44.6011
57.6792
Sum

gamma
Q
Heat of
Combustion
Heat of
Combustion

4.3316
26.5 Kcal/g
114.79 Kcal/g

Heat of
Combustion
(minus ash)

25.58

2.33E-05
4.19E-05
1.45E-08
1.86E-05
8.39E-05

27.43 kJ/g
KJ/g

Table A.12 Experimental Heat of Combustion Values for willow
Willow
Experimental Values

Glucose (KJ/g)

Xylose (KJ/g)

Total (kJ/g)

Raw

0.8221

0.3167

1.1388

1Hr BM

0.5901

0.1326

0.7227

2Hr BM

1.6738

0.4166

2.0903

SB

1.6784

0.3869

2.0653
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Appendix B
B.1 Glucose and xylose standard curves
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Figure B.1 HPLC Glucose Calibration Curve
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Figure B.2 HPLC Xylose Calibration Curve
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Appendix C
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Figure C.1 X-ray diffraction of 1-hour ball milled corn stover as an example pinpointing the
appropriate peaks for crystallinity calculations for Segal’s height method
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Table C.1 X-ray diffraction crystallinity calculations
Sample

1HBM CS
2HBM CS
Raw CS
SB CS
1HBM Poplar
2HBM Poplar
Raw Poplar
SB Poplar
1HBM Rye
2HBM Rye
Raw Rye
SB Rye
1HBM SG
2HBM SG
Raw SG
SB SG
1HBM Willow
2HBM Willow
Raw Willow
SB Willow

Intensity of Amorphous Peak
(Max counts)

468
713
675
536
361
702
1579
779
313
691
815
852
1218
688
1344
883
653
256
1037
943

Intensity at Crystalline
Peak
(Counts at x=
18.65 for corn stover,
18.8 for poplar,
18.95 for rye,
18.9 for switchgrass and
19.3 for willow)
51
124
78
120
17
87
63
74
41
130
95
207
52
47
89
101
64
40
76
111

Crystallinity
Index=
(Amorphous Crystalline)/
Amorphous

89.10
82.61
88.44
77.61
95.29
87.61
96.01
90.50
86.90
81.19
88.34
75.70
95.73
93.17
93.38
88.56
90.20
84.38
92.67
88.23
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Table C.2 Paired t-test of raw, 1-hour ball milled, 2-hour ball milled and shatterbox biomass
samples for determining significance of Crystallinity Index
Dependent Paired ttest for raw and onehour ball milled
biomass
t 0.3749
df 4
p-value 0.7267
95 percent confidence interval
for the range of mean of
differences [-2.0240, 2.6560]

Dependent Paired t-test for Dependent Paired t-test
raw and two-hour ball
for raw and shatterbox
milled biomass
biomass
3.9399

4.4999

4

4

0.0170

0.0108

[1.7624, 10.1736]

[2.9261, 12.3539]

5.968

7.640

Statistically Significant

Statistically Significant

sample estimates: mean of the
differences
0.316
Significance Statistically
Insignificant
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Appendix D
D.1 Biomass Enzymatic Hydrolysis Data
Table D.1. Glucose and xylose yields from enzymatic hydrolysis
Pretreatment Glucose
6 Hr
Raw CS 0.1190 ±
0.0173
Raw Poplar 0.0084 ±
0.0030
Raw Rye 0.0293 ±
0.0010
Raw SG 0.0074 ±
0.0066
Raw Willow 0.0160 ±
0.0074
1HBM CS 0.1011 ±
0.0055
1HBM Poplar 0.0134 ±
0.0039
1HBM Rye 0.0760 ±
0.0027
1HBM SG 0.0011 ±
0.0018
1HBM Willow 0.0376 ±
0.0023
2HBM CS 0.1405 ±
0.0047
2HBM Poplar 0.0800 ±
0.0062
2HBM Rye 0.1238 ±
0.0235
2HBM SG 0.0659 ±
0.0134
2HBM Willow 0.0888 ±
0.0147
SB CS 0.1481 ±
0.0054
SB Poplar 0.0456 ±
0.0202
SB Rye 0.1021 ±
0.0043
SB SG 0.0356 ±
0.0067
SB Willow 0.0357 ±
0.0073

Xylose
6Hr
0.0361 ±
0.0027
0.0020 ±
0.0006
0.0388 ±
0.0007
0.0022 ±
0.0017
0.0175 ±
0.0018
0.0397 ±
0.0022
0.0039 ±
0.0011
0.0774 ±
0.0016
0.0030 ±
0.0007
0.0177 ±
0.0007
0.0553 ±
0.0026
0.0191 ±
0.0022
0.0797 ±
0.0136
0.0156 ±
0.0038
0.0253 ±
0.0035
0.0692 ±
0.0010
0.0087 ±
0.0016
0.0914 ±
0.0042
0.0071 ±
0.0004
0.0188 ±
0.0026

Glucose
24 Hr
0.1213 ±
0.0096
0.0178 ±
0.0004
0.0621 ±
0.0030
0.0225 ±
0.0118
0.0473 ±
0.0059
0.1326 ±
0.0059
0.0160 ±
0.0018
0.0899 ±
0.0039
0.0144 ±
0.0012
0.0580 ±
0.0072
0.1610 ±
0.0154
0.1363 ±
0.0037
0.1489 ±
0.0057
0.0721 ±
0.0040
0.0953 ±
0.0020
0.1966 ±
0.0151
0.0774 ±
0.0014
0.1260 ±
0.0136
0.0479 ±
0.0046
0.0627 ±
0.0068

Xylose
24Hr
0.0659 ±
0.0022
0.0041 ±
0.0010
0.0548 ±
0.0016
0.0049 ±
0.0016
0.0203 ±
0.0024
0.0664 ±
0.0064
0.0049 ±
0.0002
0.0831 ±
0.0062
0.0057 ±
0.0013
0.0227 ±
0.0005
0.0725 ±
0.0020
0.0303 ±
0.0012
0.0912 ±
0.0082
0.0178 ±
0.0020
0.0280 ±
0.0020
0.0959 ±
0.0062
0.0134 ±
0.0003
0.1065 ±
0.0075
0.0098 ±
0.0011
0.0192 ±
0.0024

Glucose
72 Hr
0.1258 ±
0.0096
0.0285 ±
0.0027
0.0680 ±
0.0150
0.0358 ±
0.0014
0.0528 ±
0.0051
0.1560 ±
0.0059
0.0259 ±
0.0035
0.1183 ±
0.0038
0.0379 ±
0.0058
0.0556 ±
0.0020
0.2315 ±
0.0154
0.1549 ±
0.0017
0.1683 ±
0.0023
0.0945 ±
0.0028
0.1075 ±
0.0034
0.1966 ±
0.0151
0.1454 ±
0.0064
0.1323 ±
0.0087
0.0540 ±
0.0027
0.1078 ±
0.0059

Xylose
72Hr
0.0684 ±
0.0015
0.0042 ±
0.0005
0.0889 ±
0.0103
0.0093 ±
0.0009
0.0203 ±
0.0072
0.0696 ±
0.0034
0.0077 ±
0.0016
0.0989 ±
0.0034
0.0085 ±
0.0008
0.0222 ±
0.0013
0.0941 ±
0.0114
0.0369 ±
0.0016
0.1077 ±
0.0060
0.0188 ±
0.0062
0.0267 ±
0.0017
0.0969 ±
0.0078
0.0136 ±
0.0016
0.1068 ±
0.0049
0.0115 ±
0.0003
0.0248 ±
0.0041
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Appendix E
E.1 Example FTIR-ATR spectra with alternative anvil tip

Figure E.1 FTIR-ATR spectra of 2-hour ball milled corn stover with hollow anvil tip

Figure E.2 FTIR-ATR spectra of 2-hour ball milled corn stover with flat anvil tip
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Appendix F
F.1 R Code for construction of Principal Component Analysis Models

library(readr)
library(ggplot2)
library("FactoMineR")
library("factoextra")
setwd("/Users/rajasri/Desktop/Thesis Stuff/FTIR-ATR Final Data 5-20-20/Final
PCA/PCA5-20-20")

Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20.csv")
Biomass4 <- Biomass[,5:526]

myPr1 <- prcomp(Biomass4[,2:520],scale=TRUE,center = TRUE)
Biomass5 <- Biomass[,1:4]

myPr2 <- prcomp(Biomass4[,2:210],scale=TRUE,center = TRUE)
summary(myPr2)
Biomass6 <- Biomass[,1:4]

scores1 = as.data.frame (cbind(Biomass5,myPr1$x[,1:10]))
scores2 = as.data.frame (cbind(Biomass6,myPr2$x[,1:10]))

pc1 <- round(myPr1$sdev[1]^2/sum(myPr1$sdev^2)*100,2)
pc2 <- round(myPr1$sdev[2]^2/sum(myPr1$sdev^2)*100,2)
myplot1 = ggplot(scores1, aes(x=PC1, y=PC2,label=Pretreatment,color=Type)) +
geom_text(size=5)+
xlab(paste("PC1 -" , pc1, "%", sep="")) + ylab(paste("PC2 - ", pc2, "%", se
p="")) +
theme_bw() +
ggtitle("")
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myplot1+geom_hline(yintercept=0)+geom_vline(xintercept=0)+xlim(-30,30)+ ylim(
-30,30)+
theme(axis.text=element_text(size=16,face="bold"),axis.title=element_text(s
ize=14,face="bold"),
legend.text=element_text(size=16),legend.title=element_text(size=16))
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pc1.0 <- round(myPr2$sdev[1]^2/sum(myPr2$sdev^2)*100,2)
pc2.0 <- round(myPr2$sdev[2]^2/sum(myPr2$sdev^2)*100,2)
myplot2 = ggplot(scores2, aes(x=PC1, y=PC2,label=Pretreatment,color=Type)) +
geom_text(size=5)+
xlab(paste("PC1 -" , pc1.0, "%", sep="")) + ylab(paste("PC2 - ", pc2.0, "%"
, sep="")) +
theme_bw() +
ggtitle("")

myplot2+geom_hline(yintercept=0)+geom_vline(xintercept=0)+xlim(-25,20)+ ylim(
-15,15)+
theme(axis.text=element_text(size=16,face="bold"),axis.title=element_text(s
ize=14,face="bold"),
legend.text=element_text(size=16),legend.title=element_text(size=16))

171

# Appropriate packages form the library are loaded
library(readr)
library(ggplot2)
library("FactoMineR")
library("factoextra")
# chooses the appropriate working directory
setwd("/Users/rajasri/Desktop/Thesis Stuff/FTIR-ATR Final Data 5-20-20/Final
PCA/PCA5-20-20")

# Loads in the spectra for all pretreatments
Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20.csv")
[,5:526]

# Loads in the spectra for Raw and 1HR
#Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20R1.csv")

# Loads in the spectra for Raw and 2HR
Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20R2.csv")
# Loads in the spectra for Raw and SB
#Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20RS.csv")

# Loads in the spectra for SB and 1HR
#Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20S1.csv")

# Loads in the spectra for SB and 2HR
#Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20S2.csv")

# Loads in the spectra for 1HR and 2HR
#Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-2012.csv")

# Extracts the numeric values in the matrix
Biomass3 <- Biomass
Biomass4 <- Biomass3[,5:525]
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# Calculates the principal components
# Matrix for fingerprint region of the spectral data
myPr <- prcomp(Biomass4[,2:519],scale = TRUE, center=TRUE)
# Matrix for cellulose region of the spectral data
#myPr <- prcomp(Biomass4[,2:210],scale = TRUE, center=TRUE)
myPr
Biomass2 <- Biomass[,1:4]
# Plot with ggplot
scores = as.data.frame (cbind(Biomass2,myPr$x[,1:10]))

# Plots principal component one and two
pc1 <- round(myPr$sdev[1]^2/sum(myPr$sdev^2)*100,2)
pc2 <- round(myPr$sdev[2]^2/sum(myPr$sdev^2)*100,2)
myplot1 = ggplot(scores, aes(x=PC1, y=PC2,label=Pretreatment,color=Type)) + g
eom_text(size=5)+
xlab(paste("PC1 -" , pc1, "%", sep="")) + ylab(paste("PC2 - ", pc2, "%", se
p="")) +
theme_bw() +
ggtitle("") +stat_ellipse(level =.0)
myplot1+geom_hline(yintercept=0)+geom_vline(xintercept=0)+xlim(-40,30)+ ylim(
-30,30)+
theme(axis.text=element_text(size=16,face="bold"),axis.title=element_text(s
ize=14,face="bold"),
legend.text=element_text(size=16),legend.title=element_text(size=16))
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# Extracts PCA Loadings
PCAloadings <- myPr$rotation

# Showcases the loadings for the first principal component
PCAloadings1<- PCAloadings[,1]

PCAloadings1<-PCAloadings1
plot(as.numeric(row.names(PCAloadings)),PCAloadings1,
pch=21,
bg="black",
cex=1,
main = "",
xlab=expression(paste(Wavenumber, (cm^-1))), ylab = "Loading PC1 (34.92%
)",type="l", cex.lab=1.5, cex.axis=1.25)
abline(h=0)
abline(h=.044,lty=c(2))
abline(h=-.044,lty=c(2))

# Showcases the loadings above the threshold for the first principal componen
t
GreaterThan.044 <- PCAloadings1> .044
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points(as.numeric(row.names(PCAloadings)[GreaterThan.044]), PCAloadings1[Grea
terThan.044], pch=19, col="blue")
LessThanNeg.044 <- PCAloadings1 < -.044
points(as.numeric(row.names(PCAloadings)[LessThanNeg.044]), PCAloadings1[Less
ThanNeg.044], pch=19, col="blue")
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F.2 R Code for Construction of Principal Least Square Regression Models

# Appropriate Packages form the library are loaded
library(readr)
library(ChemometricsWithR)
library(pls)
library(chillR)
library(conflicted)
conflict_prefer("RMSEP", "pls", "chillR")
library(plsRglm)

# chooses the appropriate working directory
setwd("/Users/rajasri/Desktop/Thesis Stuff/FTIR-ATR Final Data 5-20-20/Final
PLS")

# Makes the data accessible from the csv file
# Data contains the pretreatment type, the wavelengths the 72-hour average, 6
-hour trials 1,2,3
# 24 hours trial 1,2,3 and 72 hours trial 1,2,3
Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20.csv")
# Extracts only the numeric information
Biomass2=Biomass[, 5:526]
# Extracts the wavelengths and the 72-hour average
Biomass3=Biomass[,5:526]
# Extracts only the values obtained for the wavelengths
Biomass5 <- Biomass3[,2:520]
Biomass6 <- Biomass2[,522]

Biomass8<- cbind(Biomass5,Biomass6)

# Assigns the numeric values for the wavelengths
wavelengths=as.data.frame(as.numeric(colnames(Biomass5)))
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# Plots all the FTIR-ATR Spectra
matplot(wavelengths, t(Biomass5[c(1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,1
8,19,20),]),
type = "l",lty = 1, xlab=expression(paste(Wavenumber, (cm^-1))), ylab
= "Intensity",col = c("blue","green","red","yellow","pink","purple",
"orange","black","gold","tan","brown","cyan","chartreuse","aquamarine","blue
violet","darkmagenta","greenyellow","mediumvioletred","yellowgreen","slateblu
e1"))

# Computes the pls regression using the simpls method
# mean centers the data using LOO cross-validation
# Computes the pls regression using the simpls method
# mean centers the data

Biomass.pls3 <- plsr(seventytwohourAverage ~.,data=Biomass8,ncomp=18, method=
"simpls", validation="LOO")
Biomass.pls4 <- plsr(seventytwohourAverage ~.,data=Biomass8,ncomp=18,
method="simpls")

# Plots the RMSECV
plot(RMSEP(Biomass.pls3), xlab="Number of Componenets", ylab="RMSECV",lty=c(1
,2),
col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.axis=2, font
.lab=2)
legend("topright",c("RMSECV","adj RMSECV"), lty=c(1,2), col=c("black","red"),
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cex=1.25, text.font=2)

RMSECV_Values=RMSEP(Biomass.pls3)
RMSECV_Value2=as.data.frame(RMSECV_Values$val)
RMSECV_Value4=RMSECV_Value2[1,5]
RMSECVVALUE=format(RMSECV_Value4, digits=4)

# Plots the predicted values with LOO cross-validation
plot(Biomass.pls3, ncomp = 4 ,xlab="Measured Glucose Yield (Fraction of TS)",
ylab=
"Predicted Glucose Yield (Fraction of TS)",main="",xlim=c(0,.27),ylim=
c(0,.25),
xaxs="i",yaxs="i",bty="n", pch=19,col=c("red","green","blue","purple","o
range","red","green","blue","purple","orange","red","green","blue","purple","
orange","red",
"green","blue", "purple","orange
") ,cex.lab=1.5,font.lab=2,cex.axis=1.25, font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("topleft",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),pch=1
9,col=
c("red","green","blue","purple","orange"), cex=.9, text.font=2)

Q2 <- R2(Biomass.pls3)
Q2.val <- t(as.data.frame(Q2$val))
Q2Value=format(Q2.val[5,], digits=4)
legend(.1,.09, bty="n", legend=(expression(bold(paste(Q^2,"=0.8262")),"",
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bold("RMSECV=0.0242"))), cex=1.2)

# Plots the RMSEC
plot(RMSEP(Biomass.pls4),xlab="Number of Componenets", ylab="RMSEC",lty=c(1,2
),
col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2, font.
axis=2)
legend("topright",c("RMSEC"), lty=c(1), col=c("black"),cex=1.25, text.font=2)
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RMSEP_Values=RMSEP(Biomass.pls4)
RMSEP_Value2=as.data.frame(RMSEP_Values$val)
RMSEP_Value4=RMSEP_Value2[1,5]
RMSEPVALUE=format(RMSEP_Value4, digits=4)

# Plots the predicted values

plot(Biomass.pls4, ncomp = 4 ,xlab="Measured Glucose Yield (Fraction of TS)",
ylab="Predicted Glucose Yield (Fraction of TS)",main="",xlim=c(0,.27),yl
im=c(0,.25),
xaxs="i",yaxs="i",bty="n",pch=19,col=c("red","green","blue","purple","or
ange","red",
"green","blue","purple","orange","red
","green","blue","purple","orange","red",
"green","blue","purple","orange"),cex
.lab=1.5,cex.axis=1.25,font.lab=2, font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("topleft",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),pch=1
9,col=c("red","green","blue","purple","orange"), cex=.95, text.font = 2)

R2 <- R2(Biomass.pls4)
R2.val <- t(as.data.frame(R2$val))
R2Value=format(R2.val[5,], digits=4)

legend(.1,.1, bty="n", legend=(expression(bold(paste(R^2,"=0.9487")),"",bold(
"RMSEC=0.0131"))),cex=1.2)
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library(readr)
library(ChemometricsWithR)
library(pls)
library(chillR)
library(conflicted)
conflict_prefer("RMSEP", "pls", "chillR")
library(plsRglm)

setwd("/Users/rajasri/Desktop/Thesis Stuff/FTIR-ATR Final Data 5-20-20/Final
PLS")

# Makes the data accessible from the csv file. Data
# contains the pretreatment type, the wavelengths the 72-hour average, 6-hour
trials 1,2,3
# 24 hours trial 1,2,3 and 72 hours trial 1,2,3
Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucoseConversions07-2820.csv")
# Extracts only the numeric information
Biomass2=Biomass[, 5:526]
# Extracts the wavelengths and the 72-hour average
Biomass3=Biomass[,5:526]
# Extracts only the values obtained for the wavelengths
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Biomass5 <- Biomass3[,2:520]
Biomass6 <- Biomass2[,522]

Biomass8<- cbind(Biomass5,Biomass6)

#Assigns the numeric values for the wavelengths
wavelengths=as.data.frame(as.numeric(colnames(Biomass5)))
# Computes the pls regression using the simpls method
# which mean centers the data

# Computes the pls regression using the simpls method
# which mean centers the data using LOO cross-validation

Biomass.pls3 <- plsr(seventytwohourAverage ~.,data=Biomass8,ncomp=18, method=
"simpls", validation="LOO")
Biomass.pls4 <- plsr(seventytwohourAverage ~.,data=Biomass8,ncomp=18, method=
"simpls")

# Plots the RMSECV
plot(RMSEP(Biomass.pls3), xlab="Number of Componenets", ylab="RMSECV",lty=c(1
,2),col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.ax
is=2)
legend("topright",c("RMSECV","adj RMSECV"), lty=c(1,2), col=c("black","red"),
cex=1.25,text.font=2)
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RMSECV_Values=RMSEP(Biomass.pls3)
RMSECV_Value2=as.data.frame(RMSECV_Values$val)
RMSECV_Value4=RMSECV_Value2[1,5]
RMSECVVALUE=format(RMSECV_Value4, digits=4)

# Plots the predicted values with LOO cross-validation
plot(Biomass.pls3, ncomp = 4 ,xlab="Measured Glucose Conversion (Fraction of
Theoretical Sugar)", ylab="Predicted Glucose Conversion (Fraction of Theoret
ical Sugar)",main="",xlim=c(0,.6),ylim=c(0,.6), xaxs="i",yaxs="i",bty="n",
pch=19,col=c("red","green","blue","purple","orange","red","green","blue"
,"purple","orange","red","green","blue","purple","orange","red","green","blue
","purple","orange"),cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("topleft",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),pch=1
9,col=c("red","green","blue","purple","orange"), cex=1.05, text.font=2)

Q2 <- R2(Biomass.pls3)
Q2.val <- t(as.data.frame(Q2$val))
Q2Value=format(Q2.val[5,], digits=4)
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legend(.25,.2, bty="n", legend=(expression(bold(paste(Q^2,"=0.7433")),"",bold
("RMSECV=0.0651"))), cex=1.2)

# Plots the RMSEP
plot(RMSEP(Biomass.pls4),xlab="Number of Componenets", ylab="RMSEC",lty=c(1,2
),col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis
=2)
legend("topright",c("RMSEC"), lty=c(1), col=c("black"),cex=1.25,text.font=2)
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RMSEP_Values=RMSEP(Biomass.pls4)
RMSEP_Value2=as.data.frame(RMSEP_Values$val)
RMSEP_Value4=RMSEP_Value2[1,5]
RMSEPVALUE=format(RMSEP_Value4, digits=4)

# Plots the predicted values with LOO cross-validation

plot(Biomass.pls4, ncomp = 4 ,xlab="Measured Glucose Conversion (Fraction of
Theoretical Sugar)", ylab="Predicted Glucose Conversion (Fraction of Theoreti
cal Sugar)",main="",xlim=c(0,.6),ylim=c(0,.6), xaxs="i",yaxs="i",bty="n",
pch=19,col=c("red","green","blue","purple","orange","red","green","blue"
,"purple","orange","red","green","blue","purple","orange","red","green","blue
","purple","orange"),cex.lab=1.5,cex.axis=1.25,font.lab=2, font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("topleft",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),pch=1
9,col=c("red","green","blue","purple","orange"), cex=1.05,text.font=2)

R2 <- R2(Biomass.pls4)
R2.val <- t(as.data.frame(R2$val))
R2Value=format(R2.val[5,], digits=4)

legend(.25,.2, bty="n", legend=(expression(bold(paste(R^2,"=0.9154")),"",bold
("RMSEC=0.0374"))),cex=1.2)
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library(readr)
library(ChemometricsWithR)
library(pls)
library(chillR)
library(conflicted)
conflict_prefer("RMSEP", "pls", "chillR")
ibrary(plsRglm)

setwd("/Users/rajasri/Desktop/Thesis Stuff/FTIR-ATR Final Data 5-20-20/Final
PLS")

# Makes the data accessible from the csv file. Data
# contains the pretreatment type, the wavelengths the 72-hour average, 6-hour
trials 1,2,3
# 24 hours trial 1,2,3 and 72 hours trial 1,2,3
Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20.csv")
# Extracts only the numeric information
Biomass2=Biomass[, 5:526]
# Extracts the wavelengths and the 72-hour average
Biomass3=Biomass[,5:526]
# Extracts only the values obtained for the wavelengths
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Biomass5 <- Biomass3[,2:210]
Biomass6 <- Biomass2[,522]

Biomass8<- cbind(Biomass5,Biomass6)

#Assigns the numeric values for the wavelengths
wavelengths=as.data.frame(as.numeric(colnames(Biomass5)))

# Plots all the FTIR-ATR Spectra
matplot(t(Biomass5[c(1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20),]),
type = "l",
lty = 1, xlab = "Indexnumber", ylab = "Intensity")

# Computes the pls regression using the simpls method
# which mean centers the data

# Computes the pls regression using the simpls method
# which mean centers the data using LOO cross-validation
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Biomass.pls3 <- plsr(seventytwohourAverage ~.,data=Biomass8,ncomp=18, method=
"simpls", validation="LOO")
Biomass.pls4 <- plsr(seventytwohourAverage ~.,data=Biomass8,ncomp=18, method=
"simpls")

# Plots the RMSECV
plot(RMSEP(Biomass.pls3), xlab="Number of Componenets", ylab="RMSECV",lty=c(1
,2),col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.ax
is=2)
legend("topright",c("RMSECV","adj RMSECV"), lty=c(1,2), col=c("black","red"),
cex=1.25,text.font=2)

RMSECV_Values=RMSEP(Biomass.pls3)
RMSECV_Value2=as.data.frame(RMSECV_Values$val)
RMSECV_Value4=RMSECV_Value2[1,10]
RMSECVVALUE=format(RMSECV_Value4, digits=4)

# Plots the predicted values with LOO cross-validation
plot(Biomass.pls3, ncomp = 9 ,xlab="Measured Glucose Yield (Fraction of TS)",
ylab="Predicted Glucose Yield (Fraction of TS)",main="",xlim=c(0,.27),ylim=c(
0,.25), xaxs="i",yaxs="i",bty="n",
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pch=19,col=c("red","green","blue","purple","orange","red","green","blue"
,"purple","orange","red","green","blue","purple","orange","red","green","blue
","purple","orange"),cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("topleft",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),pch=1
9,col=c("red","green","blue","purple","orange"), cex=.85,text.font=2,)

Q2 <- R2(Biomass.pls3)
Q2.val <- t(as.data.frame(Q2$val))
Q2Value=format(Q2.val[10,], digits=4)

legend(.1,.09, bty="n", legend=(expression(bold(paste(Q^2,"=0.8403")),"",bold
("RMSECV=0.0232"))),cex=1.05)

# Plots the RMSEP
plot(RMSEP(Biomass.pls4),xlab="Number of Componenets", ylab="RMSEC",lty=c(1,2
),col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis
=2)
legend("topright",c("RMSEC"), lty=c(1), col=c("black"),cex=1.25,text.font=2)
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RMSEP_Values=RMSEP(Biomass.pls4)
RMSEP_Value2=as.data.frame(RMSEP_Values$val)
RMSEP_Value4=RMSEP_Value2[1,10]
RMSEPVALUE=format(RMSEP_Value4, digits=4)

# Plots the predicted values with LOO cross-validation

plot(Biomass.pls4, ncomp = 9 ,xlab="Measured Glucose Yield (Fraction of TS)",
ylab="Predicted Glucose Yield (Fraction of TS)",main="",xlim=c(0,.27),ylim=c(
0,.25), xaxs="i",yaxs="i",bty="n",
pch=19,col=c("red","green","blue","purple","orange","red","green","blue"
,"purple","orange","red","green","blue","purple","orange","red","green","blue
","purple","orange"),cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("topleft",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),pch=1
9,col=c("red","green","blue","purple","orange"), cex=.95,text.font=2)

R2 <- R2(Biomass.pls4)
R2.val <- t(as.data.frame(R2$val))
R2Value=format(R2.val[10,], digits=4)
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legend(.1,.1, bty="n", legend=(expression(bold(paste(R^2,"=0.9923")),"",bold(
"RMSEC=0.0051"))), cex=1.1)

library(readr)
library(ChemometricsWithR)
library(pls)
library(chillR)
library(conflicted)
conflict_prefer("RMSEP", "pls", "chillR")
library(plsRglm)

setwd("/Users/rajasri/Desktop/Thesis Stuff/FTIR-ATR Final Data 5-20-20/Final
PLS")

# Makes the data accessible from the csv file. Data
# contains the pretreatment type, the wavelengths the 72-hour average, 6-hour
trials 1,2,3
# 24 hours trial 1,2,3 and 72 hours trial 1,2,3
Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCXylose5-20-20.csv")
Computes the pls regression using the simpls method
# which mean centers the data
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# Computes the pls regression using the simpls method
# which mean centers the data using LOO cross-validation

Biomass.pls3 <- plsr(seventytwohourAverage ~.,data=Biomass8,ncomp=18, method=
"simpls", validation="LOO")
Biomass.pls4 <- plsr(seventytwohourAverage ~.,data=Biomass8,ncomp=18, method=
"simpls")

# Plots the RMSECV
plot(RMSEP(Biomass.pls3),xlab="Number of Componenets", ylab="RMSECV",lty=c(1,
2),col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axi
s=2)
legend("bottomright",c("RMSECV","adj RMSECV"), lty=c(1,2), col=c("black","red
"), cex=1.25,text.font=2)

RMSECV_Values=RMSEP(Biomass.pls3)
RMSECV_Value2=as.data.frame(RMSECV_Values$val)
RMSECV_Value4=RMSECV_Value2[1,2]
RMSECVVALUE=format(RMSECV_Value4, digits=4)
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# Plots the predicted values with LOO cross-validation
plot(Biomass.pls3, ncomp = 1, line = TRUE,xlab="Measured Xylose Yield (Fracti
on of TS)", ylab="Predicted Xylose Yield (Fraction of TS)",main="",xlim=c(0,.
15),ylim=c(0,.15),xaxs="i",yaxs="i",bty="n",
pch=19,col=c("red","green","blue","purple","orange","red","green","blue"
,"purple","orange","red","green","blue","purple","orange","red","green","blue
","purple","orange"),cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("topleft",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),pch=1
9,col=c("red","green","blue","purple","orange"),cex=.8,text.font=2)

Q2 <- R2(Biomass.pls3)
Q2.val <- t(as.data.frame(Q2$val))
Q2Value=format(Q2.val[2,], digits=4)

legend(.045,.15, bty="n", legend=(expression(bold(paste(Q^2,"=0.3530")),"",bo
ld("RMSECV=0.0307"))),cex=1.0)

# Plots the RMSEP
plot(RMSEP(Biomass.pls4),xlab="Number of Componenets", ylab="RMSEC",lty=c(1,2
),col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis
=2)
legend("topright",c("RMSEC"), lty=c(1), col=c("black"),cex=1.25,text.font=2)
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RMSEP_Values=RMSEP(Biomass.pls4)
RMSEP_Value2=as.data.frame(RMSEP_Values$val)
RMSEP_Value4=RMSEP_Value2[1,2]
RMSEPVALUE=format(RMSEP_Value4, digits=4)

# Plots the predicted values with LOO cross-validation
plot(Biomass.pls4, ncomp = 1, line = TRUE,xlab="Measured Xylose Yield (Fracti
on of TS)", ylab="Predicted Xylose Yield (Fraction of TS)",main="",xlim=c(0,.
15),ylim=c(0,.15),xaxs="i",yaxs="i",bty="n",
pch=19,col=c("red","green","blue","purple","orange","red","green","blue"
,"purple","orange","red","green","blue","purple","orange","red","green","blue
","purple","orange"),cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("topleft",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),pch=1
9,col=c("red","green","blue","purple","orange"),cex=.9,text.font=2)

R2 <- R2(Biomass.pls4)
R2.val <- t(as.data.frame(R2$val))
R2Value=format(R2.val[2,], digits=4)
legend(.05,.15, bty="n", legend=(expression(bold(paste(R^2,"=0.4863")),"",bol
d("RMSEC=0.0272"))))
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F.3 R Code for Variable Selection from PLS regression Modeling

# Appropriate Packages form the library are loaded
library(readr)
library(ChemometricsWithR)
library(pls)
library(mdatools)
library(plsRglm)

library(chillR)
library(conflicted)
conflict_prefer("RMSEP", "pls", "chillR")
# chooses the appropriate working directory
setwd("/Users/rajasri/Desktop/Thesis Stuff/FTIR-ATR Final Data 5-20-20/Final
PLS")
# Makes the data accessible from the csv file
Biomass <- read_csv("FinalBiomassCopyAutoBLCManualBLCGlucose5-20-20.csv")
# Extracts only the numeric values in the spreadsheet
Biomass2=Biomass[, 5:526]
Biomass3=Biomass[,5:526]
Biomass4 <- Biomass3[,2:520]
Biomass5 <- Biomass3[,2:520]
# Extracts the Glucose yields in the last column
Biomass14 <- Biomass2[,522]
# Combines the numeric values of the spectra with the glucose yields to make
the XY matrix
Biomass20 <- cbind(Biomass5,Biomass14)

# prepares the matrix to store the boot strapping regression coefficients
B <- 2000
nBiomass <- nrow(Biomass5)
boot.indices <- matrix(sample(1:nBiomass, nBiomass * B, replace = TRUE), ncol
= B)

# Conducts pls regression using the simpls method using four components
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Biomass.pls <- plsR(seventytwohourAverage ~.,data=Biomass20,4,typeVC="standar
d")
# prepares the matrix to store the boot strapping regression coefficients

coefs <- matrix(0, ncol(Biomass20), B)

B <- 2000
# Conducts 2000 bootstrap samples to calculate the regression coefficients
for (i in 1:B){
Biomass.bootpls <- plsR(seventytwohourAverage ~.,data=Biomass20,4,typeVC=
"standard",subset = boot.indices[,i])
coefs[,i] <- t(Biomass.bootpls$Coeffs)}
# Stores the regression coefficients in a matrix
coefs2 <- as.matrix(coefs)
# Extracts the coefficients for the last principal component specified
coefs3 <- coefs2[-1,]

# Stores the wavenumbers
wavelengths=as.numeric(colnames(Biomass5))
# Plots the regression coefficients
matplot(wavelengths, coefs3, type = "l",lty = 1, col = "gray",ylab = "Coeffic
ients"
,xlab = expression(paste(Wavenumber, (cm^-1))),cex.lab=1.5,cex.axis=1
.25)
abline(h = 0,col="gray")
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# Stores the regression coefficients in a matrix
RC <-as.matrix(Biomass.pls$Coeffs)
# Extracts the coefficients for the last principal component specified
RC2<-RC[-1,]

# Shows the fifth percentile regression coefficients
FiveRC <-apply(coefs3, 1, quantile, .05)
#Shows the ninety-fifth percentile regression coefficients
NintyfiveRC <-apply(coefs3, 1, quantile, .95)

# puts all the 90% CI regression coefficients into a matrix
FiveRC <- as.data.frame(FiveRC)
NintyfiveRC<- as.data.frame(NintyfiveRC)
RC2 <- as.data.frame(RC2)

# Combines the 90% CI regression coefficients into a matrix and plots all the
regression coefficients
coef.stats <- cbind(FiveRC,RC2,NintyfiveRC)
wavelengths=as.data.frame(as.numeric(colnames(Biomass5)))
matplot(wavelengths, coef.stats, type = "n",xlab = expression(paste(Wavenumbe
r,(cm^-1))),ylab = "Regression coefficient",cex.lab=1.5,cex.axis=1.25)
abline(h = 0, col = "gray")
matlines(wavelengths, coef.stats,lty = c(2,1,2), col = c(2,1,2))
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legend("bottom",c("Regression Coefficient", "90% CI of Regression Coefficient
"),lty
= c(1,2),col = c(1,2), cex=1.0,bty="n", inset=c(-0.50,0), xpd = TRUE)

# Showcases which regression coefficients are positive and which are negative
coef.stats100 <- coef.stats

coef.stats100[coef.stats100[,1:3] < 0] <- -1
coef.stats100[coef.stats100[,1:3] > 0] <- 1

coef.stats100 <- t(coef.stats100)

# Shows the sum of the three columns (5th percentile, 50th percentile and 95t
h percentile) and a sum of -3 or positive 3 is not eliminated meaning the reg
ression coefficient did not span zero
ColumnSums <- data.matrix(colSums(coef.stats100))
DataID <- data.frame(seq.int(nrow(ColumnSums)))

Coef.stats200<- cbind(ColumnSums,DataID)

# Severs the FTIT-ATR absorbance intensities so that the unimportant parts of
the spectra are eliminated based on regression coefficients
Biomass33 <- as.data.frame(Biomass5[,1:64])
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Biomass33[,1:64]<- NA
Biomass33 <- t(Biomass33)

Biomass34 <- t(as.data.frame(Biomass5[,65:127]))

Biomass35 <- as.data.frame(Biomass5[,128:167])
Biomass35[,1:40]<- NA
Biomass35 <- t(Biomass35)

Biomass36 <- t(as.data.frame(Biomass5[,168:175]))

Biomass37 <- as.data.frame(Biomass5[,176])
Biomass37[,1]<- NA
Biomass37 <- t(Biomass37)
Biomass38 <- t(as.data.frame(Biomass5[,177]))

Biomass39 <- as.data.frame(Biomass5[,178:200])
Biomass39[,1:23]<- NA
Biomass39 <- t(Biomass39)

Biomass40 <- t(as.data.frame(Biomass5[,201]))

Biomass41 <- as.data.frame(Biomass5[,202:204])
Biomass41[,1:3]<- NA
Biomass41 <- t(Biomass41)

Biomass42 <- t(as.data.frame(Biomass5[,205:251]))

Biomass43 <- as.data.frame(Biomass5[,252:263])
Biomass43[,1:12]<- NA
Biomass43 <- t(Biomass43)

Biomass44 <-t(as.data.frame(Biomass5[,264:277]))
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Biomass45 <- as.data.frame(Biomass5[,278:293])
Biomass45[,1:16]<- NA
Biomass45 <- t(Biomass45)

Biomass46 <-t(as.data.frame(Biomass5[,294:304]))

Biomass47 <- as.data.frame(Biomass5[,305:311])
Biomass47[,1:7]<- NA
Biomass47<- t(Biomass47)

Biomass48 <-t(as.data.frame(Biomass5[,312:320]))

Biomass49 <- as.data.frame(Biomass5[,321:332])
Biomass49[,1:12]<- NA
Biomass49 <- t(Biomass49)

Biomass50 <-t(as.data.frame(Biomass5[,333:342]))

Biomass51 <- as.data.frame(Biomass5[,343:355])
Biomass51[,1:13]<- NA
Biomass51 <- t(Biomass51)

Biomass52 <-t(as.data.frame(Biomass5[,356]))

Biomass53 <- as.data.frame(Biomass5[,357:369])
Biomass53[,1:13]<- NA
Biomass53 <- t(Biomass53)

Biomass54 <-t(as.data.frame(Biomass5[,370:375]))

Biomass55 <- as.data.frame(Biomass5[,376:392])
Biomass55[,1:17]<- NA
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Biomass55 <- t(Biomass55)

Biomass56 <-t(as.data.frame(Biomass5[,393:394]))

Biomass57 <- as.data.frame(Biomass5[,395:408])
Biomass57[,1:14]<- NA
Biomass57 <- t(Biomass57)

Biomass58 <-t(as.data.frame(Biomass5[,409:422]))

Biomass59 <- as.data.frame(Biomass5[,423:426])
Biomass59[,1:4]<- NA
Biomass59 <- t(Biomass59)

Biomass60 <-t(as.data.frame(Biomass5[,427]))

Biomass61 <- as.data.frame(Biomass5[,428:429])
Biomass61[,1:2]<- NA
Biomass61 <- t(Biomass61)

Biomass62 <-t(as.data.frame(Biomass5[,430:437]))

Biomass63 <- as.data.frame(Biomass5[,438:469])
Biomass63[,1:32]<- NA
Biomass63 <- t(Biomass63)

Biomass64 <-t(as.data.frame(Biomass5[,470:499]))

Biomass65 <- as.data.frame(Biomass5[,500:519])
Biomass65[,1:20]<- NA
Biomass65 <- t(Biomass65)

# Makes a data matrix with the eliminated parts of the FTIR-ATR spectra
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Biomass25 <- as.data.frame(rbind(Biomass33,Biomass34,Biomass35,Biomass36,Biom
ass37,Biomass38,Biomass39,Biomass40,Biomass41,Biomass42,Biomass43,Biomass44,B
iomass45,Biomass46,Biomass47,Biomass48,Biomass49,Biomass50,Biomass51,Biomass5
2,Biomass53, Biomass54,Biomass55,Biomass56,Biomass57,Biomass58,Biomass59,Biom
ass60,Biomass61,Biomass62,Biomass63,Biomass64,Biomass65))
# Combines the new data matrix with the glucose yields
Biomass18<- cbind(t(Biomass25),Biomass14)
Biomass18<- as.data.frame(Biomass18)
Biomass18<- as.data.frame(t(na.omit(t(Biomass18))))

# Binds the 90% CI regressions coefficients showcasing which are positive and
which are negative
coef.stats3 <- t(cbind(FiveRC,RC2,NintyfiveRC))

# Severs the 90% CI regression coefficients so that the ones spanning the x-a
xis are eliminated (meaning that regression coefficient is unimportant)

coef.stats33 <- as.data.frame(coef.stats3[,1:64])
coef.stats33[,1:64]<- NA
coef.stats33 <- t(coef.stats33)

coef.stats34 <- t(as.data.frame(coef.stats3[,65:127]))

coef.stats35 <- as.data.frame(coef.stats3[,128:167])
coef.stats35[,1:40]<- NA
coef.stats35 <- t(coef.stats35)

coef.stats36 <- t(as.data.frame(coef.stats3[,168:175]))

coef.stats37 <- as.data.frame(coef.stats3[,176])
coef.stats37[,1]<- NA
coef.stats37 <- t(coef.stats37)

coef.stats38 <- t(as.data.frame(coef.stats3[,177]))

coef.stats39 <- as.data.frame(coef.stats3[,178:200])
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coef.stats39[,1:23]<- NA
coef.stats39 <- t(coef.stats39)

coef.stats40 <- t(as.data.frame(coef.stats3[,201]))

coef.stats41 <- as.data.frame(coef.stats3[,202:204])
coef.stats41[,1:3]<- NA
coef.stats41 <- t(coef.stats41)

coef.stats42 <- t(as.data.frame(coef.stats3[,205:251]))

coef.stats43 <- as.data.frame(coef.stats3[,252:263])
coef.stats43[,1:12]<- NA
coef.stats43 <- t(coef.stats43)

coef.stats44 <-t(as.data.frame(coef.stats3[,264:277]))

coef.stats45 <- as.data.frame(coef.stats3[,278:293])
coef.stats45[,1:16]<- NA
coef.stats45 <- t(coef.stats45)

coef.stats46 <-t(as.data.frame(coef.stats3[,294:304]))

coef.stats47 <- as.data.frame(coef.stats3[,305:311])
coef.stats47[,1:7]<- NA
coef.stats47<- t(coef.stats47)

coef.stats48 <-t(as.data.frame(coef.stats3[,312:320]))

coef.stats49 <- as.data.frame(coef.stats3[,321:332])
coef.stats49[,1:12]<- NA
coef.stats49 <- t(coef.stats49)
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coef.stats50 <-t(as.data.frame(coef.stats3[,333:342]))

coef.stats51 <- as.data.frame(coef.stats3[,343:355])
coef.stats51[,1:13]<- NA
coef.stats51 <- t(coef.stats51)

coef.stats52 <-t(as.data.frame(coef.stats3[,356]))

coef.stats53 <- as.data.frame(coef.stats3[,357:369])
coef.stats53[,1:13]<- NA
coef.stats53 <- t(coef.stats53)

coef.stats54 <-t(as.data.frame(coef.stats3[,370:375]))

coef.stats55 <- as.data.frame(coef.stats3[,376:392])
coef.stats55[,1:17]<- NA
coef.stats55 <- t(coef.stats55)

coef.stats56 <-t(as.data.frame(coef.stats3[,393:394]))

coef.stats57 <- as.data.frame(coef.stats3[,395:408])
coef.stats57[,1:14]<- NA
coef.stats57 <- t(coef.stats57)

coef.stats58 <-t(as.data.frame(coef.stats3[,409:422]))

coef.stats59 <- as.data.frame(coef.stats3[,423:426])
coef.stats59[,1:4]<- NA
coef.stats59 <- t(coef.stats59)

coef.stats60 <-t(as.data.frame(coef.stats3[,427]))

coef.stats61 <- as.data.frame(coef.stats3[,428:429])
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coef.stats61[,1:2]<- NA
coef.stats61 <- t(coef.stats61)

coef.stats62 <-t(as.data.frame(coef.stats3[,430:437]))

coef.stats63 <- as.data.frame(coef.stats3[,438:469])
coef.stats63[,1:32]<- NA
coef.stats63 <- t(coef.stats63)

coef.stats64 <-t(as.data.frame(coef.stats3[,470:499]))

coef.stats65 <- as.data.frame(coef.stats3[,500:519])
coef.stats65[,1:20]<- NA
coef.stats65 <- t(coef.stats65)

# Makes a data matrix with the eliminated parts of the regression coefficient
s
coef.stats2 <- rbind(coef.stats33,coef.stats34,coef.stats35,coef.stats36,coef
.stats37,coef.stats38,coef.stats39,coef.stats40,coef.stats41,coef.stats42, co
ef.stats43,coef.stats44,coef.stats45,coef.stats46,coef.stats47,coef.stats48,c
oef.stats49,coef.stats50,coef.stats51,coef.stats52,coef.stats53,coef.stats54,
coef.stats55,coef.stats56,coef.stats57,coef.stats58,coef.stats59,coef.stats60
,coef.stats61,coef.stats62,coef.stats63,coef.stats64,coef.stats65)

# Makes a data frame with the wavenumbers
wavelengths2=as.data.frame(as.numeric(colnames(Biomass4)))

# Eliminates the wavenumbers where the regions of the spectra are eliminated
wavelengths33 <- as.data.frame(wavelengths2[1:64,])
wavelengths33[1:64,]<- NA
wavelengths33 <- t(wavelengths33)

wavelengths34 <- t(as.data.frame(wavelengths2[65:127,]))
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wavelengths35 <- as.data.frame(wavelengths2[128:167,])
wavelengths35[1:40,]<- NA
wavelengths35 <- t(wavelengths35)

wavelengths36 <- t(as.data.frame(wavelengths2[168:175,]))

wavelengths37 <- as.data.frame(wavelengths2[176,])
wavelengths37[1,]<- NA
wavelengths37 <- t(wavelengths37)

wavelengths38 <- t(as.data.frame(wavelengths2[177,]))

wavelengths39 <- as.data.frame(wavelengths2[178:200,])
wavelengths39[1:23,]<- NA
wavelengths39 <- t(wavelengths39)

wavelengths40 <- t(as.data.frame(wavelengths2[201,]))

wavelengths41 <- as.data.frame(wavelengths2[202:204,])
wavelengths41[1:3,]<- NA
wavelengths41 <- t(wavelengths41)

wavelengths42 <- t(as.data.frame(wavelengths2[205:251,]))

wavelengths43 <- as.data.frame(wavelengths2[252:263,])
wavelengths43[1:12,]<- NA
wavelengths43 <- t(wavelengths43)

wavelengths44 <-t(as.data.frame(wavelengths2[264:277,]))

wavelengths45 <- as.data.frame(wavelengths2[278:293,])
wavelengths45[1:16,]<- NA
wavelengths45 <- t(wavelengths45)
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wavelengths46 <-t(as.data.frame(wavelengths2[294:304,]))

wavelengths47 <- as.data.frame(wavelengths2[305:311,])
wavelengths47[1:7,]<- NA
wavelengths47<- t(wavelengths47)

wavelengths48 <-t(as.data.frame(wavelengths2[312:320,]))

wavelengths49 <- as.data.frame(wavelengths2[321:332,])
wavelengths49[1:12,]<- NA
wavelengths49 <- t(wavelengths49)

wavelengths50 <-t(as.data.frame(wavelengths2[333:342,]))

wavelengths51 <- as.data.frame(wavelengths2[343:355,])
wavelengths51[1:13,]<- NA
wavelengths51 <- t(wavelengths51)

wavelengths52 <-t(as.data.frame(wavelengths2[356,]))

wavelengths53 <- as.data.frame(wavelengths2[357:369,])
wavelengths53[1:13,]<- NA
wavelengths53 <- t(wavelengths53)

wavelengths54 <-t(as.data.frame(wavelengths2[370:375,]))

wavelengths55 <- as.data.frame(wavelengths2[376:392,])
wavelengths55[1:17,]<- NA
wavelengths55 <- t(wavelengths55)

wavelengths56 <-t(as.data.frame(wavelengths2[393:394,]))

wavelengths57 <- as.data.frame(wavelengths2[395:408,])
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wavelengths57[1:14,]<- NA
wavelengths57 <- t(wavelengths57)

wavelengths58 <-t(as.data.frame(wavelengths2[409:422,]))

wavelengths59 <- as.data.frame(wavelengths2[423:426,])
wavelengths59[1:4,]<- NA
wavelengths59 <- t(wavelengths59)

wavelengths60 <-t(as.data.frame(wavelengths2[427,]))

wavelengths61 <- as.data.frame(wavelengths2[428:429,])
wavelengths61[1:2,]<- NA
wavelengths61 <- t(wavelengths61)

wavelengths62 <-t(as.data.frame(wavelengths2[430:437,]))

wavelengths63 <- as.data.frame(wavelengths2[438:469,])
wavelengths63[1:32,]<- NA
wavelengths63 <- t(wavelengths63)

wavelengths64 <-t(as.data.frame(wavelengths2[470:499,]))

wavelengths65 <- as.data.frame(wavelengths2[500:519,])
wavelengths65[1:20,]<- NA
wavelengths65 <- t(wavelengths65)

# Creates the new data matric with the eliminated wavenumbers
Wavelengths100 <- cbind (wavelengths33, wavelengths34, wavelengths35, wavelen
gths36, wavelengths37, wavelengths38, wavelengths39, wavelengths40, wavelengt
hs41, wavelengths42, wavelengths43, wavelengths44, wavelengths45, wavelengths
46, wavelengths47, wavelengths48, wavelengths49, wavelengths50, wavelengths51
, wavelengths52,wavelengths53,wavelengths54,wavelengths55,wavelengths56, wave
lengths57,wavelengths58,wavelengths59,wavelengths60,wavelengths61,wavelengths
62,wavelengths63,wavelengths64,wavelengths65)
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wavelengths <- as.data.frame(t(Wavelengths100))

# Creates the new data matric with the eliminated wavenumbers with the proper
dimensions
Wavelengths200 <- cbind(wavelengths33,wavelengths34,wavelengths35,wavelengths
36,wavelengths37,wavelengths38,wavelengths39,wavelengths40,wavelengths41,wave
lengths42,wavelengths43,wavelengths44,wavelengths45,wavelengths46, wavelength
s47,wavelengths48,wavelengths49, wavelengths50,wavelengths51,wavelengths52,wa
velengths53,wavelengths54,wavelengths55,wavelengths56, wavelengths57,waveleng
ths58,wavelengths59,wavelengths60,wavelengths61,wavelengths62,wavelengths63,w
avelengths64,wavelengths65)

# orients the wavenumber matrix properly
wavelengths3 <- as.data.frame(t(Wavelengths200))

# Plots all the FTIR-ATR Spectra

matplot(wavelengths3, Biomass25,type = "l",cex.lab=1.5,cex.axis=1.25,xlim=c(8
00,1800), lty = 1, xlab = expression(bold(paste(Wavenumber, (cm^-1)))),
le",

ylab = "Intensity",col = c("blue","green","red","yellow","pink","purp

"orange","black","gold","tan","brown","cyan","chartreuse","aquamarine
","blueviolet","darkmagenta","greenyellow","mediumvioletred","yellowgreen","s
lateblue1"),
font.lab=2,font.axis=2)
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# Plots all the regression coefficients
matplot(wavelengths3, coef.stats2, type = "n",xlab = expression(bold(paste
(Wavenumber, (cm^-1)))),ylab = "Regression coefficient",cex.lab=1.5,cex.axis=
1.25,
xlim=c(800,1800),font.lab=2,font.axis=2)
abline(h = 0, col = "gray")
matlines(wavelengths, coef.stats2,lty = c(2,1,2), col = c(2,1,2))
legend(800,23,c("Regression Coefficient", "90% CI of Regression Coefficient")
,lty = c(1,2),col = c(1,2), cex=1.0,bty="n", inset=c(-0.50,0), xpd = TRUE,tex
t.font = 2)
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# Plots only the retained regression coefficients
matplot(wavelengths2, t(coef.stats3), type = "n",xlab = expression(bold(paste
(Wavenumber, (cm^1)))),ylab = "Regression coefficient",cex.lab=1.5,cex.axis=1
.25,
xlim=c(800,1800),font.lab=2,font.axis=2)
abline(h = 0, col = "gray")
matlines(wavelengths2, t(coef.stats3),lty = c(2,1,2), col = c(2,1,2))
legend(800,45,c("Regression Coefficient", "90% CI of Regression Coefficient")
,
lty = c(1,2),col = c(1,2), cex=1.0,bty="n", inset=c(-0.50,0), xpd = TR
UE,text.font = 2)
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# Conducts PLS regression with the spectra with eliminated regions based on r
egression coefficients
Biomass.pls3 <- plsr(seventytwohourAverage ~.,data=Biomass18,ncomp=18, method
="simpls", validation="LOO")
Biomass.pls4 <- plsr(seventytwohourAverage ~.,data=Biomass18,ncomp=18, method
="simpls")

# Plots the RMSECV
plot(RMSEP(Biomass.pls3), xlab="Number of Componenets", ylab="RMSECV",lty=c(1
,2)
,col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.
axis=2)
legend("topright",c("RMSECV","adj RMSECV"), lty=c(1,2), col=c("black","red"),
cex
=1.1,text.font=2)

RMSECV_Values=RMSEP(Biomass.pls3)
RMSECV_Value2=as.data.frame(RMSECV_Values$val)
RMSECV_Value4=RMSECV_Value2[1,6]
RMSECVVALUE=format(RMSECV_Value4, digits=4)

# Plots the predicted values with LOO cross-validation
plot(Biomass.pls3, ncomp = 5 ,xlab="Measured Glucose Yield (Fraction of TS)",
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ylab="Predicted Glucose Yield (Fraction of TS)",main="",xlim=c(0,.27),yl
im=c(0,.2), xaxs="i",yaxs="i",bty="n",
pch=19,col=c("red","green","blue","purple","orange","red","green","blue"
,"purple","orange","red","green","blue","purple","orange","red","green","blue
","purple","orange"),cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("bottomright",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),p
ch=19,
col=c("red","green","blue","purple","orange"),cex=1.0,text.font=2)

Q2 <- R2(Biomass.pls3)
Q2.val <- t(as.data.frame(Q2$val))
Q2Value=format(Q2.val[6,], digits=4)

legend("topleft", bty="n", legend=(expression(bold(paste(Q^2,"=0.8455")),"",b
old
("RMSECV=0.02278"))),cex=1.1)

# Plots the RMSEC
plot(RMSEP(Biomass.pls4),xlab="Number of Componenets", ylab="RMSEC",lty=c(1,2
),
col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.a
xis=2)
legend("topright",c("RMSEC"), lty=c(1), col=c("black"),cex=1.1,text.font=2)
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RMSEP_Values=RMSEP(Biomass.pls4)
RMSEP_Value2=as.data.frame(RMSEP_Values$val)
RMSEP_Value4=RMSEP_Value2[1,6]
RMSEPVALUE=format(RMSEP_Value4, digits=5)

# Plots the predicted values

plot(Biomass.pls4, ncomp = 5 ,xlab="Measured Glucose Yield (Fraction of TS)",
ylab="Predicted Glucose Yield (Fraction of TS)",main="",xlim=c(0,.27),
ylim=c(0,.25), xaxs="i",yaxs="i",bty="n",
lue","purple",

pch=19,col=c("red","green","b

"orange","red","green","blue","purple","orange","red","green","blue","pu
rple","orange",
"red","green","blue","purple","orange"),cex.lab=1.5,cex.axis=1.25,font.lab=2,
font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("bottomright",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),
=2)

pch=19,col=c("red","green","blue","purple","orange"),cex=1.0,text.font

R2 <- R2(Biomass.pls4)
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R2.val <- t(as.data.frame(R2$val))
R2Value=format(R2.val[6,], digits=4)

legend("topleft", bty="n", legend=(expression(bold(paste(R^2,"=0.9562")),"",b
old
("RMSEC=0.012124"))),cex=1.2)

# Plots 90% CI regression coefficients
matplot(wavelengths, coef.stats2, type = "n",xlab = expression(paste(Wavenumb
er,
(cm^-1))),ylab = "Regression coefficient")
abline(h = 0, col = "gray")
matlines(wavelengths, coef.stats2,lty = c(2,1,2), col = c(2,1,2))
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# Combines the 90% CI regression coefficients with the VIP scores into a matr
ix
Column2 <- data.matrix(coef.stats2)
DataID2 <- data.frame(seq.int(nrow(coef.stats2)))

Coef.stats2<- cbind(Column2,DataID2,y)

# Eliminate regions of the spectra based on VIP Score and Regression Coeffici
ent

Biomass330 <- as.data.frame(Biomass5[,1:81])
Biomass330[,1:81]<- NA
Biomass330 <- t(Biomass330)

Biomass340 <- t(as.data.frame(Biomass5[,82:127]))

Biomass350 <- as.data.frame(Biomass5[,128:210])
Biomass350[,1:83]<- NA
Biomass350 <- t(Biomass350)

Biomass360 <- t(as.data.frame(Biomass5[,211:232]))

Biomass370 <- as.data.frame(Biomass5[,233:264])
Biomass370[,1:32]<- NA
Biomass370 <- t(Biomass370)

Biomass380 <- t(as.data.frame(Biomass5[,265:273]))

Biomass390 <- as.data.frame(Biomass5[,274:408])
Biomass390[,1:135]<- NA
Biomass390 <- t(Biomass390)

Biomass400 <- t(as.data.frame(Biomass5[,409:422]))
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Biomass410 <- as.data.frame(Biomass5[,423:472])
Biomass410[,1:40]<- NA
Biomass410 <- t(Biomass410)

Biomass420 <- t(as.data.frame(Biomass5[,473:497]))

Biomass430 <- as.data.frame(Biomass5[,498:519])
Biomass430[,1:22]<- NA
Biomass430 <- t(Biomass430)

# Combines the matrix into one with regions of the FTIR-ATR spectra eliminate
d
#based on VIP Score and Regression Coefficient

Biomass250 <- as.data.frame(rbind(Biomass330,Biomass340,Biomass350,Biomass360
,
Biomass370,Biomass380,Biomass390,Biomass400,Biomass410,Biomass420,Biomass430)
)

# Eliminate regions of the 90% CI regression coefficients based on VIP Score
and Regression Coefficient

coef.stats330 <- as.data.frame(coef.stats3[,1:81])
coef.stats330[,1:81]<- NA
coef.stats330 <- t(coef.stats330)

coef.stats340 <- t(as.data.frame(coef.stats3[,82:127]))

coef.stats350 <- as.data.frame(coef.stats3[,128:210])
coef.stats350[,1:83]<- NA
coef.stats350 <- t(coef.stats350)
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coef.stats360 <- t(as.data.frame(coef.stats3[,211:232]))

coef.stats370 <- as.data.frame(coef.stats3[,233:264])
coef.stats370[,1:32]<- NA
coef.stats370 <- t(coef.stats370)

coef.stats380 <- t(as.data.frame(coef.stats3[,265:273]))

coef.stats390 <- as.data.frame(coef.stats3[,274:408])
coef.stats390[,1:135]<- NA
coef.stats390 <- t(coef.stats390)

coef.stats400 <- t(as.data.frame(coef.stats3[,409:422]))

coef.stats410 <- as.data.frame(coef.stats3[,423:472])
coef.stats410[,1:50]<- NA
coef.stats410 <- t(coef.stats410)

coef.stats420 <- t(as.data.frame(coef.stats3[,473:497]))

coef.stats430 <- as.data.frame(coef.stats3[,498:519])
coef.stats430[,1:22]<- NA
coef.stats430 <- t(coef.stats430)

# Combines the 90% CI regression coefficients into one matrix with the elimin
ated regions
coef.stats250 <- as.data.frame(rbind(coef.stats330,coef.stats340,coef.stats35
0,coef.stats360,coef.stats370,coef.stats380,coef.stats390,coef.stats400,coef.
stats410,coef.stats420,coef.stats430))

# Eliminate regions of the wavenumbers based on VIP score and regression coef
ficients

wavelengths330 <- as.data.frame(wavelengths2[1:81,])
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wavelengths330[1:81,]<- NA
wavelengths330 <- t(wavelengths330)

wavelengths340 <- t(as.data.frame(wavelengths2[82:127,]))

wavelengths350 <- as.data.frame(wavelengths2[128:210,])
wavelengths350[1:83,]<- NA
wavelengths350 <- t(wavelengths350)

wavelengths360 <- t(as.data.frame(wavelengths2[211:232,]))

wavelengths370 <- as.data.frame(wavelengths2[233:264,])
wavelengths370[1:32,]<- NA
wavelengths370 <- t(wavelengths370)

wavelengths380 <- t(as.data.frame(wavelengths2[265:273,]))

wavelengths390 <- as.data.frame(wavelengths2[274:408,])
wavelengths390[1:135,]<- NA
wavelengths390 <- t(wavelengths390)

wavelengths400 <- t(as.data.frame(wavelengths2[409:422,]))

wavelengths410 <- as.data.frame(wavelengths2[423:472,])
wavelengths410[1:50,]<- NA
wavelengths410 <- t(wavelengths410)

wavelengths420 <- t(as.data.frame(wavelengths2[473:497,]))

wavelengths430 <- as.data.frame(wavelengths2[498:519,])
wavelengths430[1:22,]<- NA
wavelengths430 <- t(wavelengths430)
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# places all the wavenumbers into a single matrix with the eliminated regions
based on VIP scores and regression coefficients
wavelengths250 <cbind(wavelengths330,wavelengths340,wavelengths350,wavelengths360,wavelengths
370,wavelengths380,wavelengths390,wavelengths400,wavelengths410,wavelengths42
0,wavelengths430)

wavelengths250 <- as.data.frame(t(wavelengths250))

# plots the FTIR-ATR spectra with elimination of regions based on VIP scores
and regression coefficients
matplot(wavelengths250, Biomass250,type = "l",xlim=c(800,1800),
lty = 1, xlab = expression(bold(paste(Wavenumber,
(cm^-1)))), ylab = "Intensity",col = c("blue","green","red","yellow","pink",
"purple","orange","black","gold","tan","brown","cyan","chartreuse","aquamarin
e","blueviolet","darkmagenta","greenyellow","mediumvioletred","yellowgreen","
slateblue1"),
cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=2)
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matplot(wavelengths250, coef.stats250, type = "n",xlab = expression(bold(past
e
(Wavenumber,(cm^-1)))),ylab = "Regression coefficient",cex.lab=1.5,cex.axis=1
.25,font.lab=2,
font.axis=2)
abline(h = 0, col = "gray")
matlines(wavelengths250, coef.stats250,lty = c(2,1,2), col = c(2,1,2))
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# Conducts pls regression with oscorepls which extract VIP scores
Biomass.pls5 <- plsr(seventytwohourAverage ~.,data=Biomass20,ncomp=18,
method="oscorespls",validation="LOO")

y<- as.data.frame(VIP(Biomass.pls5))
y<- y[4,]

y<-t(as.vector(y))
x<-t(as.data.frame((as.vector(as.numeric(colnames(Biomass5))))))

# plots and overlays the regression coefficients with the VIP scores
par(mar = c(5,5,5,5))
matplot(wavelengths250, coef.stats250, type = "n",
xlab=expression(paste(Wavenumber, (cm^-1))), xlim=c(800,1800), ylab="Regressi
on Coefficient")
abline(h = 0, col = "gray")
matlines(wavelengths250, coef.stats250,lty = c(2,1,2), col = c(2,1,2))
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par(new = TRUE)

plot(x,y,main="",xaxt = "n", yaxt = "n", xlab=expression(paste(Wavenumber, (c
m^1))), ylab = "",type = "l",lty = 1, col = "black",xlim=c(800,1800))
abline(h =1)
axis(side = 4)
mtext("VIP Score",side = 4, line =2)

y<-t(as.vector(y))
x<-t(as.data.frame((as.vector(as.numeric(colnames(Biomass5))))))

par(mar = c(5,5,5,5))
matplot(wavelengths, coef.stats250, type = "n",xlab=expression(bold(paste
(Wavenumber, (cm^-1)))), xlim=c(800,1800), ylab="Regression Coefficient",cex.
lab=1.5,
cex.axis=1.25,font.lab=2,font.axis=2)
abline(h = 0, col = "gray")
matlines(wavelengths, coef.stats250,lty = c(2,1,2), col = c(2,1,2))
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par(new = TRUE)

plot(x,y,main="",xaxt = "n", yaxt = "n",xlab = "", ylab = "",type = "l",lty =
1,
col = "blue",xlim=c(800,1800),font.lab=2,font.axis=2)
abline(h =1)
axis(side = 4,cex.axis=1.25,font.axis=2)
mtext("VIP Score",side = 4,line=3,cex=1.5,font=2)
legend(700,3.5,c("Regression Coefficient", "90% CI of Regression Coefficient"
, "
VIP Score"),lty = c(1,2,1),col = c(1,2,"blue"),bty="n", cex=1.0, horiz = TRUE
,
inset = c(0,0), xpd = TRUE,text.width =c(100,100,150),text.font=2)

#

combines the new XY FTIR-ATR matrix with the glucose yields

Biomass14 <- Biomass2[,522]
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Biomass180<- cbind(t(Biomass250),Biomass14)
Biomass180<- as.data.frame(Biomass180)
Biomass180<- as.data.frame(t(na.omit(t(Biomass180))))

# Conducts pls regression with the simpls methods with and without cross vali
dation
Biomass.pls3 <- plsr(seventytwohourAverage ~.,data=Biomass180,ncomp=18, metho
d="simpls", validation="LOO")
Biomass.pls4 <- plsr(seventytwohourAverage ~.,data=Biomass180,ncomp=18, metho
d="simpls")

# Plots the RMSECV
plot(RMSEP(Biomass.pls3), xlab="Number of Componenets", ylab="RMSECV",lty=c(1
,2)
,col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=
2)
legend(3,.075,c("RMSECV","adj RMSECV"), lty=c(1,2), col=c("black","red"),
cex=1.05,text.font=2)
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RMSECV_Values=RMSEP(Biomass.pls3)
RMSECV_Value2=as.data.frame(RMSECV_Values$val)
RMSECV_Value4=RMSECV_Value2[1,9]
RMSECVVALUE=format(RMSECV_Value4, digits=4)

# Plots the predicted values with LOO cross-validation
plot(Biomass.pls3, ncomp = 8 ,xlab="Measured Glucose Yield (Fraction of TS)",
ylab="Predicted Glucose Yield (Fraction of TS)",main="",xlim=c(0,.27),
ylim=c(0,.25), xaxs="i",yaxs="i",bty="n",
pch=19,col=c("red","green","blue","purple","orange","red","green","blue"
,"purple","orange","red","green",
"blue","purple","orange","red","green","blue","purple","ora
nge"),cex.lab=1.5,cex.axis=1.25,font.lab=2,font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("bottomright",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),
=2)

pch=19,col=c("red","green","blue","purple","orange"),cex=.95,text.font

Q2 <- R2(Biomass.pls3)
Q2.val <- t(as.data.frame(Q2$val))
Q2Value=format(Q2.val[9,], digits=4)

legend("topleft", bty="n", legend=(expression(bold(paste(Q^2,"=0.9279")),"",b
old
("RMSECV=0.0156"))),cex=1.1)
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# Plots the RMSEC
plot(RMSEP(Biomass.pls4),xlab="Number of Componenets", ylab="RMSEC",lty=c(1,2
),
col=c("black","red"),main="",cex.lab=1.5,cex.axis=1.25,font.lab=2,font.a
xis=2)
legend("topright",c("RMSEC"), lty=c(1), col=c("black"),cex=1.1,text.font=2)

RMSEP_Values=RMSEP(Biomass.pls4)

229

RMSEP_Value2=as.data.frame(RMSEP_Values$val)
RMSEP_Value4=RMSEP_Value2[1,13]
RMSEPVALUE=format(RMSEP_Value4, digits=4)

# Plots the predicted values

plot(Biomass.pls4, ncomp = 8 ,xlab="Measured Glucose Yield (Fraction of TS)",
ylab="Predicted Glucose Yield (Fraction of TS)",main="",xlim=c(0,.27),
ylim=c(0,.25), xaxs="i",yaxs="i",bty="n", pch=19,col=c("red","green","blue","
purple",
"orange","red","green","blue","purple","orange","red","green","blue","purple"
,
"orange","red","green","blue","purple","orange"),cex.lab=1.5,cex.axis=1.25,
font.lab=2,font.axis=2)
lines(par()$usr[1:2], par()$usr[1:2] )
legend("bottomright",c("Corn Stover","Poplar","Rye","Switchgrass","Willow"),
pch=19,col=c("red","green","blue","purple","orange"),cex=1.0,text.font=2)

R2 <- R2(Biomass.pls4)
R2.val <- t(as.data.frame(R2$val))
R2Value=format(R2.val[9,], digits=4)
legend("topleft", bty="n", legend=(expression(bold(paste(R^2,"=0.9905")),"",b
old
("RMSEC=0.0030"))),cex=1.1)
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