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Abstract
Suppose P is a property referring to a real matrix. We say that a sign pattern A allows P if there exists at
least one matrix with the same sign pattern as A that has the property P. In this paper, we study sign patterns
allowing nilpotence of index 3. Four methods for constructing sign patterns that allow nilpotence of index 3
are obtained. All tree sign patterns that allow nilpotence of index 3 are characterized. Sign patterns of order
3 that allow nilpotence are identified.
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1. Introduction
The sign of a real number a, denoted by sgn(a), is defined to be 1, −1 or 0, according to a > 0,
a < 0 or a = 0. A sign pattern matrix (or a sign pattern, for short) is a matrix whose entries are
from the set {1,−1, 0}. The sign pattern of a real matrix B, denoted by sgn(B), is the sign pattern
matrix obtained from B by replacing each entry by its sign.
Let Qn be the set of all sign patterns of order n. For A ∈ Qn, the set of all real matrices with
the same sign pattern as A is called the qualitative class of A, and is denoted by Q(A) [2].
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Suppose P is a property referring to a real matrix. Then a sign pattern A is said to require P if
every real matrix in Q(A) has property P, or to allow P if some real matrix in Q(A) has property
P. In this paper, we investigate the property N of being nilpotent. Recall that a real matrix B is
said to be nilpotent if Bk = 0 for some positive integer k. The smallest such integer k is called
the index (of nilpotence) of B.
Let k be a positive integer. We now consider sign patterns that allowBk = 0, that is, we consider
sign patterns that allow nilpotence of index at most k. The sign patterns that allow nilpotence, also
referred to as the potentially nilpotent sign patterns (see [3–5]), form a large class. We denote the
class of all sign patterns that allow nilpotence of index at most k byNk .N2 is studied in [3]. In
this paper, we investigateN3. In particular, some results in [3] are extended.
Let A = (aij ) ∈ Qn. A formal nonzero product of the form
P = ai1i2ai2i3 · · · aikik+1
is called a walk of length k from i1 to ik+1; if the index set {i1, i2, . . . , ik, ik+1} consists of distinct
indices, P is called a path of length k (or k-path). A formal nonzero product of the form
γ = ai1i2ai2i3 · · · aiki1 ,
in which the index set {i1, i2, . . . , ik} consists of distinct indices is called a simple cycle of length
k (or simple k-cycle). A composite k-cycle is a product of simple cycles whose total length is k
and whose index sets are mutually disjoint. A cycle (simple or composite) just corresponds to a
term in the determinant expansion of the principal submatrix associated with the indices of the
cycle. We denote by c(A) the maximum of the lengths of all simple and composite cycles of A.
For A ∈ Qn, we define the minimum rank of A as
mr(A) = min{rank(B) | B ∈ Q(A)}.
A subpattern Aˆ of a sign pattern A is a sign pattern obtained by replacing a number (possibly
none) of the nonzero entries in A with 0. We also say that A is a super-pattern of Aˆ.
A permutation pattern is a square sign pattern with entries 0 and 1, where the entry 1 occurs
precisely once in each row and in each column. A permutational similarity of the (square) pattern
A is a product of the form STAS, where S is a permutation pattern.
A signature pattern is a diagonal sign pattern, each of whose diagonal entries is 1 or −1. A
signature similarity of the (square) pattern A is a product of the form SAS, where S is a signature
pattern.
2. Some basic results
Lemma 2.1 [3]. The setNk is closed under the following operations:
(i) negation,
(ii) transposition,
(iii) permutational similarity, and
(iv) signature similarity.
In this paper, we say two sign patterns are equivalent if one can be obtained from the other by
performing a sequence of operations listed in Lemma 2.1. This is indeed an equivalence relation.
Lemma 2.2. A real matrix B is nilpotent if and only if each of its eigenvalues is equal to zero.
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Recall that a reducible (real or sign pattern) matrix is permutationally similar to a matrix
in Frobenius normal form (see p. 58 in [1]). Consequently, a reducible sign pattern A allows
nilpotence if and only if each irreducible component (see [1]) of A allows nilpotence. Thus, in
some of our results, we only consider irreducible sign patterns.
Lemma 2.3. Let B be a nilpotent real matrix of index at most 3, and J the Jordan form of B. Then
each Jordan block in J is one of the following:
J1 = [0], J2 =
[
0 1
0 0
]
, J3 =
⎡⎣0 1 00 0 1
0 0 0
⎤⎦ .
Theorem 2.4 [3]. Let A ∈ Qn. If A ∈N3, then mr(A)  2n/3.
Proof. Let A ∈ Qn and A ∈N3. Then there exists a real matrix B ∈ Q(A) such that B3 = 0. By
Lemma 2.3, we can assume that the Jordan form J of B is a direct sum of k1 copies of J1, k2 copies
of J2 and k3 copies of J3, where k1 + 2k2 + 3k3 = n. Then rank(B) = rank(J ) = k2 + 2k3 
2k1
3 + 4k23 + 6k33 = 2n/3, and hence, mr(A)  rank(B)  2n/3. 
Example 2.5. The sign pattern
A =
⎡⎢⎢⎣
1 1 1 1
−1 −1 −1 −1
1 1 1 0
1 1 0 0
⎤⎥⎥⎦
satisfies many necessary conditions (see [3]) for allowing nilpotence. However, it is easy to see
that mr(A) = 3 > 8/3 and hence, A /∈N3 by the preceding theorem.
Theorem 2.6. Let B be a real matrix of order n with rank(B) = r. Then B3 = 0 if and only if there
exists a nonnegative integer l and nonzero real column vectors α1, α2, . . . , αr and β1, β2, . . . , βr
of order n with l  r2 , 2r − l  n and
βTj αi =
{
1 if 2  i  2l is even and j = i − 1,
0 otherwise, (2.1)
such that
B =
∑
1ir
αiβ
T
i = α1βT1 + α2βT2 + · · · + αrβTr . (2.2)
Proof. Sufficiency. Let B = α1βT1 + α2βT2 + · · · + αrβTr . By (2.1), we have that
B2 = (α1βT1 + α2βT2 + · · · + αrβTr )(α1βT1 + α2βT2 + · · · + αrβTr )
= α1βT2 + α3βT4 + · · · + α2l−1βT2l
and
B3 = (α1βT1 + α2βT2 + · · · + αrβTr )(α1βT2 + α3βT4 + · · · + α2l−1βT2l ) = 0.
Necessity. Let B3 = 0 with rank(B) = r . By Lemma 2.3, the Jordan form J of B is a direct
sum of l copies of J3, r − 2l copies of J2 and n + l − 2r copies of J1, where 0  l  r/2 and
2r − l  n. It implies that there exists a nonsingular real matrix D of order n such that
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D−1BD = J =
⎡⎢⎢⎢⎣
J11
J22
.
.
.
Jn−r,n−r
⎤⎥⎥⎥⎦ , (2.3)
where J11 = · · · = Jll = J3, Jl+1,l+1 = · · · = Jr−l,r−l = J2 and Jr−l+1,r−l+1 = · · · =
Jn−r,n−r = J1. Write
D = (u1, u2, . . . , un) and D−1 =
⎛⎜⎜⎜⎝
vT1
vT2
...
vTn
⎞⎟⎟⎟⎠ ,
where u1, u2, . . . , un are column vectors of D and vT1 , v
T
2 , . . . , v
T
n are row vectors of D−1. Clearly,
vTi ui = 1 for i = 1, 2, . . . , n, and vTj ui = 0 for i /= j . Let
α2i−1 = u3i−2, α2i = u3i−1 for i = 1, 2, . . . , l,
α2l+j = u3l+2j−1 for j = 1, 2, . . . , r − 2l,
βT2i−1 = vT3i−1, βT2i = vT3i for i = 1, 2, . . . , l,
βT2l+j = vT3l+2j for j = 1, 2, . . . , r − 2l.
It is easy to see that αi and βi satisfy the condition (2.1). By (2.3), we now have that
B = DJD−1 = α1βT1 + α2βT2 + · · · + αrβTr .
The theorem holds. 
3. Construction methods for sign patterns inN3
3.1. Construction method 1
By Lemma 2.3, it is clear that every n × n nilpotent matrix of index at most 3 may be written
as D−1JD, where D is an n × n nonsingular real matrix, and J is the Jordan matrix with Jordan
blocks J1, J2 and J3.
Thus, by varying D and J, numerous examples of real matrices that are nilpotent of index at
most 3 (and hence sign patterns inN3) may be obtained.
Example 3.1. Let
D =
⎡⎢⎢⎢⎢⎣
1 3 −1 2 1
2 0 1 1 2
0 0 1 1 1
0 1 0 1 −1
1 1 1 1 1
⎤⎥⎥⎥⎥⎦ , J =
[
J3 0
0 J2
]
.
Then D is nonsingular, and
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D−1 =
⎡⎢⎢⎢⎢⎣
1 −1 0 −1 0
−1 1 −1 1 1
3 −5 2 −4 1
−1 2 0 2 −1
−2 3 −1 2 0
⎤⎥⎥⎥⎥⎦ .
Let
B = DJD−1 =
⎡⎢⎢⎢⎢⎣
−4 4 −3 3 4
−4 5 −3 4 2
−2 3 −1 2 0
1 −2 1 −2 1
0 −1 0 −1 2
⎤⎥⎥⎥⎥⎦ .
Then B3 = 0 and B is a nilpotent matrix of index 3. Thus
A = sgn(B) =
⎡⎢⎢⎢⎢⎣
−1 1 −1 1 1
−1 1 −1 1 1
−1 1 −1 1 0
1 −1 1 −1 1
0 −1 0 −1 1
⎤⎥⎥⎥⎥⎦ ∈N3.
3.2. Construction method 2
Let l, r, n be nonnegative integers with l  r2 and 2r − l  n. Let real column vectors α1,
α2, . . . , αr and β1, β2, . . . , βr of order n satisfy the condition
βTj αi =
{
1 if 2  i  2l is even and j = i − 1,
0 otherwise. (3.1)
By Theorem 2.6, the real matrix
B =
∑
1ir
αiβ
T
i = α1βT1 + α2βT2 + · · · + αrβTr (3.2)
is nilpotent of index at most 3, and its sign pattern is inN3.
Example 3.2. Let n = 6, r = 3, l = 1, and
α1 =
⎡⎢⎢⎢⎢⎢⎢⎣
3
2
0
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎦ , α2 =
⎡⎢⎢⎢⎢⎢⎢⎣
1
0
0
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎦ , α3 =
⎡⎢⎢⎢⎢⎢⎢⎣
2
1
1
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎦ , β1 =
⎡⎢⎢⎢⎢⎢⎢⎣
−1
1
−1
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎦ , β2 =
⎡⎢⎢⎢⎢⎢⎢⎣
2
−3
1
−3
0
1
⎤⎥⎥⎥⎥⎥⎥⎦ , β3 =
⎡⎢⎢⎢⎢⎢⎢⎣
−1
1
0
1
1
−1
⎤⎥⎥⎥⎥⎥⎥⎦.
It is easy to see that the condition (3.1) holds. Thus the matrix
B = α1βT1 + α2βT2 + α3βT3 =
⎡⎢⎢⎢⎢⎢⎢⎣
−3 2 −2 2 5 −1
−3 3 −2 3 3 −1
−1 1 0 1 1 −1
1 −2 1 −2 1 0
0 −1 0 −1 2 0
1 −2 1 −2 1 0
⎤⎥⎥⎥⎥⎥⎥⎦
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is nilpotent of index at most 3, and
A = sgn(B) =
⎡⎢⎢⎢⎢⎢⎢⎣
−1 1 −1 1 1 −1
−1 1 −1 1 1 −1
−1 1 0 1 1 −1
1 −1 1 −1 1 0
0 −1 0 −1 1 0
1 −1 1 −1 1 0
⎤⎥⎥⎥⎥⎥⎥⎦ ∈N3.
3.3. Construction method 3
Suppose
A =
[
A1 A2
A3 A4
]
∈N3,
where A1 and A4 are square. Then for any positive integer k, we have
A˜ =
⎡⎢⎢⎢⎣
A1 A2 · · · A2
A3 A4 · · · A4
...
...
.
.
.
...
A3 A4 · · · A4
⎤⎥⎥⎥⎦ ∈N3,
where A˜ has (k + 1)2 blocks.
Proof. Let A ∈N3. Then there is a real matrix
B =
[
B1 B2
B3 B4
]
∈ Q(A),
where Bi ∈ Q(Ai) for i = 1, 2, 3, 4, such that B3 = 0. It follows that
B2 =
[
B21 + B2B3 B1B2 + B2B4
B3B1 + B4B3 B3B2 + B24
]
, and
B3 =
[
B31 + B2B3B1 + B1B2B3 + B2B4B3 B21B2 + B2B3B2 + B1B2B4 + B2B24
B3B21 + B4B3B1 + B3B2B3 + B24B3 B3B1B2 + B4B3B2 + B3B2B4 + B34
]
=0.
Let
B˜ =
⎡⎢⎢⎢⎢⎣
B1
1
k
B2 · · · 1kB2
B3
1
k
B4 · · · 1kB4
...
...
.
.
.
...
B3
1
k
B4 · · · 1kB4
⎤⎥⎥⎥⎥⎦ .
Then B˜ ∈ Q(A˜),
B˜2 =
⎡⎢⎢⎢⎢⎣
B21 + B2B3 1k (B1B2 + B2B4) · · · 1k (B1B2 + B2B4)
B3B1 + B4B3 1k (B3B2 + B24 ) · · · 1k (B3B2 + B24 )
...
...
.
.
.
...
B3B1 + B4B3 1k (B3B2 + B24 ) · · · 1k (B3B2 + B24 )
⎤⎥⎥⎥⎥⎦ , and
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B˜3 =
⎡⎢⎢⎢⎢⎣
B31 + B2B3B1 + B1B2B3 + B2B4B3 1k (B21B2 + B2B3B2 + B1B2B4 + B2B24 )
B3B21 + B4B3B1 + B3B2B3 + B24B3 1k (B3B1B2 + B4B3B2 + B3B2B4 + B34 )
...
...
B3B21 + B4B3B1 + B3B2B3 + B24B3 1k (B3B1B2 + B4B3B2 + B3B2B4 + B34 )
· · · 1
k
(B21B2 + B2B3B2 + B1B2B4 + B2B24 )
· · · 1
k
(B3B1B2 + B4B3B2 + B3B2B4 + B34 )
.
.
.
...
· · · 1
k
(B3B1B2 + B4B3B2 + B3B2B4 + B34 )
⎤⎥⎥⎥⎥⎦ = 0.
Hence, A˜ ∈N3. 
Example 3.3. Let
A =
[
A1 A2
A3 A4
]
=
⎡⎣−1 1 −1−1 1 −1
−1 1 −1
⎤⎦ ,
where
A1 =
[−1 1
−1 1
]
, A2 =
[−1
−1
]
, A3 =
[−1 1] , A4 = [−1].
Note that B =
[−1 2 −1
−1 2 −1
−1 2 −1
]
∈ Q(A) satisfies B2 = 0. Thus A ∈N2 ⊂N3. Construct the sign
pattern
A˜ =
⎡⎢⎢⎢⎢⎣
A1 A2 A2 A2 A2
A3 A4 A4 A4 A4
A3 A4 A4 A4 A4
A3 A4 A4 A4 A4
A3 A4 A4 A4 A4
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
−1 1 −1 −1 −1 −1
−1 1 −1 −1 −1 −1
−1 1 −1 −1 −1 −1
−1 1 −1 −1 −1 −1
−1 1 −1 −1 −1 −1
−1 1 −1 −1 −1 −1
⎤⎥⎥⎥⎥⎥⎥⎦ .
Then A˜ ∈N3.
3.4. Construction method 4
Let B and C be nilpotent real matrices of indices at most 3 with orders n1 and n2, respectively.
Let p be a positive integer. Suppose that one of the following conditions holds:
(1) u1, u2, . . . , up ∈ Ker(B) and v1, v2, . . . , vp ∈ Ker(CT);
(2) u1, u2, . . . , up ∈ Ker(B2) and v1, v2, . . . , vp ∈ Ker(CT);
(3) u1, u2, . . . , up ∈ Ker(B) and v1, v2, . . . , vp ∈ Ker((C2)T).
Let X = u1vT1 + u2vT2 + · · · + upvTp . Then the partitioned block real matrix of order n1 + n2
D =
[
B X
0 C
]
is nilpotent of index at most 3, and A = sgn(D) ∈N3.
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Proof. Let
D =
[
B X
0 C
]
,
where B and C are square. Then
D3 =
[
B3 B2X + BXC + XC2
0 C3
]
.
Thus D3 = 0 if and only if B3 = 0, C3 = 0, and B2X + BXC + XC2 = 0. So the result fol-
lows. 
Remark 3.4. We comment that construction method 4 can be used repeatedly to produce reducible
real matrices that are nilpotent of index at most 3 (or reducible sign patterns inN3).
Example 3.5. Let
B =
⎡⎣−2 4 −6−2 4 −5
−1 2 −2
⎤⎦ , C = [−1 −11 1
]
, u =
⎡⎣21
0
⎤⎦ , v = [11
]
.
It is easy to see that B3 = 0, C2 = 0, u ∈ Ker(B) and v ∈ Ker(CT). Let
X = uvT =
⎡⎣2 21 1
0 0
⎤⎦ , D = [B X0 C
]
=
⎡⎢⎢⎢⎢⎣
−2 4 −6 2 2
−2 4 −5 1 1
−1 2 −2 0 0
0 0 0 −1 −1
0 0 0 1 1
⎤⎥⎥⎥⎥⎦ .
Then D is nilpotent with index 3, and
A = sgn(D) =
⎡⎢⎢⎢⎢⎣
−1 1 −1 1 1
−1 1 −1 1 1
−1 1 −1 0 0
0 0 0 −1 −1
0 0 0 1 1
⎤⎥⎥⎥⎥⎦ ∈N3.
4. Tree sign patterns inN3
An n × n sign pattern Sn = (sij ) is combinatorially symmetric if sij /= 0 whenever sji /= 0.
The graph G(Sn) of a combinatorially symmetric sign pattern Sn has vertices 1, 2, . . . , n and
an edge joining vertices i and j if and only if sij /= 0. Note that loops are allowed. A star is the
graph with vertices 1, 2, . . . , n and an edge joining a fixed central vertex i and each leaf vertex
j for all j /= i (and no other edges). In what follows, it is assumed that 1 is the central vertex. A
combinatorially symmetric sign pattern Sn is a star sign pattern (respectively, tree sign pattern)
if the graph obtained from G(Sn) by deleting all loops is a star (respectively, a tree).
Let A be a tree sign pattern of order n. The diameter d(A) of G(A) is the length of a longest
path in G(A).
In this section, we characterize the tree sign patterns inN3. Throughout this section, in all
matrices, the entries that are not specified are equal to zero.
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Lemma 4.1 [3]. If an n × n tree sign pattern A allows nilpotence of index k, then
k  d(A) + 1.
From Lemma 4.1, the following theorem is clear.
Lemma 4.2. Let A be an n × n tree sign pattern ∈N3. Then A must be a star sign pattern.
Lemma 4.2 implies that we now only need to characterize star sign patterns inN3. Up to
equivalence, a star sign pattern Sn of order n can be written as
Sn =
⎡⎢⎢⎢⎢⎢⎢⎣
a1 1 1 · · · 1
b2 a2
b3
.
.
.
...
.
.
.
bn an
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where ai’s are in {1,−1, 0} and bi’s are in {1,−1}.
We now introduce four special star sign patterns of order n:
Yn =
⎡⎢⎢⎢⎢⎢⎢⎣
1 1 1 · · · 1
−1 −1
1 −1
...
.
.
.
(−1)n−1 −1
⎤⎥⎥⎥⎥⎥⎥⎦ (n  2);
Znp =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 · · · · · · · · · · · · · · · 1
−1 −1
1 −1
...
.
.
.
(−1)p −1
(−1)n−p−1 1
(−1)n−p−2 1
...
.
.
.
−1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(n  3, 1  p  n − 2);
Z+np and Z−np are the super-patterns of Znp obtained by replacing the 0 in (1, 1) position by 1 and
−1, respectively.
The following result can be found in [4].
Lemma 4.3 [4]. Let n  2 and Sn be a star sign pattern of order n. Then Sn is potentially nilpotent
if and only if, up to equivalence,
(a) Sn is one of Yn, Znp, Z+np, Z−np (for appropriate p); or
(b) for some m such that 1  m  n − 2,
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Sn =
[
S11 S12
S21 S22
]
(4.1)
where
S12 =
⎡⎢⎢⎢⎢⎢⎣
1 1 · · · 1
0 0 · · · 0
0 0 · · · 0
...
...
.
.
.
...
0 0 · · · 0
⎤⎥⎥⎥⎥⎥⎦
is m × (n − m);
S21 =
⎡⎢⎢⎢⎣
sm+1,1 0 0 · · · 0
sm+2,1 0 0 · · · 0
. . .
...
...
.
.
.
...
sn1 0 0 · · · 0
⎤⎥⎥⎥⎦
is (n − m) × m and has both positive and negative entries among sm+1,1, sm+2,1, . . . , sn1; S22 =
[0](n−m)×(n−m); and,
(i) if m = 1, then S11 = [0], or
(ii) if m  2, then S11 is one of Ym,Zmp,Z+mp,Z−mp (for appropriate p).
Lemma 4.4. Let n  3 and Sn be a star sign pattern of order n. If Sn is one of Yn, Znp, Z+np, Z−np
(for appropriate p), then Sn ∈N3 if and only if n = 3.
Proof. Let Sn be one of Yn, Znp, Z+np and Z−np. Clearly mr(Sn)  n − 1, and Sn is potentially
nilpotent from Lemma 4.3(a).
If Sn ∈N3, then from Theorem 2.4, n − 1  2n/3, and hence, n  3. The necessity follows.
Since Sn is potentially nilpotent, there exists a real matrix B ∈ Q(Sn) and a positive integer k
such that Bk = 0. If n = 3, then it is clear that rank(B) = 2, and the Jordan matrix of B is
J3 =
⎡⎣0 1 00 0 1
0 0 0
⎤⎦ .
Thus B3 = 0 and Sn ∈N3. The sufficiency holds. 
Lemma 4.5. Let n  3 and Sn be a star sign pattern of order n having the form (4.1), where
S11, S12, S21 and S22 are defined as in Lemma 4.3(b). Then Sn ∈N3 if and only if m = 1.
Proof. From Lemma 4.3, Sn is potentially nilpotent, that is, there exists a real matrix B ∈ Q(Sn)
and a positive integer k such that Bk = 0.
Sufficiency. Let m = 1. Then
Sn =
⎡⎢⎢⎢⎢⎢⎣
0 1 1 · · · 1
s21
s31
...
sn1
⎤⎥⎥⎥⎥⎥⎦ ,
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and s21, s31, . . . , sn1 have both 1 and −1. We choose the real matrix B ∈ Q(Sn) such that all
entries in the first row of B are same, and the sum of all entries in the first column of B is zero. It
is easy to see that B2 = B3 = 0, and Sn ∈N3.
Necessity. Suppose that Sn ∈N3. It is clear that mr(Sn) = m + 1. From Theorem 2.4, m +
1  2n/3. Assume that m /= 1. Then 2  m  (2n − 3)/3 and n  5. In this case, from Lemma
4.3, Sn has the following four possible cases according to that S11 is Ym, Zmp, Z+mp or Z−mp.
Case 1. S11 = Ym. Then
Sn =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 · · · 1 1 1 · · · 1
−1 −1
1 −1
...
.
.
.
(−1)m−1 −1
sm+1,1
sm+2,1
...
sn1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where sm+1,1, sm+2,1, . . . , sn1 have both 1 and −1. Let B ∈ Q(Sn) be any real matrix. It is
easy to see that (B2)m+1,1 /= 0 and (B3)m+1,n /= 0. Then B3 /= 0, and Sn /∈N3, which is a
contradiction.
Case 2. S11 = Zmp and m  3. Then
Sn =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 · · · · · · · · · · · · · · · 1 1 1 · · · 1
−1 −1
1 −1
...
.
.
.
(−1)p −1
(−1)m−p−1 1
(−1)m−p−2 1
...
.
.
.
−1 1
sm+1,1
sm+2,1
...
sn1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where 1  p  m − 2, and sm+1,1, sm+2,1, . . . , sn1 have both 1 and −1. Let B ∈ Q(Sn) be any
real matrix. It is easy to see that (B2)21 > 0 and (B2)23 < 0, and hence, (B3)23 > 0, since the
only walks of length 3 from 2 to 3 are 2 → 1 → 3 → 3 and 2 → 2 → 1 → 3. It follows that
B3 /= 0, and Sn /∈N3, which is a contradiction.
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Case 3. S11 = Z+mp and m  3. Then
Sn =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 · · · · · · · · · · · · · · · 1 1 1 · · · 1
−1 −1
1 −1
...
.
.
.
(−1)p −1
(−1)m−p−1 1
(−1)m−p−2 1
...
.
.
.
−1 1
sm+1,1
sm+2,1
...
sn1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where 1  p  m − 2, and sm+1,1, sm+2,1, . . . , sn1 have both 1 and −1. Let B ∈ Q(Sn) be any
real matrix. It is easy to see that (B2)23 < 0. If (B2)21 /= 0, then (B3)2n /= 0. If (B2)21 = 0, then
(B3)23 /= 0. Thus B3 /= 0, and Sn /∈N3, which is a contradiction.
Case 4. S11 = Z−mp and m  3. Then
Sn =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1 1 · · · · · · · · · · · · · · · 1 1 1 · · · 1
−1 −1
1 −1
...
.
.
.
(−1)p −1
(−1)m−p−1 1
(−1)m−p−2 1
...
.
.
.
−1 1
sm+1,1
sm+2,1
...
sn1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where 1  p  m − 2, and sm+1,1, sm+2,1, . . . , sn1 have both 1 and −1. Let B ∈ Q(Sn) be any
real matrix. It is easy to see that (B2)21 > 0 and (B2)23 < 0, and so (B3)23 > 0. It follows that
B3 /= 0, and Sn /∈N3, which is a contradiction.
Combining the above four cases, we conclude that m = 1. The necessity holds. 
Lemmas 4.2, 4.4 and 4.5 immediately yield the following.
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Theorem 4.6. Let n  3 and Sn be a tree sign pattern of order n. Then Sn ∈N3 if and only if,
up to equivalence,
Sn =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 · · · 1
1
−1
∗
...
∗
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
(a) where each ∗ entry can be 1 or −1; or
(b) n = 3 and Sn is one of the following sign patterns
Y3 =
⎡⎣ 1 1 1−1 −1 0
1 0 −1
⎤⎦ , Z31 =
⎡⎣ 0 1 1−1 −1 0
−1 0 1
⎤⎦ ,
Z+31 =
⎡⎣ 1 1 1−1 −1 0
−1 0 1
⎤⎦ , Z−31 =
⎡⎣−1 1 1−1 −1 0
−1 0 1
⎤⎦ .
5. Sign patterns of order 3 inN3
It is well known that the index of a nilpotent matrix is at most its order. In particular, a nilpotent
matrix of order 3 is of index at most 3. Thus to identify the sign patterns of order 3 inN3 means
to identify 3 × 3 sign patterns that allow nilpotence.
Eschenbach and Li [3] gives a number of necessary conditions for a sign pattern to allow
nilpotence (see [3] for further details and notation). We summarize the necessary conditions in
[3] in the following theorem.
Theorem 5.1 [3]. Let A be an n × n sign pattern that allows nilpotence. Then
1. tr(Ak) is compatible with 0, 1  k  n (the trace conditions);
2. An is compatible with 0 (the power compatibility condition)
3. Ek(A) is compatible with 0, 1  k  n, where Ek(A) denotes the sum of all k × k principal
minors of A (the k-cycle conditions).
Note that the 1-cycle condition and the trace condition for k = 1 coincide, while the n-cycle
condition is the same as saying that A allows singularity.
As shown in [3], a sign pattern of order 1 or 2 allows nilpotence iff it satisfies one (and hence
all) of the three conditions in Theorem 5.1. Since a reducible sign patten allows nilpotence iff all
of its irreducible components allow nilpotence, reducible 3 × 3 sign patterns that allow nilpotence
can be easily identified.
We now investigate the irreducible 3 × 3 sign patterns that allow nilpotence (namely, in
N3). With the help of Matlab, we generate all irreducible 3 × 3 sign patterns that satisfy the
necessary conditions in Theorem 5.1 and classify such sign patterns using equivalence (up to
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the operations in Lemma 2.1). It turns out that there are 33 equivalence classes of such sign
patterns.
Lemma 5.2. Up to equivalence, the irreducible 3 × 3 sign patterns satisfying the conditions in
Theorem 5.1 are the following:⎡⎢⎣ 1 1 0−1 −1 −1
0 1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 0−1 −1 −1
1 0 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 0−1 −1 1
0 1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 0−1 0 −1
0 1 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 0−1 0 1
1 0 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 0−1 1 −1
0 1 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 0−1 1 1
1 0 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
−1 0 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
−1 1 0
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
−1 1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
0 −1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
0 1 0
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
0 1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
1 −1 0
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
1 −1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
1 0 0
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
1 0 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
1 1 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
1 1 0
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 −1
1 1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 1
−1 0 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 1
−1 0 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 1
−1 1 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 1
−1 1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 −1 1
0 1 1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 0 −1
0 1 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 0 −1
1 −1 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 0 −1
1 1 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 0 1
1 0 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 1 −1
0 −1 −1
⎤⎥⎦ ,
⎡⎢⎣ 1 1 1−1 1 −1
1 −1 −1
⎤⎥⎦ ,
⎡⎢⎣1 1 10 −1 −1
1 1 0
⎤⎥⎦ ,
⎡⎢⎣ 0 1 1−1 0 −1
1 −1 0
⎤⎥⎦ .
Using Matlab and Maple, we are able to produce nilpotent matrices in the qualitative classes
of 30 out the 33 sign patterns in Lemma 5.2. The remaining three sign patterns are shown not to
allow nilpotence in the following lemma.
Lemma 5.3. The sign patterns
A1 =
⎡⎣ 1 1 0−1 −1 −1
0 1 1
⎤⎦ , A2 =
⎡⎣ 1 1 1−1 −1 1
−1 0 −1
⎤⎦ , and A3 =
⎡⎣ 1 1 1−1 −1 1
−1 1 −1
⎤⎦
do not allow nilpotence.
Proof. Write a generic matrix B in Q(A1) as
B =
⎡⎣ a b 0−c −d −e
0 f g
⎤⎦ ,
where a, b, c, d, e, f and g are positive real numbers. Observe that the 3 × 3 matrix B is nilpotent
iff tr(B) = 0, tr(B2) = 0 and det(B) = 0. Suppose that there is a nilpotent matrix B ∈ Q(A1).
Replacing B by 1
a
B if necessary, we may assume that a = 1. Further, by performing suitable sim-
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ilarities via positive diagonal matrices, we may assume that b = 1 and e = 1. Now the conditions
tr(B) = 0, tr(B2) = 0 and det(B) = 0 become
1 − d + g = 0,
1 − 2c + d2 − 2f + g2 = 0,
−gd + f + cg = 0.
Substituting d = 1 + g in the last two equations and solving for c and f, we obtain
c = −1
g − 1 and f =
g3
g − 1 .
Since all the variables involved are positive, it follows that f c = −g3
(g−1)2 < 0, a contradiction.
Therefore, A1 does not allow nilpotence. Alternately, since A1 is a tree sign pattern, this fact may
also be derived from Theorem 4.6.
We now consider A2. Write a generic matrix B in Q(A2) as
B =
⎡⎣ a b c−d −e f
−g 0 −h
⎤⎦ ,
where a, b, c, d, e, f, g and h are positive real numbers. Suppose that there is a nilpotent matrix
B ∈ Q(A2). Replacing B by 1eB if necessary, we may assume that e = 1. Further, by performing
suitable similarities via positive diagonal matrices, we may assume that d = 1 and f = 1. Now
the conditions tr(B) = 0, tr(B2) = 0 and det(B) = 0 become
a − 1 − h = 0,
a2 − 2b − 2cg + 1 + h2 = 0,
ah − bh − gb − cg = 0.
Substituting a = 1 + h in the last two equations and solving for b and c, we obtain
b = −1
h + g − 1 and c =
h3 + g + hg + gh2
g(h + g − 1) .
Since all the variables involved are positive, it follows that bc < 0, a contradiction. Therefore, A2
does not allow nilpotence.
Finally, we consider A3. Write a generic matrix B in Q(A3) as
B =
⎡⎣ a b c−d −e f
−g h −k
⎤⎦ ,
where a, b, c, d, e, f, g, h and k are positive real numbers. Suppose that there is a nilpotent matrix
B ∈ Q(A3). Replacing B by 1eB if necessary, we may assume that e = 1. Further, by performing
suitable similarities via positive diagonal matrices, we may assume that d = 1 and f = 1. Now
the conditions E1(B) = 0, E2(B) = 0 and E3(B) = 0 become
a − 1 − k = 0
−a + b + cg − h + k − ak = 0
ak − bg − cg − ah − ch − bk = 0
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Substituting a = 1 + k in the last two equations and solving for b and c, we obtain
b = g + h + 2gh + h
2 + hk + ghk + hk2
g − g2 + h − gk and c = −
g + h + gh + gk + 2hk + gk2 + k3
g − g2 + h − gk .
Since all the variables involved are positive, it follows that bc < 0, a contradiction. Therefore, A3
does not allow nilpotence. 
Thus we arrive at the following conclusion.
Theorem 5.4. Let A be an irreducible 3 × 3 sign pattern satisfying the conditions in Theorem
5.1. Then A allows nilpotence iff A is not equivalent to any of the three sign patterns in Lemma
5.3.
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