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This  state  space  is  defined  by  two  state  variables,  depicted  as  a  potential 





















Figure  4.  The  state  space  of  a  dynamic  decision  system with  two  unequally 
valued options. 
















































































The  diagram  illustrates  are  the  changes  of  the  system’s  attractor  layout  as  a 
function of a control parameter,  i.e. difference  in reward between  two options. 


































































































condition  of  constantly  shifting  stability.  Projecting  the  continuous  collective 














































































































This  experiment  could  investigate  non‐linear  influences  of  control  parameter 
(the time delay of the first reward) changes on temporal discounting: depending 















































































































































































































































































































































































































































































































































































































































0 tfitftw tt πσπσ −= −  with 
tf πσσ 2/1= . 
fσ and  tσ denote the length of the wavelet in the frequency and time domain, t denotes time and 
0f denotes the frequency of interest (9/12 Hz here).  
The wavelet has a Gaussian shape around its center frequency. The ratio ff σ/0  should be chosen 
greater than 5 (Grossmann, Kronland‐Martinet, & Morlet, 1989) and was set to 7 (e.g. Rodriguez 
et al., 1999; Tallon‐Baudry et al., 1997). At 9 Hz, this leads to  tσ  of 124 ms and to a  fσ  of 1.29 Hz. 
At 12 Hz, this leads to  tσ  of 90 ms and to a  fσ  of 1.71 Hz. The wavelet duration was 3  tσ . 
After convolution of the filtered signal with the wavelet, the instantaneous energy is defined as 





































































































































































































































































































































































































































the  screen. After  clicking,  response  boxes  appeared  at  the  upper  edge  of  the 
screen and participants had to move the cursor upwards, in order to start the trial. 
















































curvature  (area  under  the  curve)  of  trajectories  as  a  function  of  current  and 
previous trial congruency. Error bars in A and B represent standard errors of the 
mean. C and D: Heat maps showing log transformed probability distribution for 






























































the  XY  plane,  for  fast  (A)  and  slow  (B)  trials.  Diamonds  indicate  jackknife 
corrected standard errors (see Footnote Fehler! Textmarke nicht definiert.) for beta 
weights  (vertical  size)  and  time  slices  (horizontal  size),  gray  areas  around  the 




by  current  trial  congruency  and  previous  trial  congruency.  CN and  IN  denote 
congruency  in  the current  trial, CN‐1 and IN‐1 denote congruency  in  the previous 

















































































































































curvature  (area  under  the  curve)  of  trajectories  as  a  function  of  current  and 
previous trial congruency. Error bars in A and B represent standard errors of the 
mean. C and D: Heat maps showing log transformed probability distribution for 










the  XY  plane,  for  fast  (A)  and  slow  (B)  trials.  Diamonds  indicate  jackknife 
corrected standard errors (see footnote Fehler! Textmarke nicht definiert.) for beta 
weights and time slices, gray areas around the curves indicate the standard error 
of  beta  weights  for  each  time  slice.  Segment  lines  in  the  upper  parts  show 
significant  time  slices  for  each  beta  weight  (t‐tests  against  zero,  bonferoni 
corrected alpha level = 0.0005). C and D: Mouse trajectory angles on the XY plane 
over  time  slices  for  fast  (C)  and  slow  (D)  trials,  split  up  by  current  trial 
congruency and previous  trial congruence. CN and  IN denote congruency  in  the 




































































































































































































































































































(A)  There  are  two  input  layers  for  the  two  possible  tasks  represented  and 
supported by the respective units in the goal layer. While the input layers only 
have  feed  forward  connections  to  the  response  layer,  there  are  reciprocal 
excitatory  or  inhibitory  connections  between  the  input  layers  and  their 
supporting  respectively  competing  units  in  the  goal  layer.  (B) Units  follow  a 



































































































The  activation  contrast  incongruent‐congruent  of  the  model’s  relevant  input 
units during different  types  of  trials  is  shown  in  the  left panel. Trials where 















Simulated mouse  trajectories were  created by  subtracting  the activation of  the 














































































and  incongruent  trials,  and  for  errors. A  sudden  increase  in  the percentage of 
errors occurs by changing parameters continuously. Error  free  (and hence goal 
stable)  ranges  of  parameter  combinations  show  slower  congruent  RT, 
illustrating  the  trade‐of  between  using  all  available  information  for  fast 




















































function  of  summed  response  unit  activity  on  the  previous  trial  (reflecting 

























































































































































































































Applying  the  regression  analysis  of  chapter  6  to SSVEPs  (left)  and  simulated 
mouse  trajectories  (right),  the  separated  SSVEP  influences  show  a  permanent 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































EEG = directiontarget x Signal + directiondistracter x Signal + 








Sine_signalfreq = sine(2 x pi x freq x time) x strengthsignal 
Hpothesized_adaptation defines the amplitude modulation by conflict adaptation 
processes: 
Hpothesized_adaptation = strengthcarryover +  







  N congruent  N incongruent  N congruent  N incongruent 




















































Data  is  arranged  for  stimulus‐locked  (left),  response‐locked  (middle)  and 









Data was  averaged with  different methods  of  alignment.  For  the  underlying 






















































, , and . 
  
165 
Hence, the input layer, processing irrelevant information, was stronger associated with the 
response layer (representing the more habitual response bias, e.g. word reading in the 
stroop task). The input strongly stimulates the goal layer, while the goal layer, in turn, only 
weakly biases competition within the input layer. 
The other parameters where chosen as follows: h = 5, τ = 10, hg = 0.95, τg = 40, wsi = 7, α = 0, 
β = 2. The qualitative pattern of results was robust to changes in these parameters, but see 
the main text for the pattern of changes in the parameter configuration of the goal attractor 
network in dependency on wig and hg. 
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