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A RANDOMIZED MAXIMUM A POSTERIORI METHOD FOR
POSTERIOR SAMPLING OF HIGH DIMENSIONAL
NONLINEAR BAYESIAN INVERSE PROBLEMS
KAINAN WANG ∗, TAN BUI-THANH † , AND OMAR GHATTAS ‡
Abstract. We present a randomized maximum a posteriori (rMAP) method for generating
approximate samples of posteriors in high dimensional Bayesian inverse problems governed by large-
scale forward problems. We derive the rMAP approach by: 1) casting the problem of computing the
MAP point as a stochastic optimization problem; 2) interchanging optimization and expectation;
and 3) approximating the expectation with a Monte Carlo method. For a specific randomized data
and prior mean, rMAP reduces to the maximum likelihood approach (RML). It can also be viewed
as an iterative stochastic Newton method. An analysis of the convergence of the rMAP samples is
carried out for both linear and nonlinear inverse problems. Each rMAP sample requires solution
of a PDE-constrained optimization problem; to solve these problems, we employ a state-of-the-art
trust region inexact Newton conjugate gradient method with sensitivity-based warm starts. An
approximate Metropolization approach is presented to reduce the bias in rMAP samples. Various
numerical methods will be presented to demonstrate the potential of the rMAP approach in posterior
sampling of nonlinear Bayesian inverse problems in high dimensions.
Keywords randomized maximum a posterior, inverse problems, uncertainty quantifi-
cation, Markov chain Monte Carlo, trust region inexact Newton conjugate gradient.
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1. Introduction. We consider a class of inverse problems that seek to determine
a distributed parameter in a partial differential equation (PDE) model, from indirect
observations of outputs of the model. We adopt the framework of Bayesian inference,
which accounts for uncertainties in observations, the map from parameters to observ-
ables via solution of the forward model, and prior information on the parameters. In
particular, we seek a statistical description of all possible (sets of) parameters that
conform to the available prior knowledge and at the same time are consistent with
the observations via the parameter-to-observable map. The solution of a Bayesian
inverse problem is the posterior measure, which encodes the degree of confidence on
each set of parameters as the solution to the inverse problem under consideration.
Mathematically, the posterior is a surface in high dimensional parameter space.
Even when the prior and noise probability distributions are Gaussian, the poste-
rior need not be due to the nonlinearity of the parameter-to-observable map. For
large-scale inverse problems, exploring non-Gaussian posteriors in high dimensions
(to compute statistics such as the mean, covariance, and/or higher moments) is ex-
tremely challenging. The usual method of choice for computing statistics is Markov
chain Monte Carlo (MCMC) [20,32,37,43,52–54], which judiciously samples the pos-
terior distribution, so that sample statistics can be used to approximate the exact
distributions. The problem, however, is that standard MCMC methods often re-
quire millions of samples for convergence; since each sample requires an evaluation
of the parameter-to-observable map, this entails millions of expensive forward PDE
simulations—a prohibitive proposition. On one hand, with the rapid development of
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parallel computing, parallel MCMC methods [6,16,57,59,60] are studied to accelerate
the computation. While parallelization allows MCMC algorithms to produce more
samples in a shorter time with multiple processors, such accelerations typically do
not improve the mixing and convergence of MCMC algorithms. More sophisticated
MCMC methods that exploit the gradient and higher derivatives of the log posterior
(and hence the parameter-to-observable map) [2, 12, 15, 21, 22, 25, 27, 42, 44, 49] can,
on the other hand, improve the mixing, acceptance rate, and convergence of MCMC.
Several of these methods exploit local curvature in parameter space as captured by
the Hessian operator of the negative logarithm of the posterior. This requires manipu-
lating the Hessian of the data misfit functional (i.e., the negative log likelihood). The
Stochastic Newton method [12, 42, 49] makes these Hessian manipulations tractable
by invoking a low rank approximation, motivated by the theoretically-established or
experimentally-observed compactness of this operator for many large-scale ill-posed
inverse problems.
However, despite its successful application to million-parameter problems gov-
erned by expensive-to-solve PDEs [9,36], two barriers exist that prevent further scal-
ing of Stochastic Newton to challenging problems. First, even computing low rank
Hessian information for every sample in parameter space can be prohibitive. Second,
when the curvature of the negative log posterior changes rapidly, stochastic Newton’s
local Gaussian approximation may not provide a good enough model for the poste-
rior and hence the MCMC proposal may not be effective. This may result in low
acceptance rates and excessive numbers of forward PDE solves.
In this paper, we consider an optimization boosted sampling framework, the
randomized maximum a posterior (rMAP) method that is inspired by the random-
ized maximum likelihood (RML) [39, 47] and the randomize-then-optimize (RTO)
approaches [1]. Through computing each sample by PDE-constrained optimization
[3,4,24,33], it can explore the parameter space more efficiently. It can also be viewed
as a nonlinear stochastic Newton method that executes multiple Newton iterations
in every MCMC step to generate a better proposal and to allow an improved accep-
tance rate. On the other hand, solving optimization problems is expensive, and hence
we discuss several improvements and extensions to make the rMAP method more
applicable towards solving real problems.
We present our discussions in the following order. Section 2 introduces a statisti-
cal inversion setting based on the Bayesian framework in infinite dimensions. The core
of the paper is Section 3. In this section, we first convert the maximum a posteriori
(MAP) problem into a stochastic programming problem, which is then solved using
sample average approximation. This rMAP method rediscovers the RML method
as a special case. Results for convergence of the rMAP ensemble using stochastic
programming theory is presented and the extension of the rMAP to infinite dimen-
sional problems is discussed at length. We also show that rMAP is a generalization
of stochastic Newton—for linear inverse problems, they become identical. It is worth
noting that rMAP samples only approximate the posterior distribution. Hence, we
also discuss an approximate Metropolization to reduce the bias in Section 4. We
discuss in Section 5 a finite element discretization of the infinite dimensional Bayes
inverse problem. We also describe how to solve the optimization problem efficiently
at each sampling step. In particular, we present a sensitivity approach to obtain
“good” initial guesses for further accelerating the optimization procedure. In Section
6, various numerical results showing the efficiency of proposed strategies compared to
state-of-the-art alternatives are presented for 1D analytical problems as well as 2D
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inverse problems governed by the Helmholtz equation. Finally, we conclude the paper
in Section 7.
2. Infinite dimensional Bayesian inverse problem setting. We consider
the following generic forward model
B (u,w) = 0, in Ω,
which, for example, can be partial differential equations (PDEs) modeling the physical
problem under consideration. The forward problem involves solving for the forward
state w given a modeling of the distributed parameter u. In the inverse problem, the
task is to reconstruct u given some available observations of w on parts of the domain
Ω. One widely accepted model for the relationship between model parameters and
observations is the additive noise model:
d = G (u) + η, (2.1)
with d = [d1, . . . , dK ]
T
denoting all observed data, G := [w (x1) , . . . , w (xK)]T denot-
ing the parameter-to-observable (or forward) map, i.e., the map from the distributed
parameter u to the observables w (xi) at locations {xj}, j = 1, 2, . . . ,K and noise be-
ing represented by η, a random vector normally distributed by N (0,L) with bounded
covariance matrix L. For simplicity, we take L = σ2I, where I is the identity matrix
of appropriate dimension. For notational convenience, throughout the paper we use
boldface letters for vectors and matrices and Roman letters for infinite dimensional
counterparts. For example, u denotes a function in L2 (Ω) while u represents its
discrete counterpart.
The inverse problem can be formulated as choosing model parameters that mini-
mize the discrepancy between model prediction and osbservations:
min
u
Φ (u,d) :=
1
2
|d− G (u)|2L (2.2)
subject to the forward problem
B (u,w) = 0, (2.3)
where |·|L :=
∣∣∣L− 12 ·∣∣∣ denotes the weighted Euclidean norm induced by the inner
product in RK . This optimization problem is however ill-posed. An intuitive reason
is that the dimension of vector of observations d is often much smaller than that
of the parameter u (typically infinite before discretization), and hence d provides
limited information about the distributed parameter u. As a result, the null space of
the Jacobian of the parameter-to-observable map F is non-empty. In particular, for
a class of inverse problems, we have shown that the Gauss-Newton approximation of
the Hessian (which is the square of the Jacobian, and is also equal to the full Hessian
of the misfit Φ with noise-free data evaluated at the optimal parameter) is a compact
operator [10,11,13], and hence its range space is effectively finite-dimensional.
In this paper, we choose to tackle the ill-posedness using a Bayesian framework
[17,26,37,40,41,50,58]. We seek a statistical description of all possible parameter fields
u that conform to some prior knowledge and at the same time are consistent with the
observations. The Bayesian approach accomplishes this through a statistical inference
framework that incorporates uncertainties in the observations, the forward map G and
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the prior information. To begin, we postulate a Gaussian measure µ := N (u0, C) with
mean function u0 and covariance operator C on u in L2 (Ω) where
C := α−1 (I −∆)−s =: α−1A−s, α > 0,
with the domain of definition of A defined as
D (A) :=
{
u ∈ H2 (Ω) : ∂u
∂n
= 0 on ∂Ω
}
.
Here, H2 (Ω) is the usual Sobolev space. Assume that the mean function u0 resides
in the Cameron-Martin space of C, then one can show (see, e.g., [58]) that the prior
measure µ is well-defined when s > d/2 (d is the spatial dimension), and in this case,
any realization from the prior distribution µ almost surely resides in the Ho¨lder space
X := C0,β (Ω) with 0 < β < s/2. That is, µ (X) = 1, and the Bayesian posterior
measure ν satisfies the Radon-Nikodym derivative
∂ν
∂µ
(u|d) ∝ exp (−Φ (u,d)) , (2.4)
if G is a continuous map from X to RK .
The maximum a posteriori (MAP) point (see, e.g., [23, 58] for the definition of
the MAP point in infinite dimensional settings) is given by
uMAP := arg min
u
J (u;u0,d) := 1
2
|d− G (u)|2L +
1
2
‖u− u0‖2C , (2.5)
where ‖·‖C :=
∥∥∥C− 12 ·∥∥∥ denotes the weighted L2 (Ω) norm induced by the L2 (Ω) inner
product 〈·, ·〉. We shall also use 〈·, ·〉 to denote the duality pairing on L2 (Ω).
It should be pointed out that the last term in (2.5) can be considered as a prior-
inspired regularization; the MAP point is thus a solution to the corresponding de-
terministic inverse problem. However, the Bayesian approach goes well beyond the
deterministic solution to provide a complete statistical description of the inverse so-
lution: the posterior encodes the degree of confidence (probability) in the estimate of
all possible parameter fields.
In addition to the MAP point, it is also desired to interrogate the posterior dis-
tribution for statsitcs such as conditional mean and interval estimates. This requires
sampling of the distribution where empirical statistics from produced samples can ap-
proximate those of the posterior effectively. Popular sampling methods usually suffer
from problems such as curse of dimensionality. On the other hand, successful compu-
tational methods for MAP estimation are studied extensively. These facts motivate us
to explore sampling methods that are facilitated by MAP estimates, which we discuss
in detail below.
3. A randomized maximum a posteriori approach. In this section we
present an approach, which we shall call randomized maximum a posteriori (rMAP)
method, to compute approximate samples for the posterior distribution. The idea is
to first randomize the cost function to cast the MAP statement (2.5) into a stochastic
programming problem, which is then solved using Monte Carlo method (also known
as the sample average approximation [56]). The resulting rMAP method resembles
the randomized maximum likelihood (RML) developed in [39, 47] as a special case.
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We therefore rediscover the RML method from a completely new, i.e. stochastic pro-
graming, view point. It is this view that allows us to provide new theoretical results
on the RML approach for nonlinear inverse problems that are previously not available.
Indeed, the fact that RML samples are exact samples of the posterior for linear inverse
problems seems to be currently the only available result on the RML method [1,39,47].
We shall also show that the rMAP method (will be used interchangebly with the RML
method from now on) can be considered as a means to incorporate uncertainty into
the solution of deterministic inverse approaches.
To begin, let us consider finite dimensional parameter space1 for simplicity of the
exposition, i.e., u,u0 ∈ RN . The posterior measure ν in this case has the density
pipost with respect to the Lebesgue measure:
pipost ∝ pilike × piprior,
where the likelihood is given by pilike ∝ exp (−Φ (u,d)) = exp
(
− 12 |d− G (u)|2L
)
and
the prior by piprior ∝ exp
(
− 12 |u− u0|2C
)
. The MAP problem (2.5) becomes
uMAP := arg min
u
J (u;u0,d) := 1
2
|d− G (u)|2L +
1
2
|u− u0|2C , (3.1)
where C ∈ RN×N is the covariance matrix in this case. To the end of the paper, we
denote by E the expectation. We now randomize the cost function, and hence the
MAP problem (3.1).
Lemma 3.1. Let θ ∈ RK and ε ∈ RN be two independent random vectors dis-
tributed by piθ and piε with zero mean, i.e. Eθ [θ] = 0 and Eε [ε] = 0. The following
result holds:
J (u;u0,d) = Eθ×ε [J r (u;u0,d,θ, ε)]− Eθ
[
θTθ
]
− Eε
[
εTε
]
,
where
J r (u;u0,d,θ, ε) = 1
2
|d + θ − G (u)|2L +
1
2
|u− u0 − ε|2C ,
with Eθ×ε denoting the expectation with respect to the product measure piθ×piε induced
by (θ, ε). Consequently,
uMAP := arg min
u
J (u;u0,d) = arg min
u
Eθ×ε [J r (u;u0,d,θ, ε)] . (3.2)
Proof. Since θ and ε are independent we have
Eθ×ε [J r (u;u0,d,θ, ε)] = 1
2
Eθ
[
|d + θ − G (u)|2L
]
+
1
2
Eε
[
|u− u0 − ε|2C
]
=
J (u;u0,d) + Eθ
[
θTL−1 (d− G (u))
]
− Eε
[
εTC−1 (u− u0)
]
+ Eθ
[
θTθ
]
+ Eε
[
εTε
]
,
which proves the first assertion since Eθ [θ] = 0 and Eε [ε] = 0. The second assertion
is obvious since Eθ
[
θTθ
]
and Eε
[
εTε
]
are constant independent of u.
1Finite dimensionality could result from a discretization of distributed parameters (see, e.g., [8]
for a constructive finite element discretization).
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Lemma 3.1, particularly identity (3.2), shows that the MAP point can be consid-
ered as the solution of the following stochastic programming problem
min
u
Eθ×ε [J r (u;u0,d,θ, ε)] = Eθ×ε
[
min
u
J r (u;u0,d,θ, ε)
]
, (3.3)
where we have interchanged the order of minimization and expectation.2 Our next
step is to approximate the expectation on the right hand side of (3.3) using the
Monte Carlo approach (also known as the sample average approximation [56]). In
particular, with n independent and identically distributed (i.i.d.) samples (θj , εj)
from the product measure piθ × piε we have
min
u
Eθ×ε [J r (u;u0,d,θ, ε)] ≈ 1
n
n∑
j=1
min
u
J r (u;u0,d,θj , εj) . (3.4)
Let us define
uj := arg min
u
J r (u;u0,d,θj , εj) = 1
2
|d + θj − G (u)|2L +
1
2
|u− u0 − εj |2C , (3.5)
and we are in the position to define the rMAP method in Algorithm 1. As can be
seen, the observation vector d and the prior mean u0 are randomized in the first
two steps, which is then followed by solving a randomized MAP problem in the third
step. Finally, we take each perturbed MAP point uj as an approximate sample of the
posterior pipost.
Algorithm 1 The rMAP algorithm.
Input: Choose the sample size n
1: for j = 1, . . . , n do
2: Draw εj ∼ piε
3: Draw θj ∼ piθ
4: Compute rMAP sample uj via (3.5)
5: end for
To the end of the paper, we choose the product measure as piθ × piε = N (0,L)×
N (0, C), and in this case the rMAP approach becomes the RML method [1, 38, 48].
That is, the RML method is a special case of our framework. In other words, by
first casting the MAP computation into a stochastic programming problem and then
solving it using the sample average appproximation we have arrived at a constructive
derivation of the RML method. One can show that the RML samples are exactly
those of the posterior when the forward map G (u) is linear [1, 38, 48]. This seems
to be the only theoretical result currently available for RML. Our stochastic pro-
gramming view point shows that the RML method is nothing more than a sample
average approximation to the stochastic optimization problem (3.3) whose solution is
the MAP point. However, the sample average does not converge to the MAP point,
as we now show. Let us define
S (u0,d,θ, ε) := arg min
u
J r (u;u0,d,θ, ε) , (3.6)
2The conditions under which the interchange is valid can be consulted in [55, Theorem 14.60].
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that is, S (u0,d,θ, ε) is the “optimizer operator”. Clearly, this operators maps a pair
(θj , εj) to an RML sample
uj := arg min
u
J r (u;u0,d,θj , εj) = S (u0,d,θj , εj) .
Proposition 3.2. Assume S (u0,d,θ, ε) is measurable with respect to the prod-
uct measure piθ × piε, then
1
n
n∑
j=1
uj
a.s.→ Eθ×ε [S (u0,d,θ, ε)]
Proof. The result is a simple consequence of the law of large numbers.
Note that setting θ = 0 and ε = 0 in (3.6) reveals that S (u0,d,0,0) is solution
of a deterministic inverse problem with prior-inspired regularization. If we view θ
and ε as the uncertainty in data d and the baseline (the prior mean) parameter u0,
the rMAP method can be considered as a Monte Carlo approach to propagate the
uncertainty from d and u0 to that of the inverse solution.
Corollary 3.3. When the forward map G (u) is linear, the following holds
1
n
n∑
j=1
uj
a.s.→ uMAP,
and each rMAP sample uj is in fact the actual sample of the posterior.
We now extend the rMAP method to posterior distribution in function spaces. In
this case, C is a covariance operator from L2 (Ω) to L2 (Ω), RK 3 θ ∼ N (0,L), and
L2 (Ω) 3 ε ∼ N (0, C). For notational convenience, let us define
dˆ := d + θ, and uˆ := u0 + ε.
The randomized MAP problem is now defined as
uˆMAP := arg min
u
J r
(
u; uˆ, dˆ
)
:=
1
2
∣∣∣dˆ− G (u)∣∣∣2
L
+
1
2
‖u‖2C + 〈u, uˆ〉C . (3.7)
Note that the last two terms in (3.7) is not the same as the last term in (2.5). The
reason is that the Cameron-Martin space of C has zero measure [30,51], and hence uˆ
almost surely does not belong to this space. As a result, the term 12 ‖u‖2C is almost
surely infinite, which should be removed as done in (3.7). On the other hand, a
solution to (2.5) or (3.7) is necessary in the Cameron-Martin space since, otherwise,
the term ‖u‖2C is infinite. The existence of such a solution has been shown in [58], and
hence (3.7) is meaningful. Furthermore, the last term 〈u, uˆ〉C should be understood
in the limit sense since uˆ ∈ L2 (Ω) and the Cameron-Martin space is dense in L2 (Ω).
Now, we are in the position to analyze the rMAP samples in function spaces.
Lemma 3.4. If the forward map G (u) is linear in u, then uˆMAP is distributed by
the posterior measure (2.4).
Proof. To begin, assume G (u) = Bu. Taking the first variation of J
(
u; uˆ, dˆ
)
with respect to u in the direction u˜ gives〈
∇J
(
u; uˆ, dˆ
)
, u˜
〉
=
〈
Lu−B∗L−1dˆ− C−1uˆ, u˜
〉
,
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where B∗ : RK → L2 (Ω) is the adjoint of B and we have defined
L := B∗L−1B + C−1.
By definition, uˆMAP is a solution of
〈
∇J
(
u; uˆ, dˆ
)
, u˜
〉
= 0,∀u˜. Consequently, we
have
uˆMAP = L−1
(
B∗L−1dˆ + C−1uˆ
)
. (3.8)
Since both uˆ and dˆ are Gaussian, uˆMAP is also a Gaussian random functions. Assume
that dˆ and uˆ are independent, after some simple algebra and manipulation the mean
of uˆMAP can be written as
E
[
uˆMAP
]
= L−1 (B∗L−1d + C−1u0) , (3.9)
which is exact the MAP point in (2.5). Furthermore, the covariance operator of uˆMAP
reads
E
[(
uˆMAP − uMAP)⊗ (uˆMAP − uMAP)] = L−1. (3.10)
On the other hand, using conditional Gaussian measures [58], one can show that
the posterior measure ν is a Gaussian with mean function
u¯ = u0 + CB∗ (L + BCB∗)−1 (d−Bu0) , (3.11)
and covariance operator
Cpost = C − CB∗ (L + BCB∗) BC. (3.12)
The fact that (3.9) and (3.10) are identical to (3.11) and (3.12), respectively, follows
directly from the “matrix” inversion lemma [28].
3.1. rMAP as the stochastic Newton method for linear inverse prob-
lems. We begin by extending the finite dimensional stochastic Newton (SN) method
in [42] to infinite dimensions. To that end, we define the SN proposal in function
space as
vSN = u−
[∇2J (u;u0,d)]−1∇J (u;u0,d) +N (0, [∇2J (u;u0,d)]−1) , (3.13)
where, from the definition of J in (2.5), we define
∇J (u;u0,d) = ∇G∗ (u) L−1 [G (u)− d] + C−1 (u− u0) , (3.14a)
∇2J (u;u0,d) = ∇ [∇G∗ (u)] L−1 [G (u)− d] +∇G∗ (u) L−1∇G (u) + C−1. (3.14b)
Clearly, the infinite dimensional SN proposal reduces to that proposed in [42] for finite
dimensional problems. Here comes the relation between rMAP and stochastic Newton
methods.
Lemma 3.5. The rMAP approach is identical to the SN method for linear inverse
problems.
Proof. Since the forward map is linear, i.e. G (u) = Bu, the posterior is a Gaussian
measure as discussed above. A simple manipulation gives
∇J (u;u0,d) = Lu−B∗L−1d− C−1u0, and ∇2J (u;u0,d) = B∗L−1B + C−1.
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Consequently,
vSN = u
MAP +N (0,L−1) , (3.15)
where uMAP = L−1 (B∗L−1d + C−1u0) as in the proof of Lemma 3.4. Due to the
linearity of G, we only need to use one Newton iteration to obtain uˆMAP and it is
exactly given by (3.8).
In order to show the equivalence between rMAP and SN, we need to prove that
vSN and uˆ
MAP come from the same distribution. But this is obvious by inspection:
the mean function and the covariance function of vSN are exactly given by (3.9) and
(3.10), i.e., the mean and the covariance of uˆMAP.
3.2. rMAP as an iterative stochastic Newton method for nonlinear
inverse problems. For nonlinear forward map, rMAP is no longer the same as the
stochastic Newton SN method. Instead, as we now show, it can be considered as
an iterative SN method (iSN) when the full Hessian is approximated by the Gauss-
Newton Hessian. To begin, we note that the rMAP sample uˆMAP is a solution of the
following equation
∇J
(
u; uˆ, dˆ
)
= 0, (3.16)
which can be solved using Newton method. Each Newton iteration reads
uk+1 = uk −
[
∇2J
(
uk; uˆ, dˆ
)]−1
∇J
(
uk; uˆ, dˆ
)
, k = 1, . . . .
Now, the Gauss-Newton part of the full Hessian (3.14b) is given by
∇2Jg (u) = ∇G∗ (u) L−1∇G (u) + C−1,
which is independent of u0 and d. The SN proposal in this case can be written as
vSN = u−
[∇2Jg (u)]−1∇J (u;u0,d) +N (0, [∇2Jg (u)]−1) ,
with u denoting the current state of the SN Markov chain under consideration. On the
other hand, the rMAP method with Gauss-Newton Hessian and initial guess u1 = u
can be written as
uk+1 = uk − [∇2Jg (uk)]−1∇J (uk; uˆ, dˆ) , k = 1, . . . .
In particular,
u2 = u− [∇2Jg (u)]−1∇J (u; uˆ, dˆ) . (3.17)
Now, by definition of uˆ and dˆ, there exist u˜ and d˜ such that
uˆ = u0 + u˜, and dˆ = d + d˜,
where
u˜ ∼ N (0, C) , and d˜ ∼ N (0,L) .
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Consequently, by linearity of ∇J (u; ·, ·) with respect to the last two arguments (see
(3.14a)) we have
∇J
(
u; uˆ, dˆ
)
= ∇J (u;u0,d)−∇G∗ (u) L−1d˜− C−1u˜
and (3.17) becomes
u2 = u− [∇2Jg (u)]−1∇J (u;u0,d)− [∇2Jg (u)]−1 (∇G∗ (u) L−1d˜ + C−1u˜)︸ ︷︷ ︸
u†
.
Next, the proof of Lemma 3.4 shows that u† is distributed byN
(
0,
[∇2Jg (u)]−1).
Therefore, u2 and vSN are identically distributed. The difference between the rMAP
method and SN is now clear: the SN method uses u2 as the MCMC proposal while
the rMAP first continues to iterate until (3.16) is (approximately) satisfied and then
takes the last uk as the proposal. In this sense, rMAP can be viewed as an iterative
SN method.
3.3. Relation between rMAP and the randomize-then-optimize ap-
proach. This section draws a connection between the rMAP method and the randomize-
then-optimize (RTO) approach [1]. We shall show that they are identical for linear
forward map (linear inverse problems), but they are different if the forward map is
nonlinear. We also propose a modification for the RTO method.
The difference between RML and RTO is best demonstrated for finite dimensional
parameter space. In this case, the jth rMAP can be computed as
urMAPj := arg min
u
1
2
∣∣∣L− 12 (d + θj − G (u))∣∣∣2 + 1
2
∣∣∣C− 12 (u− u0 − εj)∣∣∣2 , (3.18)
while the jth RTO sample [1] can be written as
uRTOj := arg min
u
1
2
∥∥∥∥QT [ L− 12 (Bu− d− θj)C− 12 (u− u0 − εj)
]∥∥∥∥2 , (3.19)
where Q is the first factor in the “thin” QR factorization of
G := G
(
uMAP
)
:=
[
L−
1
2∇G (uMAP) , C− 12 ]T = QR (3.20)
evaluated at the MAP point. Due to the presence of C−1, G has full column rank,
and hence R is invertible. Clearly, rMAP samples urMAPj are not the same as RTO
ones uRTOj since they are extrema of different cost functions in general.
Now, let us assume that the forward is linear, i.e. G (u) = Bu. Setting the
derivative, with respect to u, of the cost function in (3.18) to zero yields equation for
the jth rMAP sample urMAPj :
G
T
[
L−
1
2 (Bu− d− θj)
C− 12 (u− u0 − εj)
]
= 0.
Using (3.20) and the fact that Q is orthonormal, we arrive at
G
T
QQT
[
L−
1
2 (Bu− d− θj)
C− 12 (u− u0 − εj)
]
= 0
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which is exact the equation for the jth RTO sample uRTOj if one sets the derivative,
with respect to u, of the cost function in (3.19) to zero. In other words, we have
shown that RTO is identical to rMAP for linear inverse problems.
Up to this point we observe that RTO method requires a QR factorization of G
which could be computationally intractable for large-scale inverse problems in high
dimensional parameter spaces. We propose to use G in place of Q. For general
forward map, the modified RTO problem reads (compared to (3.19))
uRTOj := arg min
u
1
2
∥∥∥∥GT [ L− 12 (Bu− d− θj)C− 12 (u− u0 − εj)
]∥∥∥∥2 , (3.21)
and hence RTO samples now satisfy the following equation
GT (u) G G
T
[
L−
1
2 (Bu− d− θj)
C− 12 (u− u0 − εj)
]
= 0. (3.22)
The modified approach has a couple of advantages: 1) QR-factorization of (pos-
sibly large-scale) G is no longer needed; and 2) There is no need to construct G since
all we need is its action, which can be computed efficiently using adjoint technique.
The determinant of G is necessary if the RTO density is needed, but this is already
available in the MAP computation.
4. Metropolis-adjusted rMAP method. Recall from Lemma 3.4 that, for
linear inverse problems, rMAP sample is exactly distributed by the posterior measure
ν. When the forward map is nonlinear, Proposition 3.2 shows that this is no longer
true. In this case, rMAP samples have bias which should be removed via, for example,
the standard Metropolization [52]. The work in [47] shows that, for some nonlinear
test problems, the acceptance rate is above 90% and the authors proposed to accept
all rMAP samples. This simple strategy has been shown to work well in many cases
(see, e.g., [34, 48]), though the resulting Markov chain can over/under-estimate the
actual posterior. We shall show that this is the case for our inverse problem, and a de-
biasing procedure is necessary. An exact Metropolization has been proposed in [47],
but it is intractable except for problems with (very) small parameter dimension. We
therefore propose an approximate Metropolized step, and this is best illustrated using
finite dimensional framework. To that end, we replace uˆ by finite dimensional vector
u, e.g., vector of finite element nodal values.
Following [46], we begin by defining
δ = G
(
uˆMAP
)
− dˆ. (4.1)
Note that uˆMAP also satisfies (3.16), which for finite dimensional setting becomes
∇G∗
(
uˆMAP
)
L−1
[
G
(
uˆMAP
)
− dˆ
]
+ C−1
(
uˆMAP − uˆ
)
= 0. (4.2)
We can view the equations (4.1) and (4.2) as definition of a map T : (uˆ, dˆ) →
(uˆMAP, δ), and we assume that this map needs to be locally invertible. This allows
us to explicitly write T −1 by[
uˆ
dˆ
]
= T −1(uˆMAP, δ) =
uˆMAP + C∇G∗ (uˆMAP)L−1δ
G
(
uˆMAP
)
− δ
 . (4.3)
12 K. Wang, T. Bui-Thanh and O. Ghattas
After dropping higher order terms, the corresponding Jacobian matrix J is then
J :=
∂
(
uˆ, dˆ
)
∂
(
uˆMAP, δ
) ≈
 I C∇G∗ (uˆMAP)L−1
∇G
(
uˆMAP
)
−I
 ,
whose determinant can be written as
|J | ≈
∣∣∣det(I + C∇G∗ (uˆMAP)L−1∇G (uˆMAP))∣∣∣
=
∣∣∣det(I + C 12∇G∗ (uˆMAP)L−1∇G (uˆMAP) C 12)∣∣∣ , (4.4)
Note that the Gauss-Newton approximation in the last equation can be readily com-
puted by adjoint methods. Let us denote by h
(
uˆMAP, δ
)
the density of proposing the
pair
(
uˆMAP, δ
)
with the above algorithm. It is then also the density for the proba-
bility T#pi(uˆ, dˆ), i.e., the push-forward of the probability to propose the pair
(
uˆ, dˆ
)
.
By the measure preservation property and the change of variables formula we have
h
(
uˆMAP, δ
)
= f
(
T −1
(
uˆMAP, δ
))
|J | ,
where f is defined as
f
(
uˆ, dˆ
)
∼ exp
[
−1
2
(uˆ− u0)T C−1 (uˆ− u0)− 1
2
(
dˆ− d
)T
L−1
(
dˆ− d
)]
. (4.5)
With equations (4.3), it is not hard to see that
f
(
T −1
(
uˆMAP, δ
))
= p
(
uˆMAP
)
ζ (δ) η
(
uˆMAP
)
,
where
p
(
uˆMAP
)
= exp
(
−1
2
∣∣∣uˆMAP − u0∣∣∣C − 12 ∣∣∣G (uˆMAP)− d0∣∣∣L
)
is proportional to the posterior distribution,
ζ (δ) = exp
(
−1
2
(δ −HK)T H−1 (δ −HK)
)
,
and
η
(
uˆMAP
)
= exp
(
1
2
KTHK
)
,
where H and K are given by
H−1 = L−1 + L−1∇G
(
uˆMAP
)
C∇G∗(uˆMAP)L−1
and
K = L−1
((
G
(
uˆMAP
)
− d0
)
+∇G
(
uˆMAP
)(
uˆMAP − u0
))
.
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Since the terms including δ consititute a Gaussian kernel, such a decomposition
allows us to marginalize δ and obtain the probability of proposing uˆMAP:
q
(
uˆMAP
)
=
∫
h
(
uˆMAP, δ
)
dδ = p
(
uˆMAP
)
η
(
uˆMAP
)
ω
(
uˆMAP
)
|J | ,
where ω
(
uˆMAP
)
is from integrating with respect to δ and it possesses an explicit
form:
ω
(
uˆMAP
)
∝ |H| 12 = |L|− 12 |J |− 12 .
Substituting these formulas into the decomposition of q
(
uˆMAP
)
, we obtain the ratio
of posterior distribution over proposal distribution to be:
θ
(
uˆMAP
)
=
p
(
uˆMAP
)
q
(
uˆMAP
) ∝ exp(−1
2
KTHK
)
|L| 12 |J |− 12 .
With this ratio, we are able to compute the acceptance ratio between a newly proposed
state uˆMAP∗ and a current state uˆ
MAP
k . One computational consideration in practice
would be that directly computing the gradient of the forward map, ∇G
(
uˆMAP
)
, can
be expensive when the number of measurements is high. A further practical simpli-
fication would be approximating α with only the |L| 12 |J |− 12 . Thus, the acceptance
ratio we adopt has the form
α˜
(
uˆMAP∗ , uˆ
MAP
k
)
=
θ
(
uˆMAP∗
)
θ
(
uˆMAPk
) ≈
∣∣∣J(uˆMAPk )∣∣∣ 12∣∣∣J(uˆMAP∗ )∣∣∣ 12 (4.6)
This simplification appears to be reasonable as shown in the numerical results.
It should be pointed out that we have recently shown that the misfit (Gauss-
Newton) Hessian is a compact operator [10, 11]. Moreover, C 12 is also a compact
operator by definition of Gaussian measure. It follows that C 12∇2Φg
(
uˆMAP, dˆ
)
C 12 is
compact and admits low rank approximation. This is in fact one of the key points
that is exploited to construct scalable and mesh-independent method in our previous
work on extreme scale Bayesian inversion [9,14]. Thus, computing |J | can be done in
a scalable manner independent of the mesh size using the randomized SVD technique
[31], for example.
5. Finite element discretization and optimization. For the practical prob-
lems we consider we assume the spatial dimension to be at least two, therefore we
choose s > 1 so that the infinite dimensional framework is well-defined as discussed in
Section 2. As a result, evaluating the prior and/or generating a prior sample requires
to discretize and/or solve a fractional partial differential equation. Similar to [8] (and
references therein) we combine the finite element method (FEM) [18] and the matrix
transfer technique (see, e.g. [35] to discretize (truncated) Karhunen-Loe`ve (KL) ex-
pansion of the prior. For the discretization of the forward equation, and hence the
likelihood, we also use the same finite element method.
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Using finite element approximation, the MAP problem (2.5) becomes a (possi-
bly) high dimensional and nonlinear optimization problem. It is thus necessary to
use the state-of-the-art scalable optimization solver to minimize the cost. Here we
choose the trust region inexact Newton conjugate gradient (CG) method (TRINCG),
for which some of the main idea can be found, e.g., in [5,7,19,45]). The method com-
bines the rapid locally-quadratic convergence rate properties of Newton method, the
effectiveness of trust region globalization for treating ill-conditioned problems, and
the Eisenstat–Walker idea of preventing oversolving. In the numerical results section,
we demonstrate the efficiency of this trust region method over popular Levenberg-
Marquardt techniques. As we shall see that, in some difficult examples, choosing
TRINCG becomes critical in controlling computation time for rMAP sampling.
5.1. Good initial guess for the rMAP algorithm. One of the most impor-
tant aspects of numerical optimization, particularly with Newton method, is how to
choose a good initial guess. The closer the initial guess is to the basin of attraction
of a local minimum, the faster the convergence. This is clearly important since we
desire to minimize the cost of computing rMAP proposals. One way to achieve this is
through using sensitivity analysis, which we now describe. To begin, we distinguish
∇, the derivative with respect to u, with derivatives with other variables: for example,
∇uˆi and ∇dˆi denote derivatives with respect to uˆi and dˆi, respectively. Consider two
consecutive rMAP samples uˆMAPi and uˆ
MAP
i+1 that satisfy
F
(
uˆMAPi ; uˆi, dˆi
)
:= ∇J
(
uˆMAPi ; uˆi, dˆi
)
= 0, (5.1)
F
(
uˆMAPi+1 ; uˆi+1, dˆi+1
)
:= ∇J
(
uˆMAPi+1 ; uˆi+1, dˆi+1
)
= 0. (5.2)
Now, let us define
u˜ = uˆi+1 − uˆi, and d˜ = dˆi+1 − dˆi.
Assuming that uˆMAPi is already computed from (5.1), we now construct an initial
guess for solving (5.2) using Newton method:
uinit = uˆMAPi +
(
∇dˆi uˆMAPi , d˜
)
+
〈∇uˆi uˆMAPi , u˜〉︸ ︷︷ ︸
T
, (5.3)
which is simply the first order Taylor approximation of uˆMAPi+1 around
(
uˆi, dˆi
)
.
What remains is to compute T in (5.3). To this end, we expand the gradient in
(5.2) using the first order Taylor expansion to obtain the following equation for T
∇2J
(
uˆMAPi ; uˆi, dˆi
)
T ≈ ∇G∗ (uˆMAPi )L−1d˜ + C−1u˜. (5.4)
Solving (5.4) requires an adjoint solve to evaluate the right hand side, and the in-
verse of ∇2J
(
uˆMAPi ; uˆi, dˆi
)
(the Hessian evaluated at the ith rMAP sample). If∣∣uˆMAPi − uˆMAPi+1 ∣∣ is small, uinit is a very good approximation of uˆMAPi+1 . Thus, solving
(5.2) with uinit as the initial guess helps reduce the number of optimization iterations
(and hence the number of forward PDE solves) substantially. In practice, we linearize
around the MAP point (2.5) and this approach further cuts down the number of PDE
solves since ∇2J (uMAP;u0,d) is fixed and can be well approximated using low rank
approximation [9, 14].
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6. Numerical results. In this section, we present sampling results using several
test cases. In Section 6.1, we use two analytical functions to compare the sampling
efficiency between the rMAP and the RTO method, and between the stochastic New-
ton method described above. In Section 6.2, we use the rMAP method to sample a
Bayesian inverse problem on a two dimensional Helmholtz forward model. Therein,
we compare the computational efficiency between the popular Levenberg-Marquardt
method (see, e.g., [48]) and TRINCG method for each rMAP sample, as well as the
effectiveness of using a good initial guess as is discussed in Section 5. In order to
examine statistical convergence of rMAP methods, we also compare rMAP samples
with those from the delayed rejection adaptive Metropolis (DRAM) sampler [29].
6.1. Analytical function example. Let us start by numerically demonstrating
how rMAP and RTO cost functions in (3.18) and (3.19), respectively, change the
original cost function in (2.5). To that end, we consider two analytical cost functions
(negative log posterior)
J1 := 1
2
(u− 0.8)2 + 1
2× 0.22
(
u2 − 1)2 , (6.1a)
J2 := 1
2
(u− 1)2 + 1
2× 0.22
(
u3 − 0.8)2 . (6.1b)
6.1.1. Comparing rMAP and RTO methods. In Figure 6.1 are the original
cost functionals J1,J2 and their randomization with rMAP and RTO methods. (Note
that both the original RTO and our modified version give identical results for all
analytical results, and hence we do not distinguish them) Here, we use the same θ
and ε for both rMAP and RTO. As can be seen, both randomized costs preserve the
characteristics, e.g. multi-modality and skewness, of the original one. However, they
differ from the original cost function as well as from each other, which agrees with
our findings in Section 3.3.
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15
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u
co
st
 
 
original
rMAP
RTO
(a) J1, and its rMAP and RTO
−0.5 0 0.5 10
5
10
15
u
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st
 
 
original
rMAP
RTO
(b) J2, and its rMAP and RTO
Fig. 6.1. Randomization of the cost functionals in (6.1) with rMAP and RTO methods.
We next examine the sensitivity of both rMAP and RTO with multi-modality
and optimization solver. To that end, we first use Matlab fminunc, the unconstrained
optimization solver, and use the MAP point as initial guesses to compute rMAP and
RTO samples for J1 cost functional. As can be seen in Figures 6.2(a) and 6.2(d),
both methods are stuck in a mode. Instead, if we use uˆj := u0 + εj as initial guess
for computing the jth sample we obtain the results in Figures 6.2(b) and 6.2(e),
respectively. Clearly, both methods explore both modes well. Thus, for rMAP and
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RTO to work with local optimization solver, it is important that initial guesses are well
distributed in the parameter space. In fact, good initial guesses also help significantly
reduce the number of forward solves as we will show in the following subsection.
As a comparison, we employ Matlab’s constrained optimization solver fminbnd
with prescribed bound −100 ≤ u ≤ 100 to more than sufficient to cover the modes.
This optimization solver computes initial guesses using the golden section rule. The
results for rMAP and RTO are shown in 6.2(c) and 6.2(f): rMAP still works well in
this case while RTO is stuck in the left mode. Thus, rMAP seems to be more robust
with optimization solvers. From numerical experiments we observe that rMAP tends
to displace the original function more than RTO does, and this may partially explain
the robustness of the former. However, rMAP also seems to ignite “silent” mode in
the original function as we now show in Figure 6.3 for J2. Note that the original cost
function J2 has only one mode, but it can become multi-modal for a range of ε and
θ. As can be observed in Figures 6.3(a) and 6.3(c), rMAP puts a lot of samples in
an artificial mode that was not in the original function, while RTO does not seem to
see the same thing. With the square root Jacobian correction in Section 4, we can,
in Figure 6.3(b), both remove that artificial mode and improve the histogram for the
actual mode. We can also improve the RTO samples by first taking the RTO density
as important sampling density and then using the important weights to correct RTO
samples. The result in Figure 6.3(d) shows that this strategy indeed provides better
histogram as well.
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u
(a) rMAP: MAP initial guess
−1 0 10
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4
u
(b) rMAP: random initial guess
−1 0 10
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(c) rMAP: “Golden section” ini-
tial guess
−1 0 10
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(d) RTO: MAP initial guess
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u
(e) RTO: random initial guess
−1 0 10
1
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3
4
u
(f) RTO: “Golden section” ini-
tial guess
Fig. 6.2. Sensitivity of rMAP and RTO with local optimization solvers and initial guesses.
Figures 6.2(a) and 6.2(d) are with fminunc and MAP initial guess. Figures 6.2(b) and 6.2(e) are
with fminunc and random prior means as initial guesses. Figures 6.2(c) and 6.2(f) are with fminbnd
and the default golden section rule initial guess. The cost functional that is used to conduct these
experiments is J1.
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Fig. 6.3. Illustration of artificial mode created by rMAP and correction strategies for both
rMAP and RTO. Correction for rMAP is by the square root of the Jacobian in Section 4, and the
correction for RTO is via important sampling weights. The numerical experiments was done for the
cost functional J2.
6.1.2. Comparing rMAP and Stochastic Newton methods. In this sec-
tion, we will numerically confirm our discussion in Section 3.2 on the improvement of
rMAP over the stochastic Newton method. For concreteness, we choose J1 in (6.1a),
a multi-modal function, for the comparison. We have shown in Section 3.2 that rMAP
can be viewed as an iterative stochastic Newton method. It is this deterministic itera-
tion that can help rMAP explore the sample space more rapidly. In particular, rMAP
can be interpreted as a globalization strategy. It is in fact a move away from the ineffi-
ciencies of random-walk/diffusion processes altogether, toward powerful optimization
methods that use derivative information to traverse the posterior.
For numerical comparison, we compute 1, 000 samples from the Metropolis-adjusted
rMAP sampler and in this case the total number of Newton iterations is approximately
20, 000. Since the parameter dimension is one, the total number of (forward and ad-
joint) PDE solves is 40, 000. For stochastic Newton method, we take 100, 000 samples.
Three independent chains with three different initial states, namely the origin, the left
and right modes of the posterior distribution, are computed for both samplers. Figure
6.4 shows the histogram of each chain together with the exact density. We observe
that rMAP chains are capable of sampling both modes and the sampling results are
independent of starting points. On the contrary, SN chains show dependency on the
starting points and they are stuck in local minima.
6.1.3. Statistical Convergence of rMAP. We also numerically examine Propo-
sition 3.2 using cost function J1. First, we compute the expectation Eθ×ε [S (u0,d,θ, ε)]
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(a) rMAP (b) SN (initial state at the left mode)
(c) SN (initial state at the origin) (d) SN (initial state at the right mode)
Fig. 6.4. Comparison of Metropolis-Adjusted rMAP and stochastic Newton (SN) MCMC meth-
ods for sampling multi-modal problem. Three starting points are chosen for these two samplers,
namely the left mode, zero, and the right mode. The histograms are the same irrespective of the
starting points for rMAP method, and hence only one plot is shown here. While SN chains are
trapped in local minima, rMAP counterparts traverse the posterior very well.
using a tensor product Gauss-Hermite quadrature. Ten independent rMAP chains
are computed, each of which has one million samples. We compute the averages
{ 1n
∑n
j=1 uj}Nn=1, N = 106, over each chain and the resuts are compared to the quadra-
ture based expectation. In Figure 6.5, it is shown that the approximate mean of rMAP
samples aligns well with the limit Eθ×ε [S (u0,d,θ, ε)], and hence confirming our the-
oretical result in Proposition 3.2.
6.2. Helmholtz Problems. Although our proposed framework is valid for Bayesian
inverse problems governed by any system of forward PDEs, here we illustrate the use
of the framework on a frequency domain acoustic wave equation in the form of the
Helmholtz equation. Namely, the forward model B (u,w) is defined, in an open and
bounded domain Ω, as:
−∇2w − e2uw = 0, in Ω,
∂w
∂n
= g, on ∂Ω,
where w is the acoustic field, u the logarithm of the distributed wave number field on
Ω, n the unit outward normal on ∂Ω, and g the prescribed Neumann source on the
boundary.
In the following subsection 6.2.1, we first discuss the computation of the gradient
and Hessian of the objective function using the adjoint method. The adjoint method
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Fig. 6.5. Convergence test of rMAP samples against a quadrature evaluated expectation value.
Blue dashed lines show errors of each of ten rMAP chains, each containing one million samples.
They align well with the the solid red line, which represents the theoretical, n−
1
2 convergence rate
from the central limit theorem.
enables tractable computation of the MAP estimator, which is crucial to the rMAP al-
gorithm. In subsection 6.2.2, we analyze the sampling results using rMAP algorithm.
Through a comparison between different optimization settings described above, we
demonstrate the efficiency achieved by using the TRINCG solver and a good initial
guess. In addition, the rMAP samples are compared with delayed rejection adap-
tive Metropolis (DRAM) samples, where we observe that Metropolis-adjusted rMAP
samples provide statistical estimates with similar quality compared to those obtained
from DRAM, while requiring much less computation.
6.2.1. Computation of the gradient and Hessian-vector product. In this
section, we briefly discuss about how to compute the gradient and Hessian-vector
product efficiently. Using the standard reduced space approach, see e.g. [11], one can
show that the (reduced) gradient ∇J
(
u; uˆ, dˆ
)
acting in any direction u˜ is given by〈
∇J
(
u; uˆ, dˆ
)
, u˜
〉
= −2
∫
Ω
u˜e2uwτ dΩ
where the adjoint state τ satisfies the adjoint equation
−∇2τ − e2uτ = − 1
σ2
K∑
j=1
(w − dj) δ (x− xj) in Ω, (6.2a)
∂τ
∂n
= 0, on ∂Ω. (6.2b)
On the other hand, the Hessian acting in directions u˜ and
'
u reads〈〈
∇2J
(
u; uˆ, dˆ
)
, u˜
〉
,
'
u
〉
= −4
∫
Ω
u˜
'
u e2uwτ dΩ− 2
∫
Ω
u˜e2uw˜τ dΩ− 2
∫
Ω
u˜e2uwτ˜ dΩ,
where the incremental forward state w˜ obeys the incremental forward equation
−∇2w˜ − e2uw˜ = 2 'u e2uw in Ω, (6.3a)
∂w˜
∂n
= 0, on ∂Ω, (6.3b)
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and the incremental adjoint state τ˜ obeys the incremental adjoint equation
−∇2τ˜ − e2uτ˜ = 2 'u e2uτ − 1
σ2
K∑
j=1
w˜δ (x− xj) in Ω, (6.4a)
∂τ˜
∂n
= 0, on ∂Ω. (6.4b)
We shall compare our TRNCG optimization solver with the popular Levenberg-
Marquardt approach (see, e.g., [45, 48]). For that reason, we need to compute the
Gauss-Newton Hessian-vector product. It can be shown that the Gauss-Newton Hes-
sian acting in directions u˜ and
'
u reads〈〈
∇2JGN
(
u; uˆ, dˆ
)
, u˜
〉
,
'
u
〉
= −2
∫
Ω
u˜e2uwτ˜ dΩ,
where the incremental forward state w˜ still satisfies (6.3), but the incremental adjoint
state τ˜ now obeys the following incremental adjoint equation
−∇2τ˜ − e2uτ˜ = − 1
σ2
K∑
j=1
w˜δ (x− xj) in Ω, (6.5a)
∂τ˜
∂n
= 0, on ∂Ω. (6.5b)
6.2.2. Sampling results. Now we show the application of rMAP methods to
quantify the uncertainty for the inverse problem governed by the above Helmholtz
forward model. We create two experiments to compare and test the methods described
above. Finite element discretization of the prior results in a parameter field with 94
parameters for both experiments. Since the experiments aim at testing algorithms
rather than demonstrating Bayesian modeling, we conveniently fix the noise level for
both experiments to be 1%. On the other hand, we use different prior coefficients α
to control the ‘easiness’ of sampling. We choose α = 8.0 for the first experiment and
α = 3.0 for the second experiment—these numbers are chosen after trials to clearly
represent two situations: a prior dominant case and a likelihood dominant case. When
the model is prior dominant, the inverse problem resembles a linear inverse problem for
which, following Lemma 3.4, rMAP should provide exact posterior samples. On the
other hand, for the likelihood dominant case, due to the non-linearity of the forward
model, the rMAP samples are no longer exact posterior ones and Metropolization
becomes necessary.
For each of these two experiments, we draw a sample from the prior distribution
and solve the forward equation (2.3) to generate a set of synthetic data as shown in
Figure 6.6. Then, we sample the Bayesian model with four variants of the rMAP
method: with trust-region inexact Newton-CG (TRINCG) or Levenberg-Marquardt
(LM) and with/without good initial guesses. As a comparison, we also sample the
model with DRAM sampler of five million samples which we consider long enough to
be convergent.
Since rMAP samples are not exact posterior samples for nonlinear problems, it
is not necessary to demand high accuracy (and hence high cost) in each optimization
solution. Yet, we still hope that for these loosely approximate rMAP samples, the
proposed Metropolization can effectively correct them towards the posterior distri-
bution. To that end, we set large tolerances: εF = εX = εG = 10
−4 for the first
Randomized Maximum a Posteriori Method for Nonlinear Bayesian Inverse Problems 21
 
 
−0.6
−0.4
−0.2
0
0.2
(a) Synthetic u (α = 8.0)
 
 
−1
−0.5
0
0.5
(b) Synthetic u (α = 3.0)
Fig. 6.6. Synthetic parameter u for two numerical experiments.
experiment and εF = εX = εG = 10
−6 for the second one. For a similar reason, we
limit the maximal allowed number of iterations to 150 and 200 respectively to further
control the computational costs.
For each experiment and each variant of the method, we compute 1000 rMAP
samples. Within each experiment, we use the same randomly perturbed sequences
{uˆ}1000i=1 and {dˆ}1000i=1 for all four rMAP methods. Ideally, with this setting, these meth-
ods should produce exactly same rMAP samples if each optimizer had converged. In
practice, the acquired samples are different among these methods due to the tolerance
and iteration control.
Figures 6.7 and 6.8 show the estimated conditonal mean and variance for the high
prior and the low prior cases respectively. In both cases, the plain rMAP samples have
non-negligible approximation errors. These errors are successfully corrected with a
Metropolization using weights described in Section 4. We point out that among
the four variants of rMAP methods, the one that uses TRINCG and good initial
guesses has shown optimal performance. Its statistical estimates are close to that of
the DRAM sampler in both experiments. This indicates the fast convergence of the
TRINCG method that despite we have relaxed the convergence criteria and limited the
number of iterations, TRINCG has always been able to get close to the real optimizer
rapidly. Our proposed method of computing initial guesses has further ensured its
efficiency. To give a closer look, we show a comparison between sampling estimates
of the DRAM and the rMAP using TRINCG with good initial guesses in Figures 6.9
and 6.10.
Next, we analyze computational efficiency of the rMAP samplers. Note that
the DRAM samples are highly correlated due to the large dimensionality of parame-
ter space, meanwhile, as we will show below, rMAP samples are almost statistically
independent, even for nonlinear problems. In order to compare computational per-
formance between rMAP and DRAM as well, we utilize a concept of effective sample
size (ESS) which is defined, for a sampler with a total of n samples, as
ESS =
n
τ
, (6.6)
and, for a model with L parameters in total, the averaged integrated auto-correlation
time (IACT) τ is computed by
τ =
1
L
L∑
l=1
(
1 + 2
∞∑
k=1
τ(k)
)
,
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Fig. 6.7. Case α = 8.0: Comparison of estimated statistics from all samplers. Top row
shows the conditonal mean estimate between (a) DRAM and rMAP samples; and (b) DRAM and
Metropolized rMAP samples. Bottom row shows corresponding comparison of variance estimates.
in which the auto-correlation function (ACF) τ(k) for a time series Xt with mean
value µ and variance σ2 is defined as
τ(k) =
E [(Xt − µ) (Xt+k − µ)]
σ2
.
Since PDE solve is the most time-consuming part, we take the total number of PDE
solves (assuming the cost of solving forward, adjoint, incremental forward, and incre-
mental adjoint equations is the same) as the measure of the computational cost.
Figure 6.11 shows the comparison of IACT for all parameters. For simplicity,
we only show the IACT for rMAP samples obtained through the TRINCG together
with good initial guesses. We then obtain the mean IACT’s to be: τDRAM = 461.90,
τ rMAP = 1.00 and τweighted-rMAP = 1.11 for the first experiment, and τDRAM = 564.32,
τ rMAP = 1.10 and τweighted-rMAP = 1.2743 for the second experiment. Therefore,
1,000 rMAP samples are correspond to about 415,000 DRAM samples when α = 8.0
and correspond to about 443,000 DRAM samples when α = 3.0. As a result, for
comparing computational costs in both experiments, we take into consideration 1,000
rMAP samples and 400,000 DRAM samples.
We compare costs of different sampling/optimization strategies in Tables 6.1 and
6.2. It is obvious that, compared with the LM method, TRINCG improves efficiency
both with and without a warm-start—for example, when good initial guesses are
adopted, LM is about 60% and about 320% more expensive than TRINCG, respec-
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Fig. 6.8. (α = 3.0) Comparison of estimated statistics from all samplers. Top row shows the
conditonal mean estimate between (a)DRAM and rMAP samples; and (b)DRAM and Metropolized
rMAP samples. Bottom row shows corresponding comparison of variance estimates.
tively. The importance of the warm-start strategy is also salient in these tables. In
particular, it speeds up the LM algorithm significantly (at least five times) in the
prior-dominated case such that the rMAP sampler with LM performs better than
DRAM with statistically comparable number of samples. Nontheless, computational
costs of the LM method in Table 6.2 are more than the corresponding DRAM sampler
even with good initial guesses, leaving TRINCG as the only tractable choice for rMAP
sampling this (“difficult”) likelihood-dominated problem.
Table 6.1
Cost for the case α = 8.0: the cost measured in the number of PDE solves in generating 1000
rMAP samples using four combinations: with either TRINCG or LM and with either warm-start
strategy or not. As a comparison, the cost of DRAM sampler of getting 400,000 samples is shown
in the last row.
rMAP good initial guess random initial guess
TRINCG 208367 288254
LM 334618 1626279
DRAM 732917
7. Conclusions. In this paper we present a randomized maximum a posteriori
(rMAP) approach to approximately sample posteriors of nonlinear Bayesian inverse
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Fig. 6.9. Comparison of estimates for the first experiment with α = 8.0: top row shows the
conditional mean estimate. Bottom row shows comparison of variance estimation. All the rMAP
samples are obtained from the TRINCG method with good initial guesses.
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Fig. 6.10. Comparison of estimates for the second experiment with α = 3.0: top row shows the
conditional mean estimate. Bottom row shows comparison of variance estimation. All the rMAP
samples are obtained from the TRINCG method with good initial guesses.
problems in high dimensional parameter spaces. The idea is to cast the standard
MAP computation as a stochastic optimization problem and use the sample aver-
age approach to approximate the expectation. We have shown that the randomized
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Fig. 6.11. IACT for DRAM, rMAP and weighted-rMAP for all parameters. Samples from
TRINCG with good initial guesses are used to compute these IACT’s.
Table 6.2
Cost for the case α = 3.0: the cost measured in the number of PDE solves in generating 1000
rMAP samples using four combinations: with either TRINCG or LM and with either warm-start
strategy or not. As a comparison, the cost of DRAM sampler of getting 400,000 samples is shown
in the last row.
rMAP good initial guess random initial guess
TRINCG 511956 568671
LM 1639601 2705973
DRAM 706017
maximum likelihood method is a special case of the proposed rMAP method. The
stochastic programming view point allows us to provide additional theoretical re-
sults, in both finite and infinite dimensions and for both linear and nonlinear inverse
problems, leading to a better understanding of rMAP. The appeal of the proposed
approach is that each rMAP sample requires solution of a PDE-constrained optimiza-
tion problem which can be carried out efficiently using a trust region inexact Newton
conjugate gradient method. To further reduce the cost of each rMAP sample, we
develop a warm start strategy using sensitivity analysis via an efficient adjoint tech-
nique. Viewing rMAP as an iterative stochastic Newton method reveals that rMAP
is in fact a move away from the inefficiencies of random-walk/diffusion processes al-
together, toward powerful optimization methods that use derivative information to
traverse the posterior.
We have made a connection between the rMAP approach and a closely related
randomize-then-optimize method. We show that they are identical for linear inverse
problems but different for nonlinear ones. Since rMAP samples are approximate
samples of the posterior, we present an approximate Metropolization to reduce the
bias. FEM discretization of the infinite dimensional Bayesian inverse problem, solving
optimization problems at each sampling step with the trust region inexact Newton
conjugate gradient method, as well as a sensitivity analysis based warm start strategy
are also discussed. Analytical and numerical experiments are presented to confirm
various theoretical results and demonstrate the potential of the rMAP approach for
difficult nonlinear Bayesian inverse problems.
26 K. Wang, T. Bui-Thanh and O. Ghattas
REFERENCES
[1] Johnathan Bardsley, Antti Solonen, Heikki Haario, and Marko Laine, Randomize-
then-optimize: A method for sampling from posterior distributions in nonlinear inverse
problems, submitted, (2013).
[2] A. Beskos, F. J. Pinski, J. M. Sanz-Serna, and A. M. Stuart, Hybrid Monte Carlo on
Hilbert spaces, Stochastic Processes and their Applications, 121 (2011), pp. 2201–2230.
[3] L. T. Biegler, O. Ghattas, M. Heinkenschloss, and B. van Bloemen Waanders, eds.,
Large-Scale PDE-Constrained Optimization, Lecture Notes in Computational Science and
Engineering, Vol. 30, Springer-Verlag, Heidelberg, 2003.
[4] Alfio Borz`ı and Volker Schulz, Computational Optimization of Systems Governed by Par-
tial Differential Equations, SIAM, 2012.
[5] Mary Ann Branch, Thomas F. Coleman, and Yuying Li, A subspace, interior, and con-
jugate gradient method for large-scale bound-constrained minimization problems, SIAM
Journal on Scientific Computing, 21 (1999), pp. 1–23 (electronic).
[6] AE Brockwell, Parallel markov chain monte carlo simulation by pre-fetching, Journal of
Computational and Graphical Statistics, 15 (2006), pp. 246–261.
[7] Tan Bui-Thanh, Model-Constrained Optimization Methods for Reduction of Parameterized
Large-Scale Systems, PhD thesis, Department of Aeronautics and Astronautics, MIT, 2007.
[8] , Discretization-invariant MCMC methods for PDE-constrained Bayesian inverse prob-
lems in infinite dimensional parameter spaces, Submitted, (2015).
[9] Tan Bui-Thanh, Carsten Burstedde, Omar Ghattas, James Martin, Georg Stadler,
and Lucas C. Wilcox, Extreme-scale UQ for Bayesian inverse problems governed by
PDEs, in SC12: Proceedings of the International Conference for High Performance Com-
puting, Networking, Storage and Analysis, 2012.
[10] Tan Bui-Thanh and Omar Ghattas, Analysis of the Hessian for inverse scattering problems.
Part I: Inverse shape scattering of acoustic waves, Inverse Problems, 28 (2012), p. 055001.
[11] , Analysis of the Hessian for inverse scattering problems. Part II: Inverse medium scat-
tering of acoustic waves, Inverse Problems, 28 (2012), p. 055002.
[12] , A scaled stochastic Newton algorithm for Markov chain Monte Carlo simulations, Sub-
mitted to SIAM Journal of Uncertainty Quantification, (2012).
[13] , Analysis of the Hessian for inverse scattering problems. Part III: Inverse medium
scattering of electromagnetic waves. Inverse Problems and Imaging, 2013.
[14] Tan Bui-Thanh, Omar Ghattas, James Martin, and Georg Stadler, A computational
framework for infinite-dimensional Bayesian inverse problems Part I: The linearized case,
with application to global seismic inversion, SIAM Journal on Scientific Computing, 35
(2013), pp. A2494–A2523.
[15] Tan Bui-Thanh and Mark Andrew Girolami, Solving large-scale PDE-constrained Bayesian
inverse problems with Riemann manifold Hamiltonian Monte Carlo, Inverse Problems,
Special Issue (2014), p. 114014.
[16] Jonathan Byrd, Parallel Markov Chain Monte Carlo, PhD thesis, University of Warwick,
2010.
[17] D. Calvetti and E. Somersalo, Introduction to Bayesian Scientific Computing: Ten Lectures
on Subjective Computing, Springer, New York, 2007.
[18] P. G. Ciarlet, The Finite Element Method for Elliptic Problems, North–Holland, Amsterdam,
New York, 1978.
[19] T. F. Coleman and Y. Li, An interior trust region approach for nonlinear minimization
subject to bounds, SIAM Journal on Optimization, 6 (1996), pp. 418–445.
[20] S. L. Cotter, G. O. Roberts, A. M. Stuart, and D. White, MCMC methods for functions:
modifying old algorithms to make them faster, Statistical Science, 28 (2013), pp. 424–446.
[21] Tiangang Cui, Kody JH Law, and Youssef M Marzouk, Dimension-independent likelihood-
informed mcmc, Journal of Computational Physics, 304 (2016), pp. 109–137.
[22] Tiangang Cui, James Martin, Youssef M Marzouk, Antti Solonen, and Alessio Span-
tini, Likelihood-informed dimension reduction for nonlinear inverse problems, arXiv
preprint arXiv:1403.4680, (2014).
[23] M. Dashti, K.J.H. Law, A.M. Stuart, and J. Voss, MAP estimators and their consistency
in Bayesian nonparametric inverse problems, Inverse Problems, 29 (2013), p. 095017.
[24] Juan Carlos De los Reyes, Numerical PDE-constrained optimization, Springer, 2015.
[25] S. Duane, A. D. Kennedy, B. Pendleton, and D. Roweth, Hybrid Monte Carlo, Phys. Lett.
B, 195 (1987), pp. 216–222.
[26] J. N. Franklin, Well-posed stochastic extensions of ill–posed linear problems, Journal of Math-
ematical Analysis and Applications, 31 (1970), pp. 682–716.
Randomized Maximum a Posteriori Method for Nonlinear Bayesian Inverse Problems 27
[27] Mark Girolami and Ben Calderhead, Riemann manifold Langevin and Hamiltonian Monte
Carlo methods, Journal of the Royal Statistical Society: Series B (Statistical Methodology),
73 (2011), pp. 123–214.
[28] Gene H. Golub and Charles F. Van Loan, Matrix Computations, Johns Hopkins Studies
in the Mathematical Sciences, Johns Hopkins University Press, Baltimore, MD, third ed.,
1996.
[29] Heikki Haario, Marko Laine, Antonietta Miravete, and Eero Saksman, DRAM: Effi-
cient adaptive MCMC, Statistics and Computing, 16 (2006), pp. 339–354.
[30] Martin Hairer, Introduction to Stochastic PDEs. Lecture Notes, 2009.
[31] Nathan Halko, Per-Gunnar Martinsson, and Joel A. Tropp, Finding structure with ran-
domness: Probabilistic algorithms for constructing approximate matrix decompositions,
SIAM Review, 53 (2011), pp. 217–288.
[32] W. Keith Hastings, Monte Carlo sampling methods using Markov chains and their applica-
tions, Biometrika, 57 (1970), pp. 97–109.
[33] Michael Hinze, Rene Pinnau, Michael Ulbrich, and Stefan Ulbrich, Optimization with
PDE Constraints, Springer, 2009.
[34] Marco A. Iglesias, Kody J. H. Law, and Andrew M. Stuart, Evaluation of gaussian
approximations for data assimilation in reservoir models, Submitted, (2012).
[35] M. Ilic´, F. Liu, I. Turner, and V. Anh, Numerical approximation of a fractional-in-space
diffusion equation, Frac. Calc. and App. Anal., 8 (2005), pp. 323–341.
[36] Tobin Isaac, Noemi Petra, Georg Stadler, and Omar Ghattas, Scalable and efficient
algorithms for the propagation of uncertainty from data through inference to prediction
for large-scale problems, with application to flow of the antarctic ice sheet, Journal of
Computational Physics, 296 (2015), pp. 348–368.
[37] Jari Kaipio and Erkki Somersalo, Statistical and Computational Inverse Problems, vol. 160
of Applied Mathematical Sciences, Springer-Verlag, New York, 2005.
[38] P. K. Kitanidis, Quasi-linear geostatistical theory for inversing, Water Resour. Res., 31 (1995),
pp. 2411–2419.
[39] P. K. Kitanidis, On the geostatistical approach to the inverse problem, Advances in Water
Resources, 19 (1996), pp. 333–342.
[40] S. Lasanen, Discretizations of generalized random variables with applications to inverse prob-
lems, PhD thesis, University of Oulu, 2002.
[41] Markku S. Lehtinen, Lassi Pa¨iva¨rinta, and Erkki Somersalo, Linear inverse problems
for generalized random variables, Inverse Problems, 5 (1989), pp. 599–612.
[42] James Martin, Lucas C. Wilcox, Carsten Burstedde, and Omar Ghattas, A stochas-
tic Newton MCMC method for large-scale statistical inverse problems with application to
seismic inversion, SIAM Journal on Scientific Computing, 34 (2012), pp. A1460–A1487.
[43] Nicholas Metropolis, Arianna W. Rosenbluth, Marshall N. Rosenbluth, Augusta H.
Teller, and Edward Teller, Equation of state calculations by fast computing machines,
The Journal of Chemical Physics, 21 (1953), pp. 1087–1092.
[44] R. M. Neal, Handbook of Markov Chain Monte Carlo, Chapman & Hall / CRC Press, 2010,
ch. MCMC using Hamiltonian dynamics.
[45] Jorge Nocedal and Stephen J. Wright, Numerical Optimization, Springer Verlag, Berlin,
Heidelberg, New York, second ed., 2006.
[46] Dean S. Oliver, Minimization for conditional simulation: relationship to optimal transport,
Journal of Computational Physics, 265 (2014), pp. 1–15.
[47] D. S. Oliver, H. He, and A. C. Reynolds, Conditioning permeability fields to pressure data,
in European Conference for the Mathematics of Oil Recovery, 1996, pp. 1–11.
[48] Dean S. Oliver, Albert C. Reynolds, and Ning Liu, Inverse theory for petroleum reservoir
characterization and history matching, Cambidge University Press, 2008.
[49] Noemi Petra, James Martin, Georg Stadler, and Omar Ghattas, A computational frame-
work for infinite-dimensional Bayesian inverse problems: Part II. Stochastic Newton
MCMC with application to ice sheet inverse problems, SIAM Journal on Scientific Com-
puting (to appear), (2014).
[50] P. Piiroinen, Statistical measurements, experiments, and applications, PhD thesis, Depart-
ment of Mathematics and Statistics, University of Helsinki, 2005.
[51] Giuseppe Da Prato and Jerzy Zabczyk, Stochastic Equations in Infinite Dimensions, Cam-
bidge University Press, 1992.
[52] Christian P. Robert and George Casella, Monte Carlo Statistical Methods (Springer Texts
in Statistics), Springer-Verlag New York, Inc., Secaucus, NJ, USA, 2005.
[53] Gareth O. Roberts and Jeffrey S. Rosenthal, Optimal scaling of discrete approximations
to Langevin diffusions, J. R. Statist. Soc. B, 60 (1997), pp. 255–268.
28 K. Wang, T. Bui-Thanh and O. Ghattas
[54] Gareth O. Roberts and Richard L. Tweedie, Exponential convergence of Langevin distri-
butions and their discrete approximations, Bernoulli, 2 (1996), pp. 341–363.
[55] R. T. Rockafellar and R. J.-B. Wetts, Variational Analysis, Springer Verlag, Berlin, Hei-
delberg, New York, 1998.
[56] A. Shapiro, D. Dentcheva, and A. Ruszczynski, Lectures on Stochastic Programming: Mod-
eling and Theory, Society for Industrial and Applied Mathematics, 2009.
[57] Ingvar Strid, Efficient parallelisation of metropolis–hastings algorithms using a prefetching
approach, Computational Statistics & Data Analysis, 54 (2010), pp. 2814–2835.
[58] Andrew M. Stuart, Inverse problems: A Bayesian perspective, Acta Numerica, 19 (2010),
pp. 451–559.
[59] Kainan Wang, Parallel Markov Chain Monte Carlo Methods for Large Scale Statistical Inverse
Problems, PhD thesis, Texas A&M University, 2014.
[60] D. J. Wilkinson, Handbook of Parallel Computing and Statistics, Marcel Dekker/CRC Press,
2005, ch. Parallel Bayesian Computation, pp. 481–512.
