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Abstract
We consider properties of the box polynomials, a one variable polynomial defined over
all integer partitions λ whose Young diagrams fit in an m by n box. We show that these
polynomials can be expressed by the finite difference operator applied to the power xm+n.
Evaluating box polynomials yields a variety of identities involving set partition enumeration.
We extend the latter identities using restricted growth words and a new operator called the
fast Fourier operator, and consider connections between set partition enumeration and the
chromatic polynomial on graphs. We also give connections between the box polynomials and
the excedance matrix, which encodes combinatorial data from a noncommutative quotient
algebra motivated by the recurrence for the excedance set statistic on permutations.
1 Introduction
In this paper we examine a one-variable polynomial Bm,n(x), which we call the box polynomial.
It is defined by summing over all integer partitions whose Young diagrams fit in an m by n box
(or grid). We show that this polynomial is related to set partition enumeration in several ways.
We also obtain bounds for the roots of the box polynomial. Furthermore, it is also related to the
excedance set statistics from permutation enumeration.
In Section 2 we derive basic properties of the box polynomial, including an alternative description
as a repeated application of the difference operator to a power. In Section 3 we show how the
chromatic polynomial of a graph determines the number of set partitions on the vertex set such
that the blocks are independent sets. Using the chromatic polynomial of a cycle we obtain that
the number of set partitions such that i and i + 1 modulo n are in different blocks is given by a
box polynomial evaluated at −1. We also use the chromatic polynomial of other graphs to obtain
enumerative results for set partitions. This yields an interpretation for the box polynomial evaluated
at the positive integers. In Section 4 we use generating functions and restricted growth words to
obtain the results. Here we show that the box polynomial evaluated at x = −n/2 enumerates
partitions where the block sizes are odd. Section 5 is an interlude where we offer a few bijections.
In Section 6 we introduce a polynomial operator that we call the Fast Fourier operator. We show
that the Fast Fourier Operator has connections to both the box polynomials and set partition
enumeration. Section 7 is dedicated to the roots of the box polynomial. By using the difference
operator description of the box polynomial and a result of Po´lya, the roots all lie on a vertical line
in the complex plane. We also bound the roots. In Section 8 we review the excedance set statistic
and how it connects with the box polynomials.
We end in the concluding remarks by offering a plethora of open questions about box polyno-
mials, set partition enumeration and the excedance set statistic.
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∏m
i=1(x+ λi)
(x+ 0) · (x+ 0) = x2
(x+ 1) · (x+ 0) = x2 + x
(x+ 1) · (x+ 1) = x2 + 2x+ 1
(x+ 2) · (x+ 0) = x2 + 2x
(x+ 2) · (x+ 1) = x2 + 3x+ 2
(x+ 2) · (x+ 2) = x2 + 4x+ 4
B2,2(x) = 6x
2 + 12x+ 7
Table 1: The box polynomial B2,2(x). The table lists all partitions λ that fit in the 2 × 2 box,
upper left justified.
2 Box polynomials
We begin by introducing the box polynomials.
Definition 2.1. The box polynomial Bm,n(x) is defined by the sum
Bm,n(x) =
∑
λ⊆m×n
m∏
i=1
(x+ λi),
where the sum is over all partitions λ = (n ≥ λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0), that is, all partitions with
m nonnegative parts, each at most n.
Example 2.2. Let m = n = 2. Using Table 1 we see that B2,2(x) = 6x
2 + 12x+ 7.
Another way to express the box polynomials is in terms of the complete symmetric function hm.
It follows from Definition 2.1 that
Bm,n(x) = hm(x, x+ 1, . . . , x+ n). (2.1)
Directly from this equation we have that the box polynomial evaluated at x = 0 and x = 1 yields
Stirling numbers of the second kind, that is,
Bm,n(0) = S(m+ n, n), (2.2)
Bm,n(1) = S(m+ n+ 1, n+ 1). (2.3)
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Lemma 2.3. The box polynomials satisfy Bm,n(−n− x) = (−1)m ·Bm,n(x).
Proof. Follows from equation (2.1) using that the complete symmetric function hm is homogeneous
of degree m.
Directly from equations (2.2) and (2.3) we have:
Bm,n(−n) = (−1)m · S(m+ n, n), (2.4)
Bm,n(−n− 1) = (−1)m · S(m+ n+ 1, n+ 1). (2.5)
Furthermore, with equation (2.1) we obtain the generating function∑
m≥0
Bm,n(x) · tm = 1
(1− x · t) · (1− (x+ 1) · t) · · · (1− (x+ n) · t) . (2.6)
Note that the box polynomial Bm,n(x) has degree m, and the sum defining this polynomial
has
(
m+n
m
)
terms, since each partition λ fitting in the m by n box can be specified uniquely by a
lattice walk from (0, 0) to (m,n) with east and north steps. This observation shows that the leading
coefficient of the box polynomial Bm,n(x) is given by [x
m]Bm,n(x) =
(
m+n
m
)
.
Just as the binomial coefficients satisfy the Pascal recursion we have the following recursion for
the box polynomials.
Proposition 2.4. The box polynomial Bm,n(x) satisfies the recursion
Bm,n(x) = x ·Bm−1,n(x) +Bm,n−1(x+ 1),
with initial conditions Bm,0(x) = x
m and B0,n(x) = 1.
Proof. The initial conditions are straightforward to verify. The recursion follows the same reasoning
as the Pascal recursion. The last part λm of the partition λ fitting in the m by n grid is either 0 or
it is greater than or equal to 1. In the first case we have λ = µ◦ (0) where µ is a partition contained
in a (m− 1)×n box and ◦ denotes concatenation. Here we have ∏mi=1(x+ λi) = x ·∏m−1i=1 (x+µi).
Summing over all µ yields x ·Bm−1,n(x). In the second case, λ = (ν1 + 1, ν2 + 1, . . . , νm + 1) where
ν is contained in a m× (n− 1) box. Now ∏mi=1(x+ λi) = ∏m−1i=1 (x+ 1 + νi) and summing over all
ν yields Bm,n−1(x+ 1).
We continue by giving a different expression of the box polynomials, namely as the image of
the forward difference operator. We begin by defining the relevant polynomial operators. Let Ea
be the shift operator given by Ea(p(x)) = p(x + a) and for brevity we write E for E1. Let ∆ be
the forward difference operator defined by ∆ = E − Id, so, ∆(p(x)) = p(x + 1) − p(x). Note that
the difference operator is shift invariant, that is, ∆Ea = Ea∆. Finally, let x be the operator which
multiplies by x, that is, x(p(x)) = x · p(x).
Lemma 2.5. For a non-negative integer n, the following identity holds ∆nx = x∆n + n ·E∆n−1.
Proof. When n = 0 there is nothing to prove. Begin by observing that
∆(x · p(x)) = (x+ 1) · p(x+ 1)− x · p(x) = x · (p(x+ 1)− p(x))+ p(x+ 1) = x∆(p(x)) +E(p(x)),
and hence the identity holds for n = 1. The general case follows by induction using the case n = 1
as the induction step.
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Note that the relation ∆x = x∆ + E is reminiscent of the Weyl relation ddxx = x
d
dx + Id.
We now give the operator interpretation of the box polynomials.
Theorem 2.6. The box polynomial Bm,n(x) satisfies Bm,n(x) = ∆
n(xm+n)/n!.
Proof. The proof is by induction on m and n. The base case m = 0 or n = 0 is straightforward.
Using the recursion of Proposition 2.4 and the induction hypothesis we have that
Bm,n(x) = x ·Bm−1,n(x) +Bm,n−1(x+ 1)
= x(Bm−1,n(x)) + E(Bm,n−1(x))
= 1/n! · x∆n(xm−1+n) + 1/(n− 1)! · E∆n−1(xm+n−1)
= 1/n! · (x∆n + n · E∆n−1)(xm+n−1)
= 1/n! ·∆nx(xm+n−1),
where the last step is Lemma 2.5, completing the induction.
A different and direct proof of Theorem 2.6 is as follows.
Second proof of Theorem 2.6. Using the relation ∆x = x∆+E each occurrence of ∆ in ∆nxm+n(1)
can be moved to the right until it either cancels an x and the pair becomes a shift operator E, or
it moves past each of the m+ n occurrences of x. Because ∆(1) is zero, each ∆ is forced to cancel
with some x to produce a shift operator E. Since the order of the n x’s that become the shift
operator E does not matter, we divide by n! on both sides and obtain that
1/n! ·∆nxm+n(1) =
∑
p0+p1+···+pn=m
xp0Exp1E · · ·Expn(1).
Let λ be the partition which has pi parts equal to i. Then the term x
p0Exp1E · · ·Expn(1) is indeed
the product
∏m
j=1(x+λi) and the result follows by observing that the condition p0+p1+· · ·+pn = m
is equivalent to the partition λ satisfying λ ⊆ m× n.
Lemma 2.7. The derivative of the box polynomial Bm,n(x) satisfies
d
dx
Bm,n(x) = (m+ n) ·Bm−1,n(x).
Proof. The derivative operator ddx commutes with the difference operator ∆. Therefore,
d
dx
Bm,n(x) =
d
dx
1
n!
·∆n(xm+n) = (m+ n) · 1
n!
·∆n(x(m−1)+n) = (m+ n) ·Bm−1,n(x).
Alternatively, Definition 2.1 of the box polynomials can be used to prove Lemma 2.7. Let λ be
a partition contained in the m × n box. Removing one arbitrary entry yields a partition µ in a
(m − 1) × n box. Let us write this relationship as λ ∼ µ. Note that given µ ⊆ (m − 1) × n there
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are m+ n possible partitions λ such that λ ∼ µ, as there are m+ n possible entries to insert in µ.
Now apply the product rule to Definition 2.1 and change the order of summation:
d
dx
Bm,n(x) =
∑
λ⊆m×n
d
dx
m∏
i=1
(x+ λi)
=
∑
λ⊆m×n
∑
λ∼µ
m−1∏
i=1
(x+ µi)
=
∑
µ⊆(m−1)×n
∑
λ∼µ
m−1∏
i=1
(x+ µi)
= (m+ n) ·Bm−1,n(x).
We now give another form for the box polynomials.
Proposition 2.8. The box polynomial Bm,n(x) is given by the sum
Bm,n(x) =
m∑
j=0
(
m+ n
j
)
· S(m+ n− j, n) · xj .
Proof. Since the box polynomial Bm,n(x) has degree m it is enough to determine the coefficient
of xj for 0 ≤ j ≤ m:
[xj ]Bm,n(x) =
1
j!
· d
j
dxj
Bm,n(x)
∣∣∣∣
x=0
=
(m+ n)(j)
j!
·Bm−j,n(x)
∣∣∣∣
x=0
=
(
m+ n
j
)
· S(m+ n− j, n).
Second proof of Proposition 2.8. By the binomial theorem applied to ∆ = E − Id, the nth power
of the difference operator ∆n is given by
∑n
r=0(−1)n−r ·
(
n
r
) ·Er. Therefore, with Theorem 2.6 we
obtain
Bm,n(x) =
1
n!
·
n∑
r=0
(−1)n−r ·
(
n
r
)
· (x+ r)m+n (2.7)
=
1
n!
·
n∑
r=0
(−1)n−r ·
(
n
r
)
·
m+n∑
j=0
(
m+ n
j
)
· rm+n−j · xj
=
m+n∑
j=0
(
m+ n
j
)
· 1
n!
·
n∑
r=0
(−1)n−r ·
(
n
r
)
· rm+n−j · xj
=
m+n∑
j=0
(
m+ n
j
)
· S(m+ n− j, n) · xj ,
where the last step used a classical identity for the Stirling numbers, see [15, equation 1.94(a)] or
equation (3.1). Note that S(m + n − j, n) is zero when j > m and hence the upper bound of the
last sum is actually m.
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Using equation (2.3) and the same idea as the first proof of Proposition 2.8, we obtain the
following identity
Bm,n(x) =
m∑
j=0
(
m+ n
j
)
· S(m+ n− j + 1, n+ 1) · (x− 1)j .
Lemma 2.9. For non-negative integers m, n1 and n2 we have the identity
Bm,n1+n2+1(x) =
m∑
k=0
Bk,n1(x) ·Bm−k,n2(x+ n1 + 1).
Proof. Any partition λ ⊆ m × (n1 + n2 + 1) can be written uniquely as the concatenation of the
two partitions ν + n1 + 1 and µ, where ν ⊆ (m− k)× n2, µ ⊆ k × n1, and ν + n1 + 1 shifts every
entry of ν by n1 + 1. By summing over all possibilities the identity follows.
3 Connections with set partitions via chromatic polynomials
Earlier we observed that the box polynomial Bm,n(x) evaluated at x equal to 0, 1, −n and −n− 1
yields Stirling numbers of the second kind, which enumerate set partitions. In this section we
consider other evaluations of the box polynomial that also enumerate various flavors of set partitions.
For a graph G let S(G, k) be the number of set partitions of the vertex set of G into k blocks
such that adjacent vertices of G are in different blocks. Another way to state this is that each block
is an independent set of the graph G.
Theorem 3.1. Let G be a graph on the vertex set [n] = {1, 2, . . . , n}. Then the number of set
partitions of [n] into k blocks such that adjacent vertices of G are in different blocks is given by
S(G, k) =
1
k!
·∆k(χ(G;x))|x=0,
where χ(G;x) is the chromatic polynomial of the graph G.
Proof. Consider a legal coloring of the graph G, that is, a function f : [n] −→ [x] such that for an
edge ij we have f(i) 6= f(j). By defining the blocks Cr = {i ∈ [n] : f(i) = r}, we obtain an ordered
set partition (C1, C2, . . . , Cx), where the blocks are independent sets and possible empty. Hence the
chromatic polynomial χ(G;x) enumerates these ordered set partitions of [n] into x possibly empty
blocks. By inclusion-exclusion, the number of ordered sets partitions into k blocks where the blocks
are non-empty independent sets is given by the alternating sum
∑k
i=0(−1)k−i ·
(
k
i
) · χ(G; i), since(
k
i
) ·χ(G; i) counts set partitions of [n] into k parts with blocks forming independent sets of G with
at least k − i empty blocks.
The result follows by removing the order between the blocks, that is, dividing by k!. Finally,
express the result in terms of the forward difference operator ∆ applied k times.
Note that the empty graph on n vertices, that is the graph with no edges, has chromatic
polynomial xn. Since any subset of vertices of the empty graph is an independent set, Theorem 3.1
yields the classical formula
S(n, k) =
1
k!
·∆k(xn)|x=0 = 1
k!
·
k∑
i=0
(−1)k−i ·
(
k
i
)
· in. (3.1)
6
Furthermore, since the chromatic polynomial of a cycle of length n ≥ 3 is given by χ(Cn;x) =
(x− 1)n + (−1)n · (x− 1), we have the following consequence.
Proposition 3.2. The number of set partitions of [n] into k ≥ 2 blocks such that the elements i and
i+ 1 are in different blocks, including 1 and n, is given by the box polynomial Bn−k,k(x) evaluated
at x = −1.
Proof. By Theorem 3.1 the sought after enumeration is given by:
1
k!
·∆k ((x− 1)n + (−1)n · (x− 1))|x=0 = 1
k!
·∆k ((x− 1)n)|x=0 = 1
k!
·∆k (xn)|x=−1,
which is the box polynomial Bn−k,k(x) evaluated at x = −1 by Theorem 2.6.
A different inclusion-exclusion proof can be given for Proposition 3.2.
Second proof of Proposition 3.2. Consider the set [n] as the congruence classes modulo n, that
is, Zn. In other words, the element n is followed by 1. Let A be a subset of Zn. Then the number
of set partitions pi of [n] into k blocks such that if i belongs to A then i and i + 1 belong to the
same block of pi is given by S(n − |A|, k), since we can first choose a set partition of Zn − A and
then insert i ∈ A into the same block as i+ 1. Hence by inclusion-exclusion the desired number of
set partitions is given by∑
A⊆Zn
(−1)|A| · S(n− |A|, k) =
n∑
j=0
(−1)j ·
(
n
j
)
· S(n− j, k). (3.2)
Observe that when the variable j exceeds n − k, the associated term vanishes. Now the result
follows by Proposition 2.8.
We continue to apply Theorem 3.1 to more families of graphs. An s-tree is defined recursively
as follows. The complete graph Ks is an s-tree. Given an s-tree T with a clique of size s, then
we can adjoin a new vertex only connected to all the s vertices in the clique, to obtain a new
s-tree. For instance, a 1-tree is the classical notion of a tree. Directly, we know that the chromatic
polynomial of an s-tree on n vertices is given by x(s) · (x − s)n−s, where x(s) denotes the lower
factorial x · (x− 1) · · · (x− s+ 1). We now reproduce a result of Yang [16]:
Proposition 3.3. Let T be an s-tree on the vertex set [n] and k a positive integer such that
s ≤ k ≤ n. The number of set partitions pi of [n] into k blocks such that if i and j are in the same
block of pi then i and j are not adjacent in T is given by the box polynomial Bn−k,k−s(x) evaluated
at 0, that is, the Stirling number S(n− s, k − s).
Proof. By Lemma 2.5 we have that
∆kx(p(x))|x=0 = k ·∆k−1E(p(x))|x=0. (3.3)
Applying equation (3.3) to the polynomial (x− 1)(s−1) · (x− s)n−s we have
1
k!
·∆k(x(s) · (x− s)n−s)|x=0 = 1
(k − 1)! ·∆
k−1E((x− 1)(s−1) · (x− s)n−s)|x=0
=
1
(k − 1)! ·∆
k−1(x(s−1) · (x− s+ 1)n−s)|x=0. (3.4)
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By applying equation (3.4) s− 1 more times, for a total of s applications, we obtain:
1
k!
·∆k(χ(G;x))|x=0 = 1
(k − s)! ·∆
k−s(xn−s)|x=0 = Bn−k,k−s(0),
which is the Stirling number S(n− s, k − s).
Furthermore by summing the number of blocks in Proposition 3.3 between s and n we obtain:
Corollary 3.4. Let T be an s-tree on the vertex set [n]. The number of set partitions pi of [n] such
that if i and j are in the same block of pi then i and j are not adjacent in T is given by the Bell
number B(n− s).
The following result is originally due to to Prodinger [13]. See also Chen–Deng–Du for a bijective
proof [5]. Their bijective proof can be described by using the bijection ϕn between set partitions
and rook placements on a triangular board; see the description after Corollary 2.4.2 in [15]. First
apply this bijection ϕn to obtain a rook placement on triangular board, where the condition implies
that there is no rook on the s longest diagonals, then remove these s diagonals and apply the inverse
map ϕ−1n−s to obtain a set partition on the set [n− s].
Corollary 3.5. Let k and s be positive integers such that k ≥ s. The number of set partitions pi
of [n] into k blocks such that if i and j are in the same block of pi then |i − j| > s is given by the
Stirling number S(n− k, k − s).
Proof. It is enough to observe that the graph G on the vertex set [n] such that i and j are adjacent
if |i− j| ≤ s is an s-tree.
Proposition 3.6. Let r be a positive integer. The box polynomial Bm,n(x) evaluated at x = r
enumerates set partitions of m+ n+ r elements into n+ r blocks such that the elements 1, 2, . . . , r
are all in different blocks.
Proof. Apply Theorem 3.1 to the graph G given by the disjoint union of the complete graph Kr
and m+ n isolated vertices. The chromatic polynomial of G is χ(G;x) = x(r) · xm+n. By applying
equation (3.3) r times to the expression 1(n+r)! ·∆n+r(χ(G;x))|x=0 we are left with:
1
(n+ r)!
·∆n+r(χ(G;x))|x=0 = 1
n!
·∆n((x+ r)m+n)|x=0 = 1
n!
·∆n(xm+n)|x=r = Bm,n(r).
4 Connection with set partitions via generating functions
We now turn our attention to generating functions and their connection to enumeration of set
partitions. Our tool are restricted growth words.
A restricted growth word, or RG-word for short, is a word v = v1v2 · · · vn whose letters are
positive integers such that vi ≤ max(0, v1, v2, . . . , vi−1) + 1. There is a natural bijection between
set partitions of the set [n] into k blocks and RG-words of length n such that the largest letter is k.
Namely, if vi = vj place i and j in the same block. The inverse of this bijection is given by ordering
the blocks of the partition pi = {B1, B2, . . . , Bk} such that min(B1) < min(B1) < · · · < min(Bk)
and then letting vi = r if i belongs to the rth block Br. Furthermore, a partition with the blocks
ordered according to their smallest elements is said to be in standard form.
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Note that every RG-word v has a unique factorization as v = 1 · u1 · 2 · u2 · 3 · · · k · uk, where the
word ui only has letters from the interval [i]. Since the length generating function for words with
letters from an alphabet of size i is 1/(1 − i · t) we directly obtain the generating function for the
Stirling numbers of the second kind∑
n≥k
S(n, k) · tn−k = 1
1− t ·
1
1− 2 · t · · ·
1
1− k · t . (4.1)
However, if we have restrictions on the word ui this will yield a different ith factor in the product
in equation (4.1). This methodology is used three times in this section.
We now give yet another proof of Proposition 3.2 using restricted growth words.
Third proof of Proposition 3.2. The associated RG-word for such a set partition factors as 1 · u1 ·
2 · u2 · 3 · · · k · uk where the word ui does not begin with letter i for 1 ≤ i ≤ k and the word uk does
not end in the letter 1. These condition imply that u1 is the empty word and hence its associated
length generating function is 1. For 2 ≤ i ≤ k − 1 the word ui is either empty or it begins with a
letter 1 through i − 1. For each of the subsequent letters of ui, we need the next letter different
from the previous letter, yielding i− 1 choices for letter. Therefore the length generating function
for ui, where i ≤ k − 1, is
1 + (i− 1)t · 1
1− (i− 1) · t =
1
1− (i− 1) · t . (4.2)
The argument for the length generating function for the last word uk is more delicate since we
have restrictions on both the first and last letter. Let M be the k × k matrix where all the entries
are 1 but the diagonal entries which are 0. Observe that the (i, j) entry of Mn−1 enumerates the
number of words of length n such that the first letter is i, the last letter is j and each pair of adjacent
letters are different. Let ~a be the vector (0, 1, 1, . . . , 1) and ~b be the vector (1, 1, . . . , 1, 0)T . Then
the number of words uk of length n ≥ 1 is given by the product ~a ·Mn−1 ·~b. Observe that the vector
~v T = (1, 1, . . . , 1) is an eigenvector of M with eigenvalue k−1. Similarly, ~w T = (−k+1, 1, 1, . . . , 1)
is an eigenvector with eigenvalue −1. Since ~b = (1− 1/k) · ~v + 1/k · ~w we have
~a ·Mn−1 ·~b = ~a ·Mn−1 · ((1− 1/k) · ~v + 1/k · ~w)
= ~a · ((1− 1/k) · (k − 1)n−1 · ~v + 1/k · (−1)n−1 · ~w)
= (1− 1/k) · (k − 1)n + 1/k · (−1)n.
Note that this expression also holds when n = 0 enumerating the empty word. It remains to observe
that the length generating function is given by∑
n≥0
((
1− 1
k
)
· (k − 1)n + (−1)
n
k
)
· tn = 1− 1/k
1− (k − 1) · t +
1/k
1 + t
=
1
(1− (k − 1) · t) · (1 + t) . (4.3)
Therefore, multiplying equations (4.2) for 2 ≤ i ≤ k−1 and equation (4.3), the generating function
for these RG-words is given by
tk
(1 + t) · (1− t) · (1− 2t) · · · (1− (k − 2) · t) · (1− (k − 1) · t) ,
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which is the generating function
∑
n≥k Bn−k,k(−1) · tn.
The generating function appearing in this proof has been studied before: see the Monthly
problem by Knuth and solved by Lossers [9]. They present a different derivation of this generating
function.
Second proof of Proposition 3.6. Set x = r in the generating function in equation (2.6) to obtain∑
m≥0
Bm,n(r) · tm = 1
(1− r · t) · (1− (r + 1) · t) · · · (1− (r + n) · t) . (4.4)
Observe that this is generating function of the number of restricted growth words of the form
w = 1 · 2 · · · r · ur · (r + 1) · ur+1 · · · (r + n) · ur+n,
where ui is a word in the letters 1 through i and the words u1 through ur−1 are empty. These
restricted growth words are in direct bijection with set partitions such that the elements 1, 2, . . . , r
all belong to separate blocks.
Proposition 4.1. Let r be a positive integer. Then the box polynomial evaluated at x = r, Bm,n(r),
is given by the sum
Bm,n(r) =
r−1∑
i=0
s(r, r − i) · S(m+ n+ r − i, r + n),
where s(r, i) denotes the (signed) Stirling number of the first kind.
Proof. By equation (4.4) we have that∑
m≥0
Bm,n(r) · tm = (1− t) · (1− 2 · t) · · · (1− (r − 1) · t)
(1− t) · (1− 2 · t) · · · (1− (r + n) · t)
=
(
r−1∑
i=0
s(r, r − i) · ti
)
·
∑
j≥0
S(j + n+ r, n+ r) · tj
 .
We used that p(t) = t · (t − 1) · · · (t − (r − 1)) = ∑rk=0 s(r, k) · tk, see [15, Proposition 1.3.7]. The
coefficient of tm follows by multiplying these two generating functions.
Proposition 4.2. Let r be a positive integer such that n ≥ 2r. The box polynomial Bm,n(x)
evaluated at the integer −r enumerates set partitions pi of m+n− r elements into n− r blocks such
that the minimal element of the ith block Bi in the standard form of pi is congruent to i modulo 2
for 1 ≤ i ≤ r + 1 when r 6= n/2. When r = n/2, the range of i should be 1 ≤ i ≤ r, since there is
no (r + 1)st block.
Proof. Set x = −r in equation (2.6) to obtain:∑
m≥0
Bm,n(−r) · tm = 1
(1 + r · t) · (1 + (r − 1) · t) · · · (1 + t) · (1− t) · · · (1− (n− r) · t) .
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Since n− r ≥ r, we can pair factors in this denominator to obtain the expression:
1
(1− t2) · (1− (2t)2) · · · (1− (rt)2) · (1− (r + 1) · t) · · · (1− (n− r) · t) .
This expression is the generating function for restricted growth words of the form
w = 1 · u1 · 2 · u2 · · · r · ur · (r + 1) · ur+1 · · · (n− r) · un−r,
such that the length of the word ui is even for 1 ≤ i ≤ r. This implies that the length of
1 · u1 · 2 · u2 · · · i · ui has the same parity as i. In other words, the minimal element of the (i+ 1)st
block of the partition pi (in standard form) has the same parity as i+ 1 for 1 ≤ i ≤ r.
Proposition 4.3. The expression 2m ·Bm,n(−n/2) enumerates set partitions of a set of cardinality
m+ n into n blocks of odd size, denoted by Tm+n,n.
Proof. Using equation (2.7) evaluated at x = −n/2 yields
2m ·Bm,n(−n/2) = 1
2n · n! ·
n∑
r=0
(−1)n−r ·
(
n
r
)
· (2r − n)m+n. (4.5)
The exponential generating function for partitions with n blocks with odd cardinalities is sinh(x)n/n!
= (ex−e−x)n/(2n ·n!). Using the binomial theorem and considering the coefficient of xm+n/(m+n)!
yields the right hand side of equation (4.5).
Remark 4.4. From Lemma 2.3 it follows that when m is odd the box polynomial Bm,n has −n/2
as a root of odd multiplicity. This also follows from Proposition 4.3 since when m is odd m+n and
n have different parities. However, when m is even and greater than or equal to 2 there are at least(
m+n
n−1
)
partitions of m + n into n odd sized blocks, namely the set partitions consisting of n − 1
singleton blocks and one block of size m + 1. Therefore −n/2 is not a root of the box polynomial
when m ≥ 2 is even. Finally, returning to the case when m is odd, we know that the root −n/2
does not have multiplicity greater than 1, since by Lemma 2.7 this would imply that its derivative
Bm−1,n(−n/2) has a root at −n/2, contradicting that m− 1 is even.
We now continue to discuss the number of set partitions where all the blocks have odd cardinality.
We begin to express this number in terms of Stirling numbers of the second kind.
Corollary 4.5. For n even, the ordinary generating function for the numbers Tm+n,n is given by∑
m≥0
Tm+n,n · tm = 1
(1− 22 · t2) · (1− 42 · t2) · · · (1− n2 · t2) .
Proof. By Proposition 4.3 and the generating function in equation (2.6) we have that∑
m≥0
Tm+n,n · tm =
∑
m≥0
Bm,n(−n/2) · (2t)m
=
1
(1 + n/2 · 2t) · (1 + (n/2− 1) · 2t) · · · (1− (n/2− 1) · 2t) · (1− n/2 · 2t) .
The last step is combine factors using (1 + k · t) · (1− k · t) = 1− k2 · t2.
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By equating the coefficients of tm in Corollary 4.5 we have an immediate corollary.
Corollary 4.6. For m and n both even, the number Tm+n,n is given by the complete symmetric
function
Tm+n,n = hm/2(2
2, 42, . . . , n2).
See also the proof of this result in [7] using RG-words, multivariate generating functions and
integer walks.
We now look at another consequence of the generating function for Bm,n(x) given in equa-
tion (2.6).
Corollary 4.7. Let n be an even integer. Then the number of set partitions of a set of cardinality
m + n into n blocks of odd size is given by the following convolution of Stirling numbers of the
second kind
Tm+n,n = 2
m ·
m∑
k=0
(−1)k · S(k + n/2, n/2) · S(m− k + n/2, n/2).
Proof. We factor the generating function for 2−m · Tm+n,n as∑
m≥0
Tm+n,n · (t/2)m = 1
(1− t2) · (1− 22 · t2) · · · (1− (n/2)2 · t2)
=
1
(1 + t) · (1 + 2 · t) · · · (1 + n/2 · t) ·
1
(1− t) · (1− 2 · t) · · · (1− n/2 · t) .
The second factor is the generating function for the Stirling numbers S(m + n/2, n/2). The first
factor is the generating function for (−1)m · S(m+ n/2, n/2). The result follows since the product
of generating functions corresponds to the convolution of the coefficients.
A second proof of Corollary 4.7 comes via Proposition 4.3 and Lemma 2.9 with n = (n/2− 1) +
n/2 + 1,
Tm+n,n = 2
m ·Bm,n(−n/2)
= 2m ·
m∑
k=0
Bk,n/2−1(−n/2) ·Bm−k,n/2(0)
= 2m ·
m∑
k=0
(−1)k · S(k + n/2, n/2) · S(m− k + n/2, n/2),
where the last step uses equations (2.2) and (2.5).
5 Bijective interlude
A few results in the previous two sections beg for bijective proofs. We first extend the notion S(G, k)
to collections of partitions. For a graph G let S(G, k) be the collection of set partitions of the vertex
set of G into k blocks such that adjacent vertices of G are in different blocks. Hence S(G, k) is the
cardinality of S(G, k), that is, S(G, k) = |S(G, k)|.
The chromatic polynomial of a tree T on n vertices is t · (t− 1)n−1. Hence by Theorem 3.1, the
number of partitions in S(T, k) is independent of the tree T . We give a bijective proof of this fact.
Recall that a thicket is a forest with two connected components; see [3].
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Proposition 5.1. Let F = H1 ∪ H2 be a thicket comprised of the trees H1 and H2. Let x and
z be (not necessarily distinct) vertices belonging to H1 and y and w be (not necessarily distinct)
vertices belonging to H2, such that T1 = F ∪ {xy} and T2 = F ∪ {zw} are both trees. Then there is
a bijection between S(T1, k) and S(T2, k).
Proof. Given a partition pi in S(T1, k). Let B1, B2, C1 and C2 be the four blocks of pi containing
the elements x, respectively, y, z and w. For i = 1, 2 switch elements between blocks Bi and Ci
if they belong to the subtree Hi. The partition τ created this way is a partition whose blocks are
independent sets of the tree T2. Furthermore, the map pi 7−→ τ is a bijection that preserves the
number of blocks k.
Since any tree can be obtained from any other tree by switching edges we obtain the desired
bijection. As an example, consider the star tree, that is, the tree where every edge is connected
to a given vertex, say n. For this tree, the cardinality of S(T, k) is given by the Stirling number
S(n − 1, k − 1) of the second kind, since the vertex n must be a singleton block. Hence we know
that for any tree T on n vertices the cardinality of S(T, k) is S(n− 1, k − 1).
It is a known fact that the set partitions of an n-set without singleton blocks is equinumerous
with the set partitions of the same set without two cyclically consecutive elements in the same
block. A bijective proof was given by Callan [4, Theorem 1]. Here we present a shorter bijection.
Lemma 5.2. There is a bijection between set partitions of [n] such that i and i+ 1 are not in the
same block, including 1 and n, and set partitions of [n] with no singleton blocks.
Proof. Define a map ϕ :
⋃n
k=0 S(Cn, k) −→ Qn by the following procedure, where Qn denotes the
collection of set partitions of [n] containing no singleton blocks. If pi consists of all singletons, then
assign ϕ(pi) to the partition {[n]}, that is, the partition consisting of a single block. Otherwise,
consider each maximal run of singleton blocks {i}, {i + 1}, . . . , {i + j} where a run is defined
modulo n, and B is the non-singleton block containing the element i+ j + 1. Merge the singletons
{i} and {i+ 1}, the singletons {i+ 2} and {i+ 3}, and so on. If j is odd, the last pair to be merged
together is {i+ j − 1} and {i+ j}. If j is even, the last pair to be merged together is {i+ j} and
the non-singleton block B. Note that ϕ maps into Qn.
Note, however, that ϕ is not necessarily a bijection. When n is even, note that the two partitions
pi1 = 13 · · · (n− 1)|2|4| · · · |n and pi2 = 1|3| · · · |(n− 1)|24 · · ·n
both map to the partition {[n]}. Hence, define the map ψ by ψ(pi1) = 23|45| · · · |n1, ψ(pi2) =
12|34| · · · |(n− 1)n and ψ(pi) = ϕ(pi) for pi 6= pi1, pi2.
The reverse map of ψ is defined by first considering the three special cases. The merging process
is reversed by starting with any block containing i and i+1, but not i+2. Then remove i to its own
block, and starting with i− 1, look for the next smaller occurrence of an adjacency and continue to
perform this operation. It is straightforward to see that these maps are inverses of one another.
Corollary 5.3. For n ≥ 2, the number of set partitions of [n] with no singleton blocks is given by
n∑
j=2
Bn−j,j(−1).
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Proof. Using Proposition 3.2, the box polynomial Bn−j,j(−1) counts set partitions of n into j blocks
avoiding i and i+ 1 in the same block cyclically. The result now follows by summing over all block
sizes and with Lemma 5.2.
Remark 5.4. Proposition 3.2 and 4.2 both yield a combinatorial interpretation for the box poly-
nomial evaluated at x = −1, that is, Bn−k,k(−1). First, we have S(Cn, k), which enumerates set
partitions of [n] into k blocks such that i and i + 1 do not belong to same block and 1 and n also
do not belong to same block. Second, we have set partitions of [n− 1] into k − 1 blocks written in
standard form such that the minimal element of the second block is even. A bijection proving that
these two interpretations are equinumerous is given by restricting the bijection in the solution to
Exercise 108(a) in [15, Chapter 1].
6 Fast Fourier operators
In this section, we generalize Proposition 4.3 to set partitions with block sizes 1 modulo r. Let
ω = e2pii/r be a primitive rth root of unity. Recall that Ea is the shift operator Ea(p(x)) = p(x+a).
Furthermore, an operator T is shift invariant if it commutes with Ea for all a.
Definition 6.1. The fast Fourier operator Fr is given by
Fr =
1
r
·
r−1∑
j=0
ω−j · Eωj .
Since ω is a complex number, it is not clear that Fr applied to a real polynomial p(x) is still a
real polynomial. Let fr(x) be the generating function
∑
m≡1 mod r x
m/m!.
Lemma 6.2. The fast Fourier operator Fr is given by fr(D), where D is the derivative operator.
Especially, the fast Fourier operator restricts to an operator on the polynomial ring R[x].
Proof. By Taylor’s theorem we have that Ea =
∑
m≥0(aD)
m/m!; see [14, Theorem 2], hence
Fr =
1
r
·
r−1∑
j=0
ω−j ·
∑
m≥0
ωj·m · D
m
m!
=
1
r
·
∑
m≥0
Dm
m!
·
r−1∑
j=0
ωj·(m−1) =
∑
m≡1 mod r
Dm
m!
.
The name fast Fourier operator comes from the system of equations one must solve to find the
complex coefficients αj such that fr(x) =
∑r−1
j=0 αj · eω
j ·x. In particular, to arrive at Definition 6.1,
one needs to invert the r by r matrix whose (i, j) entry is ωi·j , that is, the fast Fourier matrix.
The next result shows that the fast Fourier operator Fr satisfies an analogous result to Propo-
sition 4.3.
Proposition 6.3. The number of partitions of the set [m] into k blocks of cardinality 1 modulo r
is given by 1/k! · F kr (xn)
∣∣
x=0
.
Proof. We have
F kr (x
n)
∣∣
x=0
=
( ∑
b1≡1 mod r
Db1
b1!
)
· · ·
( ∑
bk≡1 mod r
Dbk
bk!
)
(xn)
∣∣∣∣∣
x=0
=
∑
b1+···+bk=n
bj≡1 mod r
n!
b1! · · · bk! ,
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which is the number of ordered set partitions of [n] into k blocks with each block size is congruent
to 1 modulo r. Dividing by k! yields the result.
A delta operator is a polynomial operator T such that T is shift invariant and T (x) 6= 0; see [14].
The fast Fourier operator Fr is shift invariant, as it is a linear combination of shift operators, and
Fr(x) =
∑r−1
j=0 ω
−j · (x+ ωj) = r, hence Fr is a delta operator.
Associated to any delta operator T is a basic sequence of polynomials pn(x) such that: (i)
T (pn(x)) = n · pn−1(x), (ii) p0(x) = 1, (iii) pn(0) = 0 for n > 0. The sequence of basic polynomials
for any delta operator T is a sequence of binomial type, that is, pn(x+y) =
∑n
k=0
(
n
k
)·pk(x)·pn−k(y).
We now determine the basic sequence for the fast Fourier operator Fr.
Recall that Πn is the partition lattice on a set of cardinality n. Define Π
r,1
n to be the subposet
of Πn consisting of all set partitions where the block sizes are congruent to 1 modulo r, that is,
Πr,1n = {pi ∈ Πn : ∀B ∈ pi |B| ≡ 1 mod r}.
Observe that Πr,1n has a minimal element, that is, the partition consisting of all singleton blocks.
When n is congruent to 1 modulo r, Πr,1n has a maximal element, namely the set partition consisting
of one block. Finally, for n congruent to 1 modulo r define µ(n) to the Mo¨bius function µ(Πr,1n ) =
µΠr,1n (0̂, 1̂) and set µ(n) to be 0 for n 6≡ 1 mod r.
Lemma 6.4. The compositional inverse of the generating function fr(x) =
∑
n≡1 mod r x
n/n! is
given by
hr(x) =
∑
n≡1 mod r
µ(n) · x
n
n!
.
Proof. By composition of exponential generating functions we have that[
xn
n!
]
fr(hr(x)) =
∑
pi∈Πn
|pi|≡1 mod r
∏
B∈pi
µ(|B|) =
∑
pi∈Πn
|pi|≡1 mod r
∏
B∈pi
µ(Πr,1|B|).
Observe that if n 6≡ 1 mod r then this sum is empty and hence equal to 0. Hence we continue under
the assumption that n ≡ 1 mod r.[
xn
n!
]
fr(hr(x)) =
∑
pi∈Πr,1n
µΠr,1n (0̂, pi) = δn,1.
Hence the composition fr(hr(x)) is x, proving the lemma.
Theorem 6.5. The sequence of basic polynomials for the fast Fourier operator Fr is given by
pn(x) =
∑
pi∈Πr,1n
∏
B∈pi
µ(|B|) · x|pi|.
Proof. Using [14, Corollary 3] and composition of exponential generating functions we have
pn(x) =
[
un
n!
]∑
j≥0
pj(x) · u
j
j!
=
[
un
n!
]
ex·hr(u) =
∑
pi∈Πr,1n
∏
B∈pi
(µ(|B|) · x).
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Example 6.6. The fast Fourier operator F2 is related to the forward difference operator ∆. Let
Ma be the operator defined by the substitution Ma(p(x)) = p(a · x). Then we have
F2 =
1
2
·M1/2E−1/2∆M2.
Thus the nth power is given by
Fn2 = 2
−n ·M1/2E−n/2∆nM2,
and we obtain
Fn2 (x
m+n) = 2−n ·M1/2E−n/2∆nM2(xm+n)
= 2m ·M1/2E−n/2∆n(xm+n)
= 2m · n! ·M1/2E−n/2Bm,n(x)
= 2m · n! ·Bm,n ((x− n)/2) ,
showing that the polynomial Fn2 (x
m+n) is an affine transformation of the box polynomial Bm,n(x).
7 Bounds on the roots
We now discuss the location of the roots of the box polynomial Bm,n(x).
Theorem 7.1. All roots of the box polynomial Bm,n(x) have real part −n/2.
Proof. If the polynomial p(x) has roots all with real part a, then the polynomial ∆(p(x)) has roots
with all real parts a− 1/2. This statement is due to Po´lya [11], who stated it as a problem which
was solved by Obreschkoff [10]. (For a more general statement, see Lemma 9.13 in [12].) Applying
this result n times to the polynomial xm+n yields the result; see Theorem 2.6.
We can now improve Remark 4.4.
Corollary 7.2. For n ≥ 1, the box polynomial Bm,n(x) has no multiple roots.
Proof. Note that the greatest common divisor satisfies
gcd
(
Bm,n(x),
d
dx
Bm,n(x)
)
= gcd (x ·Bm−1,n(x) +Bm,n−1(x+ 1), (m+ n) ·Bm−1,n(x))
= gcd (Bm,n−1(x+ 1), Bm−1,n(x)) .
Further, notice that all the roots of Bm,n−1(x + 1) have real part −(n − 1)/2 − 1 = −n/2 − 1/2,
whereas Bm−1,n(x) has all roots with real part −n/2. Thus the greatest common divisor is 1, and
hence, we conclude Bm,n(x) has no multiple roots.
Example 7.3. When n = 1 the roots of the box polynomial Bm,1(x) = (x + 1)
m+1 − xm+1 are
given by
−1
2
+ i · 1
2
·
sin
(
2pi·j
m+1
)
cos
(
2pi·j
m+1
)
− 1
for 1 ≤ j ≤ m. Note that the largest imaginary part is about (m+ 1)/2pi.
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m
1 0
2 ±√n/12
3 0, ±√n/4
4 ±
√
30n±√150n2 + 30n
120
5 0,±
√
10n±√5n2 + 3n
24
Table 2: The imaginary parts of the roots of the box polynomial Bm,n(x) for 1 ≤ m ≤ 5.
Example 7.4. When n = 2 the real roots of the box polynomial Bm,2(x) are of the form −1 + i ·u
where u = v√
1−v2 and v is a root of the equation Tm+2(v) = v
m+2, where Tm+2 is the Chebyshev
polynomial of the first kind.
Example 7.5. For 1 ≤ m ≤ 5 the imaginary part of the roots of the box polynomial Bm,n(x) are
listed in Table 2.
Theorem 7.6. The imaginary parts of the roots of the box polynomial Bm,n(x) are bounded above
by mn/pi and below by −mn/pi.
Proof. Assume that z = −n/2 + i · y where y ≥ mn/pi. For 0 ≤ λj ≤ n we have that the real part
of z + λj lies in in the closed interval [−n/2, n/2]. Hence the argument of z + λj is bounded by
pi/2− pi/2
m
< pi/2− arctan
(
n/2
mn/pi
)
≤ arg(z + λj) ≤ pi/2 + arctan
(
n/2
mn/pi
)
< pi/2 +
pi/2
m
,
where we used the inequality arctan(θ) < θ for θ positive. Thus the argument of the product∏m
j=1(z + λj) is bounded by
(m− 1) · pi/2 < arg
 m∏
j=1
(z + λj)
 < (m+ 1) · pi/2.
Hence for all partitions λ the products
∏m
j=1(z + λj) all lie in the same open half-plane. Therefore
their sum, which is the box polynomial Bm,n(z), also lies in this open half-plane. Thus Bm,n(z) is
non-zero, proving the upper bound. The lower bound follows by complex conjugation.
A different bound is obtained as follows.
Theorem 7.7. The roots {zj} of the box polynomial Bm,n(x) lie in the annulus with inner ra-
dius n/2 and outer radius S(m+ n, n) · (2/n)m−1 · (m+nn )−1, that is,
n/2 ≤ |zj | ≤ S(m+ n, n)
(n2 )
m−1 · (m+nn ) .
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Proof. The inner radius follows since all roots have real part−n/2 by Theorem 7.1. Let z1, z2, . . . , zm
be the roots of the box polynomial Bm,n(x). Then we know that the product (−1)m · z1z2 · · · zm is
the ratio of the constant term S(m+n, n) over the leading term
(
m+n
m
)
, that is, S(m+n, n)·(m+nm )−1.
We obtain the upper bound as follows:
|zj | =
∏
k 6=j
|zk|−1 · S(m+ n, n) ·
(
m+ n
m
)−1
≤ (2/n)m−1 · S(m+ n, n) ·
(
m+ n
m
)−1
.
Proposition 7.8. The inner and outer radii of the annulus in Theorem 7.7 are asymptotically
equivalent as n tends to infinity, that is,
S(m+ n, n)
(n2 )
m−1 · (m+nn ) ∼ n/2.
Proof. Note that the Stirling number of the second kind S(m+ n, n) is given by
S(m+ n, n) =
∑
λ1,...,λk≥2∑k
i=1 λi=k+m
(
n+m∑k
i=1 λi
)
· p(λ1, . . . , λk),
where λ1, . . . , λk are the cardinalities of the non-singleton blocks and p(λ1, . . . , λk) does not depend
on n. As a polynomial in n, the only term in this expression with maximal degree corresponds
to λ1 = · · · = λm = 2. This corresponds to counting set partitions into m pairs and n−m singleton
blocks, of which there are
(
n+m
2m
) · (2m− 1)!!. Hence the Stirling number and the leading terms are
asymptotically equivalent, that is,
S(m+ n, n) ∼
(
n+m
2m
)
· (2m− 1)!! ∼ n
2m · (2m− 1)!!
(2m)!
=
n2m
2m ·m! ∼ (n/2)
m ·
(
n+m
m
)
,
where we used m! · (n+cm ) ∼ nm twice. The last statement is equivalent to the proposition.
8 The excedance matrix
The excedance algebra is defined as the quotient
Z〈a,b〉/(ba− ab− a− b). (8.1)
It was introduced by Clark and Ehrenborg [6] and motivated by Ehrenborg and Steingr´ımsson’s
study of the excedance set statistic in [8]. For a permutation pi = pi1pi2 · · ·pin+1 in the symmetric
group Sn+1 define its excedance word u = u1u2 · · ·un by uj = b if pij > j and uj = a otherwise. In
other words, the letter b encodes where the excedances occur in the permutation. Let the bracket [u]
denote the number of permutations in the symmetric group with excedance word u. The bracket is
the excedance set statistic and it satisfies the recursion [u ·ba · v] = [u ·ab · v] + [u ·a · v] + [u ·b · v];
see [8, Proposition 2.1]. This recursion is the motivation for the excedance algebra. Also note that
we have the initial conditions that [a · u] = [u · b] = [u] and [1] = 1.
Consider the polynomial E(m,n) given by the sum of all ab-words with exactly m a’s and n b’s.
For instance, E(2, 2) is given by aabb + abab + abba + baab + baba + bbaa. After the quotient
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of equation (8.1) every element in the excedance algebra can be expressed in the standard basis
{aibj}i,j≥0. Let cm,ni,j be the coefficient of aibj in the expansion of E(m,n), that is,
E(m,n) =
∑
0≤i≤m
0≤j≤n
cm,ni,j · ai · bj .
Similarly for any polynomial u in the excedance algebra, define the coefficients ci,j(u) by
u =
∑
0≤i,j
ci,j(u) · ai · bj .
Definition 8.1. The excedance matrix M(m,n) is the (m+ 1)× (n+ 1) matrix whose (i, j) entry
is cm,ni,j , with rows and columns indexed from 0 to m and 0 to n, respectively.
Example 8.2. We have that M(2, 2) is the matrix
M(2, 2) =
0 4 74 14 12
7 12 6
 ,
since we have the expansion E(2, 2) = 6·aabb+12·aab+7·aa+12·abb+14·ab+4·a+7·bb+4·b.
Remark 8.3. Note that M(m,n) = M(n,m)T by Lemma 2.2 of [8] and the symmetry of the
construction of E(m,n).
We now come to the connection between the excedance matrix and the box polynomials.
Proposition 8.4. The box polynomial Bm,n(x) is given by
∑m
j=0 c
m,n
j,n · xj.
Proof. Since we are only interested in the last column of the excedance matrix, we are only interested
in terms with n b’s. In other words, when replacing ba by ab + a + b we can directly throw out
the term a. That is, we replace the relation with ba = ab + b = (a + 1) · b. Iterating this relation
yields
E(m,n) =
∑
p0+p1+···+pn=m
ap0 · b · ap1 · b · · ·b · apn
=
∑
p0+p1+···+pn=m
ap0 · (a + 1)p1 · · · (a + n)pn · bn.
Now by applying the linear functional L(aibn) = xi we have that L(E(m,n)) = Bm,n(x) by
Definition 2.1.
Proposition 8.5. The sum over all entries of the excedance matrix M(m,n) is the Eulerian number
A(m+ n+ 1, n+ 1).
Proof. Note that the bracket u 7−→ [u] is a linear functional on the excedance algebra. Hence the
bracket [E(m,n)] enumerates the number of permutations in the symmetric group Sm+n+1 with
n excedances, that is, A(m+ n+ 1, n+ 1). By expanding E(m,n) into the standard basis we have
[E(m,n)] =
∑
i,j c
m,n
i,j · [aibj ], which is the sum of all the matrix entries since [aibj ] = 1.
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We apply Lemma 2.6 of [6] to the sum of monomials E(m,n) to obtain the following result.
Lemma 8.6. The alternating sums of the southwest to northeast diagonals in the excedance matrix
satisfy
∑
i+j=k(−1)i ·cm,ni,j = 0 for k < m+n. Furthermore, the last entry is given by cm,nm,n =
(
m+n
m
)
.
Proof. Lemma 2.6 of [6] states that if u is an ab-word with m a’s and n b’s, then
∑
i+j=k(−1)i ·
ci,j(u) = δm+n,0. Summing this results over all such monomials yields the result.
We now give a recursion for the entries of the excedance matrix.
Proposition 8.7. The entries of the excedance matrix M(m,n) satisfy
cm,ni,j = c
m,n−1
i,j−1 +
n∑
k=j
(
k
j
)
· cm−1,ni−1,k +
n∑
k=j
(
k
j − 1
)
· cm−1,ni,k .
Proof. One way to obtain the coefficient of aibj , or the entry cm,ni,j ofM(m,n), is by post-multiplying
monomials of the form aibj−1 by b, which yields the first term cm,n−1i,j−1 of the proposition.
Note that a monomial of the form ai−1bk can yield aibj for k ≥ j by post-multiplication by a.
As the a moves past each of the k b’s at the end of ai−1bk, we choose k − j of the ba pairs to
become a, and all other pairs become ab. This eliminates k − j copies of b and no copies of a,
leaving one term of the form aibj , yielding the middle sum
∑n
k=j
(
k
j
) · cm−1,ni−1,k .
Finally, we can obtain aibj by post-multiplying a monomial of the form aibk by a, for k ≥ j.
Note that the power of a is the same in aibj and aibk, so, as we are post multiplying by a, we
need to eliminate one copy of a and k − j copies of b as we move the a past the k copies of b.
Eliminating the copy of a must be the last step, so we choose one of the first j b’s from the left to
become an a. Suppose we choose the l’th b to become an a. Of the remaining k− l b’s to the right
of the l’th b, choose k− j of them to become a’s. This yields the coefficient ∑jl=1 (k−lk−j) = ( kj−1) in
the final sum of the proposition.
We now make certain entries of the excedance matrix M(m,n) explicit.
Corollary 8.8. The two entries cm,n1,0 and c
m,n
0,1 of the excedance matrix M(m,n) are given by the
Eulerian number A(m+ n− 1, n).
Proof. For a polynomial v in the excedance algebra, observe that when expanding v · b into the
standard basis, there is no a term, that is, c1,0(v · b) = 0. If we further assume that v has no
constant term, we obtain c1,0(a · v) = 0. Finally, Corollary 2.5 in [6] states that c1,0(b · v · a) = [v].
(Note that their indexes are reversed, that is, our ci,j(u) is their cm−i,n−j(u).) Using the identity
E(m,n) = a · E(m− 2, n) · a + a · E(m− 1, n− 1) · b
+ b · E(m− 1, n− 1) · a + b · E(m,n− 2) · b,
and applying the linear functional u 7−→ c1,0(u) we obtain
c1,0(E(m,n)) = c1,0(b · E(m− 1, n− 1) · a) = [E(m− 1, n− 1)].
This last expression enumerates the number of permutations in the symmetric group Sm+n−1 with
n− 1 excedances. Finally, Lemma 8.6 implies cm,n1,0 = cm,n0,1 .
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By Proposition 2.8 we directly have
Corollary 8.9. The entries in the last column of the excedance matrix M(m,n) are given by cm,nj,n =(
m+n
j
) ·S(m+n−j, n), while the entries in the last row are given by cm,nm,j = (m+nj ) ·S(m+n−j,m).
For instance, the (m− 1, n− 1) entry of the excedance matrix is given by
cm,nm−1,n−1 = c
m,n
m−2,n + c
m,n
m,n−2
=
(
m+ n
m− 2
)
· S(n+ 2, n) +
(
m+ n
n− 2
)
· S(m+ 2,m)
=
(
m+ n
m
)
· m · (m− 1)
(n+ 2) · (n+ 1) ·
(
3 ·
(
n+ 2
4
)
+
(
n+ 2
3
))
+
(
m+ n
m
)
· n · (n− 1)
(m+ 2) · (m+ 1) ·
(
3 ·
(
m+ 2
4
)
+
(
m+ 2
3
))
=
(
m+ n
m
)
·m · n · 3mn−m− n
12
.
9 Concluding remarks
A number of questions and conjectures concerning the box polynomials and the excedance matrix
remain unanswered.
Question 9.1. Given a Schur function sλ(x1, x2, . . .) what can be said about the properties of the
one-variable polynomial sλ(x, x+ 1, . . . , x+ n)? For instance, are there any results on the location
of the roots?
Question 9.2. As the box polynomial Bm,n(x) is defined in terms of all partitions that fit in the
m by n box, is there a Schubert calculus interpretation of the box polynomial? In other words, is
the ring structure of the cohomology of the Grassmanian reflected in the algebraic properties of the
box polynomials Bm,n(x)?
Question 9.3. Let Ln denote the graph known as the cyclic ladder, that is, the product of the
cycle Cn and the complete graph K2. The chromatic polynomial of Ln is given by
χ(Ln;x) = (x
2 − 3 · x+ 3)n + (x− 1) · ((1− x)n + (3− x)n) + x2 − 3 · x+ 1;
see [1] and [2]. Is there an explicit formula for the number of partitions of the vertex set of Ln into
k blocks, which are independent sets, that is, the number S(Ln, k)?
Question 9.4. By combining Propositions 4.2 and 4.3 when n is even, we know that the number
of set partitions of the set [m+n] into n blocks of odd size is 2m times the number of set partitions
in standard form of the set [m + n/2] into n/2 blocks such that the minimal element of the ith
block has the same parity as i. Is there a more combinatorial proof of this fact, for instance, a map
where each fiber has cardinality 2m?
Question 9.5. Is there a sign-reversing involution proof of Proposition 4.7?
Question 9.6. Is there a combinatorial proof of Theorem 7.1 using the partition interpretation of
the box polynomial?
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Theorem 7.6 shows that the imaginary part of the roots of the box polynomial Bm,n(x) is
bounded above by O(m ·n). However, computational data suggests there is a sharper upper bound.
Conjecture 9.7. The imaginary part of the roots of the box polynomial Bm,n(x) is bounded by
O(m · √n).
A matrix is totally nonnegative if the determinant of every square submatrix is nonnegative.
Conjecture 9.8. Let N(m,n) be the matrix obtained by flipping the excedance matrix M(m,n)
upside down, that is, its ith row is the (m− i+ 1)st row of M(m,n). Then the matrix N(m,n) is
totally nonnegative.
Computational evidence supports this conjecture. In fact, all of the determinants of square
submatrices appear to be positive, except for the 1× 1 matrix cm,n0,0 = 0.
Remark 9.9. Consider the polynomials whose roots come from columns of an excedance matrix
other than the last; that is, polynomials
∑m
j=0 c
m,n
j,k · xj for k 6= n. These polynomials have roots
whose real parts are similar, though not equal like those of the roots of the box polynomial (see
Figure 1.) Furthermore, the smaller k is, the smaller the roots are.
Figure 1: The roots of the 10 polynomials whose coefficients are the columns of the excedance
matrix M(11, 10), plotted in the complex plane.
Question 9.10. Can the entire excedance matrix be characterized in terms of coefficients of poly-
nomials obtained using the difference operators ∆x and ∆y, just as its rightmost column, yielding
the box polynomials, is defined by ∆x? Doing so could make each entry of the excedance matrix
explicit.
Question 9.11. Is there a way to prove that the Eulerian numbers are unimodal using the ex-
cedance set statistic? One possible approach is as follows. Let E(m,n) be the set of all ab-monomials
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with m a’s and n b’s. Is there an injective function ϕ : E(m,n) −→ E(m+ 1, n− 1) for all m < n
such that [u] ≤ [ϕ(u)]? If such a function ϕ exists, the unimodality of the Eulerian numbers follows
by summing over all monomials u in E(m,n).
One potential candidate function ϕ(u) is defined by factoring u as v ·w, where v has exactly one
more a than b’s. Then let ϕ(v · w) = v∗ · w, where ∗ reverses the word and the bar exchanges a’s
and b’s. This function works for small length words, but there is a counterexample at length 22,
namely:
u = b5ababa5bababa2 · a,
ϕ(u) = b2ababab5ababa5 · a,
and [u] = 150803880738467413 which is greater than [ϕ(u)] = 150373062932169969.
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