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CHAPTER 1. INTRODUCTION 
Motivation and historical background 
For years, launch vehicle designers and control personnel have worked in isolation 
without much interaction in designing the vehicle. Usually, the design group hands 
over a frozen vehicle configuration to the trajectory and controls group to find the 
optimal trajectory and best control design possible for that particular configuration. 
The purpose of this research is to show the advantages of combined trajectory and 
vehicle design optimization. This combination stresses the importance of controls 
personnel participating in vehicle design at a much earlier stage. 
Maximizing payload capability of a multistage launch vehicle flown to a pre-
scribed set of burnout conditions is a problem that frequently arises in trajectory 
optimization studies. If all the vehicle parameters are specified, the problem reduces 
to that of finding the optimum steering profile. In many cases, however, not all these 
parameters are specified, and those left unspecified can be varied to maximize pay-
load. A typical situation that occurs in the design of future launch vehicles is one in 
which the propulsion system (thrust and propellant flow rate) is specified, but some 
or all the propellant loading are left unspecified. The unspecified propellant loadings 
generally can be varied to achieve maximum payload capability for the vehicle. In 
this way, the trajectory person also participates in designing the vehicle. 
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Many authors [1-5] have treated the problem of optimizing the stage propellant 
loadings of multistage vehicles. None of these authors, however, have attempted 
to simultaneously optimize the steering program of these vehicles. Others [6-9] 
have used the calculus of variations approach to optimize the steering program for 
various rocket vehicles. In particular, Jurovics [9] treats the problem of optimizing 
the steering program for a multistage launch vehicle. He does not, however, consider 
the problem of optimizing the stage propellant loading or the kick angle. 
Tren and Spurlock [10] have considered the problem of simultaneously optimizing 
the steering program, propellant loading, and booster kick angle using a variational 
approach. But in the present study, we simultaneously optimize: (1) the vehicle 
design variables, nosecone half-angle, vehicle slenderness ratio, and stage propellant 
loading, and (2) the trajectory parameters, stage burn times, booster kick angle, 
and steering programs. Ruppe [11], in his paper on design considerations for future 
launch vehicles, discusses integrating the trajectory model with the vehicle model 
and propulsion model for optimization of future launch vehicles. 
Combined trajectory and vehicle optimization studies have been performed on 
applications other than launch vehicles also. \Vetzel and ~1oerder, optimize the ve-
hicle and trajectory for aerocapture at Mars [12]. Kluever and Pierson optimize the 
vehicle and trajectory for a nuclear electric spacecraft for lunar missions [13}. 
Problem definition 
The problem to be solved is to determine the maximum payload capability of a 
two-stage launch vehicle flown to a low-earth circular orbit of 100 nm. The analysis 
includes atmospheric effects during first-stage flight but assumes vacuum operation 
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for the second stage. The trajectory parameters, booster kick angle, stage burn times, 
steering programs, and the vehicle parameters, nose cone angle, vehicle slenderness 
ratio, and stage propellant loading are the design variables. This optimal control 
problem is approximated as a parameter optimization problem, and a sequential 
quadratic programming (SQP) method is used to solve it. 
Literature survey 
A mathematically simple but reasonably accurate model to simulate the aero-
dynamic forces that occur during atmospheric flight was sought. So a survey on the 
available literature was conducted. The various papers on vehicle sizing were also 
reviewed. In this section, a review of some of the literature available on aerodynamic 
modeling, vehicle sizing, and propellant loading for launch vehicles is presented. 
Aerodynamic methods for ascent 
Steady-state aerodynamic characteristics are provided by vanous methods in 
different Mach number regimes. For subsonic incompressible flow, slender body the-
ory [14], which assumes small contour changes, has been used widely to determine the 
aerodynamic forces. In the transonic regime, linearized theory [15], can be used. For 
supersonic flows, Van Dyke uses second-order potential theory (16), while Shapiro [17] 
explains how linearized theory can be used. Syvertson and Dennis [18] employ the 
generalized shock expansion method to determine the forces for bodies of revolution 
near zero lift. 
The analysis of transonic flow is a complex problem due to the unsteady nature 
of the flow, the near normal shock waves, and the nonlinear variation of loads with 
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attitude changes. For these reason, the prediction of aerodynamic loads for Mach 
numbers near one is not amenable to theoretical methods. The normal approach 
to transonic aerodynamic problems has been to rely on wind tunnel test results. 
Hamner, Leff [19} and Thompson [20} give empirical results based on a parametric 
wind tunnel test of cone-cylinder and cone-cylinder frustum-cylinder configurations 
with a Mach range of 0.7 to 2.0. The test results define the effects of various nose 
cone angles, cylinder lengths, frustum angles, and diameter ratios. The total normal 
force gradient and center of pressure on a vehicle are determined by adding the body 
of revolution data and the fin and interference data. Perkins and Kuehn, give the 
variation of the normal force coefficient and center of pressure as a function of angle 
of attack when they compare experimental and theoretical distributions of lift on a 
slender inclined body of revolution [21]. The theoretical methods mentioned above 
are elaborate and require lots of computational time and effort. The empirical results 
available are restricted to a narrow band of Mach numbers. So for simplicity, empirical 
relationships which are the results of detailed study of experimental results can be 
used for preliminary studies. Chin [22) and Cornelisse et al. [23) give such empirical 
relationships. These empirical relationships are used to model the aerodynamic forces 
in the present study. This model is described in detail in chapter 2. 
Propellant loading 
In designing multistage rockets, it is desirable to apportion the weight of the 
structure and propellant among the various stages in such a manner so as to ob-
tain a minimum gross weight for a given performance. This is known as vehicle 
sizing. The propellant weight allocated to a stage is known as the propellant loading. 
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Structure weight represents the fraction of the stage weight that is not usable pro-
pellant. Structure factor is a non-dimensional ratio of stage structural weight to the 
total stage weight. Malina and Summerfield [1] treat the problem of vehicle sizing 
for the case of a rocket vehicle with an arbitrary number of stages assuming equal 
structural factor and specific impulse for all stages. Their criterion of performance 
is the burnout velocity of the last stage which is to be maximized for a given gross 
take-off weight. Goldsmith [2] treats the case of a two-stage rocket having a different 
structural factor and specific impulse in each stage. Hall and Zambelli [3] study the 
optimum weight distribution of multi-stage rockets having different specific impulse 
and structure factor for each stage. Coleman [4] gives a generalized method for de-
termining the optimum stage weight distribution for multi-stage rockets. He gives a 
method for taking into account the variations of structural factor with stage weight. 
Srivastava [5] points out that Coleman's equations are for the case when payload is 
held constant and terminal velocity is optimized, and he proceeds to give relations 
for the case when terminal velocity is a constant and payload is optimized. 
Structure weight is dependent on the type of propellant, the stage thrust level, 
and the weight supported by the stage. However, once the design criteria for the 
stage have been defined to the point that the propellant type and thrust level have 
been chosen, the major decision is regarding the stage weight. The stage weight 
depends on the propellant weight, i.e, propellant loading of that stage. Tren and 
Spurlock [10] approach the problem in a different manner. The structural mass for 
each stage is assumed to be a function of the stage propellant loading defined by 
ms = mH + kmp, where ms is the total structure mass, mH is the fixed mass, mp 
is the stage propellant mass, and k is the propellant sensitive mass fraction. In the 
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problem treated here,we assume that the stage structure mass is the sum of the 
the mass fraction that is sensitive to propellant loading, structural mass which is a 
function of the stage length and diameter, and a fixed hardware mass. An additional 
mass fraction which is sensitive to the upper stage mass is added to the first stage. 
Since propellant mass forms about 90% of the total mass, propellant loading defines 
the stage length. Hence, here, vehicle sizing is done, wherein the stage propellant 
loading, stage length, and stage structural weight are optimized along with the upper 
stage steering program and kick angle. The objective is to maximize the payload 
capability of the vehicle. Unlike the previous studies, where mass ratios are used, 
Tren and Spurlock [10] use mass directly for optimization. This method is adopted 
in the present study, since it is more convenient to use masses than mass ratios while 
handling several design variables. 
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CHAPTER 2. MATHEMATICAL MODEL 
In this chapter, the system model, the aerodynamic model, and the mass model 
used in modeling the launch vehicle and its trajectory over a spherical non-rotating 
Earth are presented. Listed below are the assumptions on which the models are 
based. 
Assumptions 
• A spherical non-rotating Earth is assumed. The equations of motion 2.1 assume 
an inertial frame. Neglecting Earth's rotation means the centrifugal and coriolis 
forces generated by the transformation of the time derivatives to a rotating 
frame are neglected. This introduces error in the position and velocity relative 
to the Earth. An error of 16.3% in payload capability is introduced for a 
llO-degree launch from the Atlantic ~Iissile Range (A~VIR) by assuming a non-
rotating Earth. This calculation is shown in Appendix-A. The component of 
velocity due to the Earth's rotation for a UO-degree launch from AMR, Vrot, is 
1262 jtl sec as presented in Figure 1, chapter 3, by vVhite [24] . 
• A two-stage vehicle with a simple cone-cylinder configuration of length 160 ft 
and diameter 23.32 ft is assumed for all cases except when the slenderness ratio 
is optimized. 
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• The vehicle is assumed to have constant thrust and specific impulse for every 
stage. 
• A zero wind condition is assumed. 
• Thrust vector gimballing is ignored. Hence, the variable a represents both 
the angle-of-attack and the angle between the thrust and velocity vectors, i.e., 
a= 8. 
• The vertical rise time for the vehicle is chosen to be 13 sec based on Figure 51, 
chapter 2, by White [24] for a vehicle with an initial thrust to weight ratio of 1.3. 
Optimization is carried out from the end of the vertical rise phase. The lift-off 
dynamics is computed separately, and the state variables at the end of 13 sec 
are assumed to be the initial boundary conditions for the optimization studies. 
The equations used for the vertical rise segment are given in Appendix-B. 
• On average, the first stage burnout takes place around 200,000 ft where the 
atmospheric density is negligible. Hence, the aerodynamic forces are considered 
only for the first stage. The second-stage is assumed to operate under vacuum 
conditions. 
• The launch vehicle assumed here is defined by 'White [24]. The payload is 
launched into a circular low Earth orbit of 100 nm as specified by White [24]. 
The propulsion and weight data are given in Appendix-C [24]. This orbit lies 
well below the Van Allen belt. Van Allen radiation belts are regions of trapped 
high-flux, high-energy particles - protons and electrons of both solar and cosmic 
origin. While the belts provide a severe radiation environment for space vehicles 
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traveling through them, they do to some extent protect low orbiting vehicles 
from sources of external particulate radiation. 
System model 
The vehicle dynamics are the standard planar, point-mass equations of motion 
over a non-rotating, spherical Earth with inverse-square gravity field and a stationary, 
exponential atmosphere [25]. The state variables are velocity v, flight path angle " 
surface range s, and altitude h. The geometric situation is as shown in Figure 2.1. 
The equations of motion are 
dv 
dt 
d, 
v dt 
ds 
dt 
dh 
dt 
(Teosa - D) . 
-gsm, 
m 
(Tsina+L) ( v2) 
- 9 - - eos, 
m r 
R (- )veos, 
r 
vsm, 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
where g( h) = gs [R~hF is the acceleration due to gravity at altitude h, r = h + R gives 
the vehicle distance from the Earth's center, and R denotes the Earth's radius. The 
pitch angle, () = , + a, will be used as the control variable. \Ve assume no gimballing 
of the engines, so that the thrust vector is always directed along the vehicle centerline. 
Aerodynamic model 
Simple empirical formulae are used to estimate the aerodynamic forces. These 
forces, lift and drag, may be classified into two general types: one, due to air friction 
and the other due to pressure. The pressure forces can further be classified into base 
10 
T 
y 
---
-
---
- -
Local Horizon 
R+h==r 
Figure 2.1: Plana
r Ascent from Non
.rotating Earth 
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pressure and pressure forces on the vehicle body. In launch vehicle studies, it is more 
convenient to consider normal forces, i.e., the forces perpendicular to the vehicle 
axis, in lieu of lift forces. For a simple cone-cylinder configuration, the above three 
factors are analyzed for the cone and the cylinder separately, neglecting interference 
effects. Since the aim is to get a simple but fair estimate of the aerodynamic forces, 
approximations are made wherever possible. 
Pressure forces 
The vehicle travels through subsonic, transonic and supersonic Mach regimes. 
Since these three regimes have different flow characteristics, the aerodynamic forces 
are calculated separately for each flow region. 
In subsonic flow, pressure forces are small and thus can be neglected. In the 
transonic region, the highly mathematical transonic area rule [26] has to be used. 
Since the launch vehicle encounters this region for only a very short time, we will 
neglect transonic pressure forces. In the supersonic region, pressure variations on 
the nosecone are substantial while the pressure forces on the cylinder are negligible. 
Described below are the pressure forces on the nosecone and the cylinder . 
• Nosecone: The axial and normal force coefficients C A and CN on the nosecone 
are a function of the Mach number M, the nosecone half-angle a, and angle-of-
attack a and are given by [22] 
(2.5) 
(2.6) 
where, CNa 
and,M = 
12 
~ cosh-l cota +. / cota 2 _ 1 
cota ..j,\P-I V ..jM2_1 
v(t) 
a(h) 
Density variation with altitude is given by [27]: 
-h 
p(h) = poe lil 
where po = 2.54xlO-3 siugj ft 3 and hI = 2.73x104 ft. 
For speed of sound, a, we have [27]: 
{ 
(kl-k2h)1/2 
a(h) = 
968.1ftj sec 
if h~ 36,000 ft 
if h> 36,000 ft 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
• Cylinder: At zero angle of attack, the pressure contribution to lift and drag is 
zero. At small angles of attack, there is a small normal force due to the carry 
over from the nose. This effect is negligible. At large angles of attack, some 
amount of normal force is developed because the cross flow drag acts normal 
to body center line. Large angles of attack occur during lift-off with wind. 
Since optimization begins from the end of the lift-off phase (i.e., after 13 sec of 
vertical flight) and no wind is assumed, this effect is ignored. 
Base pressure 
This forms a substantial part of the drag for jet-off conditions. For powered 
flight, the engine mass flow interacting with the base and external flow completely 
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modifies power-off base drag. Engine ignition and vehicle lift-off induce a phenomenon 
called base aspiration. This effect is diminished as the vehicle leaves the launch pad 
and is negligible when the vehicle is five or six diameters from the pad. This short 
period is generally neglected in preliminary design. For supersonic flight, power-on 
drag may be determined by calculating the interaction of plume and free-stream ~lach 
number, exit pressure, engine flow characteristics, and the geometry of the engine and 
the base. Optimization studies performed, as explained in the subsequent chapters, 
indicate that the optimal payload reduces by less than 1 % when base drag is included 
in the aerodynamic model. Appendix-D gives the comparison of optimization studies 
with and without base drag. Due to the complexity of the mathematical calculations 
involved and the small magnitude of this drag, base drag is neglected in this study 
for all cases except when slenderness ratio is optimized. 'When slenderness ratio is 
optimized, the base-pressure drag coefficient GDb is calculated from base-pressure 
coefficient G Pb under jet-on condition as follows: 
Sb 
GDb = GPbS (2.11) 
where, Sb is the effective base area as shown by the shaded region in Figure 2.2, S 
is the body cross-sectional reference area and Gpb is the base-pressure coefficient as 
given in Figure 2.3 as a function of Mach number by Chin [22]. 
Skin friction force 
Finally, the contribution of skin friction in the three flow regions, namely sub-
sonic, transonic and supersonic is considered . 
• Subsonic Flow: In subsonic flow, friction drag is over 90 per cent of the total 
force and is primarily a function of the type of flow (laminar or turbulent) and 
) 
II 
"-
-
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Figure 2.2: Effective Base Pressure Area For Calculation of Base Drag 
the total wetted area. The skin friction coefficient in laminar flow is given by 
Blasius's equation (22] 
C 1.328 fL = .JRe (2.12) 
For turbulent incompressible flow, the Ka'rm'an-Schoenherr equation gives the 
friction coefficient as [22] 
(2.13) 
where Reynolds number is given by Re = ~. 
For most flight conditions laminar flow prevails over the front portion of the 
vehicle body, followed by completely turbulent flow over the remaining portion 
of the body [22]. Because of the complex nature of the flow and the interaction 
effects of factors such as pressure gradient, surface smoothness and Reynold's 
number, there is no useful theoretical method which can predict this transition 
point [22]. In general the transition point of a smooth and streamlined body 
may be located as far back as 30 per cent of its length. For a cone-cylinder 
configuration, considering the cone-cylinder intersection point as a transition 
point is a fairly valid assumption. In other words, the flow over the cone 
section is assumed to be laminar and the flo\v over the cylinder is assumed to 
-c: Q.) 
'0 
== 
Q.) 
o 
o 
Q.) 
.... 
::l 
CJ) 
CJ) 
~ 
a. 
Q.) 
CJ) 
C'O []) 
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0.0 1.0 2.0 3.0 4.0 
Mach number 
Figure 2.3: Base-Pressure Coefficient vs. Mach Number 
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Figure 2.4: Transition Point for Calculation of Skin Friction Drag 
be turbulent. Hence, it follows that the skin-friction coefficient for the vehicle 
is given by [22] 
(2.14) 
where, Sx is the wetted area over cone length lcone and SL is the total wetted 
area over length 1 as shown in Figure 2.4 . 
• Transonic and Supersonic flow: For transonic and supersonic regions (when 
M 2:: 1), compresibility effects have to be taken into account. vVhen the flow is 
laminar, the effect of compresibility reduces the skin·friction coefficient [22] by: 
C I ( 1 )0.1295 
CIo = 1+0.85·,,;2 
(2.15) 
where, CIo is the skin-friction coefficient in laminar incompressible flow as given 
by equation 2.12 \\Then the flow is turbulent, 
CI 1 
CIo = (1 + ";1.:\{2)0.46i (2.16) 
where, CIo is the skin-friction coefficient in turbulent incompressible flow as 
given by equation 2.13. The total skin friction drag can be found using equa-
tion 2.14. 
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The drag coefficient can be obtained by dividing the skin friction coefficient by the 
ratio of wetted area to reference area [22J. 
C C Swetted 
Dskinjriction = j S (2.17) 
Lift and drag forces 
From the axial and normal forces, the total drag and lift forces are given by 
pv2S . 
D - -2-((CNszna + CAcosa)cone + CDskinjricion - CDb ) (2.18) 
pv2S . L -2-(CNcosa - CAszna)cone (2.19) 
Vehicle Sizing 
The vehicle is assumed to be 160 ft long with a diameter of 23.32 ft. The diameter 
is calculated from the given reference area [24J. Based on the given specific impulse, 
it is assumed that the first stage is loaded with liquid oxygen oxidizer and RP-1 fuel 
in the weight ratio 2.2:1, and the second stage propellant mixture to be liquid oxygen 
oxidizer and liquid Hydrogen fuel in the weight ratio 5:1. Based on the propellant 
mass loaded in the first stage mpropl, the stage length is calculated as follows: 
Irr2 
where, VOll 
70.84m propl 32.2mproPl 
228.416 + 161.536 
The second stage length due to propellant loading m prop2 is given by: 
Irr2 
where, VOl2 
161mprop2 32.2mprop2 
428.28 + 26.52 
(2.20) 
(2.21 ) 
(2.22) 
(2.23) 
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Figure 2.5: Vehicle Configuration 
These relationships are derived in Appendix-E. 
An additional constant length of 5 ft is assumed for each stage to account for 
the hardware. Hence, length of stage I = II + 5, and length of stage II = 12 + 5. Since 
the total length is assumed to be 160 ft for all cases except when slenderness ratio 
is optimized, the remaining cylinder length i.e., Irem = 160 - 11 - 12 - leone - 10 is 
assumed to house the payload along with the conical section. 
Mass, propellant loading and payload 
Since the propellant flow rate for each stage is a constant, the instantaneous 
mass mi of the i-th stage can be expressed as a linear function of the burning times 
of the stages Ti = ti - tig as [10]: 
(2.24) 
where, f3i is the propellant flow rate of that stage, mo is the initial mass of the stage, 
and tig is the ignition time of that stage. The total mass of the vehicle is composed 
of the structural mass mstru, propellant mass mprop and payload mass mpL. 
mli!t-o!! = mpropl + m strul + m prop2 + m stru2 + m cone + mpL (2.25) 
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The propellant mass of the two stages are given by: 
mpropl i31(t1 - to) 
mprop2 - i32(t J - t 1 ) 
The structural mass of the two stages are as given below: 
mstrul - menginel + mshelll + mupper + mprop-sensl 
m stru2 m engine2 + m she1l2 + mprop-sens2 
where, 
(2.26) 
(2.27) 
(2.28) 
(2.29) 
• mengine is fixed for the two stages and is independent of vehicle sizing. Based 
on Saturn-IB, which is a two-stage vehicle and has similar propulsion charac-
teristics [28] to our assumed vehicle, stage I is assumed to have two Rocketdyne 
H-1 engines and stage II is assumed to have nine Rocketdyne J-2 engines. The 
propulsion and weight characteristics of these engines are given in Appendix-F . 
• mshell is the mass of the cylindrical shell of the stage and is a function of the 
radius and length of the stage. The shell is assumed to be 0.5 inches thick and 
made of aluminum casing. mshell is calculated from the density of aluminum 
and the volume of the shell. Density of aluminum is 5.23852 slug! ft 3 • 
mshelll = PAluminum7i((r + t)2 - r2)(l} + 5) 
m shell2 - PAluminum1i((r + t)2 - r2)(12 + 5) 
(2.30) 
(2.31 ) 
Here, r is the radius of the stage, and I} and /2 are the stage lengths due to 
propellant loading and are calculated using equations 2.20 and 2.22. 
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• mupper is the penalty mass added to the first stage for any increase in the upper 
stage mass. In other words, this is the additional first stage structural mass 
required to support the upper stages. mupper is assumed to be 3% of the upper 
stage mass. Here, by upper stage, we mean the mass of the second stage and 
the payload mass . 
• mprop-sens accounts for the propellant mass fraction that is sensitive to propel-
lant loading. mprop-sens = kmprop = kf3T where k is the propellant sensitive 
fraction and m prop is the propellant mass. k is assumed to be 3% for stage I 
and 2% for stage II [10j. 
Hence, we have, 
mIO 
- mo (2.32) 
m/ - mo - (1 + kdf3I TI - menginq - mupper - mshellI (2.33) 
m20 
-
mIl (2.34) 
m/ m20 - (1 + k 2 )f32T2 - mengine2 - m shell2 (2.35) 
where, the superscripts 0 and f refer to conditions at the beginning and the end of 
each stage, respectively, and the subscript refers to the stage. The final payload is 
given by 
mpL = m/ - m cone (2.36) 
where m cone is the mass of the cone-cylinder shell that houses the payload. m cone IS 
calculated using the volume of the shell and density of aluminum as: 
1r((r + t)2 - r2)lcone 2 2 
m cone = PAluminum 3 + 1r((r + t) - r )Irem (2.37) 
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Transformation to a fixed end-time problem 
The final time t f is not a fixed value, but varies according to when the vehicle 
achieves orbital conditions. This presents a problem since the performance index 
is a function of the final time. A linear time transformation is used to convert the 
free-end time optimal control problem into a fixed end-time problem. If we assume 
a non-dimensional time variable T which varies over the interval .!:.(ttt < T < .!:l.tt for the 
f - - f 
first stage and over t- S T S 1 for the second stage, we can write the linear time 
transformation 
(2.38) 
where at = t f' to is the time when pitch over begins, and tl is the first-stage burn-
out time. The transformed equations of motion can now be integrated over the fixed 
interval [~,ll, and at can be added to the vector of design variables where it can 
vary along with the other control variables. 
Optimal control problem statement 
Two class of problems are solved. In class I, the first-stage assumes a gravity 
turn, wherein only second stage pitch angle history 82 ( T) is optimized, while in class 
II type of problems, both first and second stage pitch angle histories 81 (T) and 82 ( T) 
are optimized. 
The formal problem statement for the baseline optimal control problem of class 
I where only the second-stage pitch angle history and the stage burn times are opti-
mized can be stated as fo11O\vs: 
Find the second-stage pitch angle time history 82 (T), t- < T < 1, and the control 
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parameters, stage I burn-time tl and stage II burn-out time t J, which minimize 
subject to 
dv 
dr 
d, 
v-dr 
dh 
dr 
[(Tcosa - D) .] - -gsm,tj 
m 
[(Tsina+L) ( v2) ] 
- m - 9 - h + R cos, t J 
for 0 :::; r :::; 1, with initial conditions 
with final conditions, 
v(O) - 149.89 ft/sec 
"'1(0) 89.7 deg 
h(O) 886.09 ft 
Jh(tj~+R 
o 
100 nm 
and inequality constraints, 
mpL > 0 
I > Istage-l + [stage-II + 10 + lcone 
mpL 
PPL 
r. r21cone 2[ 
< 3 + lor rem 
(2.39) 
(2.40) 
(2.41 ) 
(2.42) 
(2.43) 
(2.44) 
(2.4.5) 
(2.46) 
(2.4 7) 
(2.48) 
(2.49) 
(2.50) 
(2.51) 
(2.52) 
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where, [rem = [ - [stage-I - [stage-II - lcone 
and instantaneous mass: 
rnO - /31 T, 0< T < b. 
- - t, 
!l.<T<l t, - -
(2.53) 
where rno is the mass at the begining of pitch over phase, and rn02 is the mass of the 
vehicle at second-stage ignition. 
The optimal control problem statement for the final class II problem where the 
trajectory design variables: pitch angle history of both stages, stage burn times, 
kick-angle and the vehicle design variables: slenderness ratio, nosecone half-angle are 
optimized can be stated as follows: 
Find the stage I burn-time t 1 , stage II burn-out time t f, kick-angle K, vehicle diameter 
d, length 1, half-angle of the nosecone 0' and pitch angle histories fh (T), ~ ~ T ~ ~ 
and 02(T), e- < r ~ 1, which minimize 
J = mpL = { 
subject to 
dv 
dT [
(Tease: - D) . It 
-'------'- - gSlwf f 
rn 
d, 
v-dT [
(Tsine:+L) ( V2) 1 
-'------ - 9 - eas, t f 
rn h+R 
dh 
dT - [vsin, It f 
for 0 ~ T < 1, with initial conditions 
v(O) 
,(0) 
149.89 ft/sec 
90.0 - K deg 
(2.54) 
(2.55) 
(2.56) 
( ':> --) _.0 ( 
(2.58) 
(2.59) 
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h(O) 886.09 ft 
with final conditions, 
v(tf) Jh(tf~+R 
,(tf) 0 
h(tf ) - 100 nm 
and inequality constraints, 
mpL > 0 
I > Istage-l + lstage-II + 10 + leone 
mpL 
< 
7iT2lcone 21 
PPL 
3 + 7rT rem 
where, to = 13 sec, Irem = 1- Istage-l - lstage-II - leone. 
(2.60) 
(2.61 ) 
(2.62) 
(2.63) 
(2.64) 
(2.65) 
(2.66) 
Since the range equation (2.3) is uncoupled from the rest of the system equations, 
it is not included in the dynamics. The range history is later obtained by integrating 
the range equation using the optimized design values. The optimal control problem 
is handled in two segments since the dynamics of the bvo stages are different. The 
above listed dynamics hold for the first stage, while for the second stage, lift and drag 
are zero, i.e., D = 0 and L = o. At the end of the first-stage burnout, the first-stage 
structural mass is removed, and the updated state variable values are taken as the 
initial values for the second-stage state variables. 
CHAPTER 3. SOLUTION METHOD 
This chapter presents the numerical method that is used to solve the optimal 
control problem. 
Direct approach 
The general optimal control problem statement can be written as follows: Find 
the control time history u(t), to ~ t ~ tf, which minimizes the performance index: 
J = ¢[x(tJ)] + rtf L(x, u, t) dt Jto 
subject to the differential state equation constraints: 
i = {(x, u, t), x{to) = Xo 
and the control inequality constraints: 
Umin ~ u{t) ~ umax 
and the terminal state constraints: 
1,b{x,u) =0 
(3.1 ) 
(3.2) 
(3.3) 
(3.4) 
The optimal control problem can be solved either by using a direct method or 
an indirect method. In direct methods, also called gradient methods, the control 
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values are guessed and the state equations are integrated forward while the costate 
equations are integrated backward. The function space gradient of J, H u, is identified 
(dJ = I{ H'[8udt) and the control is updated u{t)new = U{t)old + a{ -Hu). This 
procedure is iterated until Hu = O. In indirect methods, the necessary conditions for 
optimality are applied to the problem, and the resulting two-point boundary value 
problem is solved. Shooting methods and quasi-linearization methods are two of the 
indirect methods available. This approach has two drawbacks. First, due to the 
analytical work involved in deriving the costate equations and the influence function 
equations, the initial preparation time to set up the problem is high. Second, the 
problem must be defined analytically in order that these infinite-dimensional methods 
can be implemented. This is not always possible. 
In both the direct and indirect approaches, the function-space problem can be 
approximated by a finite-dimensional problem and solved as a nonlinear programming 
problem. Rather than minimizing the performance index over the entire control 
history, we now minimize over a fixed set of control parameters. The performance 
index evaluation usually requires the numerical integration of the equations of motion 
constraints and then the numerical or explicit evaluation of the performance index 
and constraints. Thus, an approximate solution to the infinite-dimensional optimal 
control problem is found by varying the finite set of variables resulting from the 
discretized control using a nonlinear minimization method. 
In the present study, a direct method replaces the optimal control problem with 
an approximate nonlinear programming problem. This nonlinear programming prob-
lem replaces the infinite-dimensional control time history, u{t), with a cubic spline 
or linear fit through a finite set of control parameters. Figure 3.1 shows a graphical 
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example of this discretization on a simple control history. The performance index is 
payload, which is a variable not an integral. So the performance index is evaluated 
explicitly. The control variables include both discrete and continuous trajectory and 
vehicle design variables. First and second-stage burn times, booster kick angle, half-
angle of the nose cone, and vehicle slenderness ratio are the discrete design variables, 
while the pitch programs are the continuous variables. The continuous variables are 
parameterized by a cubic spline interpolation through a fixed number of equally-
spaced variables. The number of variables is chosen by trial and error such that 
the behavior of the function is completely represented, and increasing the number of 
variables further has no effect on the performance and the trend of the function. The 
pitch program for each stage is parameterized by twenty five control points. Linear 
interpolation is also used to verify the results. Though linear interpolation scheme 
is faster, it does not accurately reflect a continuous control without a large number 
of control points. So, in order to decrease the computational burden but still retain 
accuracy, cubic spline interpolation is used. The nonlinear minimization method used 
for solving the nonlinear problem is sequential quadratic programming (SQP). 
Sequential quadratic programming 
The sequential quadratic programming algorithm is a constrained Quasi-Newton 
method which finds the solution to the nonlinear programming problem by solving 
a sequence of quadratic programming problems. Quadratic programming problems 
are parameter optimization problems with a quadratic objective function and linear 
constraints. The solution of the quadratic programming problem is equivalent to the 
solution of the linearized necessary conditions for the nonlinear problem. Therefore, 
CONTROL 
mSTORY 
u 
28 
cubic spline function 
t 
N-l 
Figure 3.1: Discrete Parameterization of u( t) 
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the approximate nonlinear programming problem is solved by solving a sequence 
of quadratic programming problems. The basic sequential quadratic programming 
algorithm is composed of four steps: 
a. Estimate the Hessian matrix for the Lagrangian function and the vector of 
problem variables. The initial Hessian estimate must be positive-definite. Compute 
the partial derivatives of the performance index and constraints with respect to the 
control parameters via numerical integration and finite difference equations. 
b. Solve a quadratic programming problem for the corrections to the control 
parameter vector and the corresponding Lagrange multipliers. The correction vector 
gives the direction of search. 
c. Perform a step-size selection based on some function which measures changes 
in the objective function and constraints with the correction vector as the direction of 
search. This step is used to force convergence from poor initial guesses of the control 
parameter vector. 
d. Update the control parameter vector with the step-size value and the resulting 
correction vector. Compute a new trajectory and test the termination criteria for 
convergence. Update the Hessian matrix with a variable-metric formula to ensure 
that the Hessian estimate stays positive-definite. 
A Runge-Kutta method is used to integrate the equations of motion. This is 
described in more detail in Appendix G. 
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CHAPTER 4. VALIDATION OF AERODYNAMIC MODEL AND 
DISCUSSION OF RESULTS 
Validation of aerodynamic model 
Based on the Cd curve presented by \Vhite [24], a launch vehicle of length 160 
ft and diameter 23.32 ft is assumed for the purpose of validating the aerodynamic 
model. This chosen vehicle has a simple cone-cylinder configuration and can be 
classified along with the Saturn-IE series based on its dimensions. Various half-cone 
angles between 20 deg and 45 deg are used. 
Comparison of the Cd vs M history generated by the model with the Cd curves 
assumed by White [24] shows that the trend agrees fairly well in the supersonic region, 
while it differs in the subsonic region as shown by Figure 4.1. This is justifiable 
under the assumptions made that the base drag and the normal cross flow force are 
negligible. Normal cross flow force is a major contributor towards the drag force at 
large angles of attack in the subsonic region. In most trajectory studies, constant 
aerodynamic coefficient values are assumed for preliminary analysis. For example, 
Mackay and vVeber [29] assume a constant Cd value of 0.4 and zero CL in their 
performance studies on various multi-stage boosters. This value has been quoted [29] 
to be typical for current launch vehicles. The aerodynamic model considered here 
gives a fairly good approximation of the actual aerodynamic characteristics as shown 
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in Figure 4.1 and is much better than assuming constant characteristics. Hence, it is 
used for the present optimization studies. 
Figure 4.2 shows the Cd vs Mach number profile for various nose cone half-angles 
(j for a 160 ft vehicle. It can be seen from Figure 4.3 that the effect of varying the 
vehicle length on the drag coefficient is negligible since skin-friction is a very small 
percentage of the total drag. Symbols are used to distinguish the various cases in 
Figures 1.2 and 1.3. 
Hierarchy of problems 
The motivation behind this study is to integrate trajectory and vehicle design 
optimization. The problem considered is to maximize the payload of a two-stage 
launch vehicle, flown to a circular orbit of 100 nm. The parameters and functions 
free for optimization are the stage burn time, booster kick angle, stage propellant 
loading, vehicle nosecone half-angle, vehicle slenderness ratio, and pitch program. 
This is carried out by formulating and successively solving a hierarchy of problems. 
Each subsequent problem has additional control variables and is more complex than 
the preceding problem, and its solution provides valuable information for solving 
the next problem. Two classes of problems are treated. In the first one, the first-
stage pitch program is assumed to be completely specified ("gravity turn" with zero 
angle-of-attack and therefore () = I), while in the second one, the first-stage pitch 
program is also available for optimization. The gravity turn model is used in many 
launch trajectories to reduce the maximum dynamic pressure level that occurs during 
atmospheric flight and the large transverse structural loads that occur at large angles-
of-attack. 
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Class-I problems 
This class of problems assumes a gravity turn for the first stage, while the second-
stage pitch program is unconstrained and is determined to maximize the payload. 
The following cases are optimized. First, a baseline problem (case 1) is established in 
which a simple cone-cylinder vehicle configuration, with a constant drag coefficient 
Cd = 0.4 and a booster kick angle of 0.3 deg, is considered. A constant value of 004, 
which is typical of current vehicles [29], is used for the drag coefficient Cd during 
first-stage flight. The stage I structural mass that is thrown out at first stage burn-
out is assumed to be 10% of the stage weight. The second-stage pitch program and 
the stage burn times are optimized. In case 2, the 10% structural mass is split into 
a mass fraction that is sensitive to propellant loading and a fixed hardware mass. 
The propellant sensitive mass fraction is assumed to be 3% of the propellant loaded 
in stage I and 2% for stage II. The second-stage pitch angle history is discretized 
using twenty five control variables. So, in the baseline problem, twenty seven control 
variables are optimized. 
Next, the booster kick angle is set free (case 3). An angle of 0.05 deg is given as 
the lower boundary for this design variable. The trajectory is very sensitive to this 
parameter. The constant aerodynamic characteristics Cd = 0.4, CL = 0.0, are then 
replaced by a variable aerodynamic profile which is generated by the aerodynamic 
model described in chapter 3 (case 4). This model uses a nose cone half-angle of 
25 deg. Next, the half-angle of the nose cone is allowed to be optimized (case 5). 
Chin [22] states that the vehicle weight increases drastically below a half-cone angle 
of 15 deg. Bluff shapes have poor aerodynamic lifting performance. Hence, a lower 
limit of 15 deg and an upper limit of 45 deg are fixed as the control boundaries for 
36 
the half-angle of the nosecone. 
Class-II problems 
In the second class of problems, the baseline problem features variable stage burn 
times, booster kick angle, nose cone half-angle, and the pitch programs of both stages 
(case 6). Fifty control variables are used to discretize the first and second stage pitch 
program history. In this problem, fifty-four control variables are optimized to obtain 
the maximum payload capability that satisfies the three equality and three inequality 
constraints. 
All the above problems assume a vehicle of length 160 ft and diameter of 23.33 
ft. In case 7, the length and the diameter are also allowed to be optimized. Since 
this tends to make the vehicle shorter and broader, in case 8, base drag is included, 
and its effect on the slenderness ratio is studied. 
Maximum permissible dynamic pressure tends to become critical since the aero-
dynamic loading is directly proportional to the dynamic pressure. Assuming a gravity 
turn for the first-stage (case 5) causes a peak dynamic pressure of 461.49 ;;2' while 
optimizing the first-stage pitch angle also (case 6) causes a maximum dynamic pres-
sure of 653.83 ;;2' In case 9, dynamic pressure constraints are applied successively to 
the baseline problem (case 6) of class II. Peak dynamic pressure levels are constrained 
at 500, 550, and 600 ;;2' and the various cases are compared. 
Aerodynamic load is the product of the dynamic pressure and the angle-of-attack 
in degrees [24]. Large angle-of-attack introduces large lateral loads, which in turn 
calls for large control requirements. So, lower aerodynamic loads are vital for the 
structural safety of the vehicle. To ensure that the peak aerodynamic load does not 
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exceed some pre-fixed value, an aerodynamic load constraint is introduced in case 10. 
Discussion of results 
The above described ten cases are optimized using SQP. Figure 4 gives a sum-
mary of the results discussed below. The shaded region shows the optimized values 
of the design variables. The payload is the performance index to be maximized. 
The baseline problem (case 1) gives a smooth optimized pitch program for the 
second stage which runs from 50 deg to -30 deg (Figure 4.4). This is reasonable, 
because, the vehicle starts with an initial flight path angle of 89.7 deg, and is steered 
into a final flight path angle of zero degrees to satisfy circular orbit conditions. In 
this case, the kick angle is 0.3 deg. In case 2, when propellant loading is optimized, 
the performance increases by 24.46%. The pitch angle history does not differ much 
from that of case 1. In case 3, when the booster kick angle is introduced as a control 
variable, the first-stage burn time is reduced and the optimized kick-angle is 0.432380 • 
There is a 21.49% increase in the payload capability over the previous case. The pitch 
program (Figure 4.4), though in the same range, is appreciably different from that for 
the baseline problem. This is because, pitch program is the sum of flight-path-angle 
and angle of attack. Since the booster kick angle is different, the pitch program is 
different though the trend remains the same. 
The above cases assume a constant drag coefficient. In case 4, when the aerody-
namic model is introduced, the resulting drag coefficient is smaller than the assumed 
constant drag coefficient of 0.4, especially in the subsonic region. So, a better perfor-
mance is obtained. The optimum booster kick angle varies slightly from the previous 
case. Because of the smaller aerodynamic forces, the first stage burn time is increased 
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slightly, but the second stage burn time is reduced, which explains the increased per-
formance. This gives a 18.86% increase in payload over the previous case since the 
drag is significantly lower, especially in the subsonic region. 
Finally, the payload improves by an additional 21.27% when the half-angle of the 
nose cone is allowed to be optimized (case 5). The stage I burn time for this case does 
not vary much from the previous case, but the stage II burn-out time is reduced which 
explains the improved performance (case 4). A smooth pitch program is obtained for 
this case (Figure 4.4). Since this class of problems assume a gravity turn in the first 
stage, the aerodynamic forces due to angle-of-attack are zero. Also, pressure drag, 
which contributes a large quantity to the drag of the vehicle, is directly proportional 
to the half-angle of the nosecone. So, to minimize the drag, the optimizer reduces 
the cone half-angle. The cone length is increased such that Irem is zero, which means 
that the payload is entirely contained in the nosecone. This reduces the structural 
mass of the payload bay compared to the previous case where i rem is 11 ft. 
In class II type problems, when the first-stage pitch angle is allowed to be opti-
mized, the first stage burn time is much smaller than for class I problems. This is due 
to the higher aerodynamic forces that are associated with non-zero angle-of-attack. 
The other result typical for this class of problems is that the optimized kick angle is 
much higher. The optimized kick angle for case 6 is 13.1°, compared to the 0.4154° 
for case 5, which assumes a gravity turn. The half-angle of the nose cone remains 
unconstrained but settles at a higher angle. This is because of the aerodynamic nor-
mal coefficient due to angle of attack. The payload is improved relative to case 1 by 
36.33%. 
In case 7, when the optimizer is allowed to choose it own length and diameter 
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for the vehicle, i.e., its slenderness ratio (~), there is a remarkable improvement in 
payload. The payload increases by 59.40%. All the above cases assumed a vehicle 
of length 160 ft and diameter 23.32 ft. The optimizer chooses a higher slenderness 
ratio'i.e., the diameter is increased from 23.32 ft to 27.00 ft, while the length of the 
vehicle is reduced from 160.00 ft to 123.00 ft. This is because propellant loading is 
optimized. Since propellant mass forms a significant amount of the total mass, the 
shape of the vehicle is dictated by the propellant. Since the shape for maximum 
volume subject to a fixed surface area is a sphere, the propellant always tries to 
assume a near spherical shape. This results in an increased slenderness ratio. The 
kick angle is also lower in this case. 
Next, in case 8, base drag is added to the aerodynamic model to study its 
effect on the slenderness ratio. Since base drag is directly proportional to the vehicle 
diameter, the slenderness ratio is decreased by the optimizer. The optimized length 
and diameter are 140.33 ft and 25.5 ft, respectively. The optimized cone half-angle 
is 28.48°. Due to the increase in drag, the performance decreases by 1.894%. The 
optimized kick angle is also higher. 
Figures 4.5 gives the velocity histories of all the eight cases discussed above. It 
is clear that the trends are similar, though the final burn time varies for each case. 
Figure 4.6 shows the flight path angle history of each case. It can be seen from this 
figure that the initial kick angle for class I problems (cases 1-5) is small compared to 
those for the class II problems (cases 6-8). The shorter first-stage burn time for class 
II problems can also be seen. It is clear that the flight path angle is forced to zero 
at the final time. The altitude histories of the eight cases are shown in Figure 4.7, 
and Figure 4.8 shows the optimal trajectories for all the eight cases. It can be seen 
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that the orbital altitude of 100 nm is reached at the final time. Figure 4.4 shows the 
optimized second-stage pitch programs for the class I problems. Figure 4.9 gives the 
optimized pitch programs for both stages for class II problems. Figure 4.10 shows the 
mass time histories for all eight cases. Figure 4.11 gives the angle-of-attack history 
for case 6. 
The length of the two stages for the above discussed eight cases is given in Table 
4.1. It can be seen that in case 4 that when the cone-angle is set fixed, 11.275 ft 
of the cylindrical portion of the vehicle also forms part of the payload bay. \\Then 
cone angle is allowed to vary in case 5, the optimizer chooses a lower cone-angle and 
increases the length so that Irem is zero. By this, the structural mass of the payload 
bay is reduced. In case 6, when first stage pitch history is also optimized, it is seen 
that more propellant is loaded in the second stage than the first. This is done to 
reduce the loss due to the aerodynamic forces that occur in the first stage. In case 
7, when the optimizer is allowed to choose its o\vn vehicle length and diameter, it 
can be seen that a short and broad vehicle is chosen. The reason for this has already 
been discussed to be due to the tendency of the propellant to assume the optimum 
shape, which is spherical. In case 8, when base drag is included, the vehicle is made 
longer and more slender. 
In the class II baseline problem, where the pitch programs, nose cone half-angle, 
kick angle, and propellant loading are optimized, the dynamic pressure level is uncon-
strained and reaches a maximum of 653.83 )~2' An inequality constraint restricting 
the maximum permissible dynamic pressure is added to the already existing three 
equality and three inequality constraints (case 9). This constraint is imposed at the 
point where the maximum dynamic pressure occurs in the unconstrained case, i.e., 
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Table 4.1: Stage Lengths for the Various Cases 
Case Stage I length Stage II length Nose-cone length lrem Total length 
ft ft ft ft ft 
1 61.215 67.139 - - 160.00 
2 61.428 66.707 - - 160.00 
3 60.705 68.475 - - 160.00 
4 56.265 67.353 25.107 11.275 160.00 
5 57.190 64.575 38.235 0 160.00 
6 49.866 85.677 24.525 0 160.00 
7 36.248 62.349 25.151 0 123.748 
8 43.143 74.647 23.543 0 140.336 
in case 6. It is observed that a single inequality constraint applied at the maximum 
point is sufficient to lower the dynamic pressure level to the constrained limit at all 
the other points. Figure 4.12 shows how the entire dynamic pressure history is re-
strained below 550 );2' when a single inequality constraint is imposed at the maximum 
point of the unconstrained case. In cases where a single constraint is not sufficient 
to restrain the entire history within the constrained level, constraints are applied 
simultaneously at time points where the maximum permissible level is violated until 
the constraint is satisfied at all points. 
In case 9, when dynamic pressure constraints are applied restricting the maxi-
mum dynamic pressure level to various levels, namely, 600, .550, and 500 );2 respec-
tively, it is observed that the booster kick angle and the half-angle of the nosecone 
tend to shift towards the gravity turn case values, i.e., as the maximum permissible 
dynamic pressure level is lowered, the optimal kick angle and nosecone half-angle val-
ues become smaller and tend to approach their respective optimal values during the 
first-stage gravity turn. Figure 4.13 shows the effect of imposing a dynamic pressure 
constraint on the angle-of attack. Note that the maximum angle-of-attack 0:: is 19 
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deg for case 6, where there is no dynamic pressure constraint, while the maximum Q 
reduces to 15 deg when the dynamic pressure is constrained to lie below 600 -}b . 
Figure 4.14 gives the velocity profile, when various peak dynamic pressure con-
straint are imposed. It can be seen that the velocity profile does not vary much. It 
merely adjusts itself to remain within the constrained dynamic pressure limit. As the 
permissible dynamic pressure level is lowered, the kick angle is seen to move towards 
the kick angle for the gravity turn case as shown by Table 1.2. Since the kick angle 
behaves in such a fashion, the initial flight path angle, which is the complement of 
the kick angle, also shifts towards the gravity turn case (Figure 4.15). Table 4.2 gives 
the optimized booster kick angle and nosecone half-angle and shows this trend when 
dynamic pressure constraints are imposed. 
Table 4.2: Effects of Imposing Dynamic Pressure Constraints 
Maximum Dynamic Pressure Cone Angle Kick Angle Payload IVlass 
lbjsq.ft deg deg slug 
No constraints( 653.86) 26.04 13.612 1341.11 
600 25.79 12.439 1323.03 
550 25.61 8.5229 1314.96 
500 25.20 7.0549 1239.83 
Gravity turn( 461.49) 17.02 0.4154 983.69 
The variation of the dynamic pressure profile with maximum dynamic pressure 
constraint is shown in Figure 4.16. Figures 4.17 and 4.18 show the pitch program and 
the aerodynamic heating parameter variation with various levels of dynamic pressure 
constraints. The pitch program behaves similar to the flight path angle in the first 
stage. Since, the aerodynamic heating parameter is the product of the dynamic 
pressure and the velocity cubed (E!fj-) [24], the heating parameter variation is similar 
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Figure 4.13: Effect of Dynamic Pressure Constraint on Angle-of Attack History 
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to the dynamic pressure variation. 
First-stage gravity turn is used to reduce the lateral structural loads on the ve-
hicle. When the first-stage pitch program is allowed to be optimized, large angles 
of attack of the order of 19 deg occur (Figure 4.11). To ensure that the peak aero-
dynamic load does not exceed some pre-fixed value, an aerodynamic load constraint 
is introduced in case 10. Figure 4.19 shows the aerodynamic load profile when the 
peak load value is constrained to within 8600 lb degj ft 2 • A single constraint applied 
at the point where maximum aerodynamic load occurs in the unconstrained case is 
sufficient to constrain the entire load history within this value. The reaction of the 
angle-of-attack history to this load constraint can be seen in Figure 4.20. It is obvious 
that constraining the maximum aerodynamic load lowers the peak angle-of-attack in 
the first stage. The effect of this constraint on dynamic pressure is shown in Fig-
ure 4.21. This figure also shows the dynamic pressure history when the maximum 
dynamic pressure is constrained. 
An interesting observation is that, both first and second stage burn times have 
to be simultaneously optimized to obtain smooth pitch program histories. During 
the initial phase of the research, only the second stage burn time was optimized, and 
in most cases, this ended up in a highly oscillatory type of pitch profile. This was 
due to the excess energy available. This effect was proportional to the fixed mass 
removed at the end of the first stage. The oscillations increased in amplitude as more 
mass was removed at the end of the first stage because the vehicle became lighter 
and more energy was available. But when the first stage burn time was also included 
in the optimization, the oscillations in the pitch program history disappeared. The 
optimizer varied the first stage burn time to give a smooth pitch program profile. 
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CHAPTER 5. CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
From the discussions in chapter 4, it can be concluded that an improvement of 
56.38% in payload can be obtained by optimizing the design variables along with 
the trajectory variables. In this study, very few design parameters such as nosecone 
angle, slenderness ratio, propellant loading have been considered. Of these, the slen-
derness ratio is seen to have a very large impact on the payload. The next significant 
parameter is the kick-angle. It has been observed that kick-angle is a very sensitive 
input control variable. 
The most sensitive trajectory parameter is the booster kick angle. Proper selec-
tion of the guess value is essential for convergence. The next important parameter is 
the nosecone half-angle. The shape of the nosecone is generally selected on the basis 
of combined aerodynamic, and structural considerations. For example, a hemispher-
ical nose has a very high drag from the performance standpoint, but it is excellent 
from the standpoint of structural integrity. Since the pressure drag may be several 
times that due to friction at supersonic speeds, careful selection of the nose shape is 
important to assure satisfactory performance and operation of the over-all system. A 
very simplified method has been adopted to calculate the structural weight. It can 
be seen that class II problems give better performance than class I problems. The 
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first-stage of class II problems burn-out earlier than class I problems. The optimal 
kick-angle of class II problems are higher than class I problems. 
When dynamic pressure constraints are applied on class II problems, an inter-
esting phenomenon is observed. The optimal nose cone angle and kick-angle move 
towards the corresponding values of class I problems as constraint level is decreased. 
A peak angle-of-attack of 19 deg occurs when the first-stage pitch program is 
allowed to be optimized. Aerodynamic load constraints can be applied to reduce the 
peak angle-of-attack. A single constraint applied at the peak point of the uncon-
strained case is sufficient to constrain the entire trajectory. 
Base-drag is a very important factor when slenderness ratio is optimized. Op-
timizing propellant loading tends to increase the slenderness ratio of the vehicle, 
while taking into account base-drag effects decreases the slenderness ratio. In other 
words, neglecting base-drag results in a shorter and broader vehicle, while including 
base-drag results in a longer and more slender vehicle. 
Recommendations 
Aerodynamic and structural modeling are separate subjects that require in-depth 
study and massive computational resources. Due to the large number of design 
variables and time constraints, many assumptions and approximations were made. 
The following recommendations are made for further study: 
• The present study assumes a 0.5 inch thick solid aluminum cone-cylinder shell 
for the structure. In reality, the outer casing is made of skin stiffened by stiffen-
ers. A more realistic structural modeling can be used to obtain the structural 
masses. 
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• Direct structural integrity constraints such as critical load for column bucking 
and bending can be introduced. 
• A more sophisticated aerodynamic model can be used with a three-dimensional 
rotating earth model. 
• The structural weight and its dependence on propellant loading can be more 
appropriately modeled. 
• A more complex vehicle configuration can be assumed. 
Such a detailed study will make an excellent multi-disciplinary design problem. But 
a large amount of computational resources and time will be needed. 
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APPENDIX A. EARTH'S ROTATION 
At first-stage burn-out, the increment in velocity due to earth's rotational effects 
is vectorially added to the burnout velocity vector to account for the earth's rotation. 
For a 110-degree launch from AMR, the component of velocity, Vrot, is 1262 ft/sec [24]. 
The inertial burnout velocity VBO[, is given by: 
(A.1) 
When the earth's rotation is taken into consideration in case 7, the payload is 
increased as shown below. Similar improvements can be expected for the other 
Table A.1: Comparison with and without earth rotation 
Case Payload 
slug 
\Vi th rotating earth 1601.66 
\Vithout rotation 1341.11 
cases as well. 
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APPENDIX B. VERTICAL RISE SEGMENT 
The launch vehicle is assumed to lift-off vertically for 13 sec and then to start 
pitching. This is done for t\VO reasons. The physical reason is for the vehicle to clear 
the launch pad. The mathematical reason is to avoid the singularity that occurs 
in the equation of motion 2.1 at lift-off, when v=O. The following equations are 
integrated to calculate the state variables at the end of the vertical rise after 13 sec. 
dv 
dt 
dh 
dt 
T-D 
-g 
m 
- v 
(B.1) 
(B.2) 
A constant drag coefficient of 0.4 is assumed for the calculations. The state variables 
at t=13 sec are found to be v=149.89 ft/sec, 'Y = 90°, s=O and h=886.09 ft. These 
values are used as the initial values for the optimization problems. 
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APPENDIX C. VEHICLE DEFINITION 
The vehicle chosen for this study is a hypothetical two-stage, liquid propellant 
launch vehicle as presented by \Vhite [24]. The launch is assumed to take place at the 
Atlantic Missile Range with a launch azimuth of 110 deg. The vehicle lift-off weight 
is 2,309,000 lb. The thrust-to-weight ratio at lift-off is 1.3. The vehicle is assumed to 
lift-off vertically for 13 sec and then pitch over. The following table gives the input 
values used. 
Table C.1: Launch Vehicle Propulsion and Weight Data 
Parameter Stage I Stage II 
Thrust,lb 3,001,700 2,125,434.5 
Specific Impulse, sec 259.885 4'r _0
Propellant Sensitive fraction 0.03 0.02 
Drag reference area, sq.ft 452 
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APPENDIX D. BASE DRAG COMPARISON 
The following table shows the decrease in performance when base-drag is in-
cluded in the aerodynamic model of case 6. It can be seen that the payload capability 
is reduced by 0.93%. 
Table D.l: Comparison with and without base-drag 
Case Payload 
slug 
'With base-drag 1328.66 
Without base-drag 1341.11 
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APPENDIX E. PROPELLANT CHARACTERISTICS 
Stage I 
It is assumed that stage I oxidizer and fuel are liquid oxygen and RP-1 in the weight 
ratio 2.2:1. RP-1 is a specially refined petroleum product particularly suitable as 
rocket fuel. The weight densities of liquid oxygen and RP-1 are 71.38 lbl ft 3 and 
50.45 Ibl ft 3 , respectively. Hence, 
so that 
Hence, for a cylinder, 
Finally, since 
mpropl = 2.2ml + ml 
mpropl 
ml = 3.2 
. 1 _ 2.2m132.2 m 132.2 
to 1 - 71.38 + 50.48 
II gives the stage length required to load the propellant. 
Stage II 
(E.1) 
(E.2) 
(E.3) 
(E.4) 
(E.5) 
Stage II is assumed to be loaded with liquid oxygen and liquid hydrogen in the weight 
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ratio 5:1. The weight density of liquid hydrogen is 4.42 Ibj jt3• So, we have 
(E.6) 
so that, 
(E.7) 
Hence, 
I 5m232.2 m 232.2 vo - +---
2 - 71.38 4.42 (E.8) 
and 
(E.9) 
(E.lO) 
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APPENDIX F. ENGINE CHARACTERISTICS 
The assumed launch vehicle can be classified along with the Saturn-IB series [28]. 
Based on the thrust and specific impulse requirements, stage I is fitted with two 
Rocketdyne H-l engines and stage II with nine Rocketdyne J-2 engines. Given below 
are the propulsion and weight characteristics of these engines [30]. 
Rocketdyne H-l engine 
Thrust = 1522000 lb 
lap = 260sec 
Dry weight = 18,415 lb 
So, the engine weight of two such engines is 36830 lb and menginel = 1142 slugs. 
Rocketdyne J-2 engine 
Thrust = 230,000 lb 
lsp = 428 sec 
Dry weight = 3,480 lb 
The engine weight of nine such engines is 31320 Ib, and m engine2 = 972 slugs .. 
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APPENDIX G. NUMERICAL INTEGRATION SCHEME 
The fifth-order Runge-Kutta method by Butcher is used to integrate the equa-
tions of motion. If each scalar equation is of the form, 5!jf = f(t, y), then 
y = Yo + 9
1
0 (7k1 + 32k3 + 12k4 + 32ks + 7k6) (G.1) 
where 
hf(t,y) (G.2) 
h k 
k2 hf(t + 4' y + 41 ) (G.3) 
h k1 k2 
k3 - h f (t + 4' y + "8 + "8 ) (G.4) 
h k2 
k4 - hf(t + 2'y - 2 + k3) (G.5) 
3 3 9 
ks hf(t + "4 h, y + 16 k1 + 16 k4 ) (G.6) 
3 2 12 12 8 
k6 hf(t + h,y -7k1 + 7k2 + 7k3 - 7k4 + 7ks) (G.7) 
where h is the integration step size and y = y(to + h) and Yo = y(to). This method 
is used since the subroutine was validated and used for previous trajectory studies. 
A fixed step-size of 0.005 is used to integrate the equations in the normalized time 
interval of (P.,1). 
f 
From time !Jl.t
t to the time nearest to 7-, a step-size of 0.005 is used. Then the 
f f 
remaining small time interval is integrated in one step so that the first-stage dynamics 
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are computed correctly up to time ~. The second-stage dynamics are also integrated 
in a similar manner. 
The step-size of 0.05 was chosen after test studies with different step-sizes. It 
was found to be a reasonable compromise between accuracy and computer run-time. 
