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ABSTRACT 
We present and prove several results concerning the length of longest cycles in 2- 
connected or I-tough graphs with large degree sums. These results improve many 
known results on long cycles in these graphs. We also consider the sharpness of 
the results and discuss some possible strengthenings. 0 1996 John Wiley & Sons, Inc. 
1. INTRODUCTION AND RESULTS 
We use Bondy and Murty [ 5 ]  for terminology and notation not defined here and consider 
simple graphs only. If G is a graph and S C V ( G ) ,  then N ( S )  denotes the neighborhood OfS, 
that is, the set of all vertices in G adjacent to at least one vertex in S. If S = {u } ,  we write 
N ( u )  instead of N ( { u } )  and set d ( u )  = IN(u)l .  We write w ( G )  for the number of components 
of G and a ( G )  for its vertex independence number. 
For an integer t 2 I we define the parameters CT,(G) and NC,(G) by 
a, (G)  = mi.[ d(u)lS C V ( G )  is an independent set with IS1 = t , 
U E S  1 
NC,(G)  = min{lN(S)I IS C V ( G )  is an independent set with IS1 = t } .  
In these definitions we follow the convention that the minimum over an empty set is +m. 
The definitions imply that CTI (G) = NC, (G) = 6 ( G )  (the minimum vertex degree of G), and 
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NC, 2 (I/t)cT,(G) 2 6 ( G )  in general. We define S(G) = If (~3(G)1, so that 
A graph G is called I-tough if w(G - S) 9 IS1 for every nonempty subset S of V ( G ) .  
Let Gl(n)  denote the class of 1-tough graphs on n 2 3 vertices such that ( T ~ ( G )  2 n, and let 
G*(n) denote the class of 2-connected graphs on n vertices such that ( T ~ ( G )  2 n + 2. 
The lengths of a longest path and a longest cycle in G (the numbers of edges in a longest 
path and a longest cycle) are denoted by p ( G )  and c(G) ,  respectively. 
A classical theorem from Dirac [7] states that a graph G on n 2 3 vertices with 6 ( G )  2 z n 
contains a Hamilton cycle. This result was generalized as follows. 
Theorem 1 (Nash-Williams [13]). 
6 ( G )  2 ,ax{; (n  + 2), a(G)} ,  then G contains a Hamilton cycle. 
1 
If G is a 2-connected graph on n vertices such that 
By ( I ) ,  Theorem 1 is implied by Theorem 2. 
Theorem 2 (Bauer, Morgana, Schmeichel and Veldman [2]). 
C ( G )  2 min{n,n + f u 3 ( ~ )  - a ( ~ ) } .  
If G E G2(n) U GI(.), then 
Theorem 2 implies several known results, as shown in the surveys Bauer, Broersma and 
Veldman [ l ]  and Bauer, Schmeichel and Veldman [3].  Here we further generalize Theorem 2. 
Theorem 3. 
(a) If G E G2(n) and t E N, then 
c(G)  2 min{n, ( n  + 36(G) + 1 - t ) , n  + NC,(G) - a ( G ) } .  
(b) If G E Gl(n)  and t E N, then 
I c(G) 2 min{n, 7 (n + 3S(G)  + 4 - t ) , n  + NC,(G) - a ( G ) } .  
Theorem 3 implies Theorem 2 by (1). The proof of Theorem 3 is postponed to Section 5. 
Theorem 3 would not be true if the lower bounds on a3(G) were relaxed in the definitions 
of Gz(n) and S l ( n ) ;  this is already the case for Theorem 2 as is shown by examples in [2]. 
Here we present examples showing that both the lower bounds on c(G)  and the subscripts of 
NC(G) in the conclusion of Theorem 3 (a) cannot be increased in general. 
Let k ,  4,  m E N such that 2k 2 4 + 2m + 2 and i? + m 2 k + 1 (hence k 2 rn + 3) .  
Define the graph Gk,c,M as the join of Kk and ~ K I  + mK2, where "+" denotes the union 
of graphs (see Fig. I).  Gk,Y,m is a 2-connected graph with n = IV(Gk,e,,)l = k + e + 2m, 
cT3(Gk,e,,,,) = 3k 2 n + 2, a(Gk,e,m) = i? + m and ~ ( G k , e , ~ )  = 2k + m. Furthermore, we 
have 6(Gk,e,,n) = k and N C P + ~ ( G ~ , P , ~ )  = k + x if 0 9 x 9 rn. This means that for t = t 
we have 
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FIGURE 1. The graph Gk,( , , , .  The vertical lines indicate a join. 
and for t = 4 + 1 we obtain 
Hence Theorem 3(a) is best possible if g l ( G )  = O(mod 3). The graphs obtained from Gk,e,fll 
by deleting one or two edges incident with an isolated vertex of Gk,e.,,, - V(Kk)  show that 
Theorem 3(a) is also best possible if (T~(G)  $ O(mod 3). 
Note that the graphs G ~ , Y , ~  satisfy IV(Gk,e,m)l - c(Gk,e,,,) = 4 + m - k .  The graphs 
H ~ , J ,  I to be introduced in Section 2 can be used to show that Theorem 3( b) is sharp for 
graphs G in GI(.) with IV(G)l - c ( G )  = 1. We do not know of the existence of graphs 
G E Gl(n) with IV(G)l - c (G)  2 2 for which Theorem 3(b) is best possible. This is why 
we believe an improvement of Theorem 3( b) is possible. We discuss this further in Section 2. 
Theorem 3 generalizes several known results. A first corollary is the following. 
Corollary 4 (Broersma, Van den Heuvel, and Veldman [6]) 
(a) If G E G*(n),  then c (G)  5 min{n,n + N C ~ S ( G ) - ~ + ~ ( G )  - a(G)} .  
(b) If G E GI(n) ,  then c ( G )  2 min{n,n + N C ~ S ( ~ ) - ~ + ~ ( G )  - a ( } .  
Proof (a) Set r = 36(G)  - n + 2, hence 5 ( n  + 36(G)  + 1 - t )  = n - 2 .  
Theorem 3(a) gives c ( G )  2 [min{n, n - 2 , n + NC,(G) - a(G)}1 = min{n, n + NC,(G) 
I I 
I 
- a ( G ) } .  
(b) The proof of (b) is completely analogous to the proof of (a). I 
If G is a graph on n vertices and t E N such that t 9 a ( C ) ,  then clearly NC,(G) 9 n - a ( G ) ,  




(a) If G E G2(n) and t E N, then c(G)  2 min{n, 7 ( n  + 36(G)  + 1 - t ) , 2NCf (G)} .  
(b) If G E Gl(n) and t E N, then c (G)  2 min{n, 5 ( n  + 3 6 ( G )  + 4 - t ) ,2NCf(G)}.  
Corollary 6 (Broersma, Van den Heuvel and Veldman [6]) .  
(a) If G E Gz(n), then c (G)  2 min(n,2NC3-g(~)-,+2(G)}. 
(b) If G E Gl(n) ,  then c ( G )  2 min(n,2NC36(~)-,,+5(G)}. 
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Like Theorems 2 and 3, Corollaries 5 and 6 would not be true if the lower bounds on a3(G) 
in the definitions of (&(a) or Gl(n) were relaxed. Also, Corollaries 5(a) and 6(a) are sharp in 
the sense that longer cycles are not implied by the hypothesis, as shown by suitable complete 
bipartite graphs. However, in contrast with Theorem 3, the subscript of NC(G) in the corollaries 
can be improved, as is shown in the next theorem, which will be proved in Section 5 .  
Theorem 7. If G E C&(n) U Gl(n )  and t E N, then 
1 c(G) 2 min{n, 7 (2n + 46(G) + 1 - 2t),2NCr(G)}. 
We first show that Theorem 7 is a full generalization of Corollary 5(a). Both results give 
c(G) 2 2NC3(G) 2 2[4 q ( G ) 1  = 26(G). Hence it suffices to show that 
whenever t satisfies ( n  + 36(G) + 1 - t )  > 26(G). The latter inequality is equivalent to 
t < n - 6(G)  + 1 and hence to t 5 n - 6(G), which does indeed imply ( 2 ) .  
Theorem 7 does not completely generalize Corollary 5(b). If a3(G) 5 3 ( n  - 13), hence 
6(G) 5 [:(n - 13)1 5 ~ ( n  - 13) + 3 = 3 n  - 6, then n - 6(G) - 7 2 ~n - 1. Since 
NCln/21-i(G) 2 [ T  nl for a I-tough graph G on n vertices, this means that if a3(G) 5 5 (n  - 
13), then the best lower bound for c(G)  in both Corollary 5(b) and Theorem 7 will occur for 
t 5 n - 6(C) - 8, which implies 1; (2n + 46(G) + 1 - 2t)l 2 1; ( n  + 36(G) + 4 - t)]. 
So Theorem 7 generalizes Corollary 5(b) if a3(G) 9 
n - 1 .  then 
G is hamiltonian. This follows from 2NC3(G) 2 2 . 7 cr3(G) 2 n - 7 and, since n 2 3 and 
6(G) 2 17 (3 n - I)] = 13 n - 31 = 1- 2 nl, 
3 
I I I  I 
I 1 
- 
( n  - 13). 
1 Note that if C E GI (n )  satisfies the hypothesis of Theorem 7 with CT~(C)  2 
I 2 
1 3  I 1 I - 
I 
5 (2n + 46(G) + 1 - 2 . 3) 2 f (4n - 5 )  > n - 1 
Next we show that both the lower bound on c(G) and the subscript of NC(G) in the 
conclusion of Theorem 7 cannot be increased in general if G E G2(n). This is shown by the 
graphs Gk,(,,,, defined after Theorem 3. For t = 42 + 1, m] we have I 
1 and for t = 4? + 13ml + 1 we obtain 
I 7 (2n + 48(G) + 1 - 2t) 5 2k + n~ = ~(Gk,p,,), 
2NC,(Gk,t,m) 2 2k + m + 1 > c ( G k , ~ , ~ ) .  
Hence Theorem 7 is best possible if G E G2(n) and v3(G)  = 0 (mod 3). Again, by deleting 
one or two suitable edges of G k , Y , m ,  we can prove it is best possible for a3(G) f 0 (mod 3). 
We do not believe that Theorem 7 is best possible for C E GI(.). A possible improvement 
will be discussed in Section 2. 
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Corollary 8. 
min{n, 2NC,(G)}. 
If G E Cjz(n) U ( j l (n )  and t E N with t 5 i (46(G)  ~ n + 3), then c(G)  2 
(3n - 2) = n - ;. So by Theorem 7, I 
2 
Proof We have (2n + 4 6 ( C )  + 1 - 2 t )  2 
c(G)  2 min{n, n - 3,2NC,(G)}. We can conclude c(G)  2 min{n, 2NC,(G)}. 
The result in Corollary 8 for G E Cj2(n) was conjectured in [6]. There a weaker version with 
t 5 ; ( 6 ~ 3 ( G )  - 5n + 17) was proved. 
I 
Theorem 7 also generalizes the following result. 
Corollary 9 (Haggkvist [9]). 
that 6 ( G )  2 f (n  + 2) and let t = 26(G) - 1; ( n  + I ) \  + 2. Then NC,(G) 5 k (11 - 1) .  Let G be a nonhamiltonian 2-connected graph on n vertices such 
I Proof. We have v3(G)  2 36(G)  2 n + 2. Furthermore, t 5 26(G)  - ~ ( n  + 1) + 2 5 
(46(G)  - n + 3), since 6 ( G )  5 6 ( G ) .  By Corollary 8 this means c(G)  2 min{n, 2NC,(G)}. 
Since G is nonhamiltonian, c(G)  5 I I  - 1 ,  hence NC,(G) 5 ; ( n  - 1). 
The remainder of this paper is organized as follows. In Section 2 we discuss some possible 
strengthenings of our results for I-tough graphs. In Sections 3 and 4 we prove and cite some 
preliminary results. More particularly, in Section 3 we prove a variant of the Hopping Lemma 
from Woodall [14]. The main results, Theorems 3 and 7, are proved in Section 5. 
I 
2. SOME CONJECTURES O N  1-TOUGH GRAPHS 
In this section we discuss some possible strengthenings of the results for 1-tough graphs. 
Conjecture 10. If G E ( j l (n )  and t E N, then 
Conjecture 10, if true, is a full generalization of Theorem 3(b). This follows from the 
fact that for t 2 36(G)  - n + 6 we have ~ ( 3 n  + 36(G)  + 2 - t )  2 i ( n  + 36(C) + 
4 - t ) ,  for t 5 36(G)  - n + 5 we have ~ ( n  + 36(G) + 4 - t )  2 n - 7 and ~ ( 3 n  + 
36(G)  + 2 - 1 )  2 n - 4,  for a ( C )  2 NC,(G) + 1 ,  we have n + (NC,(G) - a ( G )  - 
1) 2 n + NC,(G) - a ( G ) ,  and for a ( G )  5 NC,(G) we have n + NC,(G) - a ( G )  3 n 
and n + (NC,(G) - a ( G )  - 1) 2 n - 2. So we obtain that the lower bound on c ( G )  in 
Conjecture 10 is always greater than or equal to the lower bound in Theorem 3(b). 
If true, Conjecture 10 is best possible, as shown by the following examples. For m E N, 
let F ,  be the graph obtained from Kzrn+l + K2,,,+1 by adding the edges of a matching 
between K2m+l and K~, , ,+I .  For k ,  e ,  m E N with k 2 e + 1 2 4m + 1, define the 1- 
tough graph H k , e , m  as the join of Kk and 4Kl + ( k  - e - 1)Kz + F ,  (see Fig. 2). We 
have n = IV(Hk,e,,,)I = 3k - e + 4m, U ~ ( H ~ , ~ , , )  = 3k 2 n ,  c ~ ( H ~ , e , ~ )  = k + 2m and 
c(Hk,p,,) = 3k - 4 + 3m. Furthermore, 6(Hk,e,,) = k and NCe+x(Hk,~,m) = k + x if 0 5 
x 5 k - e + 2m. This means that for t = t? + 1 we have 
I 
1 I I 
3 
1 
I q ( 3 n  + 3 6 ( H k , ~ , ~ )  + 2 - t )  = 3k - 4 + 3m + f > c(Hk,p,,), 
I 
n + T (NCt(Hk,e,m) - a(Hk,t,,) - 1) = 3k - f? + 3m = c(Hk,( , , ) ,  
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FIGURE 2. The graph H L , ( . 8 , 7 .  The vertical lines indicate a join. 
and for t = 4 + 2 we obtain 
I 7 (3n + 36(Hk, t  ,,,,) + 2 - t )  = 3k - 4 + 3m = c ( H k . ~ , ~ ) ,  
I n + (NC,(Hk.t,rn) - C X ( H ~ , ~ , , , ? )  - 1  = 3k - 4 + 3m + 2 
> C(Hk,Y,rn) .  
If Conjecture 10 is true, then this implies the truth of the following conjectures, in the same 
way as Corollaries 4( b) and 5( b) are consequences of Theorem 3( b). 
Conjecture 11. If G E G I ( ~ ) ,  then c(G) 2 min{n, n + 7 ( N C ~ ~ ( C ) - ~ + ~ ( G )  - a ( G )  - 1)). 
Conjecture 12. If G E Gl(n)  and t E N, then c(G)  2 min{n, (3n + 36(G) + 2 - 
t ) ,  
The consequence of Conjecture 10 that is the analog of Corollary 6( b), reads that a graph G E 
Gl(n)  satisfies c(G) 2 min{n, 7 ( n  - 1) + N C ~ ~ ( G ) - ~ + ~ ( G ) } .  But this immediately follows 
from Corollary 4(b), since for a I-tough graph G on n 2 3 vertices we have a ( G )  5 3 n. 
We do not believe that Conjecture 12 is best possible. In fact, we conjecture the following. 
Conjecture 13. If G E Gl(n)  and t E N, then c(G) 2 min{n, (5n + 46(G) + 2 - 
2t),  i (n - I )  + NC,(G)}. 
If true, Conjecture 13 is best possible as can be seen by considering the graphs Hk3e , ,  defined 
above, and the possibilities t = f? + m + 1; (k - 4 + 1)j and t = 4 + m + 1; (k - 4 + 
l)] + 1. The details are left to the reader. Conjecture 13 also means an improvement of 
Theorem 7. 
In the same way as Corollary 8 follows from Theorem 7 ,  the truth of the following conjecture 
follows from the truth of Conjecture 13. 
Conjecture 14. If G E Gl(n) and t E N with t 5 (4S(G) - n + 7 ) ,  then c(G) 2 
min{n, 7 (n  - 1) + NC,(G)}. 
Let G E Gl(n) and set t = 6(G) + 1. Then we have i (3n + 36(G) + 2 - t )  = i (3n + 
1) + (NC,(G) - a ( G )  - 
I 




1 6(G) .  Also, NCt(G) 2 t + 1 and a ( G )  5 n, hence n + 
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1) 2 
the following conjecture. 
Conjecture 15. (Bauer, Morgana, Schmeichel, and Veldman [2]). 
minin, t (3n + 1) + 
Setting t = s(C) + 1 and a ( G )  5 
Conjecture 16. (5n + 9)). 
Recently, the following partial improvement of Corollary 16 was proved, as a first step toward 
a proof of Conjecture 15. 
Theorem 17 (Li[ll]). 
~ ( n  - 7), then 
(3n + 2) + ;6 (G) .  This shows that the truth of Conjecture 10 implies the truth of 
If G E Gl(n) ,  then c(G) 2 
Z(G)} 2 (11n + 3). 
n in Theorem 3(b) we obtain the following result. 
If G E Gl(n),  then c(G)  2 min{n, (n  + 3) + 6(G)} 2 min{n, 
I If G is a 1-tough graph on IZ vertices such that '5 n 5 6(G) 5 
I 
c(G) 2 min{n, f (2n + 1 + 26(G))} 2 (8n + 3) 
3. A HOPPING LEMMA USING ALL VERTICES OUTSIDE THE CYCLE 
The Hopping Lemma was obtained in Woodall [ 141 as a tool for problems concerning paths and 
cycles in graphs. In this section we prove a version of it for graphs G that satisfy c(G) 2 p(G) .  
This is stronger than the condition imposed on G in the original Hopping Lemma, and this 
results in a stronger conclusion. 
We need some additional terminology and notation. A cycle C in a graph G is called a 
dominating cycle if G - V ( C )  contains no edges. By 6 we denote the cycle C with a given 
orientation, and b y t  the cycle with the reverse orientation. If u,  u E V ( C ) ,  then u e u  denotes 
the consecutive vertices of C from u to u in the direction specified by 6. The same vertices, in 
reverse order, are given by u e u .  We will consider u 6 u  and U ~ L I  both as paths and as vertex 
sets. If u E V ( C ) ,  then u+ denotes the successor of u on 6, and u- denotes its predecessor. 
If U V ( C ) ,  then U +  = {u' lu E U }  and U -  = {u - l u  E U } .  When more than one cycle 
is under consideration, we sometimes write u f C ,  K c , .  .. instead of just u + ,  u - ,  . . . in order 
to avoid ambiguity. 
Similar notation as described above is used for paths. We will use the notation P = ulPu,, 
to say that P is a path with origin U I ,  terminus u,,, and orientation from U I  to up.  
In the remainder of this section let G be a nonhamiltonian connected graph with c ( G )  2 p ( G ) .  
Clearly this implies that every longest cycle in G is a dominating cycle. Let C be a longest 
cycle in G and set R = V ( G )  - V ( C ) .  Fix an orientation C on C. Set Yo = 0 and for i 2 I ,  
-, 
+ 
xi = N ( Y , - ~  u R )  n v ( c ) ,  Y ;  = x; n x i .  
Set X = uT=lXi and Y = UT='=, Yi.  
Lemma 18. The sets X and Y satisfy 
(a) X n X +  = 0 and X f l  Y = 0; 
(b) N ( Y )  C_ X; 
(c) Y is an independent set. 
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For the proof of Lemma 18 we use the notion of a hopping path. If x E X, then the height 
h(x) of x is defined by h(x)  = min{iIx E Xi}. A path P = ~ 1 6 x 2  is called a hopping path if 
it satisfies the following requirements: 
(HP1) X I ,  ~2 E X; 
(HP2) V ( P )  = V ( C ) ;  
(HP3) if i < max{h(xl),h(x2)} and y E Yi - { X I , X ~ } ,  then y P p ,  y" E X i .  
The height h(P) of a hopping path P = xlpx2 is defined by h ( P )  = max{h(xI), h(x2)). 
Lemma 19. 
Proof Let P = xlPx2 be a hopping path, chosen such that 
(i) h(P) is minimum, and 
(ii) h ( x l )  + h(x2)  is minimum, subject to (i). 
If there exists a hopping path, then there exists a hopping path of height 1. - 
Without loss ofgenerality, we may assume h(xl) 2 h(x2) .  If h ( P )  = 1 ,  we are done, so assume 
h(P) = i + 1 2 2. We distinguish two cases, in each of which we reach a contradiction. 
Then x I  E Xi+[ - Xi and hence there exists a vertex y E Y ;  - Yi-1 with xly E E(G) .  
If y = x2, then y E X i  n Y i ,  so, by the definition of Y i ,  also y' E Xi. Then the path 
y + ' e y  is a hopping path containing all vertices of V ( C )  and satisfies h( y " 6 y )  5 i 5 h ( P ) ,  
contradicting the choice of P .  So we have y # X I ,  x2. By (HP2) and (HP3) this means 
y E V ( P )  and y-' ,  y i p  E X i .  Set Q = y-'Fxly6x2, then Q satisfies (HPI). Since V ( Q )  = 
V ( P ) ,  Q also satisfies (HP2). We have X I  @ Yi-1, otherwise y E X; n Yi and we reach a 
contradiction as in the case x2 E Yi, and y @ Yi- l .  Finally, { U - ~ , U + ~ }  = { U ~ ~ , U + ~ }  for 
each internal vertex u of Q with u # xI, y .  It follows that Q also satisfies (HP3), whence Q 
is a hopping path with h ( Q )  5 i < h ( P ) ,  contradicting the chose of P .  
In this case there exist vertices y ~ ,  y2 E Yi - Yi-I with xlyl, ~ 2 . ~ 2  E E ( G ) .  If yl = x2, then 
y1 E Yi n Xi+[,  so, by the definition of Yi ,y:' E X,. Then the path y:'ey~ is a hopping 
path that satisfies h(y: 'eyl)  5 h ( P )  and h(y:")  + h(y1)  < Iz(xl) + h(x2), contradicting 
the choice of 'I. So-we have 4'1 # x2 and, similarly, y2 # X I .  Now if yt E x1py2 set 
Q is a hopping path with h(Q)  < h ( P ) ,  contradicting the choice of P .  
Lemma 20. 
Proof. 
Case I .  h(x2) < h(x1) = i + I .  
Case 2. h(X1) = h(x2) = i + 1. 
Q = y~'~x1y1Py2x2Py:~, and if y 2  E x l p y l  set Q = y ~ p ~ x I y I ~ y 2 x 2 P y I  - i P  . As in Case 1, 
I 
There exists no hopping path. 
- 
Suppose P = X I  Px2 is a hopping path. By Lemma 19 we may assume h ( P )  = 1 .  
Since X I ,  xz E X I ,  we have rlxl E E ( G )  and r2x2 E E ( G )  for some Y I ,  r2 E R .  If q = r2, 
then r1x,6x2rl  is a cycle of length IV(C)l + I ,  contradicting the choice of C ;  and if r I  # t - 2 ,  
then Y I X I ~ X ~ ~ ~  is a path of length IV(C)I + 1 ,  contradicting IV(C)l = c(G) 2 p ( G ) .  
Now we can prove the statements in Lemma 18. 
I 
Proof of Lemma 18. (a) If x E X n X +  or x E X n Y, then x- E X, hence xex- is 
a hopping path, contradicting Lemma 20. 
(b) By the definition of X we have N ( R )  C X and N(Y) n V ( C )  G X. Since N ( R )  n 
Y = 0 by (a), it follows that N ( Y )  f l  R = 0, hence N ( Y )  C V ( C ) .  This means N ( Y )  C X. 
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(c) This is an immediate consequence of (a) and (b). I 
+ 
Set U = X +  - Y and W = X -  - Y .  Let u I ,  . . . , u~ be the vertices of U ,  occurring on C in 
the order of their indices. For i = 1 , .  . . , t ,  let w; be the unique vertex of W in the component 
of C - X containing ui. 
Corollary 21. 
(a) U and W are independent sets. 
(b) If u E w j " 6 u i -  and u i u  E E(G) ,  then w j u -  @ E ( G )  and wjut @ E ( G ) ( i , j  = 
1,. . . , t ,  i # j + 1 (mod t ) ) .  
(c) If u E u T t e u j  and u;u E E ( G ) ,  then u ,u -  @ E ( G )  (i, ,j  = 1 , . . . ,  t ,  i # , j ) .  
(d) If u E w"6wi and w i u  E E ( G ) ,  then w j u -  @ E ( G ) ( i ,  j = 1 , .  . . , t ,  i # j ) .  
Proof. (a) We only prove that U is an independent set, the proof for W is similar. Suppose 
uiuj E E ( G )  for some i # j .  Then, since u; ,  u,, @ Y ,  the path u,Cu,u;CulT is a hopping 
path, contradicting Lemma 20. 
If u E w f ' c u 7 -  and u i u ,  wju- E E ( G ) ,  then we have u ,  u -  @ Y .  So the path 
u ~ C u u i C ~ , u - & v f  is a hopping path, a contradiction. The rest of (b) is proved similarly. 
Suppose u E u T ' e u i  and u ,u ,  ~ i , ,u -  E E(G)  ( i  # j ) .  Since ui, u,,, u ,  u -  @ Y ,  we 
obtain the hopping path u ~ ~ u , , v - ~ u ~ ~ ~ u , ~ ,  a contradiction. 
The proof of (d) is similar to the proof of (c). 
The results in this section were proved in Min Aung 1121 for graphs satisfying a different 
condition. In the remainder of the paper we only use Corollary 21(a). We choose to give 
Corollary 21(b)-(d) as well, in order to make it possible to compare our results with known 
extensions of the original Hopping Lemma (see, e.g., Jackson [ 101). 
c - 
( b )  
(c) 
(d) 
+ +  
I 
4. FURTHER PRELIMINARY RESULTS 
The following results, together with Lemma 18 and Corollary 21(a), play an essential role 
throughout the proofs of the main results of this paper. If a cycle C in a graph G is not a 
Hamilton cycle, then we define p(C)  = max{d(u)lu E V ( G )  - V(C)} .  
Theorem 22. Let G E &(n)  U Gl(n) .  Then we have 
(i)  c(G)  2 p ( G ) ;  
(ii) every longest cycle in G is a dominating cycle; 
(iii) if G is nonhamiltonian, then G contains a longest cycle C with p(C) 2 4 al (G) .  
ProoJ: Part (i) is in Enomoto, Van den Heuvel, Kaneko and Saito 181. Part (ii) follows 
immediately from (i); also, (ii) is in Bondy [4] for G E Gz(n) and in Bauer, Morgana, 
Schmeichel, and Veldman [2] for G E G,(n).  Part (iii) is implicit in the proofs of 12, 
Theorems 9 and 101. Parts (ii) and (iii) also appear in Bauer, Broersma, and Veldman [l]. 4 
If C is a cycle in a graph, with orientation 6, and B C V ( C )  with B n B+ = 0, then the 
components of C - B will be called the B-segments of C. A B-segment is a B - p-segment 
if it contains p vertices. 
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Lemma 23. V ( C )  with B fl Bf = 
0. Set Zs = V ( C )  - ( B  U B+ U B - )  and let bl denote the number of B - 1-segments on 
C. Then bl = 31BI + lZsl - IV(C)l 231BI - IV(C)l. 
There are exactly IBI B-segments. The number of B-segments with two or more 
vertices is equal to IBI - bl. So we have IV(C)l = IBI + bl + 2(1B1 - bl )  + lZsl = 
31BI - bl + IZsl, hence bl = 31BI + IZsl - IV(C)l. 
For the remainder of this section, let G be a nonhamiltonian graph in G2(n) or Gl(n).  + Let 
C be a longest cycle of G for which p(C) is maximal, and fix an orientation C on C. 
By Theorem 22 (i), c (C)  2 p ( G ) ,  and so we can use the variant of the Hopping Lemma 
established in Section 3. Define R ,  X ,  and Y as in Section 3. Let yo E V ( G )  - V ( C )  with 
d ( y o )  = p(C) ,  and let 
Let C be a cycle in a graph, with orientation 6, and B 
Proof. 
I 
by Theorem 22 (ii) and the definition of X .  By (3) and Theorem 22 (iii) we have 
Let al denote the number of A - 1-segments on C. 
Lemma 24. We have a1 2 36(G) - n + IRI, with equality if and only if d ( y 0 )  = 6 ( G )  
and, apart from the A - 1-segments, C contains A - 2-segments only. 
Since C is a longest cycle, A f l  AS = 0. By Lemma 23  and (4), a1 2 3lAI - 
IV(C)l 2 3 6 ( G )  - IV(C)l, with equality if and only if IAl = 6(G) and IV(C) - (A U A+ U 





There exists an A - 1-segment yl such that d ( y l )  2 6(G). 
LabeltheA - I-segmentsasyl,y2, ... withd(y1) r d ( y 2 )  ? . . . . I f a t  2 3 , t h e n  
{y1 , y* , y3}  is an independent set. So we have d ( y l )  + d(  y2) + d( y3) 2 a3(G), which means 
d ( y 1 )  2 6(G). If al = 2, then by (4) and Lemma 23, 6(C) f IAl f 5 (a1 + n - IRI) 5 
5 ( n  + 1). Suppose d(y1) < 6(~). Since d(y1) is an integer, d(y2) 5 d(y1) 5 6 ( ~ )  - 1. 




So we can assume al 5 1. By Lemma 24, ( I )  and the definitions of C&(n) and Gl(n), 
a1 2 a3(C) - n + IR( 2 1,andequalityimpliesG E Gl(n),  3 6 ( G )  = a3(G) = n, (RI = 1 
and C contains A - 1-segments and A - 2-segments only. Lemma 2 3  and (4) now give 
d ( y o )  = IAI  = 7 (1 + n - 1) = 3 q(~). Since y : ? y ~ y o y :  is alongest cycle not containing 
y I ,  we have d( y1) 5 d( yo) by the choice of C. Let XI ,  . . . , X I A ~  be the vertices of A in order 
round 6. Since C is a longest cycle, clearly {yo} U A +  and { y o }  U A- are independent sets. 
Since G is 1-tough, w ( G  - A) 5 IAl. Hence there exist two A - 2-segments x T x ~ ~ ~  and 
x; x ,+~  such thatx+x,T+l E E(G)  (indices mod IAI), otherwise w ( G  - A) = IAl + IRI > IAI. 
I 1 
+ -  
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Since x+.xjT+ l&t i+  1 yoxj+ I 6x7 is a longest cycle not containing xi+ we have d(xl<. I )  5 d( yo) ,  
by the choice of C. Obviously, { y o ,  y ~ ,  x l< l }  is an independent set. So we have 
5. PROOFS OF THEOREMS 3 AND 7 
Assume that G is a nonhamiltonian graph in Gz(n) or Gl(n) ,  and t E N. Let C be a longest 
cycle of C with orientation 6 such that p(C) is maximal, and let yo E V ( C )  - V ( C )  with 
d( yo)  = ,u(C). Copy the notation and terminology used in former sections. In particular, define 
R ,  XI, X, Y ,  U ,  W, A, and a1 as in Sections 3 and 4. 
By Lemma 25 there exists an A - 1-segment yl E Y such that d ( y l )  2 6(G) .  Since the 
A - I-segments are elements of Y ,  we have, by Lemma 24, 
By Lemma 18 (a), (b), (c) and the fact that N ( R )  C X by ( 3 ) ,  it follows that 
R U Y is an independent set with N ( R  U Y )  & X C V ( C ) .  (6) 
Since N ( R )  C X and X+ = Y U U ,  from Corollary 21 (a) and Lemmas 18 (a), (b), (c) we 
have 
R U Xf is an independent set. (7) 
Let Z = V ( C )  - (X U Y U U U W )  = V ( C )  - (X U X+ U X-). By Lemma 23 we have 
Proof of Theorem 3(u). 
assume n - IRI = c(G)  5 
If c (C)  2 ( n  + 36(G) + 1 - t ) ,  then we are done. So we may 
( n  + 36(G) - f), which implies 
t 5 n + 3 6 ( ~ )  - 2(n - I R I )  = 3 6 ( ~ )  - n + 2 1 ~ 1 .  
Set S = Y U R .  By (5) this means 
By (6) and (7), both S and R U N ( S ) +  are independent sets. So we obtain 
Together with (9) this gives c(G) = IV(C)l 2 n + NC,(G) - a ( G ) .  I 
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I 
Proof of Theorem 3(b). Again, we may assume that c(G) 5 7 ( n  + 36(G) + 3 - t ) ,  
hence 
Let Y = { y l , . .  . , y l r l } ,  with d(y2)  2 d(y3) 2 .... Let U I , . .  . , u l u ~  be the vertices of U in 
order round 6 such that U I  is the first vertex of U following y~ on 6. For i = 1 , .  . . , IUI, let 
wi be the unique vertex of W in the X-segment containing u; .  
We state some observations which will be used repeatedly. We will say that a property F 
of G holds by ( l ca )  (longest cycle argument) if the contrary to 5" implies the existence of a 
cycle C' longer than C. (Ica) often represents an argument which is standard in hamiltonian 
graph theory. The cycle C' will often be given between brackets after the statement of ?. 
y E W , ~ ~ U ; ,  w;y+ @ E(G) and w;y- @ E(G). 
(OB1) Let y E Y and assume N ( y o )  = N ( y )  = X and u ; w ,  E E(G) for some i # j .  Then 
Proof. By (lca) we have y E w j e ~ i i  ( y - y o w : 6 u i y 6 w , j u i ~ y - ) .  Also, wiy+ @ E(G) 
( ~ u ~ ' y + ~ ~ ' ~ ; w ~ w + y o w f C y )  and w ; y -  fj? E(G) ( y 6 u J y o w j  + '  C y - w i 6 u ; w j ~ w ~ y ) .  I
(OB2) Assume N ( y 0 )  = N ( y 1 )  = X and uiw,  E E ( G ) ,  where i f j and i is chosen 
minimal. Then N ( w i )  n ( U  U W )  & {u;}. 
By Corollary 21 (a) we have N ( w ; )  n W = 0. The minimality of i implies 
ulwi @ E(G)  for 1 = 1 , .  . . , i - 1. By (OBI), if u /  E N ( w ; )  f l  U ,  then y~ E w;Cu,,  so also 
u I w i  @ E(G) for 1 = i + I ,  . . . , I  U I .  
(OB3) If 1x1 = 6(G), then d(  yo)  = . . . = d( ~ l v l - ~ )  = 6(G), where F = 3S(G) - a3(G). 
Proof. First note that by ( 5 )  we have IYI - E 2 IRI 2 1. By (4), d ( y 0 )  = 6(G). For 
y E Y it yields N ( y )  & X, so d ( y )  5 1x1 = 6 ( G ) .  By the choice of y~ we have d ( y l )  2 
S(G), hence d(  y ~ )  = S(G) and we are done if IYI = 1. Now assume IYI 2 2 and d(y(yl-,)  5 





fl3(G) 5 d(Y1y1-2)  + d(~lvl-i) + ~ ( Y I Y I )  5 36(G) - E - 1 
= a3(G) - 1 .  
This shows d ( y ~ ~ ~ - ~ )  2 6(G), hence d(yo)  = d ( y l )  = ... = d ( y l ~ l - , )  = $(GI. I 
A subset S 
R U N ( S ) +  are independent sets. If a suitable set S exists, then we are done, since 
V(G) will be called suitable if IS1 2 t ,  N ( S )  V(C) and both S and 
a ( G )  2 IR U N(S)+I = IRI + IN(S)'I = IV(G)I - IV(C)I + IN(S)I 
2 n - IV(C)I + NClsl(G), 
hence c(G) = IV(C)l 2 n + NC,(G) - a(G) .  
or reach a contradiction. 
We will distinguish a number of cases, in each of which we either exhibit a suitable set, 
Case I .  IYI = 36(G) - n + IRI. 
By (4) and (8) we conclude IZI = 0 and 1x1 = 6(G). So apart from the X - I-segments, 
C contains X - 2-segments only. Furthermore, we have N ( y o )  = N ( y l )  = X. Since G is 
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I-tough, w ( G  - X) 5 1x1. Hence there exist i, j ,  i f j ,  such that u i w j  E E(G) .  Assume 
- i is chosen minimal. By (OB1) and (OB2), N(w,) C (X - { y : , y l } )  U {ui}, so d(wi)  5 
S(G) - 1. Now consider the greatest h such that uXwh E E ( G )  for some g # h.  By 
(OBI), y~ E w h e u g ,  so i 5 g < h.  By (OB1) and (OB2) (now applied to k) ,  N(uh)  C_ 
- ( X  - { y : , y l } )  U {wh}, so d(uh) 5 S(G) - 1 .  For y E Y we have N( y )  C X, hence d(  y )  5 
6 ( G ) .  This gives 
n 5 ( T ~ ( G )  5 d(wj )  + d(u/,) + d ( y )  5 36(G) - 2 .  
So we obtain IYI 2 IRl + 2 2 3 and d ( y )  = 6 ( G )  for all y E Y .  But then, in fact, we 
have N(w,) c ( X  - u , , E y { y ' , y p } )  U {u,}. Since I U y E Y { y + , y - } l  1 IYI + 1, this means 
d(w,)  5 6 ( G )  - IYI. Similarly, d ( u h )  5 z ( G )  - IYI. We reach the contradiction 
Case 2. I Y I  = 3 6 ( ~ )  - n + I R I  + I .  
By (4) and (8) we obtain 1x1 = 6 ( G )  and 121 = 1. So apart from the X - I -  and X - 
2-segments, C contains exactly one X - 3-segment, say u/u:wl. Furthermore, we have 
IYI - (36(G)  - ( T ~ ( G ) )  2 IRI + 1 2 2, so by (OB3), N ( y o )  = N ( y 1 )  = N ( y 2 )  = X. If 
u /wl  E E(G) ,  then, by (Ica), u:ui @ E ( C )  for i # 1 ( u i 6 u ~ y ~ u ~ ~ w , u / u ~ u ; )  and u:wi @ 
E(G)  for i f I (wii'w:y,w'~u/wlu:w,), hence N ( u : )  c X U { u / , w / } .  Since w(G - X) 5 
1x1, there exist i, j ,  i # j ,  such that u ; w ,  E E ( G ) .  This is also true if ulwl @ E ( G ) ,  
otherwise w ( G  - (X U {u:})) > IX U {uT}l .  Choose i minimal. By (OBI) and (OB2) 
we have N ( w i )  C ( X  - ({y:,yi} U { y : , y Z } ) )  U { u i , u : } ,  hence d ( w ; )  5 S(G) - 1. Now 
consider the greatest h such that u,yw'/j E E ( G )  for some g # h ,  then we have d(u1,) 5 
S(G) - 1. Reasoning as in Case 1 we obtain a contradiction. 
By (4) and (8), 1x1 = 6(G)  and IZI = 2. So apart from the X - 1- and X - 2-segments, 
C contains either one X - 4-segment, or two X - 3-segments. Furthermore, by (OB3), 
C contains a X - 4-segment, say uIu :wrwl ,  and uiw,  E E ( G )  for some 
i ,  j ,  i # j .  
Choose i minimal and h maximal such that u iwj ,  uRw/ ,  E E ( G )  for some , j  # i, g f h.  By 
(OBI)and(OB2) wehave i 5 g < h , N ( w ; )  !L (X - ({yT,yF} U { y : , y Z }  U {y : , y ; } ) )  U 
{ul ,u: ,w,Fl  and N ( u / , )  C (X - ({YI+,.YFI U {y:,yZ) U { y ; , X } ) )  U { ~ v ~ , b f : , w T } ,  so 
d ( w i ) ,  d ( u h )  5 6 ( G )  - 1. Following Case 1, we reach a contradiction. 
- 
Case 3. IY( = 36(G) - n + IRI + 2. 
N(p0) = N(y1) = N ( y 2 )  = N ( y 3 )  = x. 
Cuse 3.1. 
Case 3.2. C contains a X - 4-segment, say u,u: w i w , ,  and u i w j  @ E ( C )  for all i, , j ,  i # j .  
Since G is I-tough, some X - 2-segment contains a vertex adjacent to uT or w r .  Without 
loss of generality, we may assume w r u i  E E(G) or w r w i  E E ( G )  for some i # 1. First 
consider the case w r u ;  E E(G) .  By (Ica), wiu: @ E ( G )  (u:wiu;w,6uiyo"+eu:) .  
Next we suppose wl.7 E E(G).  Then by (lca) we have i < l (yl6u:w/  
w l - ~ u i ~ y , y ~ ) w , ? ? u ; y ~ ]  and w i w r  @ E(G)  ( w i w ~ w l u ~ ~ w ~ y o w ~ ? ~ ~ i ) .  Also, - by +' (lea), + 
wj-v,: @ ~ ( ~ ~ ( y i w j  c u l  w/w" u iw jy l  C U ~  . ow:Cyi), wiyl @ E ( G )  ( y y w i u i w /  w/urCwi 
y , C u i y o w : C y ~ ) .  Similarly, we obtain wiy:, w i y Z ,  wiy:, wiy.7 @ 'E(G). This gives 
+ +  - + +  
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This contradiction shows that wlu: @ E(G) .  Also, by (Ica), w/ui  @ E ( G )  
( u i ~ u ~ y ~ u ~ 6 w ~ u ~ u ~ w ~ u i ) .  This means N(wl) C X U {w;} and X +  U {WI} is an 
independent set. So, by (6),  (7), and (lo), R U Y U {w~} is a suitable set. 
If wrw; E E ( G ) ,  then similar conclusions are obtained by considering u; instead of wi. 
Case 3.3. C contains two X - 3-segments, say ulu:w, and U , U ; W , ~  (1 < m)  
Let k E {l ,m}. If N(uk+) n (U U W )  f {uk,wk}, then we have, by (Ica), ukwk @ E ( G )  
( u i ~ u ~ y ~ ~ u ~ ~ w ~ u ~ u k + c l ; ,  if uk+ui E E ( G )  for some i # k ;  w j u ~ w k u k 6 w ~ y o w k + ~ w i ,  if 
u l w ;  E E ( G )  for some i # k ) .  Since G is I-tough, w(G - T )  5 IT1 for T = X ,  X U 
{a:},  X U {u:},  X U {u:,uL}. It follows that u i w j  E E ( G )  for some i, j ,  i # j .  Choose 
i minimal and h maximal such that uiwj ,  ufiwh E E ( G )  for some j # i, g # h. By (OBI) 
and ( 0 ~ 2 1 ,  i 5 g < h, N(wi) c ( X  - ( { Y : , Y ~ }  u { Y ~ ~ Y z I  u {Y;,YYI)) u <ui,u:,u:> 
and N ( u h )  C ( X  - ( { y T , y F }  U { y l , y Z }  U { y ; , K } ) )  U {wh,u:,u;}. As in Case 3.1, we 
obtain a contradiction. 
Case 4. I Y I  2 3 6 ( ~ )  - n + I R I  + 3. 
We have IY U RI 2 36(G) - n + 21RI + 3, so by (6) ,  (7), and (lo), R U Y is a suitable 
set. I 
Proof ofTheorem 7. Suppose first that IY U RI 2 t .  Set S = Y U R .  By Lemma 18 (a) 
and (6) we obtain 
and hence we are done. 
So from now on we may assume I Y U RI 5 t - 1 .  Hence ( 5 )  gives 
t 2 IYI + IRI + 1 2 36(G) - n + 21RI + 1 .  ( 1  1 )  
If c(G)  2 (2n + 46(G) + 1 - 2t) ,  then we are also done. Hence we may assume 
(2n + 46(G) - 2t).  Together with - 7 n 5 7 t - 7 - S(G) - IR( - i, by ( 1  I ) ,  this I I c(G) 5 
gives 
(12) 
3 I I I t 5 n + 26(G)  - y (n  - IRI) 5 7 t + ; 6 (G)  + ~ l R l  - 7 .  
This is equivalent to t + 1 5 6(G)  + IRI, and so (4) gives 
-, 
So we can choose Q l  = ylCw, with wy E W and IW fl Q I I  + IYI + IRI = t .  Note that 
by this definition 
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Let T = (W i l  Ql) U Y U R .  Then, by Lemma 18, Corollary 21 (a) and the definitions of X 
and W, T is an independent set o f t  vertices with N ( T )  C V ( C )  - X - .  If IN(T)I 5 ; IV(C)l, 
then we are done. So we assume 
IN(T) (  2 ; (IV(C)l + 1) = ; ( n  - IRI + 1) .  
We will show that this assumption eventually leads to a contradiction. 
Set QZ = V ( C )  - Ql and note that 
ez - (x u z) = v(c) - ( e l  u x u (z n eZ)) 
= V ( C )  - ((QI - X) U X U ( Z  n Q 2 ) ) .  
Let J = N ( T )  n (Q2 - ( X  U Z) ) .  Since N ( T )  C V ( C ) ,  we have 
IJI = IN(T)I - I N ( T )  n ( e l  - x)l - I N ( T )  n X I  - I N ( T )  n (z n eZ)1. 
Clearly, 
" T )  n XI 5 1x1, 
h"T) n ( Z  n Q2)I 5 IZ n QzI ,  
and, since N ( T )  C V ( C )  - (X- U Y ) ,  
IN(T) n (QI - X)I 5 Iu n Q I I  + IZ n Q I I  . 
Using (8) we obtain 
lYl  = (21 + 31x1 - n + IRI. 
Combing (1 3)-( 19) gives 
IJI 2 IN(T)I - Iu Q I I  - IZ n Q I I  - IXI - IZ n QzI 
2 i ( n  - (RI + 1) - t + IYI + IRI - (XI - ( Z /  
I  
= ~ ( n  - IRI + I )  - t + IZI + 31x1 - n + IR( + IRI - 1x1 - IZI 
= 21x1 + T J R J  - y n  - t + 7 .  3 I  I  
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Since N ( T )  X .  Hence, 
by (22) there exists a vertex x E J -  f' K .  Since K C X ,  we have x E X .  Let w E T such 
that wx' E E(G) ,  then we have w E W n Q , ,  since N ( Y  U R )  C X .  Let P be the path 
w + ( ? n y ~ ( ? w x + ( ? y ~ .  Then P is a hopping path, as defined in Section 3. Conditions (HPI) and 
(HP2) are obvious and the only vertex in Y for which (HP3) is not obvious, is y l .  But the 
neighbors of yl on P are x and y: which are both neighbors of yo, hence are elements of XI .  
By Lemma 20, the existence of the path P gives us the promised contradiction. 
V ( C )  - X - ,  it follows that J X f .  Therefore we have J -  U K 
I 
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