The goal of coded distributed matrix multiplication (CDMM) is to efficiently multiply matrices A ∈ F λ×κ and B ∈ F κ×µ by distributing the computation task across S servers (through a coding scheme), such that the response from any R servers (R is called the recovery threshold) is sufficient for the user to compute AB. CDMM algorithms seek to optimize the tradeoff between six quantities of interest: recovery threshold, upload cost, download cost, encoding complexity, decoding complexity, and server computation complexity. Existing CDMM codes such as Polynomial codes, MatDot codes, PolyDot codes, Generalized PolyDot codes and Entangled Polynomial codes, all focus on multiplying one A matrix with one B matrix. Batch matrix multiplication of A 1 , A 2 , · · · , A L with B 1 , B 2 , · · · , B L to compute A 1 B 1 , A 2 B 2 , · · · , A L B L can be naturally accomplished with CDMM codes by separately computing the A l B l products for each l ∈ [L]. But is it possible to do significantly better? Somewhat surprisingly, this work shows that joint coding of the batch of matrices offers significant advantages over separate coding. To this end, Cross Subspace Alignment (CSA) codes are introduced, that code across the matrices in a batch instead of partitioning each of the individual matrices as done in existing CDMM codes. Given a recovery threshold R, CSA codes have the same server computation complexity per matrix multiplication as existing CDMM codes, but CSA codes show a significant improvement over all existing CDMM codes in the tradeoff between upload-download costs. A corresponding improvement in the tradeoff between encoding and decoding complexity is also observed. The gain from batch processing is reminiscent of gains from multiletterization in information theory, vector codes in network coding, and symbol extensions in interference alignment schemes.
Introduction
Matrix multiplication is an essential building block for computing applications. In the era of big data and cloud computing along with massive parallelization, there is particular interest in algorithms for distributed matrix multiplication that are resilient to stragglers . The goal in coded distributed matrix multiplication (CDMM) is to multiply matrices A ∈ F λ×κ and B ∈ F κ×µ by distributing the computation task across S servers, such that the response from any R servers is sufficient for the user to compute AB. The parameter R is known as the recovery threshold. The first step in coded distributed matrix multiplication is to code A, B into ( A s ) s∈ [S] , ( B s ) s∈ [S] , respectively. The coded forms ( A s , B s ) are uploaded to the s th server, s ∈ [S], which (if responsive) returns the product A s B s . From the responses downloaded from any R of the S servers, the user must be able to decode AB. This gives rise to six key performance metrics -the encoding complexity (C e ), the upload costs (U A , U B ), the computation complexity at each server (C s ), the recovery threshold (R), the download cost (D), and the decoding complexity (C d ). A variety of coding schemes, or codes, have been proposed that offer different tradeoffs among these parameters, such as Polynomial codes [1] , MatDot and PolyDot codes [2] , Generalized PolyDot codes [3] and Entangled Polynomial codes [4] . All of these codes partition the matrices A, B into block sub-matrices and then encode across these blocks.
Polynomial codes [1] partition the left matrix A along the row side, A = [A 1 . . . A m ] T , and the right matrix B along the column side B = [B 1 . . . B n ]. The desired product AB then corresponds to the mn products (A i B j ) i∈[m],j∈ [n] . Since all products (A i B j ) are desired, i.e., there is no interference, the scheme is extremely efficient in terms of the download cost. Any R = mn responses allow the user to recover all mn desired terms. The computational complexity at each server is reduced by a factor mn = R because of the smaller dimensions of the partitioned submatrices. The upload costs, U A , U B , are similarly reduced by the factors 1/m, 1/n.
MatDot codes [2] partition the left matrix A along the column side, A = [A 1 . . . A p ], and the right matrix B along the row side B = [B 1 . . . B p ] T , so that the desired product AB corresponds to the sum of p terms, i∈[p] A i B i . Since not all matrix products are desired, this introduces interference terms A i B j , i = j. The recovery threshold for MatDot codes is R = 2p − 1. The upload cost is reduced by a factor p due to the smaller dimensions of the partitioned submatrices, the computational complexity at each server is reduced by the same factor, however because of interference terms the download cost is higher than Polynomial codes. Higher download cost also leads to a correspondingly higher decoding complexity for MatDot codes.
For PolyDot codes [2] , Generalized Polydot codes [3] , and Entangled Polynomial codes [4] , the left matrix A and the right matrix B are partitioned along both the row side and column side into m × p and p × n blocks, respectively (in PolyDot codes, m = n is further assumed). PolyDot codes may be seen as bridging the extremes of Polynomial codes and MatDot codes; choosing p = 1 yields Polynomial codes, and setting m = n = 1 yields MatDot codes. Generalized Polydot codes and Entangled Polynomial codes are improvements of PolyDot codes, where the recovery threshold is improved within a factor of 2 due to better interference alignment. Since Entangled Polynomial codes and Generalized PolyDot codes have similar performance, without loss of generality we will consider Entangled Polynomial codes as the benchmark for comparison. The recovery thresholds, upload and download costs, and the complexity 1 of encoding, 2 decoding, and server computation for all schemes are summarized in Table 1 for ease of reference. Like most computation tasks, requests for matrix multiplications may also appear in batches. For example, a sequence of matrices A = (A 1 , A 2 , · · · , A L ) needs to be multiplied with another sequence of matrices B = (B 1 , B 2 , · · · , B L ) to compute the sequence of product matrices AB = (
. Let us call this the Coded Distributed Batch Matrix Multiplication (CDBMM) problem, as opposed to the Coded Distributed Matrix Multiplication (CDMM) problem discussed above. While all the algorithms for CDMM described above are limited to L = 1, batch requests can be processed naturally by repeated applications of the same CDMM algorithm to compute each A l B l , l ∈ [L]. The question that motivates this work, however, is whether it is possible to do significantly better by joint processing of a batch of matrix multiplications. Surprisingly, the answer is yes. To show this we propose a new class of codes -cross subspace alignment codes (CSA codes in short) that are inspired by the idea of cross-subspace alignment which was originally introduced in the context of X-Secure T -Private Information Retrieval (XSTPIR) [26] . Remarkably, CSA codes require no partitioning of matrices into sub-matrices. Rather, the coding is done across the multiple matrices included in the batch. Yet, as evident from Table 1 , CSA codes are able to significantly outperform all existing CDMM codes with respect to the six metrics of interest.
To see the comparison clearly between CSA codes and Entangled Polynomial codes (which already include or improve upon Polynomial codes, MatDot codes and Polydot codes), suppose we fix the recovery threshold R as our independent parameter, and treat upload cost, download cost, server computation complexity, and encoding and decoding complexities as functions of R for all the codes considered thus far. Furthermore, for ease of analysis let us consider balanced settings where we have square matrices, i.e., λ = κ = µ, upload costs are balanced (U A = U B = U ), and the fraction of servers that we need to respond, R/S is held constant. The simplifications resulting from balanced settings are shown in Table 1 in the shaded rows. Then from Table 1 we note that Entangled Polynomial Codes achieve an upload-download cost tradeoff (U, D) of (O(m), O(R/m 2 )), where m is a free parameter that can be adjusted to choose different points on the tradeoff. This includes the extremes (O(1), O(R)) corresponding to m = 1 (MatDot codes) and (O( √ R), O(1)) corresponding to m = √ R (Polynomial Codes), as well as the balanced point (O(R 1/3 ), O(R 1/3 )) corresponding to m = R 1/3 where the uploads and downloads are balanced. On the other hand, CSA codes are able to achieve the upload-download cost tradeoff of (O(1), O(1)), which is not achievable with any of the previously existing codes (see Figure 2 for a numerical comparison). Furthermore, note from Table 1 that while all codes have the same server computation complexity, CSA codes again achieve an advantage over Entangled Polynomial codes in terms of the (normalized by L) encoding and decoding complexity as well. Intuitively, this is because encoding and decoding complexity are related to upload and download costs -the larger the dimensions of the matrices that we upload/download the greater the 1 The fast algorithms used for the encoding/decoding complexity analysis assume that the field supports the Fast Fourier Transform (FFT). If the field does not support FFT, the complexity may be increased by a log(log(·)) multiplicative factor [24] . For example, the complexity of O(S log 2 S) becomes O(S log 2 S log(log(S))) when FFT is not supported. 2 The encoding complexity calculations are either ignored or based on straightforward algorithms in [1] [2] [3] [4] . However, fast algorithms exist; polynomial evaluation of degree less than S at S distinct points can be done with the computational complexity of at most O(S log 2 S) [25] . In Table 1 we assume similar fast algorithms for the encoding of Polynomial codes, MatDot codes, PolyDot codes and Entangled Polynomial codes. This is important for a fair comparison because we also use fast algorithms for CSA codes. complexity of encoding/decoding -so the upload/download tradeoff advantage is naturally manifested in the encoding/decoding complexity comparisons as well. The gain from joint processing of a batch of matrix multiplication requests is surprising, but it bears some similarity to the gains from multi-letterization that are often observed in information theory, the gains of vector codes over scalar codes in network coding, and the gains due to symbol-extensions that are common in interference alignment schemes [27] . Evidently, the idea of cross-subspace alignment is particularly suited for exploiting such gains in the context of distributed matrix multiplication problems. Remarkably, the related problem of secure distributed matrix multiplication (SDMM), which has also been an active topic recently [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] , also includes some recent works that use cross-subspace alignment [34, 36, 38] , as well as joint processing of a batch of matrices [36, 38] . However, by and large these works are focused on download cost, and do not address the other 5 metrics of interest (recovery threshold, upload costs, encoding and decoding complexity, server computation complexity). As a result, the CSA codes proposed in this work require significant generalizations beyond the cross-subspace alignment schemes used in prior works.
Recovery Threshold
Notations: For a positive integer N , [N ] stands for the set {1, 2, . . . , N }. The notation X [N ] denotes the set {X 1 , X 2 , . . . , X N }.
The notation ⊗ is used to denote the Kronecker product of two matrices, i.e., for two matrices A and B, where
Problem Statement: Coded Distributed Batch Matrix Multiplication (CDBMM)
Consider two source (master) nodes, each of which generates a sequence 3 of L matrices, denoted as A = (A 1 , A 2 , . . . , A L ) and B = (B 1 , B 2 , . . . , B L ), such that for all l ∈ [L], we have A l ∈ F λ×κ and B l ∈ F κ×µ , i.e., A l and B l are λ × κ and κ × µ matrices, respectively, over a (large) field F. The sink node (user) is interested in the sequence of product matrices, AB = (
To help with this computation, there are S servers (worker nodes). Each of the sources encodes its matrices according to the functions f = (f 1 , f 2 , . . . , f S ) and g = (g 1 , g 2 , . . . , g S ), where f s and g s correspond to the s th server. Specifically, let us denote the encoded matrices for the s th server as A s and B s , so we have 
where h s , s ∈ [S] are the functions used to produce the answer, and we denote them collectively as h = (h 1 , h 2 , . . . , h S ). Some servers may fail to respond, such servers are called stragglers. The
A total of R answers downloaded
The s th server computes the answer Y s , which is a function of all information available to it, i.e., A s and B s . For effective straggler (e.g., Server i in the figure) mitigation, upon downloading answers from any R servers, where R < S, the user must be able to recover the product AB = (
user downloads the responses from the remaining servers, from which, using a class of decoding functions (denoted d), he attempts to recover the desired product AB. Define
where d R is the decoding function used when the set of responsive servers is R. We say that (f, g, h, d) form a CDBMM code. A CDBMM code is said to be r-recoverable if the user is able to recover the desired products from the answers obtained from any r servers. In particular, a CDBMM code (f, g, h, d) is r-recoverable if for any R ⊂ [S], |R| = r, and for any realization of A, B, we have
Define the recovery threshold R of a CDBMM code (f, g, h, d) to be the minimum integer r such that the CDBMM code is r-recoverable.
The communication cost of a CDBMM code is comprised of upload and download costs. The (normalized) 4 upload costs U A and U B are defined as follows.
Similarly, the (normalized) download cost is defined as follows.
where |Y s | is the number of elements from F in Y s . Next let us consider the complexity of encoding, decoding and server computation. Define the (normalized) computational complexity at each server, C s , to be the order of the number of arithmetic operations required to compute the function h s at each server, normalized by L. Similarly, define the (normalized) encoding computational complexity C eA for A [S] and C eB for B [S] as the order of the number of arithmetic operations required to compute the functions f and g, respectively, each normalized by L. Finally, define the (normalized) decoding computational complexity C d to be the order of the number of arithmetic operations required to compute d R (Y R ), maximized over R, R ⊂ [S], |R| = R, and normalized by L. Note that normalizations by L are needed to have fair comparisons between CDBMM and CDMM solutions per matrix multiplication.
Result: CSA Codes for CDBMM
Our main result is stated in the following theorem. Theorem 1. For CDBMM over a field F with S servers, and positive integers , K c such that L = K c ≤ |F| − S, the CSA codes introduced in this work achieve Recovery Threshold:
Upload Cost for
Download Cost:
Server Computation Complexity:
Encoding Complexity for
Decoding Complexity:
The proof of Theorem 1 appears in Section 4. A high level summary of the main ideas is provided here. CSA codes split the L = K c instances of A l matrices into groups, each containing K c matrices. The K c matrices within each group are coded into an MDS (S, K c ) code by a Cauchy encoding matrix to create S linear combinations of these K c matrices. Multiplication with a Cauchy encoding matrix corresponds to the well studied Trummer's problem [39] for which fast algorithms have been found in [40] [41] [42] that limit the encoding complexity to C eA = O( λκS log 2 S Kc ). The s th coded linear combination from each of the groups is sent to the s th server. The B l matrices are similarly encoded and uploaded to the S servers. Note that because K c matrices are linearly combined into one linear combination for each server, and there are S servers, the upload cost of CSA codes is S/K c . Each server multiplies the corresponding instances of coded A, B matrices and returns the sum of these products. With straightforward matrix multiplication algorithms, each of the matrix products has a computation complexity of O (λκµ) for a total of O ( λκµ), which upon normalization by L = K c , yields a complexity of C s = O (λκµ/K c ) per server. The responses from any R = ( +1)K c −1 servers provide R observations to the user, each comprised of linear combinations of various product matrices, including both desired products and undesired products (interference). Interpreting the R observations as occupying an R-dimensional vector space, the L desired matrix products (A l B l ) l∈[L] occupy L = K c of these R dimensions, leaving only R−L = K c −1 dimensions for interference. Remarkably, while there are a total of K c (K c −1) undesired matrix products, A l B l , l = l that appear in the responses from the servers, they collectively occupy only a total of K c − 1 dimensions. This is because of cross-subspace alignment [26] , facilitated by the specialized Cauchy structure of the encoding. Since L = K c desired matrix products are recovered from a total of R that are downloaded, the normalized download cost is
Kc
. Note that the decoding operation involves inverting a Cauchy-Vandermonde matrix, where the Cauchy part spans the dimensions carrying desired signals while the Vandermonde part spans the dimensions carrying interference. Fast algorithms for inverting such matrices are also known [43] , which limits the decoding complexity to O(λµ log 2 R).
The following observations place Theorem 1 into perspective.
1. To estimate the complexity of computation at each server we use only straightforward matrix multiplication algorithms that require O(λµκ) arithmetic operations over F in order to compute the product of a λ × µ matrix with a µ × κ matrix. It is well known that this complexity can be improved upon by using more sophisticated 5 algorithms [44, 46, 47] . Such improvements do not constitute a relative advantage because they can be applied similarly to other CDMM codes, such as Entangled Polynomial codes as well.
2. We are primarily interested in balanced settings, e.g., λ = µ = κ, that are typically studied for complexity analysis. While the achievability claims of Theorem 1 are also applicable to unbalanced settings, it is not difficult to improve upon Theorem 1 in certain aspects in highly unbalanced settings. For example, as shown recently in [36] , when κ min(λ, µ), it may be significantly beneficial for the user in terms of download cost to retrieve the A, B matrices separately from the distributed servers and do the computation locally.
3. The parameter in CSA codes is mainly useful to reduce download cost (by choosing large ). However, note that the download cost in (11) is always bounded between 1 and 2, so even the worst case choice of will at most double the download cost. Since the download cost is unaffected in the O sense, it is desirable to set = 1 and K c = L which reduces the number of parameters for the coding scheme.
4. Let us compare the performance of CSA codes with Entangled Polynomial 6 codes [4] . In order to compute a batch of matrix products (A l B l ) l∈[L] , we will show that joint/batch processing of all L products with CSA codes achieves significantly better communication (upload-download) costs than separate application of Entangled Polynomial codes for each l ∈ [L], under the same recovery-threshold-computational-complexity-trade-off. It is proved in [4] that for any positive integers (p, m, n), Entangled Polynomial codes achieve Recovery threshold:
Upload cost:
Download cost:
To simplify the order analysis, let us assume that λ = κ = µ, and to balance the upload costs (U A , U B ) let us choose m = n. Let us regard the recovery threshold R as a variable, and consider the upload cost U A , U B and the download cost D as functions of R. So for the Entangled Polynomial codes [4] , we have T -private information retrieval (XSTPIR) [26] . The goal of XSTPIR is to allow a user to retrieve, as efficiently as possible, a desired message W θ out of K messages, W 1 , W 2 , · · · , W K that are 'secret-shared' across S servers in an X-secure fashion, without revealing any information about the index θ to any group of up to T colluding servers. According to the scheme proposed in [26] the th symbol of each message is stored in the 1 × K vector W . The query vector Q θ is the θ th column of a K × K identity matrix, so that retrieving the product W Q θ retrieves the th symbol of the desired message W θ . In order to guarantee security of data and privacy of queries, the W and Q θ vectors are mixed with independent noise terms. Intuitively, by replacing W and Q θ with matrices A and B, and eliminating the corresponding noise terms if the privacy and/or security constraints are relaxed, cross-subspace alignment schemes can be used to retrieve arbitrary matrix products AB. This intuition helps with some of the achievable schemes in [33, 36] (notably, batch processing is used in [36] while matrix partitioning is used in [33] ). However, in [26] , the W vectors are not jointly encoded. Each W vector is separately mixed with noise. Similarly, in [33, 36] the matrices are separately mixed with noise for security, and not jointly encoded. Joint encoding of messages arises in PIR when instead of replicated storage [48, 49] , coded storage is assumed [50] [51] [52] [53] [54] [55] . PIR with MDS-coded storage, X-secure data and T -private queries is studied in [38] and indeed a generalized cross-subspace alignment scheme is the key contribution of [38] . However, since there is only one query vector Q θ , applications of this cross-subspace alignment scheme are useful primarily for matrix multiplications of the form
where we have only one B matrix to be multiplied with each A matrix. This is indeed how the scheme is applied in the context of private secure distributed matrix multiplication (PS-DMM) in [38] . Batch multiplications of the form A 1 B 1 , A 2 B 2 , · · · , A L B L , that are studied in this work, present a significantly greater challenge in that joint coding is now to be applied both among A 1 , A 2 , · · · , A L and among B 1 , B 2 , · · · , B L matrices, which introduces new interference terms A l B l , l = l . A central technical challenge behind this work is to determine if and how these terms can be aligned. The CSA codes introduced in this work present a solution to this challenge.
Proof of Theorem 1
In this section, we present the construction of CSA codes, which is the central contribution of this work. Let L = K c . Recall Lemma 1 in [38] , which is also a standard result for Cauchy-Vandermonde matrices [56] , replicated here for the sake of completeness.
Before presenting the general code construction let us start with some illustrative examples.
4.1
Shares of matrices A are constructed as follows.
where we set A 1,1 = A 1 and A 1,2 = A 2 . Shares of matrices B are constructed as follows.
where we similarly set that B 1,1 = B 1 and B 1,2 = B 2 . The answer from the s th server, Y s is constructed as follows.
Now let us see how the user is able to recover the desired matrix products (A 1 B 1 , A 2 B 2 ) = (A 1,1 B 1,1 , A 1,2 B 1,2 ) with recovery threshold R = ( + 1)K c − 1 = 2 × 2 − 1 = 3. We can rewrite Y s as follows.
where I 1 represents interference due to undesired terms. For any R = 3 servers, whose indices are denoted as s 1 , s 2 , s 3 , we can represent their answers in the following matrix form.
It follows from Lemma 1 that the 3 × 3 matrix V 1,2,3 is invertible. By definition, f 1,1 = f 1,2 , thus the matrix V 1,2,3 V 1,2,3 is invertible. Since the Kronecker product of non-singular matrices is nonsingular, the 3λ × 3λ matrix (V 1,2,3 V 1,2,3 ) ⊗ I λ is also invertible. Thus the user is able to recover desired products (A 1,1 B 1,1 , A 1,2 B 1,2 ) by inverting the matrix (V 
Let us set A l,k = A Kc(l−1)+k and B lk = B Kc(l−1)+k for all l ∈ [2], k ∈ [2] . Coded shares of matrices A are constructed as follows.
where
Coded shares of matrices B are constructed as follows.
The answer provided by the s th server to the user is constructed as follows.
To see why the R = ( + 1)K c − 1 = 5 recovery threshold holds, we rewrite Y s as follows.
Therefore, for any R = 5 servers, whose indices are denoted as s 1 , s 2 , . . . , s 5 , we can represent their answers in the following matrix form.
are distinct elements from F, the constants c 1,1 , c 1,2 , c 2,1 , c 2,2 take non-zero values. Guaranteed by Lemma 1 and the fact that Kronecker product of non-singular matrices is non-singular, the 5λ × 5λ matrix (V 2,2,5 V 2,2,5 ) ⊗ I λ is invertible, and the user is able to recover desired products [2] ,k∈ [2] from the answers received from any R = 5 servers. This completes the proof of the R = 5 recovery threshold. Finally, note that the upload cost is U A = U B = S/2 = S/K c and the download cost is D = 4/5 because a total of R = 5 matrix products, each of dimension λ × µ, are downloaded (one from each server) from which the 4 desired matrix products, also each of dimension λ × µ, are recovered. 
Shares of A and B at the s th server are constructed as follows.
where we set A 1,k = A k and B 1,k = B k for k ∈ [3] . The answer returned by the s th server to the user is
Now let us prove that the user is able to recover desired products (A l B l ) l∈ [3] = (A 1,k B 1,k ) k∈ [3] with recovery threshold R = ( + 1)K c − 1 = 2 × 3 − 1 = 5. Let us rewrite Y s as follows.
Next let us manipulate the first term on the RHS. By long division of polynomials (regard numerator and denominator as polynomials of α s ), we have
Now it is obvious that the scaling factor of A 1,1 B 1,1 can be expanded into weighted sums of the terms (f 1,1 − α s ) −1 , 1 and α s . For the second and third terms in (51) , by the long division of polynomials, we can similarly show that the second term can be expanded into weighted sums of the terms (f 1,2 − α s ) −1 , 1 and α s and that the third term can be expanded into weighted sums of the terms (f 1,3 − α s ) −1 , 1 and α s . Note that the last three terms in (51) can be expanded into weighted sums of the terms 1, α s . Now, consider any R = 5 servers, whose indices are denoted as s i , i ∈ [5] , and we can represent their answers in the following matrix notation.
where we have used * to represent various combinations of interference symbols that can be found explicitly by expanding (51) , since those forms are not important. We have c (f l,k − α s ).
Let us also define
for all l ∈ [ ], k ∈ [K c ]. Note that by this definition, desired products can be represented as follows.
Now we are ready to construct the CSA code with arbitrary parameters ( , K c ). For all s ∈ [S], let us construct shares of matrices A and B at the s th server as follows.
where for l ∈ [ ], let us set
The answer returned by the s th server to the user is constructed as follows.
Now let us see why the R = ( + 1)K c − 1 recovery threshold holds. First, let us rewrite Y s as follows.
where in the last step, we split the summation into two parts depending on whether or not k = k .
Let us consider the first term in (68). If we regard both numerator and denominator as polynomials of α s , then by long division of polynomials, for each l ∈ [ ], k ∈ [K c ], the following term
can be expanded into weighted sums of the terms (f l,k − α s ) −1 , 1, α s , · · · , α Kc−2 s , i.e., it can be rewritten as 
Next we note that the second term in (68) can be expanded into weighted sums of the terms 1, α s , · · · , α Kc−2 s , so in the matrix form, answers from any R = ( + 1)K c − 1 servers, whose indices are denoted as s 1 , s 2 , · · · , s R , can be written as follows.
where we have used * to represent various combinations of interference symbols that can be found explicitly by expanding (68), whose exact forms are irrelevant. We note that R−L−1 = ( +1)K c − 1 − K c − 1 = K c − 2. And we also note that for all l ∈ [ ] and k ∈ [K c ], c l,k = k ∈[Kc]\{k} (f l,k − f l,k ) = 0. Therefore, guaranteed by Lemma 1 and the fact that the Kronecker product of nonsingular matrices is non-singular, the matrix (V ,Kc,R V ,Kc,R )⊗I λ is invertible. Therefore, the user is able to recover desired products (A l,k B l,k ) l∈[ ],k∈[Kc] by inverting the matrix. This completes the proof of R = ( + 1)K c − 1 recovery threshold. For the upload costs, it is easy to see that we have U A = U B = ( S)/L = S/K c . The download cost is D = R/L = (( + 1)K c − 1) /( K c ).
The computational complexity at each server is O(λκµ/K c ) if we assume straightforward matrix multiplication algorithms. Finally, let us consider the encoding and decoding complexity. Recall the encoding functions (59), (60), (61), (62). Note that each of the A s can be regarded as products of an S × K c Cauchy matrix with a total of λκ column vectors of length K c . Similarly, each of the B s can be considered as products of an S × K c Cauchy matrix by a total of κµ column vectors of length K c . Remarkably, the problem of efficiently multiplying an S × S Cauchy matrix with a column vector is known as Trummer's problem [39] . Fast algorithms exist [40] [41] [42] that solve Trummer's problem with computational complexity as low as O(S log 2 S), in contrast to straightforward algorithms that have computational complexity of O(S 2 ). Similarly, with fast algorithms the computational complexity of multiplying a S × K c Cauchy matrix with a column vector is at most O(S log 2 S), so the encoding complexity of A [S] and B [S] is at most O λκS log 2 S /K c and O κµS log 2 S /K c , respectively. On the other hand, consider the decoding procedure of CSA codes, which can be regarded as solving a total of λµ linear systems defined by an R × R coefficient matrix. Indeed, this coefficient matrix is a Cauchy-Vandermonde matrix. There is a large body of literature studying fast algorithms for solving linear systems defined by R × R Cauchy-Vandermonde matrices, and the best known computational complexity is O(R log 2 R), see, e.g., [43] 7 . Therefore, the decoding complexity of O (λµR log 2 R)/L = O(λµ log 2 R) is achievable. This completes the proof of Theorem 1.
Conclusion
The main contribution of this work is a coding scheme, namely the Cross Subspace Alignment (CSA) code, which computes a batch of distributed matrix multiplications by jointly coding across multiple matrices. Existing coded distributed matrix multiplication (CDMM) codes, which include Polynomial codes, MatDot codes, PolyDot codes, Generalized PolyDot codes, and Entangled Polynomial codes, are all based on partitioning of individual matrices and can only process a batch of distributed matrix multiplications by coding separately for each matrix multiplication. Remarkably, for the same recovery threshold and server computation complexity, CSA codes are able to simultaneously achieve low upload cost and low download cost, which breaks a key barrier previously encountered in all existing CDMM codes. CSA codes also achieve a similar improvement in encoding and decoding complexity. Interesting questions for future work include the possibility of synergistic gains from cleverly combining the CSA approach of coding across a batch of matrices with the existing CDMM codes approach of coding across individual matrix partitions. Questions of optimality for upload cost and download cost also remain open.
