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Abstract
This thesis focuses on the study of two types of liquid fuel cells, namely the direct
methanol fuel cell (DMFC) and vanadium redox flow battery (VRFB). This is car-
ried out primarily through validated mathematical modelling, where the equations of
change for mass, momentum, species and charge are considered along with the relevant
boundary conditions, electrokinetics and constitutive relations. Scaling arguments and
asymptotics are utilized for both DMFC and VRFB models to yield reduced models;
two-dimensional leading-order analytical solutions and zero-dimensional quasi-steady
state solutions are derived for the former and latter respectively. These simplifications
are justified using scaling analysis. Adoption of reduced models allows for the decrease
in associated computational costs to solve the models whilst preserving dominant lead-
ing order physics; we further demonstrate the good agreement between experimental
results, full model simulations and the simplified solutions.
The no longer prohibitive computational costs afforded by the reduced model solutions
allow for a variety of wide-ranging applied studies. For the DMFC, we choose to study
the impact of uncertainty on the performance of the single cell as well as to demonstrate
the ease at which a non-uniform stack model can be constructed. In the former, we ex-
amine the various parameters - cell geometry, operating conditions and material prop-
erties - to elucidate which is the most important; in addition, we also demonstrate the
increase in associated uncertainty at lower cell potentials. In the latter, we demonstrate
the ability of proposed stack modeling by discussing both global (cell-to-cell potential)
xi
xii
and local (methanol, current density and parasitic current density distributions). For the
VRFB, we experimentally demonstrate the impact of pulsating electrolyte flow on the
performance; the underlying analysis is rooted in the zero-dimensional model reduction
performed. Nevertheless, we show that adopting a pulsating flow strategy is indeed able
to reduce the pumping costs, as well as minimize the system complexity via a reduc-
tion of balance-of-plant. Lastly, we highlight the importance of electrode selection for a
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Chapter 1
Introduction
Liquid fuel cells are becoming increasingly popular in recent decades, in part due to
their ability to utilize electrochemistry to convert chemical fuel or feedstock into elec-
tricity. In so doing, such devices are not limited by Carnot efficiency and can therefore
possess a high theoretical efficiency. This, coupled with the increased safety factor
of adopting liquid feedstock as opposed to compressed gas, make liquid fuel cells an
emerging technology in present day society.
Of the various types of liquid fuel cells available, the two most popular are the direct
methanol fuel cell (DMFC) and the vanadium redox flow battery (VRFB); the latter
is often termed a regenerative fuel cell due to its rechargeable properties. Industrial
applications of the DMFC are generally in the range of 10 - 300 W for portable power
or off-grid applications (e.g. SFC’s JENNY or EFOY systems), while that for the VRFB
is generally in the range of 0.1 - 10 MW (e.g. systems from Sumitomo). Despite the
six order of magnitude difference in power rating, multiple parallels can still be drawn
between the two systems. For instance, both devices utilize a liquid feedstock which
results in pressure drops of ~ 2 orders of magnitude higher than that of gas due to the
higher dynamic viscosity; both devices also have current densities of ~ 103 Am−2; and
most importantly, similar structures for the heart of both devices: the electrochemical
1
2 Introduction
stack in which liquid feedstock is converted into energy (or vice-versa for the case of
the VRFB).
Fuel cells have been in existence for almost 2 centuries, with the first fuel cell being
conceptualized by Christian Friedrich Schonbein in 1838 and built by William Grove
in 1839. Despite having been invented almost two centuries ago, the first form of com-
mercial research in fuel cell technology was initiated by General Electric in the 1950s,
with several other companies such as Shell, Toshiba and Samsung having invested con-
siderably into DMFC research. The last decade has seen increased adoption of fuel cell
technology for military and commercial applications with the most famous arguably be-
ing Toyota’s Mirai vehicle being based on hydrogen proton-exchange membrane (PEM)
fuel cell technology. However, the bulk of present-day commercial applications for fuel
cells utilize hydrogen or natural gas; methanol fuel, despite its extremely high volumet-
ric energy density, has seen considerably less adoption. This is likely due to the high
capital cost of the stack as well as the relatively complicated balance-of-plant for such
systems.
Unlike DMFCs which cannot be recharged, the operation of a VRFB is solely dependant
on the fact that it can be recharged. VRFBs offer a host of benefits, such as safety,
long cycle life, scalability, low maintenance, and are best suited for large-scale energy
storage/conversion. They are therefore the most suitable candidate for integration with
renewable energy sources in order to provide a stable energy supply and protect the
electrical grid. This is best studied in the present-day context, where the past 40 years
has seen the worldwide energy demand increase tremendously from 4674 to 8918 Mtoe
[2] , in part due to increased population and consumption per capita. The U.S. Energy
Information Administration projects that the world energy consumption will grow by
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the Organization for Economic Cooperation and Development (OECD) [3]. Currently,
over 65% of the energy supplied worldwide is obtained via non-renewable sources -
namely oil, coal and natural gas. The limited supply of fossil fuels available has led to
a more than three-fold increase in crude oil price over the past 15 years; supplies are
expected to be depleted within 60 - 100 years [4]. In light of the unsustainable nature of
fossil fuels, many developed countries are turning to renewable sources of energy such
as solar, wind, hydropower, biomass, biofuels and geothermal.
One major issue with most major renewable energy sources (namely wind and solar) lies
in its intermittent nature - it is physically impossible for a wind or solar farm to operate
at full capacity throughout the day. This results in to two major obstacles hindering the
shift to renewable energy: first, countries are unable to fully wean themselves off fossil
fuels as they require constant access to a stable supply energy [5]; second, countries
which fully embrace renewable energy have to build extensive power networks to en-
sure their grid is not crippled by a surge of energy generation. The latter reason was
brought up in 2010 by the head of Germany’s energy agency when he warned against
continued adoption of solar energy in order to protect the ageing electricity grid [6]. In
order to protect its grid from surges, eastern Germany resorted to exporting power to
neighbouring countries such as western Germany, Poland and the Czech Republic [7].
However, this was not sufficient and the fluctuating power supply resulted in damages
to many industries, especially those using sensitive manufacturing equipment [8]. This
situation worsened in 2014, when Germany generated over half of its electricity demand
from solar alone [9]. It is currently not uncommon for Germany to pay consumers to
use electricity in order to prevent overloading the country’s power lines [10].
4 Introduction
Fortunately, a solution exists to rectify the current situation: large-scale energy stor-
age/conversion devices coupled with solar panels performing load-leveling functions in
order to maintain grid stability. There are many types of energy storage, for instance,
electrical, mechanical, electrochemical, chemical and thermal [11]. Of these various
choices, electrochemical storage - VRFBs - are the most appealing due to its geograph-
ical independence [12] and inherent safety features. However, similar to the DMFC,
the VRFB suffers from a relatively high system capital cost, as well as complicated
balance-of-plant compared to its competitors (e.g. li-batteries).
1.1 Motivation and objectives
The operation of both DMFC and VRFB are highly complex in nature, often involving
multiple species coupled with electrochemistry, heat and charge transfer. Mathematical
modelling of these phenomena has commonly been applied to study these intrinsically
coupled physiochemical effects in a cost-effective and timely manner; however, these
models are often highly complex and computationally expensive. While these models
are able to capture and allow for greater understanding of the inner workings of both
systems, their high computational cost results in them being unsuitable for applied stud-
ies, such as uncertainty and sensitivity analysis; stack-based studies; as well as control
and optimization.
In order to address these concerns, this thesis will focus on computationally-efficient
mathematical modelling where scaling and asymptotic analysis will be applied to reduce
complicated models to one that is significantly cheaper to solve yet able to capture the
underlying physics within the DMFC and VRFB. This will be followed with applied
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studies to demonstrate the capabilities of the developed model. A short experimental
study to reduce the balance-of-plant - focusing on the pump and system operation - will
round up the thesis.
1.2 Layout of thesis
The overall structure of the thesis is depicted in figure 1.1.
• Chapter 1 presents the motivation and aims for the different studies that will be
carried out, primarily on the DMFC and VRFB.
• Chapter 2 discusses the current state-of-the-art developments in both fields, par-
ticularly in the areas of mathematical modelling.
• Chapter 3 presents the full mathematical formulation of a DMFC along with its
base case parameters and experimental validation of the model.
• Chapter 4 demonstrates the application of scaling analysis and leading order asymp-
totics on the full mathematical model presented in chapter 3 to derive leading
order analytical solutions for the DMFC single cell.
• Chapter 5 applies the solutions derived in chapter 4 in a Monte Carlo fashion to
perform parametric and uncertainty analysis of a single cell.
• Chapter 6 demonstrates the procedures required to develop computational cheap
stack models based on the solutions derived in chapter 4.
• Chapter 7 proceeds to develop and validate the full mathematical formulation for
the VRFB by borrowing certain concepts from chapter 3.
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• Chapter 8 defends and justifies the use of a quasi-steady state approximation and
the move from 3D to 0D models for the VRFB.
• Chapter 9 uses the 0D model developed in chapter 8 and analyses experimental
studies to study the impact of pulsating electrolyte flow.
• Chapter 10 describes experimental electrode stability studies performed for the
VRFB.
• Chapter 11 rounds up the thesis by providing an overall summary of the results
and recommendations for future work.
A simple structure is followed for the main body of the thesis; chapters 3 to 10 start with
their own introduction summarizing the research background, followed by a detailed









The past decade has seen mathematical modelling and numerical simulations play an
increasingly important role in better understanding electrochemical devices, such as
DMFCs and VRFBs. This is likely due to the fact that such devices can only be studied
experimentally at a global scale, i.e. via polarization and/or power density curves; how-
ever, it is difficult to elucidate the impact of design and material changes purely through
experimental means. This is because of the large number of parameters involved in the
operation of such electrochemical devices, for instance, there are operating conditions
(e.g. pressure, temperature, stoichiometry for anode and cathode); physical and elec-
trochemical parameters (e.g. chemical composition of catalyst layers if any, diffusion
coefficients, reaction kinetics for both anode and cathode); design parameters (thickness
of electrodes, catalyst layers if any, membrane); as well as geometry of flow channels
or flow fields [13]. There is strong interdependence amongst some of these parameters,
making it difficult to isolate any one parameter experimentally to better understand its
impact on overall performance.
The use of mathematical modelling offers users the ability to delve deeper into the stack
or cell to better understand the highly coupled phenomena taking place. Other advan-
tages of modelling include being able to study the device in an in situ fashion with-
out perturbing or affecting operation, as well as offering the ability to quickly change
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geometries and/or parameters to better understand the impact of design and material
changes on the performance of the device.
There are several commonly adopted mechanistic models for both the DMFC and the
VRFB available in literature. While the core ideology behind them are generally similar
in nature - namely to solve for the conservation of mass, momentum, species and charge,
with the inclusion of appropriate electrokinetics (e.g. Butler-Volmer equations), some
of the models adopt different assumptions in order to increase or reduce complexity.
For instance, this could include two- or one- phase flow for the DMFC, as well as the
assumption of transient versus steady state for the VRFB. Non-mechanistic models have
been introduced for the VRFB; however, these are primarily applied towards the study
of shunt current where the conductive liquid feed (electrolyte) results in a decrease in
performance.
The following sections will introduce and discuss the core points for some of the avail-
able models available in literature.
2.1 DMFC models
Many of the DMFC models introduced in literature draw inspiration from their hydro-
gen PEM counterparts. However, the key difference is at the anode; here, the two types
of fuel cell differ significantly. For the hydrogen PEM fuel cell, the anode feed is pre-
dominantly that of the gas phase (hydrogen) with small quantities of water vapour and
liquid water originating from back-diffusion from the cathode; for the DMFC, the dom-
inant anode feed is dilute methanol in the liquid phase, with dissolved carbon dioxide
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and small quantities of gaseous carbon dioxide produced during operation. As such,
one-phase flow is commonly adopted for low current density modelling; however, two-
phase flow must be utilized for high current density scenarios where the amount of
carbon dioxide produced is more significant.
Conventional numerical models were first used to study the DMFC; one of the ear-
lier works was performed by Kulikovsky [14]. However, the complexity of numerical
models - typically involving 2- or 3- D geometries with highly coupled electrokinetics
and transport phenomena - results in high computational costs; these limit the prac-
tical applications of such models. Subsequently, analytical models for DMFCs were
developed based on their earlier numerical counterparts; these models made additional
assumptions in order to reduce the computational requirements and allow for better un-
derstanding of the inner workings of the fuel cell.
2.1.1 Numerical models
Kulikovsky [14] was one of the earlier proposers of a two-dimensional numerical model
for a DMFC. In this work, the impact of two-phase flow at the anode was not considered
due to the assumption that carbon dioxide exits the backing layer via hydrophobic pores
while liquid feed enters the backing layer via hydrophilic pores. The model took into
account the conservation of charge, momentum and species and studied the impact of
methanol depletion, current density, as well as the hydraulic permeability of the backing
layer.
Jeng et al. [15] proposed a simple one dimensional model for the anode of the DMFC
with very good anodic polarization agreements with experiments from other authors.
12 Literature review
The authors also provided non-dimensionalized analysis on the methanol concentration
within the diffusion- and catalyst- layer at different current densities; they commented
that diffusion of methanol dominates at lower current densities of ~ 0.1 Acm−2 and
that only a fraction of the methanol within the catalyst layer was consumed due to the
electrochemical reactions. The authors also studied the impact of increasing the current
density on methanol crossover. At higher current densities, more methanol is consumed
and will result in lower crossover; however, the increased electroosmotic drag also re-
sults in more water and methanol migration. This was particularly pronounced for the
4 M methanol feed concentration case, where increasing the current density first in-
creased, then decreased the crossover. The authors also evaluated the ratio of methanol
crossover against the overall methanol flux and presented evidence that for feed con-
centrations above 2 M and current densities of less than 0.1 Acm−2, the crossover ac-
counted for over 60% of the total methanol flux, indicating that overall efficiencies of
the DMFC could be no higher than 20%.
Danilov et al. [16] presented a three-dimensional, two-phase model to study the inter-
facial mass transfer within the DMFC without the use of empirical correlations. The
authors reported that current and potential gradient near the edge of the fuel cell were
extremely high, with the peak current flow being 10 times higher than the mean current
density. They also commented that the void fraction in the anode channel increased in
the streamwise direction due to the gaseous by-product during operation. The authors
subsequently examined a model adopting parallel flow channels within a DMFC. They
stated that the flow geometry of the anode was critical, and that a parallel-type of anode
design was not suitable for gas management due to flow maldistribution; this was evi-
dent from the strongly non-uniform distribution of current at the current collector and
diffusion layer.
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Zhao et al. [17] provided a comprehensive review of the mass transport phenomena
in DMFCs. The authors considered the movement of various species (methanol, water
and oxygen) at each of the components of the DMFC (anode flow field, anode diffu-
sion layer, MEA, cathode diffusion layer and cathode flow field). At the membrane, the
authors brought reiterated the potential problems that methanol crossover from anode
to cathode could result in, namely mixed potentials and fuel wastage. Apart from this,
the authors also highlighted the transport of water from anode to cathode as a potential
challenge, as it could result in cathode flooding and increased system balance-of-plant in
order to replenish the water at the anodic feed. At the anode, the authors highlighted the
need to maintain a uniform fuel concentration in spite of the conventional channel-rib
structure, as well as to ensure adequate and sufficient methanol concentration through-
out the anode to minimize concentration losses. For the cathode, oxygen transport and
alleviating water flooding concerns were brought up as the most pressing concerns.
Celik et al. [18] performed three-dimensional numerical modelling and experimen-
tal studies in order to study the methanol and water concentrations within the DMFC.
The authors applied the equations of change for momentum, species and charge, as
well as the relevant Butler-Volmer electrokinetics and compared it against an in-house
fabricated DMFC utilizing serpentine flow channels. The authors concluded that the
operation temperature of the DMFC was the critical parameter impacting DMFC per-
formance. They also reported that for the current densities considered in their work (up
to ~ 600 mAcm−2), a sufficiently high flow rate could result allow the user to neglect
the methanol concentration drop. In addition, the computed current density was high-
est at the channel walls due to the walls functioning as a current collector; however,
methanol consumption close to the walls was also decreased due to uneven distribution
of methanol at the under-the-rib location. Lastly, the authors also reported that they had
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to reduce the computational domain to only two channels due to large computational
times; this reiterates the need for simplified models.
He et al. [19] studied the water transport through the membrane electrode assembly
of the DMFC by utilizing a two-dimensional, two-phase, non-isothermal mathematical
model. The authors considered each individual water transport mechanism, namely dif-
fusion, electro-osmotic drag and convection. They reported that increasing the current
density led to more water transport towards the anode due to higher liquid pressure at
the cathode. In addition, they also studied the impact of rib-coverage on the gas dif-
fusion layer surface and presented evidence that the ribs could limit mass transport of
methanol at high current densities, resulting in non-uniform current density distribu-
tion. This would also increase the water movement at the corresponding region for the
membrane.
Garcia-Salaberri et al. [20] studied the anode of the DMFC while accounting for vari-
ous real-world effects, such as two-phase flow, inhomogeneous compression of the gas
diffusion layers (GDL), spatial variations of porosity, diffusivity, permeability, capillary
pressure and electrical conductivity. In particular, the non-isotropic nature of commonly
used gas diffusion layer carbon paper (Toray TGP-H series) was properly accounted for
in this work. The authors showed that the inhomogeneous compression of the GDL had
significant impact on the two-phase transport within the cell.
Sudaroli et al. [21] performed three-dimensional numerical modelling and experimental
studies on the impact of serpentine flow fields on DMFC performance. They studied the
impact of single, double and triple serpentine flow fields with respect to methanol feed
concentrations and peak power density. The authors reported that a single serpentine
flow field had high pressure drop due to the long channel length and was most suitable
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when the methanol feed concentration was low (0.25 - 0.5 M). A double serpentine flow
field was better than that of its single flow field counterpart due to reduced methanol
crossover, especially at higher methanol concentrations of ~ 2 M. The triple serpentine
flow field, surprisingly, exhibited low performance which the authors claimed was due
to high convective mass transfer resistance stemming from the low pressure drop.
Wang et al. [22] adopted a different modelling approach whereby a transient time-
dependent model was used instead of the conventional steady-state model. This was
done so that they could study the dynamic behaviour of the DMFC. The authors reported
a voltage overshoot/undershoot lasting around one minute during step down and step up
of the current, respectively. They attributed this effect to the slow mass transport of
methanol from the channel to the catalyst layer. The authors also analysed the cell
response with assumed real-life parameters, such as the pump and compressor response
speed. Under a self-imposed 20s delay in response time, they reported even larger and
more dramatic voltage over- and under- shoots. The authors subsequently proposed a
PI type of controller in the system to compensate for the dynamic system response and
successfully reduced this effect; however, they stated that this phenomena was caused
by multiple factors and was difficult to completely eliminate.
Garcia-Salaberri et al. [23] proposed the use of a multiphysics model where two-
dimensional mass and charge transport was considered for the anode and cathode GDLs,
while incorporating a one-dimensional through-plane model for species diffusion through
the microporous layers of the GDL, membrane, methanol/water crossover, proton trans-
port and electrochemical reactions. The authors reported that there was an optimal
methanol feed concentration (~ 2 M) in which the power output was maximized by
simultaneously considering anodic polarization and mixed overpotential. They also re-
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ported an optimal GDL compression ratio which was largely affected by the contact
resistance between GDL and bipolar plate.
2.1.2 Analytical models
Kulikovsky [13] proposed an analytical model for the anode of the DMFC. Here, he as-
sumed that two-dimensional effects were negligible, thus rendering the available model
to a one-dimensional through-plane (through-MEA) type of model. No justification was
provided for this simplification. However, the 1D model allowed for a detailed study
of relevant parameters, as well as accounting for non-Tafel based anode electrokinetics.
The author asymptotically solved the model analytically, and concluded that apart from
a low- and large- current regime whereby an analytical solution was readily available,
numerical analysis of the in-between region was required.
Guo et al. [24] developed a simplified 2D DMFC model by primarily considering the
conservation of species (methanol and oxygen); an ohmic type of expression was used
in lieu of conservation of charge. The model was well validated against experimental
results for a range of methanol concentrations of 0.125 - 0.625 M, and subsequently
used to study the concentration of methanol in the streamwise direction under different
current densities. The authors found that the concentration of methanol in the channels
and the anode catalyst layer decreases almost linearly in the streamwise direction. The
methanol concentration within the anode channel did not differ significantly with respect
to current density; however, the mean methanol concentration within the catalyst layer
was 84% lower at a current density of 100 mAcm−2 as compared to that of 50 mAcm−2.
Chen et al. [25] adopted a DMFC model by considering momentum transport viz
fluid dynamics, species transport and accounted for the mixed potential effect due to
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methanol crossover to the cathode catalyst layer. The methanol crossover to the cath-
ode side is oxidized and produce electrons; however, because these electrons do not
go through an external load, no useful work is performed. In addition, this additional
“current” still results in cathodic overpotentials and reduce the overall cell voltage. The
key focus of this work was on the impact of mixed potentials which generally kick for
methanol feed concentrations larger than 2 M. In order to study the impact of the mixed
potential, Chen did not assume that methanol is fully depleted at the cathode. He found
that such an assumption is typically valid; however, it might not hold true should the cat-
alyst efficiency be reduced. In such a case, methanol would likely vaporize and escape
from the cathodic chamber.
Rosenthal et al. [26] subsequently developed an isothermal 1D model based on the in-
ternal transport and reaction processes using Butler-Volmer type electrokinetics while
striving to justify all simplifying assumptions. This model was evaluated against the ex-
periments of others with good agreement. The authors subsequently used the analytical
results to study the efficiency of the DMFC under various current and power densi-
ties. They concluded that the maximum efficiency was around 24% and was relatively
temperature independent; increasing temperature was said to improve performance but
simultaneously increased methanol crossover while stifling the cathode due to higher
water vapor pressure.
Deng et al. [27] applied analytical modelling to study the alkaline membrane type of
DMFC. This type of fuel cell was claimed to have faster electrochemical reaction ki-
netics due to the alkaline based electrolyte; however, it was abandoned in the 1980s
due to electrolyte poisoning from carbon dioxide evolution during methanol oxidation
and from the air feed at the cathode. In essence, the alkaline type of DMFC conducted
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hydroxide ions through the membrane. For this type of fuel cell, the anode generates
water during operation while the cathode consumes water. It also has a reversed electro-
osmotic drag due to the different direction travelled by the hydroxide ion, as well as
reduced cathode flooding issues due to the cathode consuming water. While the authors
considered a one-dimensional through-plane type of model for this work, they incor-
porated two phase effects by accounting for the bubbling effect of carbon dioxide by
considering a force analysis on a CO2 bubble, such as buoyancy; gravity; viscous re-
sistance; added mass force; and the Basset force. The model was subsequently used to
study the impact of methanol feed concentrations, membrane thickness, operating tem-
perature, volumetric flow rate of methanol feed and oxygen respectively, oxygen con-
centration, effects of CO2 bubbles and cell orientation. The authors found that methanol
feed concentration, operating temperature and membrane thickness affected cell perfor-
mance significantly, while the reactant flow rate was not as important, particularly under
high flow rates. They also found that several of the above-mentioned parameters could
negatively or positively affect cell performance depending on the applied current density
range.
Fakourian et al. [28] commented that most analytical models of mass transport were
relatively sophisticated. In their work, the authors aimed to present a simple one-
dimensional analytical model to predict both methanol and oxygen concentrations in
the through-plane direction. This would then be used to compute the anode and cathode
overpotentials. While the proposed model was indeed easy to use owing to the first-
order differential equations adopted, the use of a one-dimensional through-plane type
of analysis also resulted in the model being unable to resolve the formation of boundary
layers in the streamwise direction.
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2.2 Vanadium redox flow batteries
Mathematical modelling has played a pivotal role in the understanding of transport phe-
nomena in fuel cells, with hundreds of published models available in literature. Given
the similarities between fuel cells and VRFBs, one would expect a similar number of
models available; however, this is far from the case, with less than 20 published models.
These models can be broadly classified as mechanistic and non-mechanistic; the former
encompassing transport phenomena within the various functional layers of a VRFB and
the latter being mainly used to analyse shunt current within a stack. This section aims to
give an overview of the landscape in order to build a foundation for model development.
2.2.1 Mechanistic models
One of the most popular models was presented by Shah et al. in 2008 [29] and sub-
sequently expanded upon in 2009 [30] and 2010 [31]. He developed an isothermal,
transient two-dimensional single cell model based on the conservation of mass, mo-
mentum and charge in the current collector (acting as a bipolar plate in the case of a
single cell), electrodes and membrane. The Nernst-Planck equation was used to ac-
count for transport of charged species via diffusion, migration and convection in all
the functional layers. A microscale, one-dimensional model was also used to account
for the transport resistance between the bulk and electrode-electrolyte interface. Shah’s
group subsequently expanded the model to include non-isothermal effects; here, they
considered a variety of boundary conditions such as adiabatic and convective heat loss
to the environment. The authors noted an increase in voltage efficiency as temperature
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was increased. This was attributed to the thermal effect in equilibrium potential and in-
creased rate constants at higher temperature. Unsurprisingly, the authors also found that
increasing the applied current resulted in a higher temperature at the end of the charge-
discharge cycle; the temperature increased by 2 K and 12 K when the applied current
density was 500 Am−2 and 2000 Am−2 respectively. Subsequently, oxygen evolution
in the positive electrode was incorporated into the model. The authors explained that
oxygen bubble formation consumes a portion of the current, thereby lowering efficiency;
the bubbles further reduce electrolyte volume in the electrode, lower active surface area
available for reaction and affecting the transport properties of the membrane and elec-
trode. Minimal difference was observed from the charge-discharge curve due to the
addition of this physics; the only discernable difference occurred close to the end of
charge when the cell potential was high. This was, however, sufficient to decrease the
coulombic efficiency from 94% to 88%.
Another available model was developed by Zhang’s group in 2009 [32] and subse-
quently expanded upon in 2011 [33] and 2014 [34]. Their initial model is very similar to
Shah’s first model, with two major exceptions. First, their model was in stationary state
though no reason was given for this assumption; second, migration was not accounted
for in the Nernst-Planck equation. This was explained by simply claiming that the effect
of migration is not significant for a flow battery. This model was later expanded to three
dimensions at the negative side in an attempt to study the effect of dimension reduction.
While there was little (~2%) difference on the global scale, the authors observed the
presence of deadzones in the electrode, which could result in side reactions and local
corrosion. Recently, the model was again updated to account for thermal effects. Sim-
ilar to Shah, the authors found that increasing the applied current resulted in a higher
temperature at the end of the charge-discharge cycle; this ranged from 4 - 10 K for an
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applied current density of 800 - 2400 Am−2.
A short communication was published by Knehr in 2011 [35], in which he pointed
out that the use of the incomplete Nernst equation was causing discrepency between
model results and experiments. This discrepancy of about 0.13 - 0.14 V was present in
models from both Shah and Zhang; they had previously attributed the error to contact
resistances. When the correct equations were used, the average error between models
and experiments dropped from 8.1 to 1.2%. Subsequently, Knehr published a complete
VRFB model of his own in 2012 [36]. The transient, isothermal two-dimensional single
cell model incorporated vanadium crossover and water transport across the membrane,
something that was lacking in Zhang and Shah’s work. This model was capable of
predicting capacity loss and the various efficiencies, making it very useful for VRFB
designers.
Thus far, all of the above models had focused on adding capabilities, for instance, ther-
mal effects. No reduced model had been developed; yet, such models were essential
to mechanistically simulate stacks. This was addressed when Vynnycky published an
asymptotically reduced VRFB model in 2011 [37]. In essence, Vynnycky employed
scaling arguments on Shah’s earlier model in order to mathematically prove plug flow
in the porous electrodes at leading order. He also provided scales for current density,
anode and cathode overpotentials based on cell potential. Through scaling, he found
the overpotentials at the anode to be two orders of magnitude higher than those in the
cathode; this served as the basis for claiming the rate determining zone to be the anode.
Vynnycky’s model was improved upon by Chen et al. in 2014 [38] when they accounted
for proton activities and concentrations in both the bulk and electrode surface.
Zhao’s group provided a comprehensive review of the transport issues required to ad-
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dress the performance of aqueous based redox flow batteries [39]. They brought up
a host of transport phenomena within the VRFB, for instance, ionic species through
the porous electrodes and membrane; electron transport within the electrode and cur-
rent collector. The authors concluded that several issues needed to be addressed, such
as: increasing electrolyte velocity while maintaining low pressure drop through proper
flow field design; designing high surface area electrodes with low tortuosity to achieve
short charge transport pathways; restricting mass transport of active species and water
through the membrane whilst maintaining or even reducing charge transport resistance;
better understanding of water transport through the membrane to address liquid level
issues within the flow battery. The latter 2 issues were addressed by the same group in
another publication focused on modeling the ion transport in a vanadium flow battery
[40].
2.2.2 Non-mechanistic models
Non-mechanistic models have typically been used to study the impact of shunt currents
on overall stack performance. The reason for adopting non-mechanistic models for such
purposes is likely due to the large associated computational cost involved in mechanis-
tically solving for all the coupled cells in tandem. One of the pioneering works in this
area was a technical report by NASA [41] where the effect of shunt current on a 40
cell Fe/Cr stack was studied. A currently widely used equivalent electric circuit model
was introduced in the report; this quantitatively showed that the shunt loss increased
approximately cubically with respect to the number of cells.
10 years later, Codina et al. reported the evaluation of three-stack Fe/Cr assembly with
respect to shunt current [42]. It featured a hydrodynamically parallel stack-to-stack
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design, with each stack being fed in parallel internally. This design was inspired by the
need for a high working potential without the disadvantages of large shunt owing to a
single large stack.
Henquin et al. studied the effect of shunt currents on primary and secondary current
distribution ; they derived a dimensionless number which showed that an increase in
the interelectrode gap would result in a decrease in uneven current distribution between
cells. They also showed that the current distribution was more pronounced at the termi-
nal electrodes as compared to those in the middle.
Tang et al. performed an extensive study on the effect of shunt current on efficiency and
temperature of a VRFB [43]. They first employed the equivalent electric circuit model
proposed by NASA [41] and made it dynamic by incorporating the Nernst equation to
compute the open-circuit cell voltage. In addition, they also added in thermal effects
resulting from vanadium mixing due to crossover. The VRFB system they considered
was in stand-by mode, i.e. the electrolyte within the tank and electrodes were stationary.
They reported that self-discharge due to shunt resulted in a 25 K increase in temperature
after 16 hours; also, the centre cells experienced greater self-discharge compared to the
terminal cells. Further analysis revealed that the bulk of the heat (98%) was generated
within the channels, as opposed to within the manifolds or cell. This was attributed
to the high ionic resistance stemming from the long channel length and small cross-
sectional area.
Wandschneider et al. performed an analysis of a three-stack VRFB [44]. This work was
very much similar to that performed by Codina, except for the different redox chemistry
used. Here, the authors used an equivalent electric circuit model to represent the sys-
tem. The model results were compared against experimental results and showed good
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agreement. Wandschneider reported, similar to the other authors, that the shunt in the
manifold was larger than that in the channel. The distribution of shunt current in the
manifold also took on a parabolic shape with respect to cell number, whereas shunt in
the channel was linearly related to cell number.
Chapter 3
Mathematical formulation of a DMFC
The operation of a direct methanol fuel cell (DMFC) at optimal or near-to optimal condi-
tions requires an understanding of the transport phenomena and electrochemistry in the
various functional layers in the cell. In this context, mathematical modelling has come
to play an important role since it can uncover the salient features on both a global as well
as on a local level; the former can be studied experimentally through, e.g., polarization
curves, whereas the latter is difficult to achieve through experimental observations with-
out perturbing the cell unduly due to the small length scales in a DMFC. Most of the
mathematical models based on conservation laws for a DMFC invoke the postulate of
a dimensional reduction either to one- (1D) [13, 25, 45–67] or two-dimensional (2D)
[14, 68–85] geometries. This reduces the complexity of the mathematical formulation
and allows for more tractable solutions; however, information pertaining to 3D effects
such as the size of ribs in the flow channels and path length for diffusion in the diffusion
layers are not captured and so reduce the fidelity of model predictions.
This chapter seeks to lay out the basic mathematical framework which will be further
developed upon in chapter 4. This will then be applied in chapter 5 and chapter 6 to
demonstrate the capabilities of utilizing such an analysis.
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3.1 Assumptions and postulates
The following assumptions and postulates were adopted with reasonable justification.
These are a core part of this work and have been directly adapted from[86, 87].
1. A three-dimensional cross-section of a single cell with flow channels is considered
as shown in figure 3.1. It is assumed to be operating in co-flow mode. Note that
the analysis provided in the future chapters is able to handle DMFCs with porous
type of flow fields and/or operating in counter-flow mode. The former is due to
the adoption of spatial smoothing techniques (elaborated in chapter 4) while the
latter is due to the assumption of high cathode stoichiometry, which is typically
the case in DMFCs.
2. Steady-state, isothermal operation is assumed. The former is valid for an active-
feed type of DMFC, which is the type we consider here. The latter is a reason-
able assumption due to the presence of liquid feed (a good thermal conductor)
in the membrane and anode, and relatively low current densities in the order of
103Am−2 in a DMFC, which leads to less heat generation as compared to a proton
exchange membrane fuel cell (PEMFC).
3. The membrane is well hydrated and takes on constant water transport properties
[46, 53–55, 88–92]; the membrane is also assumed to be impermeable to carbon
dioxide, oxygen and nitrogen.
4. The inherent electrochemistry is described with Tafel kinetics and treated as bound-
ary conditions [74, 77, 86]. Methanol at the cathode (due to crossover and electro-
osmotic drag) is assumed to be completely oxidized via electrochemical reactions
in the cathode catalyst layer.
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5. Under normal operating conditions, the anode of the DMFC is the limiting side
due to its sluggish reaction kinetics as compared to the cathode, and the fact that
the stoichiometry on the cathode side is generally sufficient to support the gen-
erated current density. This implies that the anode can be decoupled from the
cathode, such that the local current density can be found by solving the anode
first. After that, the overpotential at the cathode side and remaining potential drop
can be determined to establish the overall polarization curve of the cell. This de-
coupling methodology - based on a limiting anode - is a common approach for a
DMFC [52, 57, 61, 76, 93].
6. Dilute multicomponent mixtures are assumed, which allows for the solving for
only one species transport equation for methanol on the anode. For the cathode,
two species transport equations are solved for oxygen and water. This assumption
is valid since the anode side typically operates with a dilute methanol/water mix-
ture and the cross diffusion terms in the multicomponent diffusion tensor [94] for
the cathode side were found to be negligible for the conditions studied.
7. Incompressible liquid and compressible gas flows are considered.
8. Single-phase flow in the cell is assumed, i.e. liquid flow in the anode and gas
flow in the cathode. While this assumption is the most limiting, it is nevertheless
commonly invoked for DMFC models (e.g. see Refs [77, 86]). Earlier works
[77, 86] have also demonstrated that a single-phase model can predict polarization
curves for current densities around and below 2×103Am−2 .
9. 1D transport through the membrane. It has been shown previously that the trans-
port through the membrane of a fuel cell is at leading order in the normal direction
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Figure 3.1: Schematic of a DMFC single cell operating in co-flow mode.
between anode and cathode, i.e. the transport equations reduce to 1D counter-
parts. Physically, the latter together with the passive nature of transport through
the mmebrane indicate that the re-distribution of current and species in the mem-
brane in the planar direction are negligible for the treatment of a single cell. This
fact is used in the derivation later by setting the fluxes of alcohol and water leav-
ing the anode equal to the corresponding fluxes arriving at the cathode through
the membrane.
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3.2 Governing equations
The proposed model accounts for the conservation of mass, momentum and species
in the flow channels and diffusion layer. For the full set of equations, we consider
incompressible liquid flow in the anode and compressible gas flow in the cathode.
3.2.1 Anode
At the anode, we solve for the incompressible conservation of mass, momentum and
methanol species [95]:

















2u(l)MeOH for anode diffusion layer (adl)
(3.2)







MeOH refer to the liquid phase velocity, liquid pressure,
density and dynamic viscosity of the methanol solution respectively; κadl,εadlrefer to the
permeability and porosity of the diffusion layer respectively. n(l)MeOHrefers to the species










MeOH refer to the methanol mass fraction and diffusion coefficient of
methanol respectively. Note that the porosity ε is unity for the flow channels.
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3.2.2 Cathode
At the cathode, we solve for the compressible conservation of mass, momentum and
















2u(g)for cathode diffusion layer (cdl)
(3.6)
∇ ·n(g) = 0 (3.7)
where the superscript g refers to the gas phase and n(g)refers to the species flux, given
by
n(g) = ρ(g)u(g)ω(g)−ρ(g)ε1.5D(g)∇ω(g) (3.8)
where the porosity ε is unity for the flow channels.
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3.3 Boundary conditions
The inherent electrochemistry and transport through the membrane in the DMFC are
captured in the boundary conditions.
3.3.1 Anode
• At the inlet, a uniform velocity, u(l)MeOH ·ex = uinMeOH, and mass fraction, ω(l)MeOH =
ω inMeOH, is prescribed.
• At the outlet, a reference pressure is specified, p(l)MeOH = p
(l)
ref, and the flow is
assumed to be fully developed.
• No-slip and no-flux conditions are specified at the walls of the flow channels.
• The cell with channel-type flow fields considered is of a periodic character, such
that symmetric boundary conditions can be applied to reduce the computational
domain.
• The channel velocities and stresses are coupled with their superficial counterparts
in the diffusion layer, at the channel/diffusion layer interface.
• The mass fraction of methanol at the anode is continuous across the channel/dif-
fusion layer interface.
• At all walls of the diffusion layer, no-penetration and no-flux conditions are pre-
scribed.
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• At the anode diffusion- and catalyst- layer interface, the total superficial mass flux
for methanol is prescribed, e.g.
ρ(l)MeOHu
(l)




reaction consumption and production
(3.10)
− n(m)H2O · ey︸ ︷︷ ︸
electroosmotic drag of water
− n(m)MeOH · ey︸ ︷︷ ︸
electroosmotic drag and crossover of methanol
• At the anode diffusion- and catalyst- layer interface, the total superficial species





reaction consumption and production
− n(m)MeOH · ey︸ ︷︷ ︸
electro-osmotic drag and crossover of methanol
(3.11)
where i,F refer to the localized current density and Faraday’s constant respec-
tively; MH2O,MMeOH,MCO2refer to the molecular mass of water, methanol and
carbon dioxide respectively; n(m)H2O,n
(m)
MeOHrefer to the water and methanol flux
through the membrane respectively, given by
n
(m)
H2O · ey =
MH2OαH2O
F
i · ey︸ ︷︷ ︸









i · ey︸ ︷︷ ︸










methanol crossover across membrane
where M refers to the molecular mass; αH2O refers to the coefficient for trans-
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port by electro-osmosis; hmem refers to the thickness of the membrane; super-
scripts m,cathode refer to the membrane and cathode respectively; subscripts
H2O,CO2refer to water and carbon dioxide respectively
• The parasitic current density ip, or the amount of methanol consumed without
generating useful current, is defined as





• At the inlet, a uniform velocity, u(g) ·ex = uin, and mass fraction for each species,
ω(g)i = ω
in
i , is prescribed.
• At the outlet, a reference pressure is specified, p(g)= p(g)ref , and the flow is assumed
to be fully developed.
• No-slip and no-flux conditions are specified at the walls of the flow channels.
• The cell with channel-type flow fields considered is of a periodic character, such
that symmetric boundary conditions can be applied to reduce the computational
domain.
• The channel velocities and stresses are coupled with their superficial counterparts
in the diffusion layer, at the channel/diffusion layer interface.
• The mass fraction of each species at the cathode is continuous across the chan-
nel/diffusion layer interface.
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• At all walls of the diffusion layer, no-penetration and no-flux conditions are pre-
scribed.
• At the cathode diffusion- and catalyst- layer interface, the total mass flux is pre-
scribed, e.g.








reaction consumption and production
− n(m)H2O · ey︸ ︷︷ ︸












parasitic consumption of reactants




• At the cathode diffusion- and catalyst- layer interface, the total superficial species
flux for oxygen is prescribed, e.g.



















consumption due to methanol entering cathode
(3.16)
• At the cathode diffusion- and catalyst- layer interface, the total superficial species
flux for water is prescribed, e.g.




consumption from current passage
− ip · ey
6F
(2MH2O)︸ ︷︷ ︸
consumption due to methanol entering cathode
− n(m)H2O · ey︸ ︷︷ ︸
electroosmotic drag of water
(3.17)




The electro-oxidation of methanol at the anode is given by
MeOH+H2O→ CO2+6H++6e− (3.18)
This reaction is highly complex and dependant on a number of factors such as pore dif-
fusion in the active layer; ionic conductivity and complex methanol oxidation kinetics
[74]. At the same time, the thickness of the catalyst layer is one to two orders of magni-
tude smaller than that of the diffusion layer. As such, a boundary condition expression
is adopted to describe the reactions within the catalyst layer.






















c5T 2− c6T + c7
)
(3.21)








Here, T is the cell temperature; c0 to c9 are parameters; EA is the anode potential; ilim is
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the dimensionless limiting current density; αa is the Tafel slope; R is the universal gas
constant; and θ is a variable.
3.4.2 Cathode




The methanol that enters the cathode is assumed to be completely oxidized according
to Eqn. 3.23. The main reduction reaction and parasitic counterpart can be described by
first-order Tafel kinetics (see Refs. [76, 81, 97])








where ρ(g)ref is the reference gas density and i
ex













• The liquid density is taken to be that of water due to the dilute methanol solution
used, i.e.
M≈MH2O (3.26)
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• The dynamic viscosity of the liquid is a function of temperature given by
µ(l)MeOH = 0.6612(T −229)−1.562 (3.27)


















• The dynamic viscosity of the gas mixture is taken to be constant for the range of
temperatures considered.
• The diffusion coefficient for methanol at the anode is given by [98]













• The diffusion coefficient for methanol through the membrane is given by [99]















• The diffusion coefficient of the gaseous species at the cathode is given by [100,
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101]















The polarization curve is obtained by performing the following steps:
• Specifying EA as a parameter and varying it to generate the entire polarization
curve.
• Computing the average current density by integrating the local current density







• The cell voltage is computed from the anode and cathode overpotentials, as well
as the ohmic voltage drop e.g.





ohm are the anode overpotential, average cathode overpotential
















with ∆Ho,∆Go denoting the enthalpy change and Gibbs free energy change at
standard conditions for temperature and pressure.
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• The ohmic voltage drop is given by
ηavgohm = i
avg















where σmem is the ionic conductivity of the membrane; σdl,σfc,σcl are the elec-
trical conductivities of the diffusion layer, flow channel and catalyst layer respec-
tively; hadl,hcdl,hafc,hcfc,hcl are the thicknesses of the anode and cathode diffu-
sion layer, anode and cathode flow channel and catalyst layer respectively.
• The ionic conductivity of the Nafion membrane is given by [105]








3.7 Base case parameters for DMFC
The base case parameters for the DMFC (validated by experiments) are shown in ta-
ble 3.1.
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Parameters Values Units References
αa,αc,αH2O 0.41,0.88,2.5 - adapted, [106],[107]
c0,c1,c2 1,1.58,0.0045 Am−2,V,VK−1 all from [108]
c3,c4,c5 2000,0.7,3.732 m3 mol−1,V,Am−2 K−2 all from [108]
c6,c7 2151.1,310500 Am−2 K−1,Am−2 all from [108]
c8,c9 1.5,1000 −,m3 mol−1 all from [108]
D(l)MeOH(343K) 6.69×10−9 m2s−1 [109]
D(m)MeOH(T
(m)
ref ) 4.9×10−10 m2s−1 [99]
D(g)O2 (353K,1 atm) 3.23×10−5 m2s−1 [110]
D(g)H2O(353K,1 atm) 7.35×10−5 m2s−1 [110]
∆G◦,∆H◦ −7.03×105,−7.27×105 Jmol−1 [111],[112]
ε 0.7 - [113]





F 96487 Asmol−1 [112]
hmem,hafc,hcfc 2.2×10−4,10−3,10−3 m,m,m -
hadl,hcdl,hcl 2.2×10−4,2.2×10−4,10−5 m,m,m MEA from [115]
L 2.5×10−2 m -
irefc 0.0422 Am
−2 [114]
κ 10−12 m2 [113]
k00,k10,k01,k11 0.211,−0.3405,−1.734,9.682 - [116]
k20,k02,k12,k21 −0.48,1.953,−4.803,−7.806 - [116]
k30,k03 2.01,0.30354 - [116]
µ(g) 1.9×10−5 Pas [117]
MH2O,MO2 1.8×10−2,3.2×10−2 kgmol−1,kgmol−1 all from [112]
MCO2,MMeOH 4.4×10−2,3.2×10−2 kgmol−1,kgmol−1 all from [112]
MN2 2.8×10−2 kgmol−1 [112]
p(g,l)ref 1.01325×105 Pa -
R 8.314 Jmol−1 K−1 [112]
ρ(l),ρ(g)ref 978,1.2 kgm
−3 [113, 114]
σdl,σfc,σcl 500,1×104,5 Sm−1 [118]
σ refmem 7.3×10−2 Sm−1 [99]







c 353,343,333,353 K,K,K,K [98]
U ina ,U
in
c 7.3×10−3,1 ms−1 -





O2 3.2×10−2,0,0.998 - -
ω refO2 ,ω
cathode
MeOH 2.33×10−1,0 - -
Table 3.1: Base case parameters for DMFC
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3.8 Chapter highlights
In this chapter, we have first laid out the basic assumptions adopted for our DMFC.
A brief schematic of the cell structure with flow channels was outlined. The relevant
conservation equations for mass, momentum and species (methanol, oxygen and wa-
ter) in the flow channels and diffusion layer for the anode and cathode, along with the
appropriate boundary conditions were presented. This was followed by the relevant
electrokinetic equations for both the anode and cathode, as well as the necessary con-
stituent relations and method for computing the polarization curve. Lastly, a list of base
case parameters which will be adopted in future sections was proposed.
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Chapter 4
Leading order analytical solutions for a
DMFC
This chapter seeks to exploit the advantages of a mathematical model that invokes a
reduction in dimensionality by extending previous work for 2D analytical solutions for
a DMFC [86, 87] to include 3D effects. This is accomplished in several steps, as il-
lustrated schematically in figure 4.1: (i) decoupling of the cathode and the anode; (ii)
symmetry is invoked for a first reduction in geometry; (iii) calibration and validation
of the 3D formulation with experiments; (iv) reduction of the equations of change for
the cathode to an algebraic equation through scaling analysis to secure the overall cell
behaviour; (v) spatial smoothing of the anode to a 2D formulation ex,ey, which captures
the third dimension, ez, in volume-averaged equations in the flow channel and correla-
tions for effective path lengths in the diffusion layer with some loss of information in
the representative elementary volume (REV); (vi) leading-order asymptotics to reduce
the initial elliptic partial differential equations (PDEs) to a set of ordinary differential
equations (ODEs) and one parabolic PDE in the anode; and (vii) approximate analytical
solutions through integration, Taylor series expansions, homogenization, and separation
of variables.
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These analytical solutions, in turn, will lend themselves well to, e.g., parametric and un-
certainty analysis, as well as stack-based modelling. The work in this chapter has been
performed for fuel cells utilizing methanol fuel; however, it is relatively straightforward
to extend the analysis to other types of liquid fuels such as ethanol.
The full set of equations (in 3D), as well as the spatially smoothed 2D counterpart
were solved in the finite-element solver COMSOL Multiphysics 4.3a [120]. In brief,
quadratic Lagrange elements were employed for all dependent variables. The 3D and
2D geometries were resolved with around 105 and 103 mesh elements after a mesh-
independence study. The analytical solutions were implemented in Maple 15 [121] and
postprocessing was carried out in Matlab R2010a [107].
The work presented in this chapter was based on the work published in [95].
4.1 Decoupling
The relatively low current density (∼1000 Am−2) of a typical DMFC due to the sluggish
reaction kinetics at the anode as compared to the cathode, can be exploited by decou-
pling the anode from the cathode [106, 114, 122–125], provided that the cathode can
sustain the current generated by the anode. The decoupling thus allows us to solve only
the anode to determine the dependent variables in the anode and the local and average
current density.
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Figure 4.1: Overview of spatial smoothing technique.
46 Leading order analytical solutions for a DMFC
4.2 Symmetry
As can be inferred from figure 4.1a-c, the flow channels are repetitive in the spanwise
direction ez, such that we only need to consider a representative geometry that encom-
passes half of a flow channel, the adjacent diffusion layer and catalyst layer for the
anode, as well as the membrane - provided that the inlet conditions are the same for
each channel. We solve the mathematical model in this 3D representation for calibra-
tion, validation, and verification purposes later.
4.3 Calibration and validation
In order to ensure the fidelity of model predictions, at least at the global level through
polarization curves, experiments were carried out with a single cell. In short, the cell had
an active area of 4.35 cm2 (2.5 cm × 1.74 cm) with a noble metal loading of 4 mgcm−2
Pt/Ru (1:1 atomic ratio) at the anode and 2 mgcm−2 (60% on C) at the cathode; two
Teflon gaskets around a 5-layer membrane electrode assembly (BCS Fuel Cells), which
comprised diffusion layers made from untreated Toray carbon cloth with a thickness of
3 mm and a Nafion 117 membrane with a typical hydrated thickness of 185 µm; two
graphite plates with machined flow fields; stainless steel endplates; and two gold-plated
copper current collectors. The experimental cell was operated at steady-state for the
conditions summarized in table 3.1, which correspond to typical operating conditions
for a methanol-fed DLFC. In short, a methanol solution and pure oxygen (99.98%)
were fed at 5 cm3 min−1 and 100 cm3 min−1 to the anode and cathode respectively; the
cathode was operating near to atmospheric pressure whilst the cell temperature was kept
at 50C.
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Figure 4.2: Polarization curves for experiments (symbols), numerical solution of the
3D model (solid lines), numerical solution of the spatially smoothed 2D model (dashed
lines), and analytical solution of the spatially-smoothed reduced model (×) for the inlet
methanol concentrations 1(•), 2(H), and 4() M.
For the calibration and validation, we adapted heuristically three parameters - αa,c6,c7
- for the electrokinetics with good agreement up until around 2500 Am−2 for three dif-
ferent methanol inlet concentrations, as shown in figure 4.2; the disagreement thereafter
can be explained by two-phase effects, which are not accounted for here, becoming
increasingly more important in the anode [113, 114, 126, 127].
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4.4 Scaling analysis
We have already decoupled the cathode from the anode in section §4.1, which suggests
that we might not have to solve all the equations of change in the cathode in order to
determine the overall cell performance - at least in certain limits.To find those limits, we








Vcell = Eo−ηa+ηavgc −ηavgohm (4.2)
where A refers to contact area; the subscript cat refers to catalyst; and Acat refers to the
catalyst contact area.
Here, iavg can be determined once we have solved for the anode,whereas Vcell can be se-
cured if we manage to find an estimate of ηavgc without solving the equations of change
at the cathode since all remaining parameters are constants on the right-hand side (RHS)
of equation (4.2). In this way, the cathode overpotential can be rewritten as (from equa-
tion (3.24)):














and if we define the equivalent cathode current, ic, as ic = i+ ip, and average out the
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equivalent cathode current, we get

































where Ψ is the cathode side stoichiometry. Should the cathode stoichiometry be high,
the numerical value of the term within the logarithm would be very close to 1, i.e.












This condition can be seen as typical in the operation of an active-feed DMFC. The
cathode stoichiometry of an active-feed DMFC with methanol is generally larger than
10 (depending on the operating conditions). In fact, most of the experimentally studied
active-feed DMFCs with methanol have their cells operating at high cathode stoichiom-
etry of around or larger than 25 (see, e.g., [128–136]). With this condition in place,
the average cathode overpotential, ηavgc , can be estimated with good accuracy since all






c - are constants or a value - i
avg
c - given
by the solution of the anode. Given the typical operating conditions, the following sec-
tions will be formulated based on the assumption that the cathode stoichiometry is large.
Furthermore, this analysis also removes the restriction that the DMFC be operating at
co-flow; in fact, should the stoichiometry be high, the flow direction (counter- or co-
flow) does not affect the average cathode overpotential.
It should be pointed out that should the stoichiometry be close to 1, the equations of
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change in the cathode would need to be solved, either numerically or analytically, which
has been done in [106].
4.5 Spatial smoothing
In order to reduce the 3D anode to a 2D counterpart in the streamwise (ex) and normal
(ey) direction, we exploit the spatial smoothing carried out in other work on PEMFCs
[116]. In essence, this procedure entails volume averaging of the 3D flow channels to a





where DH refers to the hydraulic diameter; and εafc refers to the effective porosity in the
anode flow channels. In addition, the diffusion coefficient in the flow channels should




In addition, the variation in path length that the methanol species experiences in the
diffusion layer due to the adjacent ribs is accounted for through a correlation, ζ . The
reformulated model is shown in 4.5.1 and 4.5.2.
Overall, the agreement is good for the global behaviour (figure 4.2), and for the local
behaviour in terms of local current density (figure 4.3) and local pressure distribution
(figure 4.4) in the anode with a maximum relative error of 7 and 16% respectively. One
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disadvantage of the spatial smoothing over a REV is the loss of information at length
scales around or smaller than the size of the REV, because we only extract the average
behaviour inside a REV. This is highlighted in figure 4.5a, which depicts the local cur-
rent density distribution at the diffusion layer/catalyst interface and the corresponding
spatially smoothed 2D solution in figure 4.5b (note that the 2D solution has been ex-
truded in the spanwise direction, ez,to facilitate comparison). The variance shown in the
latter figure corresponds to, and explains the loss of information shown in the former
figure. Nonetheless, the loss of information is acceptable for most design and optimiza-
tion purposes since one is typically not interested in distributions of dependent variables





In order to further verify the spatial smoothing, we vary the height of the diffusion
layer, hadl, as well as the length of the rib width, wafc, in figure 4.6 - again with good
agreement for the local current density along the channel with a maximum relative error
no larger than 6%. We further note that the variation in species path length in the
diffusion layer should be accounted for by using the correlation ζ ; failure to do so will
result in inaccurate results.
4.5.1 Governing equations











u(l)MeOH for anode diffusion layer (adl)
(4.10)
∇ ·n(l)MeOH = 0 (afc and adl) (4.11)
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Figure 4.3: Local current density distributions in the anode at the catalyst boundary for
the numerical solution of the 3D model (symbols), numerical solution of the spatially
smoothed 2D model (solid lines), and analytical solution of the spatially smoothed re-
duced model (×); here, EA= 0.65 (•), 0.7 (H), and 0.8 () V. (N.B.: the current density
for the 3D model has been averaged in the ez direction.)
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Figure 4.4: Pressure drops in the anode flow channel for the numerical solution of the 3D
model (symbols), numerical solution of the spatially smoothed 2D model (solid lines),
and analytical solution of the spatially smoothed reduced model (×) at increasing inlet
anode velocity: 3 × 10−3(•), 7.3 × 10−3 (H), and 3 × 10−2 () ms−1.
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Figure 4.5: Loss of information due to spatial smoothing over a REV: (a) current density
distribution at the catalyst boundary for the 3D model, and (b) corresponding spatially
smoothed 2D numerical solution . (N.B.: the current density from the 2D model has
been extruded out in the ez direction for comparison purposes.)
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Figure 4.6: Spatial smoothing applied to flow channels of different dimensions for
thenumerical solution of the 3D model (filled symbols), numerical solution of the 2D
spatially smoothed model (lines) and analytical solution of the 2D spatially-smoothed
reduced model with (×) and without (empty symbols) accounting for the variation of
the diffusion path length in the diffusion layer (here, 4 M methanol inlet concentration):
(a) wafc = 5× 10−4 m, hadl = 2× 10−4 m (H); and wafc = 3× 10−4 m, hadl = 7× 10−4
m (•). (b) wafc = 7× 10−4 m, hadl = 4× 10−4 m (N); and wafc = 5× 10−4 m, hadl =
1×10−4 m ().
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MeOH−ρ(l)MeOHε1.5adl ζD(l)MeOH∇ω(l)MeOH for anode diffusion layer (adl)
(4.12)
4.5.2 Boundary conditions
The boundary conditions, constitutive relations and electrokinetics are unchanged from
3.3, 3.4 and 3.5 except for the following modifications.
• At the inlet,
u(l)MeOH · ey = εafcU ina (4.13)
where U ina is the inlet methanol flow rate.
• The no-penetration, no-flux boundary condition at the rib/diffusion layer is lifted
due to the move away from a 3D to 2D model.
• No symmetrical boundary conditions are required as performing spatial smooth-
ing has implicitly applied symmetry.
4.6 Leading-order asymptotics
For the anode, the slenderness, the impermeable nature of the diffusion layer as com-
pared to the flow field, and the relatively low current density (~1000 Am−2) of a typical
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DMFC allows for a leading-order reduction [106, 113, 127, 137] of the elliptic PDEs
to a set comprising a parabolic PDE and ordinary differential equations for the anode,
which are summarized in 4.6.1 and 4.6.2.
4.6.1 Governing equations



























where x,y refer to their respective coordinates; and u refers to the velocity in the x
direction.
























where v refers to the velocity in the y direction.
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4.6.2 Boundary conditions
The boundary conditions, constitutive relations and electrokinetics remain the same as
those given in 4.5.2 except that we no longer require outlet conditions in the flow chan-
nel and wall conditions at the diffusion layer.
To obtain the polarization curve, we first calculate the average current density by in-
tegrating the current at the diffusion layer/catalyst interface over its area as shown in
equation (4.1) and equation (4.2), where Acat = (wrib+wadl)L.







equation (4.1), along with equation (4.21), can be fed into equation (4.2) to compute the
cell potential.
Note that the area integrals presented here reduce to line integrals in the x direction in
the spatially smoothed model.
4.7 Approximate analytical solutions
The leading-order, spatially smoothed reduced 2D model can then be solved analyti-
cally through integration, Taylor series expansions, homogenization,and separation of
variables; see [106, 127] for more details. The secured approximate analytical solutions
are summarized below.
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with additional variables and expressions given by
Acat = (wrib+wadl)L (4.28)

























































































§4.7 Approximate analytical solutions 61
In the derivation of the set of analytical solutions, we have also introduced a Taylor
series approximation of the eigenvalue function that arises from the separation of vari-
ables of the parabolic PDE in the flow channel. This was accomplished by rewriting the
transcendental eigenvalue equation [106, 127]
λi tan(λihafc) = C2 (4.44)
as
f (λi) = λi tan(λihafc)−C2 (4.45)
and subsequently introducing a Taylor series, f (λi)≈ f (λm)+ f ′ (λm)(λi−λm)+O(λi−λm)2





for m = 1
(m−1)pi
hafc
for m = 2,3,4...
(4.46)
By only considering up to the first order, the eigenvalues can thus be approximated as
λi ≈ f (λm)f ′ (λm) (4.47)
The midpoints are highlighted in figure 4.7 together with f (λi) and the first-order Taylor
series approximation. For the first eigenvalue the error is around 2%, increases to around
7% for the second eigenvalue and drops to 2% and lower for subsequent eigenvalues,
which was found sufficient for our purposes. If a higher accuracy is required, one can
easily include the second or third order term, which would then result in a quadratic or
cubic equation to be solved instead of equation (4.47).
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Figure 4.7: Comparison of the transcendental equation, equation (4.44), (solid lines)
with its first-order Taylor series expansion, equation (4.47), (dashed lines). The initial-




A 3D model comprising conservation of mass, momentum and species in a DMFC has
been considered, analysed, and evaluated to arrive at approximate closed-form expres-
sions for the local velocity, pressure, current density and methanol distributions in the
anode as well as for the overall cell performance. These analytical expressions were
verified both globally and locally with the original 3D formulation as well as validated
with experiments from an in-house DMFC; overall, reasonably good agreement was
obtained as indicated by figure 4.2, figure 4.3, figure 4.4 and figure 4.6. The analytical
solutions agree well with the 2D and 3D numerical counterparts: the maximum relative
error is around 16% for the local pressure distribution in the flow channel on the anode
side, and around 7% for the local current density distributions.
One disadvantage is that the spatially smoothed analytical solutions can only predict the
average property in the spanwise direction (ez in figure 4.1) and not variations under-
neath the ribs in this direction (figure 4.5b); nevertheless, for practical purposes such
as design or optimization of operating conditions, one is generally not interested in de-
tailed local information inside each REV, but rather in changes that occur on length
scales larger than the REV. Having said this, it might be possible to quantify the varia-
tions due to the ribs in the spanwise direction whilst deriving the correction function, ζ ,
in the form of, e.g., standard deviations.
The approximate analytical solutions are suitable for wide-ranging parameter studies
(chapter 5) and optimization of design or operating conditions, as well as stack mod-
elling (chapter 6). Currently, optimization problems for a DMFC are typically based
on zero- or one-dimensional models [138–142] or electric simplifications [143, 144]
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to keep the computational cost to a minimum; however, the underlying mechanistic
features of the DMFC cannot be captured with these models. The herein derived ap-
proximate analytical solutions thus open up new avenues for formulating optimization
problems that are cheap to compute yet capture a significant number of physical phe-
nomena at not only a global but also a local level.
4.9 Chapter highlights
In this chapter, we have first demonstrated the decoupling process for a DMFC: this
entails a series of steps: (i) decoupling; (ii) symmetry; (iii) calibration and validation;
(iv) scaling analysis; (v) spatial smoothing; (vi) leading-order asymptotics; and (vii)
approximate analytical solutions.
3 different types of models were compared against experimental results in this process;
they are:
• 3D numerical model;
• 2D spatially smoothed numerical model: demonstrated in section §4.5;
• 2D approximate analytical solutions: demonstrated in section §4.7.
The 3D numerical model was calibrated and validated against the polarization curve
obtained from experiments. Good agreement was found between the two, up to around
2500 Am−2; two-phase flow effects dominate beyond this current density. The 2D ap-
proximate analytical solutions were found to have good agreement with the 2D spatially
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smoothed and full 3D model, with maximum errors of 7% for local current density dis-
tribution. One of the reasons for the good agreement is due to the accounting of leading-
order phenomena while factoring in the impact of ribs through the use of a correction
function.
The main benefit of adopting analytical solutions as opposed to 3D numerical solutions
is the significantly lower computational cost while capturing significant physical phe-
nomena at a global and local level. This, in turn, opens up avenues and applications
which will be explored in chapter 5 and chapter 6.
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Chapter 5
Parametric and uncertainty analysis of
a single cell DMFC
Operating a DMFC at close-to-optimal conditions requires an understanding of the
transport phenomena and electrochemistry within the various functional layers of the
cell. Another criteria would be a good understanding of how uncertainty in measure-
ments propagate through the cell.
Typically, DMFCs are studied using mathematical models; there is no lack of compre-
hensive models in literature [14, 16, 49, 52, 59, 73, 74, 77, 84, 86, 87, 93, 95, 145–148].
However, most, if not all, of these mathematical models are deterministic, i.e. the in-
put parameters such as fuel concentration are known exactly. In reality, uncertainty
is inherent in all measurements. For instance, temperature measurements made using
a thermocouple would have an uncertainty associated with them. The exact effect of
this uncertainty on the global behaviour of the cell has been studied in proton exchange
membrane fuel cells [149–152] (PEMFCs) but not in DMFCs.
The most straightforward method to quantify these uncertainties would be to perform
repeated experiments as Casalegno et al. [153] have done for a PEMFC. However,
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only 10 repetitions for each experiment session was performed, which is insufficient
to properly quantify uncertainty. Another method would be to run multiple numerical
simulations on the afore-mentioned mathematical models; however, the large number
of runs required (minimum of 100-1000 reported for PEMFCs [150, 151] make the
computational overheads extremely costly. We, in our earlier work and previous chapter
(chapter 4), have developed a set of analytical solutions which solve for the local and
global behaviour in a DMFC [86, 87, 95]. Unlike other mathematical models which are
usually solved numerically, the analytical solutions enable us to run a large number of
simulations at negligble computational cost.
In this chapter, we demonstrate the methodology of using the stochastic Monte Carlo
method to generate random input parameters, which are then passed through the pre-
viously developed deterministic model. The outputs can then be studied statistically
to obtain useful information pertaining to their mean, variance and distributions. We
observe that the effect of uncertainty is magnified at higher current densities - for in-
stance, one should try to operate a DMFC at less-than-maximum power to minimize
uncertainty. We further observe that the overall uncertainty in parasitic current density
remains relatively uniform; this is attributed to the increase and reduction in the osmotic
and diffusive components respectively at higher current densities.
We demonstrate the procedure for methanol as a fuel, but note that it is straightforward
to extend the analysis to other types of liquid fuels such as ethanol.
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5.1 Monte Carlo method
The basis of the Monte Carlo method is relatively straightforward; in essence it relies on
repeated random sampling to obtain solutions to a problem. This process is detailed in
the schematic presented in figure 5.1. In this work, the Monte Carlo method is applied
by first generating multiple sets of parameters comprising of (i) cell geometry; (ii) op-
erating conditions; and (iii) material properties. Each set of parameters is individually
fed into the previously derived analytical solutions to generate a unique global cell be-
haviour viz polarization and power density curves. overall set of global cell behaviours
can then be analysed. The most common and simplest form of analysis is to determine
the average, standard deviation and distribution of the data. Here, the uncertainty in
operation of DMFCs can be quantified by studying the magnitude of the standard de-
viation. One major drawback of the Monte Carlo method is the large number of runs
required for accurate representation - the convergence of the method depends on the
square root of the number of samples. This makes it impractical to achieve via exper-
imental means and close-to-impractical via numerical simulations; here, we overcome
this problem by using analytical solutions developed in figure 5.1 due to its low com-
putational overhead. Note that it is possible to use more advanced techniques such as
Latin Hypercube sampling [149, 150] to reduce the number of runs needed; however,
we chose to use the standard Monte Carlo method for simplicity.
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Figure 5.1: Overview of applied Monte Carlo method.
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5.2 Application
5.2.1 Sample size determination
We begin by first determining the number of sets of input parameters required for the
Monte Carlo method. To demonstrate the methodology, we consider one of the input
parameters, ω inMeOH, the inlet methanol mass fraction. We arbitrarily assume that ω
in
MeOH
follows a normal distribution about a prescribed mean with 5% relative standard devi-
ation. Two different sets of data with different sample sizes are generated and depicted
in figure 5.2 along with the theoretical normal probability density function. It is clear
from figure 5.2a that the distribution of 103 samples has significant deviations from the
expected normal distribution, while the distribution of 105 samples (figure 5.2b) does
not suffer from such deviations. Based on this result, 105 sets were generated in order
to ensure normal distribution for the chosen parameters.
5.2.2 Parameters
The varied parameters in the model can be categorized into 3 broad groups, namely:
(i) cell geometry; (ii) operating conditions; and (iii) material properties. The nominal
values and description are depicted in table 5.1.
5.2.3 Computation
The set of analytical solutions were first implemented using the symbolic computation
capabilities of Maple 16 [154] using the solutions developed in chapter 3 and chapter 4.
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Figure 5.2: Relative frequency of the inlet methanol mass fraction (bars) and fitted
normal distribution curves (lines) for different number of runs: (a) 1000, (b) 100000.
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Classification Parameter Nominal value Description
Cell geometry
hafc 10−3m Anode flow channel thickness
hadl 2.2×10−4m Anode diffusion layer thickness
hmem 2.2×10−4m Membrane thickness
hcl 10−5m Catalyst layer thickness
wfc 5×10−4m Width of flow channel
Operating conditions
T 323 K Cell temperature
U ina 7.3×10−3 ms−1 Inlet methanol velocity
ω inMeOH 3.2×10−2 Inlet methanol mass fraction
Material properties
c0 1 Am−2 Intrinsic catalyst material property
σdl 500 Sm−1 Electron conductivity of diffusion layer
σfc 1×104 Sm−1 Electron conductivity of flow channel
σcl 5 Sm−1 Electron conductivity of catalyst layer
σmem 7.3×10−2 Sm−1 Proton conductivity of PEM membrane
Table 5.1: Varying parameters for Monte Carlo analysis.
Automated code generation was then applied to generate Matlab functions which could
be used independently for analysis without having to rerun Maple. A typical Monte
Carlo run - independently generating 100000 sets of parameters as well as solving for
the polarization and power density curves for each set - using the generated Matlab
functions required around 10s (wall clock time measured using the inbuilt tic/toc func-
tion in Matlab) on a 4.0 GHz workstation with 16 GB random access memory. The
finite-element based solver COMSOL Multiphysics 4.3b [155] was also utilized where
further validation was necessary. Mesh independence studies were performed when-
ever COMSOL Multiphysics was used. All postprocessing was carried out in Matlab
R2013a [156].
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5.3 Sensitivity analysis
Individual parameter sensitivity analysis was performed for the parameters depicted in
table 5.1. Each individual parameter was varied while the others were held constant.
The impact on power density at a cell voltage of 0.35V was evaluated. Each parameter
set was varied and generated using a normal distribution with relative standard deviation
equivalent to 5% of its nominal value, except for temperature. Due to the large impact
on performance, the temperature parameter was given an absolute standard deviation of
2.5 K. The results of the sensitivity analysis are shown in figure 5.3.
It is immediately clear that certain parameters, such as hafc,hadl,hcl,U ina ,σdl,σfc,σcl do
not have significant impact on the power density. In contrast, parameters wfc,T,ω inMeOH,c0
have significant impact on the performance of the cell while parameters hmem,σmem have
moderate impact on cell performance. It is also evident that increasing values of high





(a) (b) (c) (d) (e)
(e) (f) (g)
(i) (j) (k) (l) (m)
Figure 5.3: Individual sensitivity analysis for cell geometries (a) - (e); operating conditions (f) - (h); and material properties
(i) - (m). All parameters were simulated with a standard deviation of 5% of the parameter value, except for temperature
which was analyzed with a standard deviation of 2.5C. Cell voltage was set at 0.35V.
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5.4 Uncertainty analysis
5.4.1 Correlations
Lumped parameter uncertainty analysis was next performed for the parameters depicted
in table 5.1. In essence, the technique is similar to that presented previously, except
that all the parameters were allowed to vary simultaneously in order to mimic real-
life uncertainty scenarios. The scatter-plots depicting the impact of each parameter
on power density is shown in figure 5.4. Here, varying non-critical parameters results
in minimal variation in performance; however, critical parameters clearly have strong
relations with performance as evident infigure 5.4f.
The Pearson’s correlation coefficient’s was computed in order to qualitatively quantify







where x and y refer to the parameters being analysed and power density, respectively;




where n is the size of the set (here, 105). y is similarly defined.
The computed correlations are depicted in table 5.2. A correlation coefficient with ab-
solute value close to 1 implies strong correlation; conversely, a correlation coefficient
close to 0 implies weak to no correlation. Here, we quantitatively observe that parame-
ters wfc,T,ω inMeOH,c0 have relatively high correlation coefficients; in particular, temper-
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(e) (f) (g)
(i) (j) (k) (l) (m)
Figure 5.4: Grouped uncertainty analysis for cell geometries (a) - (e); operating conditions (f) - (h); and material properties
(i) - (m). All parameters were simulated with a standard deviation of 5% of the parameter value, except for temperature
which was analyzed with a standard deviation of 2.5C. Cell voltage was set at 0.35V.
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Table 5.2: Pearlson’s correlation coefficients vs power density at Vcell= 0.35V.
5.4.2 Polarization and power curves
In addition to examining the impact of each parameter at a single cell voltage, the po-
larization and power curves for the cell was computed along with the corresponding
uncertainties. A total of 3 tests were performed, each with 105 sets of input parameters,
ranging from small to large standard deviations for all parameters. Due to the fact that
temperature has a very significant impact on overall cell behaviour, it was assigned an
absolute standard deviation of 2.5, 5 and 7.5 K respectively. The rest of the input param-
eters were assumed to have relative standard deviations of 5, 10 and 15% respectively.
The 3 tests revealed that a larger standard deviation of the input parameters always trans-
lated in larger uncertainty observed in the polarization and power density curves. It was
further observed that the uncertainties appeared to be suppressed for lower average cur-
rent densities and magnified for higher average current densities, as shown in figure 5.5
and figure 5.6. This is similar to what others have noted with PEMFCs [150, 151]. Turn-
ing to the power density plots in figure 5.6, we observe that the uncertainty at maximum
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Figure 5.5: Polarization curve of a DMFC and the corresponding output standard devi-
ations when 2.5K absolute standard deviation for temperature and 5% relative standard
deviation for other input parameters is applied.
power density is relatively large. In particular, the uncertainty at Case I (left of maxi-
mum power density) is smaller compared to Case II (right of maximum power density)
despite both cases having similar power densities. This is due to the large uncertainty
arising from higher current densities.
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Figure 5.6: Power density curve of a DMFC and the corresponding output standard devi-
ations when 2.5K absolute standard deviation for temperature and 5% relative standard
deviation for other input parameters is applied.
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5.4.3 Numerical distributions
The distribution of these 2 points was further examined in greater detail in order to quan-
tify the magnitude of uncertainty. The narrower width in the normalized histogram plot
in figure 5.7 highlights the lower uncertainty in Case I as opposed to Case II. Numer-
ically, the relative standard deviation in Case I is 7.2% as opposed to 9.5% in Case II.
A normal probability plot for both cases was also utilized (see figure 5.8) to determine
the type of distribution of the power density. The linear distribution of points follow-
ing the theoretical normal distribution indicates that the uncertainty followed a normal
distribution.
Returning to the different uncertainties in power density observed in Case I and II, we
believe this provides sufficient evidence that DMFCs should be operated slightly to the
left of the maximum power density point in order to extract high amount of power
without large uncertainty.
5.4.4 Parasitic current
We observed that the uncertainty of the overall parasitic current density did not change
significantly even at higher current densities (see figure 5.9a). The parasitic current
in the cell was previously defined in equation (3.13) and equation (3.14) to be due to
electro-osmotic drag of methanol across the membrane, as well as methanol crossover.
As the average current density increases, the uncertainty of the electro-osmotic compo-
nent of the parasitic current density increases (figure 5.9b). However, the uncertainty in
the diffusive component of decreases due to the reduced uncertainty in methanol mass
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Figure 5.7: Relative frequency of power density (bars) and fitted normal distribution
curves (lines) for Case I and II.
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Figure 5.8: Power density distribution (points) and theoretical normal distribution
(dashed lines) for Case I and II.
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fraction (figure 5.9c). These two effects cancel each other and the result is a relatively






Figure 5.9: (a) Overall parasitic current density; (b) Electoosmotic component of parasitic current density; and (c) Diffusive
component of parasitic current density against current density.
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5.5 Chaper highlights
In this chapter, we have explored the concept of using a Monte Carlo approach to study
and quantify the effect of uncertainty in a DMFC. Random parameters - cell geometry,
operating conditions and material properties - are generated via the normal distribution
in order to mimic the random nature of uncertainty. These parameters are subsequently
utilized via a previously derived set of analytical solutions and a set of overall cell
behaviours is obtained. These behaviours can then be studied statistically to determine
the effect of uncertainty at different current densities. The overall process is extremely
quick despite the large sample size due to the use of analytical solutions as opposed to
numerical simulations.
It was shown that the effect of uncertainty is suppressed at low current densities and
magnified at higher current densities. Both power densities to the left and right of the
apex of the power density curve were shown to follow a normal distribution; the latter
showed a higher degree of uncertainty when compared to the former. This indicates that
a DMFC should be operated at lower current densities for more stable and predictable
operation.
The methodology described in this paper assumed a normal distribution for all random
parameters; this can be easily modified if the distribution of a particular parameter is
known. It can also be modified to study the effect of uncertainty due to a single pa-
rameter by keeping all other parameters constant, which could be useful in the context
of cell-optimization. While only the global cell behaviour is studied in this paper, it
is worth mentioning that localized behaviour, e.g. local methanol concentration can be
analysed in a similar fashion. Lastly, the method can be further extended to study and
quantify the effect of uncertainty in fuel cell stacks.
Chapter 6
Stack-modelling of a DMFC
By itself, a DMFC single cell is a highly complex piece of equipment with multiple
functional layers and different length scales as illustrated in figure 6.1 for cell j in a
stack comprising n cells. A stack, in comparison, is even more complicated - the as-
sembly of multiple single cells involves the application of a clamping pressure as well
as proper gas, liquid and thermal management [157]. Furthermore, all cells within the
stack should be identical and operate under the same conditions; this is, however, of-
ten not the case due to the inherent complexity in materials, components, assembly,
management, operating conditions and ageing. All these variations give rise to unique
individual cell behaviour within the stack, which can bring about a reduction of overall
performance [158].
In order to understand and quantify how the design and operation of a DMFC are in-
terconnected, comprehensive mechanistic mathematical models have been derived and
solved numerically. The majority of these models, e.g. [14, 16, 49, 52, 59, 73, 74,
77, 84, 86, 87, 93, 95, 145–148], consider a single cell; only a few, e.g. [159–161],
consider a stack. The main reason for the relatively few stack models – besides the
aforementioned complexities that arise in a stack – is the computational cost associated
with resolving all length scales across the stack. In this context, Mclntyre et al. [162]
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developed a technique to simulate stacks with hundreds of cells by using thousands of
computer cores in tandem. However, this approach is computationally expensive and
not viable for practical applications where repeated simulations are required to study
stack performance under various conditions.
In this chapter, we seek to develop a computationally efficient model to study the be-
haviour of a DMFC stack. In order to do so, we adopt the approach of solving a de-
tailed mechanistic three-dimensional (3D) mathematical DMFC stack model by deriv-
ing closed-form analytical solutions of the equations of change, their boundary condi-
tions and constitutive relations without sacrificing any salient leading-order physical/-
chemical phenomena. Subsequently, we demonstrate the analytical solutions on a 10
cell stack with 2 cells subjected to anode inlet velocity perturbations.
The work presented in this chapter was based on the work published in [163].
6.1 Analysis
We first consider an isothermal 3D model for a slender DMFC single cell with parallel-
channel-type flow fields operating in coflow mode (see figure 6.1a) and solve the trans-
port equations for mass, momentum and species. Here, the isothermal assumption is
imposed as a first approximation; we later discuss how heat transfer effects can be in-
corporated.
The objective is to scale up the solutions for a single cell to obtain closed-form analytical
solutions for a stack based on the mathematical formulation adapted from our previous
work [95] described in chapter 3 and chapter 4. The stack solutions should be able to
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Figure 6.1: Schematic of procedure used to obtain closed-form analytical solutions for
a DMFC stack. (a) The stack comprising of n cells is first decoupled; (b) each cell,
cell j, is considered individually. (c) Symmetry is used to reduce the computational
domain to a representative volume cell; (d) the anode of the representative volume cell
is decoupled from the membrane and cathode based on high stoichiometry of the latter.
(e) Spatial smoothing is used to reduce the remaining computational domain to two
dimensions whilst retaining salient features from the third dimension; (f) leading order
asymptotics is employed to simplify the set of partial differential equations, and the
approximate analytical solutions for cell j is found. The solutions for each individual
cell can then be recoupled to yield the closed-form analytical solution for a stack.
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provide us with both global and local information - the former referring to the stack
polarization curve and power density curve, and the latter referring to local fuel mass
fraction, cross-over in each cell and current density for example - at a low computation
cost.
To achieve our goal, we first decouple each cell within the stack (figure 6.1a) and focus
our attention on cell j depicted in figure 6.1b. Next, we exploit symmetry and consider
a single representative volume cell shown in figure 6.1c. The anode is subsequently
decoupled from the representative volume cell based on the assumption of high cathode
stoichiometry (figure 6.1d). Spatial smoothing can now employed to reduce the prob-
lem to two dimensions while accounting for the third dimension via a correction factor
(figure 6.1e). This is followed by leading order asymptotics, which allows us to reduce
the elliptic partial differential equations (PDEs) to a set of ordinary differential equa-
tions (ODEs) and one parabolic PDE (figure 6.1f). The differential equations are then
solved analytically to obtain the analytical solutions for cell j. These solutions can be
recoupled to yield analytical solutions for a stack.
6.1.1 Decoupling cells
We begin by considering a stack with n cells arranged in series (see figure 6.1a for
schematic and figure 6.2 for dimensions) operating under a perturbed velocity at the
anode inlet:
U in,1a = 0.3U
in
a,cell (6.1)
U in,2a = 0.6U
in
a,cell (6.2)
U in,ja = U ina,cell for j=3,4,...n (6.3)
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where Uin,ja refers to the inlet velocity at the anode for cell j and Uina,cell is the anode inlet
velocity of normal cells within the stack. Here, we specify the first and second cell to
be operating at 30% and 60% of the velocity of other cells respectively. Physically, this
variance can occur due to several reasons, such as individual channel blockage or the
presence of small amounts of gas bubbles impeding fuel flow.
The method of perturbation applied here is similar to that used by Mclntyre et al. [162],
except that they vary the anode stoichiometry directly. The perturbed velocity ensures
that each cell is operating under non-identical conditions. Next, we consider the de-
pendent variables for each fuel cell - velocity, mass fraction, pressure and potential -
and note that the first three are localized to each individual cell [164]. The degree of
inter-cell coupling for the electric potential depends on the ability of the cell to redis-
tribute the current passing through itself within the bipolar plates. If every cell within
the stack is able to do so, then the stack behavior in terms of the stack polarization
curve is simply the sum of each individual cell (i.e. every cell is fully decoupled from
its neighbours). To quantify the inter-cell coupling, we use the dimensionless current





where hcc and σcc refer to the height and conductivity of the current collector respec-
tively and Eo is the reversible cell potential. In short, they showed that ifΘ 3, then the
galvanostatic and potentiostatic boundary conditions in a fuel cell are similar, hinting
that each cell within the stack can be electrically decoupled with the added condition
that the average current through each cell be identical [166]. This is indeed the case for
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a typical DMFC where
L ∼ 10−1m (6.5)
iavg ∼ 103Am−2 (6.6)
hcc ∼ 10−3m (6.7)
σcc ∼ 105Sm−1 (6.8)
Eo ∼ 1V (6.9)
Therefore, we conclude that each cell within the DMFC stack can be fully decoupled
from one another, implying that we can solve them individually to obtain the global
stack behaviour. Here, we focus our attention on one of the cells in the stack, cell j,
depicted in figure 6.1b.
6.1.2 Symmetry
It can be inferred from the schematic in figure 6.1b that the flow channels are repeated in
the spanwise ez direction. As such, we need only consider a representative volume cell
shown in figure 6.1c, assuming the inlet conditions are identical between each channel.
This allows us to reduce the computational domain with no significant loss of informa-
tion.
6.1.3 Decoupling of anode
The anode can first be decoupled from the cathode given the sluggish kinetics at the
former, assuming that the latter is able to sustain the current generated. This, along with
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Figure 6.2: Schematic of a single cell depicting the various functional layers and their
dimensions for the (a) 3D model and (b) spatially smoothed model.
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a scaling argument at sufficiently high cathode stoichiometry, allows us to solve for the
dependant variables at the anode first. The behaviour of the cathode and global vari-
ables, such as local current density, can be derived subsequently using the results from
the anode. It is possible to achieve higher resolution by solving for the cathode [87];
however, this is not necessary for our analysis. The relevant domains after decoupling
the anode - namely the flow channel and diffusion layer - are shown in figure 6.1d.
6.1.4 Spatial smoothing
The 3D model is reduced to an equivalent two-dimensional (2D) model (see figure 6.1e)
via volume averaging of the parallel flow channels to a pseudo-porous flow field. Doing
so introduces an equivalent permeability and porosity within the flow field, as well as a
correction factor, ζ , for the diffusion coefficient in the diffusion layer. This technique
allows for a reduction in complexity whilst capturing the average 3D behaviour.
One drawback of spatial smoothing is the loss of information at length scales around the




. This loss is generally
acceptable as we are typically not interested in information at such small length scales.
6.1.5 Leading order asymptotics
The procedure for obtaining the set of governing equations at leading order is depicted
in section §4.6; for the sake of brevity we will not include it here.
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6.1.6 Approximate analytical solutions for single cell
The procedure for obtaining the set of governing equations at leading order is depicted
in section §4.7; for the sake of brevity we will not include it here.
6.1.7 Recoupling of cells
The individual cells can now be recoupled with one another to yield the global stack
behaviour. We can thus relate the dependant variables at different scales - global to the
stack, global to the cell and local to the cell - to one another. In this fashion, we are able
to observe how the individual cells react to changes in stack potential, for instance, the
individual cell potential distributions as well as the distribution of local current densities.
We begin by using the aforementioned analytical solutions to obtain the polarization
curve of every single cell within the stack separately. Given that the cells are in a series
configuration, we require that the average current density through each cell be constant.
This can be achieved by specifying an average current density which can be satisfied
by all cells, viz 0 ≤ iavg≤ imaxavg where imaxavg is the limiting current density for the worst
performing cell. At this current density, the stack voltage can be computed to be the
sum of all individual cell voltages; this can be further divided by the number of cells to
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where Vstack,V icell,Vcell,avg, i
max
avg denote the overall stack potential, individual cell poten-
tial for cell i, normalized stack potential and limiting current density of the worst per-
forming cell respectively. An example of this procedure is as follows: first, we select a
pre-specified average current density, represented by the grey dotted line in figure 6.3.
Next, we sum all individual cell potentials along the chosen current density to yield a
stack potential, depicted by the blue circle. This process can be repeated multiple times
with different current densities to finally yield a stack polarization curve shown in blue
in figure 6.3.
6.1.8 Local cell behaviour
In order to secure the local behaviour of each individual cell, we first need to obtain
the potential difference in every cell. We begin by first specifying the overall stack
potential, Vstack, which is the potentiostatic boundary condition applied. This allows us
to determine the current passing through the stack, iavg, and, by extension, every cell
via the stack polarization curve derived previously. We next return to our individual cell
polarization curves and compute the individual cell potentials V icell. Lastly, we utilize
the individual cell potentials along with our analytical solutions to obtain the local cell
behaviour such as local current and parasitic current densities.
The key difference between our approach and Sharma’s [164] is the complete decou-
pling of a cell in this paper; here, we determine the stack behaviour purely through the
summation of individual cell behaviour. This eliminates the need for an iterative solv-
ing process, further reducing the computational cost for large stacks. The technique
described in this section may be implemented numerically; here we choose to imple-
ment it using analytical solutions to further reduce computational overhead.
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Figure 6.3: Polarization curves for decoupled cells with anode inlet velocity 2.9×10−3
(cell 1, x), 4.38×10−3 (cell 2, x) and 7.3×10−3 (cells 3-10, x) m s−1 as well as overall
10 cell stack (-). Individual cell potentials along a pre-specified stack current (–) can
be summed to obtain the stack potential (•); this process can be repeated multiple times
using diffrent currents to yield the stack polarization curve.
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6.2 Symbolic computations and automated code gener-
ation
The set of analytical solutions were first implemented with the symbolic computation
capabilities of Maple 16 [154]. Automated code generation was then applied to generate
Matlab functions which could be applied independently for analysis without having to
rerun Maple. The stack model was constructed and analyzed entirely within Matlab. All
postprocessing was carried out in Matlab R2013a [156].
A typical stack simulation with 10 cells - computing the global stack, current density
and local cell behaviour at a specified global stack potential - using the generated Mat-
lab functions required around 0.5s (wall clock time measured using the inbuilt tic/toc
function in Matlab) on a 3.2 GHz workstation with 64 GB of random access memory.
Increasing the number of cells incurred a negligible additional computational overhead;
a similarly defined stack with 1000 cells took around 1s to compute.
6.3 Results and discussions
6.3.1 Limited current
The non-uniformity of constituent cells within a stack results in variations in perfor-
mance at the cell level. These variations propagate to the stack level and affect both the
limiting current density and stack voltage. It is therefore important to understand how
the constituent cells affect the stack. We begin by examining the overall behaviour in
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Figure 6.4: Polarization curves for the best performing single cell (), worst performing
single cell (•), 10 cell stack (-) and limiting stack current (–).
figure 6.4; as expected, the normalized stack voltage is bounded by the voltage of the
best and worst performing single cells. However, there is an additional penalty incurred
for operating a stack - the current it can supply is limited to the maximum current the
worst performing single cell can provide. Therefore, a single poorly performing cell
within the stack will limit its performance.
100 Stack-modelling of a DMFC
6.3.2 Non-uniformity in cell potentials
Another further point of interest is the distribution of cell potentials within the stack.
Individual cells are connected in series; therefore, the current passing through each of
them must be equal. In order to sustain the required current, cells with a lower feed
concentration are forced to operate at a lower potential. This is indeed the case, as can
be inferred from figure 6.5, where we study the individual cell potentials at a pre-defined
stack potential, Vcell,avg = 0.35 V (10 cell stack potential of 3.5 V). The distribution of
cell potentials is non-uniform, with cell 1 operating at 0.320 V, cell 2 at 0.347 V and
cells 3 to 10 (normal velocity) at 0.354 V. This has implications with regards to deciding
how to operate a stack, as low cell potentials (higher current densities) tend to give rise
to higher uncertainties [150, 151]. Ideally, we would like the individual cell potentials to
be similar to one another; this entails choosing to operate the stack at a higher potential
to minimize the cell-to-cell difference in potential.
6.3.3 Local current density
Turning our attention from the global to local behaviour, it is important to understand
how each cell sustains an equal current while operating under different inlet velocities.
In essence, the individual cells are able to redistribute their local current density as
shown in figure 6.6 in order to sustain the stack current. Here, the cell with a lower
velocity exhibits a larger change in current density in the streamwise x direction when
compared to its higher velocity counterpart. Note that the conservation of charge implies
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Figure 6.5: Individual cell potentials for a perturbed 10 cell stack operating at Vstack =
3.5 V (–). Due to the difference in inlet velocities, each cell is operating at a different
potential in order to sustain an equal current density within each cell. Cells 1, 2, 3 - 10
and the normalized stack potential are 0.320, 0.347, 0.354 and 0.350 V respectively.
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where the superscripts j and k refer to cells j and k respectively. It is undesirable to
maintain a non-uniform local current density within each cell because this accelerates
the aging of the cell [167]; in this regard, it is probable that cell 1 (lowest velocity)
would experience age-induced failure first. Therefore, in order to prevent premature cell
failure, it is important that the local current densities be kept as uniform as possible. This
can be achieved via two methods: manufacturing the individual cells to be as uniform
as possible and/or operating the stack at a relatively higher potential. The former would
ensure that the cell-to-cell local current density is uniform, while the latter ensures a
more uniform streamwise current density in each of the cells. Note that operating the
stack at a higher potential entails trading off part of a stack’s power generation capability
in exchange for its longevity.
6.3.4 Parasitic current density
Turning our attention to the parasitic current density, we expect to see higher parasitic
current for cells with normal feed velocity (cells 3 -10); higher inlet velocities imply
higher methanol concentration present in the downstream direction as compared to their
low inlet velocity counterpart. The higher concentration results in greater methanol
crossover due to diffusion which, in turn, contributes to the parasitic current density.
This is indeed the case as shown in figure 6.7; here, we see that cells 3 - 10 have a
significantly higher parasitic current density compared to cell 1, particularly at regions
far away from the inlet. The parasitic current density gives us a measure of the amount
of wasted methanol in the system; ideally, we want to keep it as low as possible. This
can be achieved by operating the stack at a lower potential - higher currents have been
shown to result in lower parasitic currents [168] - though this would result in greater
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Figure 6.6: Local current densities of a 10 cell stack operating at Vstack = 3.5 V for cell 1
(N), cell 2 () and cells 3 - 10 (•). Cells 3 - 10 are operated with the highest anode inlet
velocity; hence, they have the most uniform streamwise local current density profile.
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Figure 6.7: Parasitic current densities of a 10 cell stack operating at Vstack = 3.5 V for
cell 1 (N), cell 2 () and cells 3 - 10 (•). Cells 3 - 10 are operated with the highest
anode inlet velocity; therefore they experience the highest parasitic current due to high
methanol crossover via diffusion.
non-uniformity in cell potentials, similar to the distribution shown in figure 6.5. Our
analytical stack solutions are able to solve for the local parasitic current density in each
cell of the stack, which can subsequently be used to optimize the design of the stack.
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6.3.5 Local methanol mass fraction
We next examine the local methanol mass fraction within each cell within the stack
in figure 6.8. Here, we clearly see the perturbed inlet concentrations resulting from
varying inlet velocities. We are also able to resolve the boundary layer which forms
at the diffusion layer-catalyst interface due to the consumption of methanol at the cat-
alyst. Knowledge of the concentration field allows us to easily compute of the amount
of methanol exiting the cell. In the absence of a recirculation loop, this methanol is
essentially wasted; here, one potential area for future work would be to optimize the
dimensions of the flow channel and diffusion layer in order to minimize the amount of
fuel wasted. Even with a recirculation loop, the amount of methanol exiting the cell is
one of the indicators of its efficiency; ideally, most of the methanol should be consumed
to reduce power consumption of the liquid methanol pump.
On a final note, it could be possible to operate the stack at a higher current than the
limiting current of the worst performing single cell. This is, however, not captured by
the electrokinetics employed here, whence we limit our discussion to the case where
the stack current does not exceed the minimum limiting current in any given cell of the
stack. We do note that it should be possible to extend our study by incorporating the
relevant electrokinetics.
6.4 Chapter highlights
In this chapter, we have derived closed-form analytical solutions for a DMFC stack that
captures the mechanistic transport of electrons, momentum, mass, and species through-
out each and every cell. In short, we decouple every cell from the stack; simplify the
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Figure 6.8: Methanol mass fraction within the anode flow channel and diffusion layer
of cells 1,2 and 3 - 10 of the perturbed stack. The analytical stack solution is able to
resolve the boundary layer formed near the catalyst surface in each cell.
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model by utilizing symmetry and decoupling the anode from the rest of the cell; perform
spatial smoothing and leading order asymptotics to capture leading order phenomena
with minor loss of information; solve every cell analytically and, finally, recouple them
to yield the solutions for the stack. In this work we have assumed that each single cell is
operating at a constant temperature; heat transfer effects can be further incorporated into
the model by decoupling the cells in a stack, applying spatial smoothing to the single
cell model and solving the energy transport equation. The solutions for the single cell
can then be recoupled into a stack before enforcing the stack boundary conditions for
cooling of the edge cells. This has previously been done for a solid-oxide fuel cell with
similar architecture [169].
DMFC stacks can suffer from aging due to constant use; often, the degradation differs
from cell to cell. Failure of a stack is often due to significant damage suffered by a
small number of cells - this can be studied using the analytical solutions. For instance,
blockage of the anode feed manifold would result in low inlet velocity for several cells,
which could lead to reduction in stack performance. Determining which cells in a stack
are problematic experimentally is relatively simple – this can be achieved by monitoring
the individual cell voltages at various current densities. The culprit cell(s) will show ab-
normal cell voltages, e.g. drastically reduced voltage(s) or even negative cell voltage(s).
Determining the underlying cause of the cell problem is more tricky and requires more
analysis. A standard procedure would be to measure the open circuit voltages, as well
as to run the stack under low, medium and high current density to determine what is
causing the damage. Some common diagnostic trends would be: (a) if the open circuit
voltage of the faulty cell is lower than the rest of the cells, there is likely to be crossover
of oxidant into the methanol stream causing mixed potentials. (b) if the cell to cell volt-
age non-uniformity only manifests itself at high current densities, it is likely that the
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reactant passageway into that particular cell is partially blocked resulting in lower flow
rates.
Uncertainty analysis via Monte Carlo methods can also be performed using the stack
analytical solutions, in a similar fashion to what was presented in chapter 5. In this ap-
proach, we can solve for a large number of stacks operating under perturbed conditions
to quantify the uncertainty involved in stack operation. This can further be coupled with
multi-objective optimization to aid stack design; here, a key focus could be on achieving
greater cell-to-cell uniformity at lower cost.
Finally, we would like to highlight that the strategy of fully decoupling every cell in
a stack can be extended to other types of fuel cells and electrochemical systems, for
example, flow batteries, provided each cell is electrically and thermally decoupled.
Chapter 7
Mathematical formulation of a VRFB
Mechanistic mathematical models of VRFBs consist of many coupled, non-linear tran-
sient partial differential equations that govern the conservation of mass, momentum,
species, charge, and occasionally, energy. The transient nature, together with the large
number of degrees of freedom, result in solvers requiring large amounts of computa-
tional cost; this has been noted and pointed out by Shah’s group [31]. This problem is
exacerbated when stacks are brought into the picture; this is perhaps one of the reasons
why there are no mechanistic VRFB stack models available in literature. It is therefore
important to construct a single cell model which offers sufficient accuracy but has low
computational cost in order to act as a building block to study stack level behaviour.
One of the simplest and often applied simplification is dimensional reduction. This
entails going from a full 3D to a reduced 2D model; the current planar structure of a
VRFB further supports this reduction. This simplification retains high accuracy; Ma
et al. have observed negligible (~2%) difference between both models with respect
to the charge-discharge curves [33]. Another commonly applied simplification is the
assumption of isothermal operation. This assumption is supported by thermal models
available in literature; both Shah and Zhang have observed a temperature change of only
2 - 4 K for relatively high applied current densities of 500 - 800 A m−2. Further. the long
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charge-discharge times, low current densities and high heat capacity of the electrolyte
effectively ensure the high fidelity of isothermal models.
In lieu of the above arguments, a transient model accounting for conservation of mass,
momentum, species and charge will be presented in this section. This model is largely
based off the works of Shah and Knehr [29–31, 36] and extracted from [170].
7.1 Model description
Many of the components of the VRFB, such as the frames, end plates and feed con-
nectors, do not participate in its operation; they do not need to be modelled. The core
components - current collectors, electrodes and membrane - are essential and cannot be
excluded. A schematic of the essential computational domains considered is shown in
figure 7.1.
7.1.1 Model assumptions
The core assumptions made in this model are:
1. The membrane is fully humidified.
2. H+ ions can cross the membrane but all other ions cannot.
3. The dilute-solution approximation is valid (proven to incur a maximum error of
9% by Vynnycky) [37].
4. The liquid electrolyte is incompressible.
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Figure 7.1: VRFB model schematic.
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5. The is no volume change due to transfer of water via electro-osmosis.
6. The mass and charge transfer properties of the electrode, electrolyte and mem-
brane are isotropic.
7. Hydrogen and oxygen evolution side reactions are negligible, such that the only















7.1.2.1 Governing equations for electrodes
The governing equations are based on the conservation of species and charge.
At the positive and negative electrodes (pe and ne respectively), we have
∂
∂ t
(εci)+∇ ·Ni = −Si (ne, pe) (7.3)
∇ · is = −Spot (ne, pe) (7.4)
∇ · ie = F∑
i
ziSi (ne, pe) (7.5)
where ci refers to the concentration of species i; Ni refers to the molar flux of species i;
is, ie refer to the current density through the solid and electrolyte respectively; subscripts
s and e refer to the solid electrode and electrolyte respectively; Si is the source term for
species i for the electrolyte; Spot is the source term for solid phase; and zi is the charge of
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that is to say equation (7.3) comprises of 7 separate equations for each positive and neg-
ative electrode. The molar fluxes of each species, Ni, is given by
Ni =− Deffi ∇ci︸ ︷︷ ︸
diffusive flux





where Deffi refers to the effective diffusion coefficient of species i; um,i refers to the ionic
mobility of species i; φ refers to potential; and u refers to the velocity of the electrolyte.
The respective current densities are given by








The current densities obey the conservation of charge, i.e.
∇ · is+∇ · ie = 0 (ne, pe) (7.9)
The aforementioned source terms Si are provided in table 7.1, while Spot is given by
Spot =
 Jneg for negative electrodeJpos for positive electrode (7.10)
The condition of electroneutrality in the electrolytes must also be obeyed, e.g.
∑
i
zici = 0 (7.11)
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H+ −2JposF −Sd −Sd
HSO−4 Sd Sd
SO2−4 Not required Not required
Table 7.1: Source terms, Si, separated by domain where J refers to volumetric current
density and Sd refers to the sulfuric acid dissociation source term. The source term for
SO2−4 is not required because this species is solved using the condition of electroneu-
trality (equation (7.11)).
Here, the electroenutrality condition is used to determine the concentration of SO2−4 .
7.1.2.2 Governing equations for current collectors
At the current collectors (cc), we solve the conservation of charge
∇ · is = −Spot (cc) (7.12)
is = −σs∇φs (cc) (7.13)
Spot = 0 (cc) (7.14)
7.1.2.3 Governing equations for membrane
At the membrane (m), we solve the conservation of charge
∇ · im = 0 (m) (7.15)
im = −σm∇φm (m) (7.16)
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where im refers to the current density passing through the membrane.
7.1.2.4 Governing equations for the electrolyte tanks
At the inlets of the positive and negative electrode, the concentration ci (t) is determined














where Q is the volumetric flow rate; V is the tank volume; and the superscripts “in” and












cidy evaluated at x = L for negative electrode (7.19)
7.1.2.5 Boundary and initial conditions
• At the inlets,
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equation (7.23) was derived by considering the exiting species flux at the outlet
and setting it to ciu. The remaining species flux terms (electrokinetic and diffu-
sive) must be null; hence the concentration gradient in the x direction must be
null.







• At the current collector/electrode interface,
∂φe
∂y
=−n ·Ni = 0 (7.28)
where n is the outward facing unit normal vector to a surface.
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where cmH+ is the fixed acid concentration.
• At the bottom wall of the current collector,
−σs∂φs∂y = iapp (7.32)
where the subscript “app” in iapp refers to applied current.
• At the top wall of the current collector,
φs = 0 (7.33)
• For initial conditions,
ci = c0i (7.34)
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7.1.2.6 Electrokinetics
We adopt Butler-Volmer type of kinetics for the electrochemical reactions taking place





























where a refers to the specific surface area; αneg,αpos are the transfer coefficients; i0,neg, i0,pos
are the exchange current densities for cathode and anode respectively given by






)1−αpos (cVO+2 )αpos (7.38)
where kneg,kpos are reaction rate constants at the negative and positive electrodes respec-
tively.
The overpotential, η , is defined at each electrode as
ηneg = φs−φe−Eeq,neg (7.39)
ηpos = φs−φe−Eeq,pos (7.40)
where Eeq is the equilibrium potential of the half cell calculated using the Nernst equa-
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where E0,neg,E0,pos are the standard reduction potentials for the negative and positive
electrodes respectively.
7.1.2.7 Constitutive relations




The ionic mobility of species i, um,i, can be calculated using the Nernst-Einstein equa-













where β is the degree of dissociation of HSO−4 ; and kd is the dissociation reaction
coefficient.
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7.1.3 Model parameters
The model parameters shown in table 7.2 are based off experiments conducted in [1].
7.2 Numerics
The commercial finite-element solver, COMSOL 4.4, which allows for the solution of
generic differential equations, was employed to solve the model described in this chap-
ter. We employed the following physics modes: (i) Electric currents (ec) for the conser-
vation of charge (electrons and protons) in the electrodes, current collectors and mem-
brane; (ii) Nernst-Planck equation (chnp) for the conservation of species and charge
(ions) in both electrodes; and (iii) global time-dependent ODEs for species balance over
the tank, e.g. equation (7.17). Quadratic Lagrange elements were employed for all vari-
ables; the model was also tested for mesh independence. A mapped mesh was applied
whereby a total of 20 mesh elements were used in the x direction and a total of 93 mesh
elements (3 for the membrane, 5 for each current collector and 40 for each electrode)
were used in the y direction. The mesh was denser at the membrane/electrode interface
compared to the electrode/current collector interface. PARDISO was used as the linear
solver, and backward differentiation formula with adaptive time stepping was used as
the time marching scheme.
7.3 Verification
We compare the model results for the charge-discharge curve to those obtained exper-































kd 104 molm−3 s−1
























Table 7.2: Base case parameters from [1].
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between the simulated model predictions and experiments, hinting that the model was
able to capture all relevant and essential physics.
Note that a total of 72mV was added to the simulated results in order to match the ex-
perimental data; this method has been adopted by previous authors [31, 32, 172]. It was
explained by Knehr and Kumbur [173] as a result of not accounting for proton concen-
tration at the positive electrode, as well as the Donnan potential across the membrane.
Another reason for this could be due to the usage of species concentrations, instead of
activity coefficients, in the half-cell Nernst equations 7.41 and 7.42.
7.4 Chapter highlights
In this chapter we have first laid out the basic assumption and model description used
for our VRFB. A brief schematic of the single cell structure adopting a flow-through de-








, and charge were presented
for the various relevant domains. This was accompanied by the required boundary con-
ditions and coupled to the tank size. A list of base case parameters were presented and
the model was verified against experimental charge-discharge curves provided by oth-
ers. Good agreement was found between the model and the experiment data, indicating
that the model was able to capture relevant and essential physics.
The model presented in this chapter will be analysed as a reference, and leading order
reductions - such as quasi-steady state operation and moving towards a 0D model - will
be presented in chapter 8.
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Figure 7.2: Verification of model simulations (-) and experimental data () from [1] at
a current density of 400Am−2.
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Chapter 8
Leading-order reductions for a VRFB
Recently, mathematical modelling and numerical simulations have come to play an im-
portant part in the research and development of VRFBs. A mathematical model can
provide insight and detailed information about the various physical phenomena that take
place in various functional layers of the flow battery, viz. current collectors, electrodes,
and membrane. The models could be useful for various purposes, e.g. parametric studies
to investigate the effect of the design, material and operating conditions, optimization,
control, and troubleshooting malfunctioning; such studies would be time-consuming
and expensive to carry out experimentally.
In many aspects, most of the VRFB models reported to date [29–36, 38, 172, 174–178]
solve the full set of transport equations numerically without analysing them qualitatively
first, in order to determine whether simplifications might be justified. Only Vynnycky
[37] has analysed the transport phenomena in a VRFB where scale analysis and asymp-
totic reductions were employed to reduce the complexity of the governing equations
and, therefore, their computational cost. Two reductions were proposed in that work:
first, the plug flow in the electrodes at the leading order, and second, negligible species
diffusion terms in the streamwise direction (x-direction in 7.1) as compared to the dif-
fusion terms in the normal direction (y-direction in 7.1) due to the smaller aspect ratio
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(he/L) of the electrodes.
Since the concentration in the electrolyte tanks or the inlet concentration to the flow
battery changes with time during charge/discharge, transient models [29–31, 35–38,
172, 175, 176, 178] are required to capture the dynamic features of VRFB operation.
The first part of this chapter presents a useful model reduction that allows for quasi-
steady state operation to convert the transient model to one that is steady state in nature.
Although this has previously been performed [32–34, 177], the authors did not give any
justification or any explanation on when this is applicable. In this regard, this work
adopts a similar approach to that of Vynnycky [37], i.e. scale analysis and asymptotic
reduction, and derives a condition for when a transient model for VRFB operation can be
reduced to quasi-steady state model, so that time-dependence enters the model equations
only through a boundary condition. The derived condition for quasi-steadiness is then
verified in context of a validated two-dimensional VRFB model.
Detailed transport models for VRFBs usually consider changes in properties in time
and/or space and, thus, consist of coupled non-linear partial differential equations (PDEs)
that govern the conservation of mass, momentum, species, energy, and charge in the var-
ious layers (current collectors, electrodes, and membrane). One of the criteria based on
which these models can be classified is the model dimensionality or the number of spa-
tial dimensions considered: three- (3D) [33, 34, 176, 178, 179], two- (2D) [29–32, 36,
44, 170, 172, 180], one- (1D) [37, 38] and zero-dimensional (0D) models [174, 181].
The associated computational cost for a system of PDEs decreases as the number of
spatial dimensions is decreased. Because of the reduced computational cost, the lower
dimensional models would be more suitable for wide-ranging parametric studies of a
single cell, stack or system, real-time optimization and feedback control; in particular,
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the latter two require solutions within milliseconds [182]. There is thus a need to derive
reduced dimensional models that can predict the cell behaviour at a minimal computa-
tional cost while preserving the essential physics. In light of the pressing need to re-
duce the computational cost of VRFB systems, the second part of this chapter will look
into reducing the number of dimensions of VRFB models whilst maintaining relevant
physics and accuracy.
The work presented in this chapter was based on the work published in [170, 183].
8.1 Scale analysis for quasi-steady state
8.1.1 In the cell
We begin by employing scaling arguments to justify the model reduction from a tran-
sient to quasi-steady state. This is done by exploiting the inherent slenderness of a
typical VRFB where the length of the cell, L, is significantly larger than the thickness
of the carbon felt, he. This allows the use of the narrow-gap approximation, in which
second-order diffusive terms in the x direction are negligible at leading order. In addi-
tion, Vynnycky [37] has shown that the flow in the carbon felts is inherent that of a plug-
flow type, that is to say, convection in the normal direction (y direction) is negligible.
Employing these asymptotic reductions, the species conservation equation described in
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Non-dimensionalizing using the scales
x = LX (8.2)
t = [t]τ (8.3)
y = heY (8.4)
ci = [ci]Ci (8.5)
φe = [φe]Φe (8.6)
Si = [Si] Sˆi (8.7)
where the square brackets indicate the scales, and X ,τ,Y,Ci,Φe, Sˆi are the non-dimensional

































For the process to be quasi-steady state, one or more of the terms on the right hand side
















To further proceed, we need to determine the order of magnitude of the scales. First,
[ci]∼ c0i ∼ 102−103 molm−3, depending on the specific species considered. The scale
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Now using the scales of the base-case parameters shown in table 7.2, the unknown scales
can be computed to be
[φe] ∼ 10−2 to 10−1 V (8.12)
[Si] ∼ 1molm−3 (8.13)
Referring back to equation (8.9), the scales for the right hand side are
uin
L
∼ 10−1 s−1 (8.14)
ziCiDeffi F [φe]
RT h2e
∼ 10−3 to 10−2 s−1 (8.15)
Deffi
h2e
∼ 10−3 s−1 (8.16)
[Si]
[ci]
∼ 10−3 to 10−2 s−1 (8.17)
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For the base case parameters, this translates to a time scale condition that [t] 10s for
the process to be quasi-steady state.
8.1.2 In the tank
We next consider the time scale for electrolyte replacement in the tank. This is given by
a global species balance across the cell, i.e.
[t]∼ V [ci]
Q
∣∣couti − cini ∣∣ (8.20)
In order to determine
∣∣couti − cini ∣∣, we perform a volume integral over the electrode vol-














where n is the outward pointing unit normal vector of the surfaces. Since the walls of
the electrode in the y and z direction are impermeable to the vanadium species, the flux
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The left hand side of equation (8.24) refer to the molar flow rates in and out of the elec-
trode respectively; it has previously been shown in equation (8.18) that this is convective
in nature at leading order. Hence,
Q
∣∣∣couti − cini ∣∣∣ ∼ iappwcellLεF (8.25)






which can be evaluated to be [t] ∼ 103 to 104 s. This charge/discharge time is of the
same order of magnitude observed experimentally [1].
Returning to the initial assumption of neglecting the ∂∂ t (εci) term in moving from equa-
tion (8.21) to equation (8.22), we note that the time scale for the tank, [t]∼ 103 to 104 s,
satisfies the quasi-steady state condition for the cell, [t] 10s, therefore justifying the
removal of the ∂∂ t (εci) term.
8.2 Numerics and verification for quasi-steady state
The quasi-steady state approximation was simulated in COMSOL 4.4 with conditions
similar to those presented in chapter 7, except that global time-dependent ODEs for
species balance over the tank were not included. Instead, inlet concentration boundary
conditions were specified according to those obtained from the transient model. The
direct solver, MUMPS, was employed as the linear solver.
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Figure 8.1: A comparison of simulated and experimentally measured charge-discharge
curves at a current density of 400Am−2 using the data and results of Knehr [1]. Exper-
imental measurements () , and corresponding transient (-) and quasi-steady state (×)
model predictions.
The charge-discharge curves obtained from the quasi-steady state approximation (shown
in figure 8.1) were compared against experimental results of [1] and the full transient
simulations presented in chapter 7 (forming part of figure 7.2). The good agreement
between the quasi-steady state model and the full transient simulation indicates that the
former is able to capture relevant and essential physics.
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8.3 Scale analysis for reduction of dimensionality
The model reduction from 3D to 2D is relatively straightforward and does not require
detailed analysis. In short, the geometry of the porous carbon felt electrodes, membrane,
and current collector allows for a reduction from a three (x,y,z) to two (x,y) dimensions
if the edge effects are neglected. Here, the 2D model ought to be able to capture the
behaviour of a 3D cell.
However, the moving from a 2D model to a 1D or 0D model needs to be carefully stud-
ied in order to ensure that loss of fidelity is kept to a minimum. This can be achieved
through scaling analysis and asymptotic reductions to reduce the complexity of the gov-
erning equations, and by extension the associated computational costs whilst retaining
essential physics.
We first consider the species conservation within the electrodes, and aim to show that the
change in concentrations are minimal compared to the overall concentration. This will
eliminate the need to solve for the species concentrations in the Nernst-Planck equation
(equation (7.3)). We begin by referring to the previously derived scale for change in
concentration, given by ∣∣∣couti − cini ∣∣∣∼ iappwcellLεQF (8.27)
For the change in concentrations to be minimal compared to the overall concentration,
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the condition








must be imposed, where Λ is a non-dimensional number related to the inverse of the
VRFB stoichiometric number.
For the typical geometry and operational parameters, we note that the value of Λ indeed
lies within the required bound. table 8.1 shows earlier experimental and/or simula-
tion work available from literature; the results show that the value of Λ is generally of
the order of 10−2 to 10−3. Therefore, there is no need to solve for the species con-
servation equation unless one is interested in non-leading order phenomena or spatial
disturbances.
Moving on, we next consider the charge conservation at the current collectors, porous
electrodes and membrane (equation (7.4),equation (7.5),equation (7.12),equation (7.15)).
Sharma et al. [165, 166] have previously found that the potential gradient along the
current collector is negligible compared to the potential drop through the membrane





table 8.1 indicates values ofΘ computed from literature; here we again see thatΘ ranges
from 10−2 to 10−4 which clearly fulfil the required bound. This implies that potential
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where the subscript k refers to the various computational domains (m, cc, pe, ne);
ηact,pos,ηact,neg refer to the activation overpotentials; and Erevcell is given by by the Nernst















and the activation overpotentials given by the Butler-Volmer equation (assuming equal
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References Λ Θ
Ma et al. [33] 1×10−2 4×10−3
Zheng et al. [34] 7×10−3 2×10−3
Shah et al. [29, 172] and Oh et al. [176] 7×10−2 1×10−2
You et al. [32], Vynnycky [37] and Chen et al. [38] 4×10−3 1×10−3
Al-Fetlawi et al. [30, 31] 7×10−2 1×10−2
Yin et al. [178] 5×10−3 2×10−2
Knehr et al. [1] and Sharma et al. [170] 7×10−2 8×10−4
Xu et al. [184] 5×10−3 1×10−2
Xu et al. [177] 5×10−3 5×10−4
Xu et al. [189] 6×10−3 2×10−3
Wandschneider et al. [190] 3×10−2 1×10−2
Table 8.1: Values of the non-dimensional numbers Λ and Θ. Note that the electronic
conductivity of the current collector has been taken to be ~105 Sm−1 (typical value of
graphite).
8.4 Numerics and verification for reduction of dimen-
sionality
We have thus far secured two non-dimensional numbers (Λ,Θ) that characterize the
reduction in dimensionality for a VRFB. In order to verify the fidelity of the model re-
duction, we compare charge-discharge curves for three different current densities - 300,
400 and 500 Am−2 - from the 0D model against its 2D counterpart (see figure 8.2).
Here, we obtain the inlet concentrations as a function of time from a macroscopic bal-
ance over the flow battery/electrolyte tank [32, 34, 174, 191]. Overall, the agreement is
good with a maximum relative error of less than 1%. This suggests that the dimension-
reduced model is able to capture sufficient physics to reproduce the charge-discharge
curve.
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Figure 8.2: Charge-discharge curve at current densities of 300 (red), 400 (blue) and 500
(green) Am−2 from experiments () [1], and corresponding 2D (-) and 0D (×) model
predictions.
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8.5 Chapter highlights
In this chapter, we have first presented an asymptotic model reduction to move away
from a transient model towards one that is instead quasi-steady state. This was ac-
complished by non-dimensionalizing the governing equation for species transport and
analysing it using scaling analysis; the result was a requirement that if [t] 10s, quasi-
steady state analysis can be applied for VRFB analysis.
The simplification from a transient model to quasi-steady state represents significant
savings with regard to computational cost. Shah et al. have previously noted long sim-
ulation times required to achieve acceptable levels of accuracy for their model [192];
application of the quasi-steady state approximation is expected to significantly lower
the computational time required. The work presented here adds on to the reduced mod-
elling framework previously proposed by Vynnycky [37]; it is expected that these pro-
posed asymptotic reductions will enable the rapid modelling, design and optimization
of VRFB stacks similar to what has been achieved for fuel cell stacks [101, 164, 193].
The scales provided here will also prove helpful in obtaining control parameters for use
in more advanced VRFB operating systems.
The next part of the chapter sought to derive an asymptotically reduced 0D model
via scale analysis to further decrease the computational cost of solving detailed trans-
port models for VRFBs whilst preserving the essential physics. The scale analysis, in
essence, results in two non-dimensional numbers and their bounds, i.e. Λ 1 and
Θ 3 to support the reduction in dimensionality from 2D to 0D. The fidelity of the
reduced model was verified by comparing the charge-discharge curves with those of the
full 2D model. Thus, one need not resolve the 2D concentration and potential profiles to
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predict the overall cell behaviour at such low current densities on the order of 102 to 103
Am−2. As expected, significant computational savings both in terms of memory usage
and execution time were achieved. The low computational cost should allow for various
applied studies on VRFBs, e.g. optimizing operating and design parameters, real-time
optimization and feedback control of the single cell, stack or system.
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Chapter 9
Pulsating electrolyte flow in a VRFB
VRFBs are a potential solution to the ever increasing demand for large scale energy
storage devices in the twenty-first century. One of the major advantages VRFBs offer
over other flow batteries with different chemistries is their resistance to electrolyte cross-
contamination, giving them a theoretically infinite lifespan. First pioneered by Skyllas-
Kazacos at the University of New South Wales [194–196], research has mainly focused
on electrode [197–202], electrolyte [203–205] and membrane treatment [206, 207] in
order to achieve high energy efficiencies.
In comparison, much fewer work has been performed in the area of increasing system
level efficiency, particularly in addressing the primary source of auxiliary power con-
sumption - the pumps used to drive electrolyte through the VRFB. For a near-to optimal
design, these pumping energies have been shown to lower efficiencies by close to 10%
[208]; this could potentially be higher if shunt current reducing designs are adopted via
extending the channel lengths. In addition, pumps have been estimated to cost between
5 -14% of the entire capital cost of a VRFB system [209]. It is therefore of interest, both
from an efficiency and cost point of view, to attempt to reduce the pumping power or
frequency of a VRFB.
To this end, Ma et al. [210] introduced a strategy in which the flow rate is kept low for
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the bulk of the charging process and increased 3.5 times towards the end of charging.
This allowed them to reduce concentration polarization, which primarily manifests itself
towards the end of charge, whilst keeping the system efficiency at 66.5%. Tang et al.
[181] took this concept one step further and demonstrate via simulations the feasibility
of applying a fully variable flow rate by maintaining a pre-determined stoichiometric
number throughout the charge-discharge cycle. One common point between these two
studies, however, is that the pumps need to be in constant operation, which could poten-
tially lead to higher wear and by extension, maintenance cost.
The work presented in this chapter seeks to demonstrate the use of pulsating electrolyte
flow with various resting intervals in order to reduce the pumping energy required. It
also aims to elucidate the impact of concentration polarization during no-electrolyte
flow regimes in a VRFB in contrast to continuous flow systems. The unoptimized results
indicate that significant reductions of more than 50% in pumping energy can be achieved
whilst incurring an energy efficiency loss of only 3.4%, implying that adopting such a
flow strategy could improve the system level efficiency of a VRFB.
The work presented in this chapter was based on the work published in [211].
9.1 Experimental procedures
A single cell VRFB was fabricated in-house to study the effects of pulsating electrolyte
flow on its performance. The cell comprised stainless steel end plates, porous carbon
felts to act as electrodes, graphite bipolar plates, gaskets and a proton exchange mem-
brane. The carbon felt (SGL, Sigracell GFD 4.6 EA) was heat treated at 400C for 24
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hours to activate its surface and increase its hydrophilicity. The membrane (Nafion 115
from Ion Power) was soaked in boiling 3% H2O2, boiling 0.5 M sulfuric acid and boil-
ing de-ionized water for 1 hour each, in that order. In-between each step, it was further
rinsed with de-ionized water.
The dimensions of each electrode after assembly were 5.4 cm (streamwise) by 3.7 cm
(spanwise) by 3 mm (thickness), corresponding to an effective area of 20 cm2, a com-
pression ratio of approximately 30% and a final porosity of 89%. It was operated in
co-flow mode at room temperature of 25C. A separate small monitoring cell was placed
at the outlet of the single cell to monitor the open circuit potential. The monitoring cell
was constructed using identical materials and had an effective area of 1 cm2.
Two peristaltic pumps of the same type (Williamson Manufacturing Company Limited)
circulated the electrolyte. Prior to operation, the flow rate was calibrated in situ by
varying the voltage and measuring the time taken to cycle 20 ml of electrolyte. The
calibration was repeated 5 times to ensure repeatability. The flow rate was 0.361±
0.002 mls−1 for both positive and negative electrolytes in all experiments. An in-house
fabricated control board was used in tandem with a power source to operate the pumps
in pulsation mode as well as to measure the total energy consumed.
The electrolyte was formulated by first dissolving the appropriate amount of vanadyl
sulfate (Aion Scientific Pte Ltd) in 3 M sulfuric acid to give 1.5M VO2+. 50 ml of the
electrolyte was placed in the positive tank and 25 ml was placed in the negative tank.
The electrolyte was then charged at a constant current (50 mAcm−2) and subsequently
at constant voltage (1.65 V) to obtain yellowVO+2 solution in the positive tank and violet
V2+ solution in the negative tank. 25 ml of the VO+2 was removed and the electrolyte
fully discharged to yield 25 ml of 1.5 M VO2+ as the positive electrolyte and 1.5 M V3+
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Figure 9.1: Schematic of experimental setup, with the inclusion of a small monitoring
cell to capture open circuit potential and electronic control boards attached to pumps to
create pulsating electrolyte flow.
as the negative electrolyte. During all experiments, nitrogen was continuously pumped
into both tanks to prevent unwanted oxidation of V2+.
A potentiostat/galvanostat (Metrohm, Autolab PGSTAT302N with FRA32M) charged
and discharged the single cell at a constant current of 1 A (50 mAcm−2); it measured the
potential difference across the single cell. The monitoring cell, along with a personal
computer, kept track of the open circuit voltage. The open circuit voltage provided a
measure of the state-of-charge (SOC) of the VRB and controlled when to switch from
charging to discharging of the single cell or vice versa. While other SOC measurement
methods have been reported in literature, for instance absorption spectroscopy [212],
UV-vis and conductivity based measurements [213], using the open circuit potential
was the easiest and required the least amount of hardware. A schematic of the overall
experimental setup is illustrated in figure 9.1.
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9.2 Results and discussions
9.2.1 State-of-charge calibration
One charge-discharge cycle was first performed on the single cell under galvanostatic
conditions of 50 mAcm−2 for a voltage range of 0.8 - 2.0 V. Both the single cell po-
tential as well as the open circuit potential were recorded simultaneously as shown in
figure 9.2. The steep change in single cell potential towards the end of charge and dis-
charge implied that the electrolyte was close to full and zero charge respectively. The
open circuit potential was observed to be symmetrical about the time of full charge,
implying that both electrolytes were balanced. The difference between the single cell
potential and open circuit potential is due to polarization, namely from activation, con-
centration and internal resistance. A quick comparison of the single cell voltage and
open circuit potential in figure 9.2 shows that the polarization is generally SOC inde-
pendent, except towards the end of charge and discharge, where concentration polariza-
tion increases significantly due to increased mass transfer limitations resulting from low
relevant electrolyte concentration.
Based on the results shown in figure 9.2, the open circuit potential at SOCs was found by
recognising the linear relationship between time and SOC. The open circuit potentials
corresponding to a SOC value of 10% and 90% were determined to be 1.33 V and 1.53 V
respectively. Subsequent experiments were carried out within this open circuit potential
range. The use of open-circuit instead of single cell potential as a control was to ensure
that the battery was always cycled between the same SOCs, in order to allow for fair
comparison to be made with regards to energy efficiencies.
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Figure 9.2: Charge-discharge calibration curve performed at 50 mAcm−2 with the sin-
gle cell voltage (-) and open circuit potential (–) under constant flow conditions. The
open circuit potential at 10% SOC and 90% SOC was determined to be 1.33 V and 1.53
V respectively.
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9.2.2 Effect of pulsating flow on performance
The setup was first charged and discharged under constant electrolyte flow rate to obtain
the baseline performance. It was subsequently run with pulsating electrolyte flow with
the convention ton : toff, referring to electrolyte flowing for ton seconds followed by com-
plete flow termination for toff seconds and repeating periodically. A total of 4 different
periods were tested: 10:0 (continuous flow), 10:5, 10:10 and 10:20. figure 9.3 shows the
difference between the 4 periods. The 10 s of electrolyte flow, at the stipulated flow rate
of 0.361 mls−1, was able to refresh 68% of the existing electrolyte within the electrodes

















where SOC refers to the state-of-charge; and I refers to the applied current. The oper-
ating conditions corresponded to a range of stoichiometric numbers (computed at 90%
SOC during charge) from 1.7 to 5.2; the former refers to the 10:20 setup while the lat-
ter refers to the continuous flow setup. The stoichiometric numbers adopted compare
well against commercial VRBs; for instance, Ma et al. [210] adopted a stoichiomet-
ric number of 2.9 (computed at 90% SOC during charge) for a kilo-watt class VRFB
system.
A compilation of the charge-discharge curves, along with their corresponding open cir-
cuit voltages, are shown in figure 9.4. Operating a VRB under constant electrolyte flow
(10:0) yields the highest battery energy efficiency of 83.9%. This is evident from the
lower polarization both during charge and discharge, as shown by the smaller difference
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between single cell and open circuit voltage in figure 9.4. For example, the difference
during charge at 20% SOC amounted to 0.08, 0.11, 0.12 and 0.13 V for the 10:0, 10:5,
10:10 and 10:20 setup respectively. Energy efficiencies of 83.9%, 83.5%, 81.7% and
80.5% were obtained for systems run under continuous, 5 s, 10 s, and 20 s no-flow in-
tervals respectively. This indicated that the energy efficiency of the battery was inversely
related to the magnitude of no-flow duration. It was also further observed that the fluc-
tuating voltages obtained were higher towards the end of charge and end of discharge
for all cases, in particular, for the 10:20 flow setup.
In order to investigate further, magnified plots of the charge and discharge curve under
different SOCs are given in figure 9.5 and figure 9.6 respectively. Here, the effect of
pulsing electrolyte through the battery can be seen clearly; for instance, in figure 9.5,
the potential drops when the electrolyte is pumped through the battery and rises when
the electrolyte flow is terminated. At a SOC of 20%, the increase in potential during no-
flow regime is slightly smaller than its 80% SOC counterpart. A similar argument can
be put forth for the case of discharge. More interesting, however, is the shape in which
these curves take during the period of electrolyte cut-off: concave downward for charge
and concave upward for discharge. For simplicity, we consider the case of charging for
the following analysis but note that a similar line of thought can be applied for the case
of discharging.
9.2.3 Analysis on impact of pulsating flow
To better understand the effects of pulsating electrolyte flow, the magnitude of change in
single cell voltage, ∆Vcell, over the no-flow duration at different SOCs was extracted and
§9.2 Results and discussions 149
Figure 9.3: Time-dependant volumetric flow rate of electrolyte under differing con-
stituent periods represented in compact notation ton : toff: (a) 10:0 (continuous flow), (b)
10:5, (c) 10:10, and (d) 10:20.
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Figure 9.4: Charge-discharge curves performed at 50 mAcm−2 under constant flow (-),
10:5 (-), 10:10 (-) and 10:20 (-) pulsating flow conditions. The dotted lines (–) represent
the respective open circuit potentials.
presented in figure 9.7. During charging, at lower SOC of 20%, the change in voltage
for all three systems adopting pulsating electrolyte flow is lower than their counterparts
at a higher SOC of 80%. This can be attributed to the higher concentration of reactants
(V3+ and VO2+) available for reaction at low SOC, causing in a smaller increase in
open circuit potential, ultimately resulting in a smaller increase in single cell voltage.
The same argument can be applied during the discharge process to explain the lower
increase in single cell potential at higher SOC.
We postulate that there are two effects at play when the electrolyte is cut-off: first, an
increase in open circuit potential owing to a decrease in electrolyte concentration within
the electrode. The open circuit potential, Eeq, for a VRFB can be described with the
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Figure 9.5: Magnified view of cell potential during charge at (a) 20% and (b) 80% SOC
for constant flow (-), 10:5 (· · ·), 10:10 (- · -) and 10:20 (–) pulsating flow conditions.
The portions during which cell potential decreases corresponds to the period which elec-
trolyte is permitted to flow; conversely, the rapid increase in cell potential corresponds
to the no-flow period.
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Figure 9.6: Magnified view of cell potential during discharge at (a) 80% and (b) 20%
SOC for constant flow (-), 10:5 (· · ·), 10:10 (- · -) and 10:20 (–) pulsating flow con-
ditions. The portions during which cell potential decreases corresponds to the period
which electrolyte is permitted to flow; conversely, the rapid increase in cell potential
corresponds to the no-flow period.




























The reduction from equation (9.3) to equation (9.4) is based on the assumption that the
electrolyte is fully balanced, i.e. cV3+ = cVO2+ and cV2+ = cVO+2 .
The concentration of the various vanadium species can be determined using a global


















V takes on different values depending on whether electrolyte is permitted to flow; dur-
ing no flow periods it refers to the volume of the electrode alone, and during flow pe-
riods it refers to the combined volume of the electrode and tank. It can be seen from
equation (9.5) that the change in vanadium concentrations during no flow periods is sig-
nificantly higher compared to when electrolyte is circulated; this can be attributed to the
large difference between tank volume (ca. 19.7 ml) and electrode volume (5.3 ml).
However, a scaling analysis of equation (9.3) - equation (9.6) during the no-flow period
shows that the increase in cell potential depicted in figure 9.5a and b cannot be solely
attributed to the increase in open circuit potential due to higher rate of vanadium con-
centration change. For instance, at 20% (figure 9.5a), the scales for the 10:20 setup























These scales, when applied to equation (9.3), give an estimate for the increase in single
cell potential, [4Eeq]∼ 4×10−3 V (9.14)
which is one order of magnitude lower than the observed increase in single cell potential
of 0.037 V, as illustrated in figure 9.7.
Furthermore, an increase in the open circuit potential would manifest itself in a logarith-
mic shape, that is, concave downward for SOCs of less than 50% and concave upward
for SOCs of greater than 50%, as described in equation (9.4). The fact that this is not
observed in our experimental results suggests that the increase in potential cannot, at
leading order, be attributed to concentration changes resulting in change in open circuit
potential.
The second possible explanation for both the shape and magnitude of the increased po-
larization could be due to mass-transfer effects where the reactants (V3+ and VO2+ for
§9.2 Results and discussions 155
Figure 9.7: Magnitude of increase in single cell voltage during 10:5 (), 10:10 ()
and 10:20 () no-flow periods under different SOC conditions for both charge and dis-
charge.
charging) need to rely purely on diffusion, as opposed to being assisted by convection,
to travel from the bulk to the surface of the fibres of the carbon felt electrode in order to
react.
9.2.4 Impact of stoichiometric number
The length of time in which the pump was turned off, toff, directly affects the time-
averaged stoichiometric number as shown in equation (9.1) and equation (9.2). For
a continuous electrolyte flow system, the stoichiometric number is known to directly
affect overall VRFB performance, primarily through concentration polarization [181].
However, the impact of stoichiometry when the electrolyte is pulsated through the sys-
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tem is less clear, particularly during the no-flow period.
Based on the change in potential for the 10:5 and 10:10 system shown in figure 9.7, it
appears that stoichiometry does not significantly impact performance. During charge,
the change in potential increased from 0.025 to 0.027 V at 20 and 80% SOC respectively
for the 10:5 setup; similarly, the change in potential increased from 0.041 to 0.042 V for
the 10:10 setup. The difference in stoichiometry for these comparisons is five-fold. The
small differences in voltage change hint that if there is sufficient reactant, stoichiometry
does not contribute at leading order to the change in potential during the no-flow periods.
However, significant difference in voltage change was observed for the 10:20 control
scheme. Here, the voltage change was observed to increase from 0.037 to 0.052 V
during charge, and decrease from 0.067 to 0.053 V during discharge. This is likely due
to the lack of reactant. Therefore, in order to minimize the voltage fluctuations and
improve overall energy efficiency, it is important to choose a suitable time-averaged
stoichiometric number prior to adopting pulsating electrolyte flow. Some parameters
which are directly linked to stoichiometry are the volumetric flow rate, as well as the
on-off durations for the pump.
9.2.5 Effect on pumping energy and overall system efficiency
The main advantage of adopting a pulsating electrolyte flow lies in the reduced energy
required to drive the pumps. A comparison of this energy, along with the energy ef-
ficiencies, is provided in figure 9.8. The 10:5, 10:10 and 10:20 system required only
64.2%, 58.0 and 48.5% of the pumping power needed for fully continuous flow, respec-
tively. Longer no-flow periods resulted in lower total pumping energy required. At the
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Figure 9.8: Comparison of energy efficiency () and pumping costs () between dif-
ferent pulsating periods. Longer no-flow duration results in a slight decrease in energy
efficiency and a signicant decrease in pumping cost.
same time, a rapid increase in polarization, followed by a slower rate of increase, when
electrolyte flow is terminated was observed in figure 9.5 and figure 9.6. In other words,
if a pulsating electrolyte flow system was to be implemented, a longer no-flow dura-
tion might provide a higher overall efficiency from a system level perspective. More
in-depth optimizations, including SOC dependant no-flow durations, can be studied in
order to elucidate design guidelines as to the optimal configuration.
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9.3 Chapter highlights
In this chapter, a novel way of supplying electrolyte in a VRFB has been presented;
here, we alternate between periods in which the electrolyte flows into the electrodes and
complete flow termination. We have varied the period of flow termination and measured
both the charge-discharge profiles as well as the total amount of energy consumed by
the pumps in order to quantify the benefits of adopting such a electrolyte flow system.
The round-trip efficiency was found to decrease slightly from 83.9% to 80.5% with in-
creased flow termination duration, primarily due to higher concentration polarization.
This polarization stemmed from the increase in mass-transfer resistance due to reactants
relying on pure diffusion to the surface of the electrode, as opposed to being assisted by
convection. On the other hand, the amount of energy consumed by the pumps were re-
duced significantly due to the reduced utilization period. The more than 50% reduction
in pumping energy costs, coupled with the minimal 3.4% decrease in energy efficiency
for the current setup, implies that pulsating operation of a VRFB could provide an effi-
cient engineering solution from a system level perspective.
Chapter 10
Electrode study for VRFBs
VRFBs have long been touted to have a long lifespan of approximately 20 years. This
is primarily due to the fact that an ideal VRFB system is (i) a fully closed battery sys-
tem with fully reversible chemical reactions; and (ii) electrolyte crossover through the
membrane does not result in capacity degradation due to identical elements - vanadium
- being used for the anolyte and catholyte.
However in practice, there are several other challenges which could affect the lifespan
of VRFBs. For the electrolyte, there must be no air-oxidation of the V2+ species; this
is relatively easy to achieve via blanketing the negative electrolyte with nitrogen. In
addition, there must be no internal or external leakage; in particular, external leakage
will result in a permanent loss in capacity. For the carbon electrodes, there must be (i)
no change in surface groups as this will affect the number of active sites and electron
conductivity; (ii) no change in bulk mechanical properties as this will affect contact
resistance; and (iii) no change in chemical content, i.e. the carbon-oxygen ratio should
be consistent and the electrode should not get oxidized over time.
In this chapter, we will focus on the electrodes to ascertain if they are indeed able to
fulfil the longevity requirements for commercial VRFB applications.
This work was presented at [214].
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10.1 Ideal electrode characteristics
There are several stringent requirements for the electrode of a VRFB. These include,
but are not limited, to:
• Large specific surface area;
• High electron conductivity;
• High mechanical stability;
• Low contact resistance with current collectors and/or bipolar plates;
• Able to withstand highly acidic and oxidative conditions within the VRFB;
• Low cost.
Presently, most commercial VRFB systems adopt porous carbon felt electrodes largely
due to their low cost. However, the recent years have seen several research groups
propose replacing the felt-type electrodes to carbon paper-type electrodes [215–219],
similar to that of a fuel cell (except without hydrophobic treatment). The reported per-
formance of these carbon paper-type electrode cells are generally higher than those of
carbon felt-type electrodes (~3000 Am−2 vs ~1000 Am−2); however, the high cost of
carbon paper restricts its commercial adoption for industry-relevant large scale energy
storage applications.
Using porous carbon felt electrodes, however, comes with its own set of challenges
such as (i) low electrochemical activity; (ii) inadequate wettability; and (iii) potential
risks of electrochemical oxidation during operation. These directly result in (i) lower
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current and, by extension, power density; (ii) high overpotentials due to hindered mass
transport; and (iii) deteriorating performance during repeated cycling tests.
In order to address these issues, carbon felt electrodes are typically modified via treat-
ment prior to use. Common types of treatment include heat treatment [216, 220]; chem-
ical treatment; and doping with electrocatalysts [221–225].
10.2 Experimental procedures
A single cell VRFB described in section §9.1 was used to study the importance of good
carbon electrodes on performance and stability. In short, the single cell had a an effec-
tive area of 20 cm2 and utilized porous carbon felt (SGL, Sigracell GFD4.6 EA) as elec-
trodes. A potentiostat/galvanostat (Metrohm, Autolab PGSTAT302N with FRA32M)
charged and discharged the single cell at a constant current of 1 A (50 mAcm−2) within
a potential range of 0.8 to 1.65V; it was also used to perform electrochemical impedence
spectroscopy (EIS) with a frequency range of 10−2 to 105 Hz. FESEM images of the
electrodes were taken using JEOL JSM - 6700. The wettability of the electrode was ex-
amined using contact angle measurements KRUSS DSA100 Easydrop while XPS analy-
sis was performed using VG ESCA 220i-XL Imaging XPS (last calibrated in September
2012) at the Institute of Materials Research and Engineering. Monochromatic Al Kα
X-ray (hv = 1486.6 eV) was employed for analysis with photoelectron take-off angle
of 90o respect to the surface plane. The analysis area was approximately 700 µm in
diameter while the maximum analysis depth lay in the range of 4 - 8 nm. Ar+ ions
with energy of 3k eV and a flux of 1 mA were used for sputtering. The sputtering rate
on SiO2 was calibrated to be 2.0 nm/min using the same sputtering condition. Survey
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spectra were acquired for elemental identification while high-resolution spectra were
acquired for chemical state identification and surface composition calculation. Charge
correction was based on adventitious C1s at 285.0 eV using the manufacturer’s standard
software. For chemical state analysis, a spectral software deconvolution was performed
by a curve-fitting procedure based on Lorentzians broadened by a Gaussian using the
manufacturer’s standard software. The error of binding energy is estimated to be within
± 0.2eV.
10.3 Results and discussions
High resolution images of the carbon felt were first taken using a FESEM as shown
in figure 10.1. It was observed that the individual fibres in the carbon felt were of a









Figure 10.1: FESEM images of Sigracell GFD 4.6EA carbon electrode.
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Treatment Average contact angle (o) Comments
Original with no treatment 139.5 Hydrophobic
Heat-treated at 400C for 6 hrs 125.4 Hydrophobic
Heat-treated at 400C for 24 hrs 0 Highly hydrophilic
Table 10.1: Contact angle characterization of treated and non-treated carbon electrode.
Contact angle measurements were next performed on the felt samples to ascertain their
hydro- or hydro- philicity. The results are shown in table 10.1. The original and sample
heat-treated for 6 hrs (at 400oC) remained hydrophobic; however, prolonged heat treat-
ment for 24 hrs resulted in a highly hydrophilic carbon felt. In light of the hydrophilic
nature of the 24 hr treated carbon felt, it was decided that subsequent testing would be
performed using this electrode in order to minimize concentration overpotentials and
increase cell performance.
The single cell was subsequently cycled multiple times in order to ascertain the stability
of the electrodes. The results are shown in figure 10.2 and figure 10.3. It was observed
that while the initial energy efficiency and capacity were extremely high at 88.5% and
4.5 kJ respectively, this performance deteriorated rapidly over around 30 cycles, eventu-
ally reaching 75.5% and 2.6 kJ respectively. This implies that one or more components
within the cell was rapidly being degraded during charge and discharge, as both ca-
pacity and efficiency were decreasing during use. It was also visually observed during
operation that after multiple cycling, the negative electrolyte could reach the correct
purple (V2+) and green electrolyte (V3+) during fully charged and discharged states re-
spectively; however, the corresponding colours for the positive electrolyte, e.g. yellow
(VO+2 ) and blue (VO
2+), could not be observed. suggesting some form of electrolyte
imbalance caused by the electrodes.
In order to further characterize this phenomena, EIS was performed at several stages
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Figure 10.2: Capacity fading of a VRFB.
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Figure 10.3: Decreasing efficiency of a VRFB.
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Figure 10.4: Electrochemical impedence spectroscopy performed on the full cell.
in-between the charge-discharge process as depicted in figure 10.4. It is clear that re-
peated cycling has minimal to no impact on the ohmic resistance of the cell; this can
be inferred from the similar x intercepts (refer to black bars in figure 10.4) for the high-
frequency regime. On the other hand, repeated cycling has significant impact on the
charge-transfer resistance of the cell; this is evident from the increasing size of the semi-
circle depicted by the blue, red, green and purple bars in figure 10.4. This implies that
during the charge-discharge process, the charge transfer resistance of the cell increases.
This is consistent with the data presented in figure 10.2 and figure 10.3; the increasing
charge transfer resistance results in lowered efficiency due to higher overpotentials and
lowered capacity due to an earlier cut-off potential.
XPS was subsequently employed to study the anode and cathode electrode individually
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Prior to use Anode (after 40 cycles) Cathode (after 40 cycles)
Elemental composition
C1s 99.1% 95.5% 92.3%
O1s 1.4% 4.5% 7.0%
Chemical states and composition of carbon
C-C 13.5% 9.8% 11.4%
C=C 81.5% 81.0% 79.5%
C-O 5.0% 9.2% 9.1%
Chemical states and composition of oxygen
OH - 25% 69%
H-O-H - 75% 31%
Table 10.2: First sample studied using XPS.
Sample O/C ratio C O
Oxygen containing groups
-OH H-O-H
(atomic %) (atomic %) (atomic %) (atomic %)
Original untreated felt 0.013 98.7 1.3 2 -
Heat-treated for 6 hrs 0.009 99.1 0.9 1.4 -
Heat-treated for 24 hrs 0.014 98.6 1.4 1.3 -
Operated at anode 0.047 95.5 4.5 3.8 1.3
Operated at cathode 0.076 92.3 7.0 6.0 2.7
Table 10.3: Second sample studied using XPS.
in order to ascertain if there were differences between the two. The results are shown
in table 10.2 and table 10.3. Several conclusions could be drawn from the XPS results:
(i) the oxygen content for both anode and cathode electrode increases after cycling,
suggesting that the electrode is being oxidized during operation; (ii) C-C bonds are
being oxidized into C-O bonds; (iii) the oxygen groups are primarily -OH groups, with
no C=O or COOH groups observed.
One possible explanation for the observed phenomena lies in the oxidation of the carbon
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C+H2O → COH+H++ e− (10.3)
During charge reactions equation (10.2) and equation (10.3) simultaneously occur, re-
sulting in a form of electrolyte imbalance where the concentrations of VO2+ are not
equal to that of V3+. The opposite can occur during discharge.
The proposed carbon oxidation reaction can explain with the aforementioned visual ob-
servation where the “correct” colours for the positive electrolyte were not observed after
several cycles. In addition, the formation of COH agrees well with the XPS analysis
where most of the oxygen groups formed were -OH groups. In addition, the formation
of -OH groups could result in an increased charge-transfer resistance observed through
EIS. It is known that it is possible to electrochemically etch carbon bipolar plates un-
der high potentials as shown in figure 10.5; a slower variant of this process could be
occurring in the electrodes.
10.4 Chapter highlights
In this chapter, we have presented data which shows that while thermally treated SGL
Sigracell GFD4.6 EA electrodes can achieve high initial round-trip efficiencies, there is
a rapid loss of capacity and efficiency over tens of cycles. The reason for this is due to
an increasing charge transfer resistance stemming from the oxidation of the electrode
170 Electrode study for VRFBs
Figure 10.5: Unwanted electrochemical etching of carbon bipolar plates.
at both anode and cathode. This is unacceptable for commercial applications, espe-
cially since VRFBs have been touted to have an extremely long lifespan as compared to
conventional li-batteries. As such, a change of electrode type is recommended; subse-
quent testing on SGL GFA6 EA has not revealed deteriorating performance over cycle
number.
Chapter 11
Conclusions and future work
The overall objective of this research study is to develop computationally-efficient math-
ematical models of DMFC and VRFB single cells for applied studies. This will open
the way for a number of wide-ranging applied studies, some of which have been demon-
strated in earlier chapters. The achievements and recommendations for future work can
be summarized below.
11.1 Summary of results
A three-dimensional, single phase DMFC model was developed by first presenting a list
of commonly used assumptions - for instance, steady-state and isothermal operation;
well hydrated membrane; Tafel-based kinetics etc. The relevant conservation equations
for mass, momentum and species for both the anode and cathode were then presented
and coupled with the appropriate boundary conditions, particularly at the membrane-
diffusion layer interface. The proposed model was subsequently solved numerically
and validated against experiments with good agreement across a range of methanol feed
concentrations.
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The techniques involved to obtain leading order analytical solutions for a DMFC were
then presented and justified. In short, these involved (i) decoupling of the cathode and
the anode; (ii) invoking symmetry arguments; (iii) calibration and validation of the 3D
formulation with experiments; (iv) reduction of the cathode to an algebraic equation
through scaling analysis to secure the overall cell behavior; (v) spatial smoothing of
the anode to a 2D formulation; (vi) leading-order asymptotics to obtain a set of ordi-
nary differential equations and one parabolic PDE in the anode; and (vii) approximate
analytical solutions through integration, Taylor series expansions, homogenization, and
separation of variables. The 2D numerical and leading-order analytical solutions were
compared against experiments and 3D simulations; good agreement with maximum er-
rors of around 7% for the local current density distribution was found. In addition, the
analytical solutions, while unable to capture pointwise current densities under-the-rib,
are able to account for the rib width and geometry through the use of spatial smoothing
and a correlation function. Given their closed-form nature, the analytical solutions were
also significantly cheaper to compute as compared to their 2D or 3D numerical counter-
parts. These key characteristics allowed the derived analytical solutions to be applied in
the following chapters.
Parametric and uncertainty analysis on the single cell of a DMFC was performed using
the previously derived solutions. Parametric local sensitivity analysis was first per-
formed using the standard Monte Carlo method on the various parameters, such as cell
geometry, operating conditions and material properties. The width of the flow channel,
temperature, inlet methanol concentration and the catalyst properties were parameters
that were found to have significant impact on the performance of the cell; the membrane
thickness and conductivity were found to have moderate impact. Global uncertainty
analysis, where all the parameters were simultaneously varied, was then performed and
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the impact of each parameter on performance quantified; here, cell temperature was
found to have the strongest correlation with power density. The impact of uncertainty
on polarization and power curves was also studied. It was observed that under potentio-
static conditions, uncertainties in current density were magnified with decreasing cell
potential. A similar effect was observed for the power curve; this provided strong justi-
fication to operate the DMFC at higher potentials in order to minimize the uncertainties.
The uncertainty in parasitic current was also noted to have minimal relation with current
density due to decreasing diffusive crossover at the membrane.
DMFC stack modelling using the previously derived analytical solutions was subse-
quently presented. In short, this process involved (i) decoupling of cells; (ii) applying
symmetric arguments; (iii) application of analytical solutions for the single cell; and (iv)
recoupling of the cells to yield a stack-solution. The benefit of applying such a technique
to model a stack lies in the fact that both global and local cell behaviour can be analysed;
this was demonstrated by considering a stack with varying methanol inlet velocities. At
a global level, the cell potentials were shown to be non-uniform; cells with lower ve-
locity had a lower potential due to higher anodic polarization. At a closer local level,
the proposed technique allowed for the extraction of local cell-based parameters such as
current density, parasitic current density and local methanol concentrations. This allows
for in-depth optimization and characterization studies to be performed, allowing for a
plethora of design studies to be performed prior to physical testing.
Moving on to the VRFB, a mathematical model based on existing literature was first
proposed. The model was transient and two-dimensional in nature and invoked com-
monly adopted assumptions, for instance, fully humidified membrane; dilute-solution
approximation; incompressible liquid flow; zero vanadium crossover etc. The proposed
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model was verified against experimental data from other authors; good agreement was
found.
The proposed model was subsequently reduced in two-phases; first, a quasi-steady state
type of reduction was invoked by studying the various timescales involved within the
stack. The timescales for convection, electrokinetic flux, diffusion and reaction were
presented; convection was found to the largest timescale. Based on this, the condition,
[t] 10s was found to be the criteria for the stack to be considered quasi-steady state
for the base-case parameters adopted. In addition, the timescale for a full charge or dis-
charge for the tank was found to be 103 to 104s; this corresponds to tens of minutes to
several hours and is the typical sizing for commercially relevant VRFBs. Good agree-
ment was found for cases in which the quasi-steady state approximation was applied,
thereby allowing the time-dependency term to be replaced with inlet concentrations.
The second model reduction applied was a reduction in dimensionality, whereby the
conventional 2D VRFB model was reduced to a 0D version. This was accomplished by
introducing conditions for two non-dimensional numbers, Λ 1 and Θ 3. The sat-
isfying of the first condition allows for the negation of localized species concentration
due to high stoichiometry; the satisfying of the second condition allows for the homog-
enization of the localized current density to a single average potential. The values of Λ
and Θ from literature were studied; all available models in literature satisfied both con-
ditions. This allowed for the reduction of complexity from a 2D model to one that was
0D and solvable by simple algebraic methods instead. The 0D model was subsequently
used to scale and analyse some experimental work on pulsating electrolyte flow as will
be mentioned below.
The impact of pulsating electrolyte flow was next studied; here, instead of adopting
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the conventional continuous through-flow commonly used in VRFBs, electrolyte was
pulsed through the stack in order to reduce the associated pumping cost and minimize
system complexity. It was found that adopting a pulsating feed resulted in a slight
decrease in round-trip efficiency from 83.9 to 80.5%; however, an over 50% reduction
in associated pumping losses could be achieved. The decrease in efficiency was found
to be likely due to increased concentration polarization during the no-flow period where
the vanadium ions had to rely purely on diffusion to reach the active sites of the carbon
electrode.
Lastly, a short electrode study for VRFBs was conducted due to the observation of
rapidly decreasing charge/discharge performance and capacity degradation in the single
cell. The capacity of the cell was observed to drop by close to 45% over 35 cycles, while
the round-trip efficiency dropped from ~88% to ~76% over a similar number of cycles.
Various characterization techniques, such as FESEM; contact angle measurement; EIS;
as well as XPS, were used to ascertain the underlying reasons. It was found that the
carbon electrodes used for the study were likely not suitable for use in VRFBs; they
were quickly getting irreversibly oxidized. As a result, the charge transfer resistance
increased rapidly, resulting in worsening round-trip efficiencies due to higher resistance
and decreasing capacity due to earlier voltage termination during both charge and dis-
charge.
11.2 Recommendations
Based on the results obtained, some potential areas for further investigation are high-
lighted below:
176 Conclusions and future work
1. Uncertainty analysis for a DMFC stack - We have proposed and demonstrated the
use of analytical solutions to analyse the uncertainty within a single cell, as well
as to construct a stack model. Here, the cheap computational cost of the leading
order analytical solutions can be exploited to analyse the propagation of uncer-
tainty within a DMFC stack. The inherent uncertainty for a single cell, along with
the accrued worst-cell performance of a DMFC stack would allow for the study
of an optimal cell number and constraints to confine cell-level uncertainty to a
certain range in order to meet commercial applications. In addition, optimization
studies based on realistic costs to achieve various levels of manufacturing toler-
ances can be included in order to achieve a stack design with low uncertainties
whilst maintaining high levels of uniformity.
2. Development of leading order analytical solutions for a VRFB cell - The low
current densities and exceedingly slender geometry of VRFBs, similar to that of
DMFCs, imply that it should be possible to develop leading order 2D analytical
solutions. Whilst the 0D model described in this work is useful for system-wide
analysis, a localized solution could be studied and analysed for possible gas (hy-
drogen and/or oxygen) evolution spots during operation. In addition, these lead-
ing order solutions can be used to study the formation of possible boundary layers;
the analytical and numerical solutions for the DMFC indicate the formation of a
thin but growing boundary layer forming at the anode membrane/diffusion layer
interface. It could also be possible to develop similar models for VRFBs with
carbon paper type of flow fields; this type of flow fields have recently begun to
attract significant attention due to their considerably higher current density. Here,
one key reduction would be large difference in permeability between carbon pa-
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per and carbon felt; this argument was also used in the derivation of analytical
solutions for the DMFC.
3. Shunt current analysis for a VRFB stack - The cheap computational cost for
the VRFB single cell lends itself well to do shunt current analysis for a VRFB
stack. One of the problems plaguing VRFBs lies in its relatively low potentials
(~1.2V) compared to that of li-batteries (>3V). Commercial grid storage appli-
cations require high potentials in order to minimize step-up/down losses; this is
easily achievable by stringing multiple li-batteries in parallel. For a VRFB, this
can be achieved by increasing cell number in a stack. However, the presence of
conductive electrolyte in the manifolds result in shunt current; this results in re-
duced round-trip efficiencies and unwanted electrolysis of the aqueous electrolyte.
Shunt current can be minimized by increasing the resistance of the electrolyte
path; this is commonly done by extending the physical length of the channels
and/or manifold. Typical analysis for shunt current are generally performed using
equivalent circuit diagrams whereby each cell is represented by a voltage source
and the relevant electrolyte paths are represented by resistors; however, a cheap
mechanistic model could potentially allow for more insights as to the various
species (ion) concentrations within the channel and manifolds. The mechanistic
model could also potentially predict the potential gas evolution spots, allowing
for the prediction of first-to-fail electrode spots.
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