This paper aims to find the best way to control logistics in an omnichannel supply chain (OSC). For this purpose, two steps of work were carried out around case-based reasoning (CBR). In the first step, the combined feedback which proved stability was selected to control logistics in the single node, while the variational method and the virtual siphon were combined to determine the optimal control curve. There is a linear part and a nonlinear part in the combined feedback. The new method of storing data mode is "data turning to picture". In the second step, image features were extracted by the hybrid method of SURF-GoogLeNet and used for case matching via the grey cloud method. SURF-GoogLeNet was firstly used to update the weight proportion of the defect points in the whole image via the speeded up robust features (SURF) method and secondly to self-extract features using the GoogLeNet method. Finally, the effectiveness of the proposed methods was verified through experiments. The research findings shed new light on the management of supply chains.
Introduction
Supply chain management involves various activities and processes, including planning, coordination, operation, control, and optimization of the entire supply chain system. With the proliferation of computers and smartphones, a brand-new type of supply chain has emerged, which is known as the omnichannel supply chain (OSC) [1] . OSC means the full integration of online and offline marketing channels. It is not a simple superposition of multiple channels. It is a concept which was proposed after 2015, and it integrates the concept of artificial intelligence and meets the needs of customers in real time [2, 3] . OSC management aims to deliver high-quality products to customers at the right place, the right time, and minimal total cost [4, 5] . Recently, optimal logistics control has become the focal point of research into supply chain management. Some of the representative studies are reviewed below.
Alfares et al. [6] combined the quality control and inventory control into an integrated mathematical model and found the optimal solution of the model for three different levels of supply chains. Sarkar et al. [7] maintained the optimal production level of the supply chain at a certain time interval and determined the global optimal production rate using the game theory. White et al. [8] combined the extended labor model and the vendor-managed inventory (VMI) model and obtained the optimal solution of the inventory through the analysis of the combined system. Taking distributors as an investment model, Chang et al. [9] determined the optimal inventory level by thoroughly examining the cost, demand, and price variation. Sadeghi et al. [10] constructed a dual-objective model with a single manufacturer, a single supplier, and multiple retailers and proposed a hybrid bats algorithm to approximate the optimal solution to the model. Nevertheless, none of the above control models take
The Case Adjustment of the Case Library in CBR of the OSC
There are three sales channels in the OSC, namely, online, offline, and mobile [18] . The information of any channel is displayed in real-time in the OSC operating system. For example, if a customer places an order online but the required item is not in the logistics center but the end store, the terminal store will carry out order processing and logistics distribution quickly according to the order information. This adjustment process can be naturally solved by the CBR.
In 1982, Schank [19] put forward the idea of the CBR, a knowledge-based method in the field of artificial intelligence. The CBR solves problems using the original or modified plans of similar problems. As shown in Figure 1 below, CBR involves five steps: representation, retrieval, reusing, revision, and retaining [20] . In this paper, CBR was improved through case adjustment and case description/matching. For case adjustment, stable combined feedback was introduced to the case library, the updated case library was solved via the variational method, and a virtual siphon was proposed to determine the value of endpoints. The resulting data were stored in the form of images. For case description/matching, the case was matched with hybrid image features, including intrinsic features and texture features, via the grey-cloud method.
The feedback and solution of the OSC depend on the analysis of each node in the network. Here, the combination of linear and nonlinear feedbacks, i.e., the combined feedback, was selected to control the logistics of each node [21] . The stability of the combined feedback is well proven [22] . Further, the optimal control curve and endpoint value were solved, respectively, by the variational method and the virtual siphon method. The results were saved in the form of images.
Combined Feedback Model
In the OSC, the state of inventory is measured by change rate, change quantity, and total amount. Integral relationships exist between change rate and change quantity, and between change quantity and total amount. Hence, the block diagram of the combined feedback device was designed ( Figure  2 ). The combined feedback device, with both linear and nonlinear features, can effectively enhance the control accuracy. The device can be expressed as: 
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In the OSC, the state of inventory is measured by change rate, change quantity, and total amount. Integral relationships exist between change rate and change quantity, and between change quantity and total amount. Hence, the block diagram of the combined feedback device was designed ( Figure  2 ). 
The linear part 1 1 2 ( , ) x x Γ can also be expressed as: The combined feedback device, with both linear and nonlinear features, can effectively enhance the control accuracy. The device can be expressed as:
The linear part Γ 1 (x 1 , x 2 ) can also be expressed as: where Kp and Kd are positive definite matrices of i × i. The nonlinear part Γ 2 (x i , y i ) can also be expressed as:
where Kp and Kd satisfy the following condition:
To simplify the calculation, Kp, Kd, and Q are given. Kp and Kd are i × i known positive definite matrices. At the same time, Kp and Kd are diagonal matrices. Q is a given positive definite matrix of 2i × 2i.
The combined feedback device must be stable before being used for subsequent analysis [23] . According to Equation (2), the state equations of the device can be derived as:
.
The following equation can be derived from Equation (7):
Then, the Lyapunov function can be defined as:
Since P must be a positive definite matrix, we have P ≥ 0. The derivation of Equation (9) can be expressed as:
where
The system is proven as progressively stable and large-scale progressively stable.
Optimal Control Solution
The next step is to solve the optimal control curve of the established combined feedback model. This curve can be solved by various approaches, such as the traditional variational method [24, 25] and the popular strategies like direct methods and indirect methods. The direct methods include the shooting method and multiple shooting method [26, 27] , while the indirect methods include the discrete mechanics and optimal control (DMOC) method and Gauss pseudospectral method [28] [29] [30] . Here, the traditional method is adopted for its robustness and stability. 
Solution of the Optimal Control Curve
The state variables can be defined as:
To solve the optimal control curve, two optimal objective functions were selected below: The optimal time:
The optimal energy:
The above two objectives can be combined to form a comprehensive optimal objective:
Thus, the comprehensive optimal objective function can be expressed as:
According to the optimal solution of the variational method, the Hamiltonian function can be constructed as:
Then, the co-state equations and state equations can be established as:
Solution of Endpoint Value
During transaction, the supply chain faces an allocation problem between the three sales channels. The nodes with more materials will automatically supplement those with fewer materials. This automatic adjustment bears resemblance to the siphonic effect [31] , which is the result of height difference between liquid surfaces. Pascal's law p = ρg h applies to the siphonic process, in which the effect of atmospheric pressure can be expressed as P-ρg h. Here, the automatic balancing of materials in the supply chain is analogized as a virtual siphon:
(1) The atmospheric pressure, a driving force of siphonage, was compared to the emergency level in the OSC material balance. Considering the positive correlation between the pressure and flow rate, the emergency level was assumed to be positively proportional to the inventory coordination speed between multiple channels. (2) The gravitational acceleration, another driver of liquid flow in siphonage, was compared to the logistics speed in the OSC material balance. The speed was assumed to be fixed under the same conditions, as the gravitational acceleration is stabilized at 9.8. (4) The height difference in siphonage, a source of liquid pressure, was compared to the difference in material state in the OSC material balance. The relationship between material state and balance was assumed according to the negative correlation between the height of liquid level and the flow rate.
In each sales channel, the inventory state is measured by change rate, change quantity, and total amount. From the start to the end of the siphonage, the relationship between these three variables can be expressed as:
Saving as Images

Case Description and Matching in CBR of the OSC
The features of the saved images were extracted via the hybrid method called SURF-GoogLeNet, and then case matching was conducted via the grey-cloud method.
Feature Extraction
The features of an image fall into five main categories: color features, texture features, shape features, intrinsic features, and spatial features. It is widely agreed that image properties can only be determined accurately based on more than one type of features. Hence, both intrinsic features and texture features were extracted in this paper. This idea came from the hybrid processing of image shooting and drawing in additive manufacturing (AM) [32] [33] [34] [35] . The intrinsic features were extracted via the deep learning method GoogleLeNet, while the texture features were extracted via the SURF method. 
Extraction of Intrinsic Features
GoogLeNet is a deep convolutional neural network (CNN) model designed by Google [36, 37] . As shown in Figure 3 , the network consists of 22 layers. Sustainability 2019, 11, x FOR PEER REVIEW 7 of 16
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where ˆI is the black-white matrix of SURF feature points.
Feature Matching
In this paper, the cloud model method is modified by grey correlation degree for case matching.
Cloud Model Method
The cloud model can depict fuzzy and random samples with expectation Ex, entropy En, and super entropy He. Let ( ) i t η be the multidimensional features extracted from each image, where i = 1, …, n. Then, the generation algorithm of a normal cloud model can be explained as follows. The expectation, entropy, and super entropy of a sample can be expressed as: as expectation and standard deviation, respectively. Then, the certainty degree can be calculated as: To extract the texture features from the target images, a new matrix was established whose size is the same as that of the original image. The positions of SURF feature points were colored black, while those of the other points were colored white in the matrix. The original image can be generated based on the new matrix. The weight of the greyscale matrix of the original image was 0.7, while that of the new matrix was 0.3. The two weights were added up to form the greyscale matrix of the updated image:M
whereM Image and M Image are the greyscale matrices of the updated and original images, respectively; M Sur f is the black-white matrix of SURF feature points.
Feature Matching
Cloud Model Method
The cloud model can depict fuzzy and random samples with expectation Ex, entropy En, and super entropy He. Let η i (t) be the multidimensional features extracted from each image, where i = 1, . . . , n. Then, the generation algorithm of a normal cloud model can be explained as follows.
The expectation, entropy, and super entropy of a sample can be expressed as:
On this basis, normal random numbersη i (t) can be generated taking Ex[η i (t)] and En[η i (t)] as expectation and standard deviation, respectively, and normal random numbers En [η i (t)] can be generated taking En[η i (t)] and He[η i (t)] as expectation and standard deviation, respectively. Then, the certainty degree can be calculated as:
The certainty degree of the next image frame can be obtained similarly through the above steps. Comparing the certainty degree µ(t) of each image frame, the η i (t) with the smallest certainty degree was determined as the coordinates of the target. 
Modification of Cloud Model Method
The cloud model method was modified via grey correlation analysis through the following steps. Suppose the case library has m cases and n eigenvalues. Then, the impact degree matrix F can be established as:
where f ij is the impact degree from the i-th source case and the j-th index f ij ∈ (0, 1). Each row of matrix F stands for a source case, while each column represents an eigenvalue. The correlation between each index can be measured by:
where k is a resolution coefficient, k ∈ (0, 1). The value of k is usually set to 0.5. The judgement matrix of grey correlation degree F' can be expressed as:
Once a new case was found to match a source case, the eigenvalue of that case was modified. Since the grey correlation degree is constantly changing between two cases in matrix F', the eigenvalue of the matched case keeps changing. The normalized form of matrix F' can be described as:
Experiments
The data on cargo A of enterprise W over 15 months were selected for the experimental verification of the proposed approach. The data were counted separately in the three sales channels. The target supply chain involves 1734 manufacturers, suppliers, distributors, and retailers. One minute was taken as the minimum statistical unit, the data of a day were viewed as a case, the cases of a year were adopted as a training sample, and the cases of three months were considered as a test sample. The state of inventory is measured by change rate, change quantity, and total amount. The feedback information is change quantity and total amount. The objectives of the optimal control were minimal time and minimal energy, which correspond to minimal time and minimal cost in supply chain management.
Comparison between Different Feedback Devices
The effect of the combined feedback device, which includes both linear and nonlinear feedbacks, was contrasted with that of a linear feedback device and that of a nonlinear feedback device. The comparison results of one case are shown in Table 1 . As shown in Table 1 , the combined feedback device achieved the minimal time and cost among the three devices: It consumed 8% less time than the linear feedback device and 8% less time than the nonlinear one; it cost 10% less money than the linear feedback device and 5% less money than the nonlinear one.
The three devices were further compared with the data of three months. The results of each month and the mean results of the three months are both illustrated in Figure 5 below. It can be seen that the combined feedback device outperformed the linear one by 12% and the nonlinear one by 8% in time consumption and outshined the linear one by 10% and the nonlinear one by 10% in cost. In other words, the combined feedback device achieved the best results among the three devices. The effect of the combined feedback device, which includes both linear and nonlinear feedbacks, was contrasted with that of a linear feedback device and that of a nonlinear feedback device. The comparison results of one case are shown in Table 1 . As shown in Table 1 , the combined feedback device achieved the minimal time and cost among the three devices: It consumed 8% less time than the linear feedback device and 8% less time than the nonlinear one; it cost 10% less money than the linear feedback device and 5% less money than the nonlinear one.
The three devices were further compared with the data of three months. The results of each month and the mean results of the three months are both illustrated in Figure 5 below. It can be seen that the combined feedback device outperformed the linear one by 12% and the nonlinear one by 8% in time consumption and outshined the linear one by 10% and the nonlinear one by 10% in cost. In other words, the combined feedback device achieved the best results among the three devices. Figure 6 shows the gap between the actual results and the expected results of the test sample obtained by each device. It is clear that the combined feedback device generated a smaller error and median error than the other two devices. Figure 6 shows the gap between the actual results and the expected results of the test sample obtained by each device. It is clear that the combined feedback device generated a smaller error and median error than the other two devices. The excellent performance of the combined feedback device is attributable to its comprehensive consideration of both linear and nonlinear factors, which are present in the state of each node in actual supply chains.
Comparison between Different Solutions to the Optimal Control Curve
The variational method was compared with the shooting method, multiple shooting method, DMOC method, and Gauss pseudospectral method through experiments on the solution of the optimal control curve. The optimal control results of a case are listed in Table 2 below. As shown in Table 2 , the variational method was less efficient than the contrastive methods, as evidenced by the 5-second lag. However, this method outperformed the other methods in accuracy.
The error between the results and the expected values of each method was obtained and plotted in Figure 7 . It is clear that the variational method generated a smaller error and median error than the other methods. The excellent performance of the combined feedback device is attributable to its comprehensive consideration of both linear and nonlinear factors, which are present in the state of each node in actual supply chains.
The error between the results and the expected values of each method was obtained and plotted in Figure 7 . It is clear that the variational method generated a smaller error and median error than the other methods.
The good performance of the variation method results from its basis: the solution of continuous function. By contrast, the other methods, based on discrete functions, only obtain approximate solutions. The slight lag in efficiency is offset by the exceptionally good accuracy of the variational method. The good performance of the variation method results from its basis: the solution of continuous function. By contrast, the other methods, based on discrete functions, only obtain approximate solutions. The slight lag in efficiency is offset by the exceptionally good accuracy of the variational method.
Comparison between Different Image Formats
During the research, the information of the supply chain was saved as images. One of the images is shown in Figure 8 . For comparison, the image modified according to SURF feature points is presented in Figure 9 . Obviously, Figure 9 is much clearer than Figure 8 . The clearer the image, the more accurate the information is. Thus, SURF modification does contribute to the information retention.
The hard disk space of the proposed format was compared with .rar, a common format of compressed images. According to the results in Table 3 , the proposed format only occupied 0.5% of the hard disk space, much smaller than that (50%) of the .rar format. Figure 7 . The errors of the five methods.
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No. Data Format Data Duration File Size .Rar Compress
The good result of the proposed format can be explained as follows. To save hard disk space, each double precision floating-point number was transformed into an integer, a data unit into a point, and three data tables into a color image.
Comparison with Single Feature Extraction Methods
A total of 2160 test samples and different weights were adopted to compare the proposed SURF-GoogLeNet with SURF and GoogLeNet. The correctly matched cases of each method are shown in Table 4 below, and the relationship between correct rate and weight is illustrated in Figure 10 . The good result of the proposed format can be explained as follows. To save hard disk space, each double precision floating-point number was transformed into an integer, a data unit into a point, and three data tables into a color image.
A total of 2160 test samples and different weights were adopted to compare the proposed SURF-GoogLeNet with SURF and GoogLeNet. The correctly matched cases of each method are shown in Table 4 below, and the relationship between correct rate and weight is illustrated in Figure 10 . From Table 4 , it can be seen that the proposed method achieved an 8.8% higher correct rate than SURF and a 5.09% higher correct rate than GoogLeNet. Figure 10 shows that the correct rate peaked at the weight of 0.3, the same as that in Equation (20) . Thus, 0.3 is the optimal weight for case matching.
The proposed SURF-GoogLeNet performed better than the other methods, because it combines the traditional image processing method and deep learning method. The former is good at extracting intrinsic features, while the latter does well in the extraction of texture features.
Comparison with Hybrid Feature Extraction Methods
SURF-GoogLeNet was further compared with several hybrid feature extraction methods, including detection free tracking (DFT), incremental visual tracking (IVT), compression tracking (CT) and deep learning tracking (DLT). The results on 2160 test samples are recorded in Table 5 below. From Table 4 , it can be seen that the proposed method achieved an 8.8% higher correct rate than SURF and a 5.09% higher correct rate than GoogLeNet. Figure 10 shows that the correct rate peaked at the weight of 0.3, the same as that in Equation (20) . Thus, 0.3 is the optimal weight for case matching.
SURF-GoogLeNet was further compared with several hybrid feature extraction methods, including detection free tracking (DFT), incremental visual tracking (IVT), compression tracking (CT) and deep learning tracking (DLT). The results on 2160 test samples are recorded in Table 5 below. As shown in Table 5 , the proposed method had an edge over the other hybrid feature extraction methods. On correct rate, SURF-GoogLeNet was 1.29% higher than the DLT method, 2.4% higher than the CT method, 3.47% higher than the IVT method, and 2.87% higher than the DFT method.
Comparison between Case Matching Methods
The grey-cloud method was compared with the grey method, the k-nearest neighbor (KNN) method, the BP method and the cloud method, all of which are well-received case matching strategies. The results on 2160 test samples are displayed in Table 6 below. As can be seen from Table 6 , the grey-cloud method realized a higher correct rate than any of the contrastive method: It is 1.71% more accurate than the KNN, 1.89% more accurate than the grey method, 1.15% more accurate than the cloud method, and 1.25% more accurate than the BP method.
The advantage of the grey-cloud method in case matching arises from the combination of the cloud model, whose uncertainty improves the matching robustness, and the grey correlation analysis, which can accurately identify the objective weight of each index.
Discussion and Conclusions
In pursuit of the optimal logistics control in the OSC, this paper designed the combined feedback device and adopted the variational method to control the logistics in a single node, saved the information of the supply chain as images to save hard disk space, combined the SURF and deep learning methods into a hybrid feature extraction approach, and selected the grey-cloud method for case matching. The effectiveness of the proposed methods was verified through experiments. The research findings shed new light on the management of supply chains.
There is some linear feedback information in logistics allocation. If the commodity is a daily consumable, the logistics feedback information basically meets the linear rule. There is also some nonlinear feedback information in logistics allocation. If the goods are production materials, the feedback information of logistics may meet the nonlinear rule. Therefore, this study has certain practical significance. However, there are still some limitations to this research. With the development of a supply chain, there might be more than three sales channels in the future, which cannot be analogized simply as the red, green and blue (RGB) in images. At the same time, if the omnichannel supply chain has more data dimensions, the variational method may have the result of no solution or infinite solution. Further, the proposed methods still consume a long time due to the adjustment of the case library. In future, parallel computation should be considered to speed up the operation.
