Invasiveness of quantum measurements is a genuinely quantum mechanical feature that is not necessarily detrimental: Here we show how quantum measurements can be used to fuel a cooling engine. We illustrate quantum measurement cooling (QMC) by means of a prototypical two-stroke two-qubit engine which interacts with a measurement apparatus and two heat reservoirs at different temperatures. Optimal cooling efficiency is reached when the post measurement state is not entangled. We quantify the probability that QMC occurs when the measurement basis is chosen randomly, and find that it can be very large as compared to the probability of extracting energy (heat engine operation), while remaining always smaller than the most useless operation, namely dumping heat in both baths. Besides shedding new light on many facets of the second law of thermodynamics, the results show that QMC can be very robust to experimental noise. A possible low-temperature solid-state implementation that integrates circuit QED tools with circuit QTD (quantum thermodynamics) elements and methods is presented.
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PACS numbers:
Introduction.-The second law of thermodynamics dictates that heat naturally flows from hot bodies to cold ones [1] . There are two standard ways to intervene and reverse the natural flow of heat (see Fig. 1 ): a) use work supplied by an external time-dependent driving force f (t) thus realising a standard refrigeration machine, see e.g., [2, 3] ; b) implement a Maxwell demon that steers the heat by means of a feedback control loop, consisting in acquisition of information about the state |n of the working substance by means of non-invasive measurement, fol-
FIG. 1:
Various ways to pump a heat current from a cold to a hot reservoir. a) In standard refrigeration the heat current is powered by energy injected by a time dependent driving force f (t). b) In Maxwell demon refrigeration heat current is generated by a feedback loop where various driving forces fn(t) are applied depending on the outcome, n, of non-invasive measurements on the working substance, without energy injection. c) In quantum measurement cooling, put forward here, the heat current is powered by energy provided via invasive measurements on an appropriate measurement basis {|ψ k }, without performing feedback control. Filled arrows represent flow of energy.
lowed by the timely application of various driving forces f n (t), depending on the measurement outcome, that do not do work on the system [4] [5] [6] . By non-invasive measurement here we mean that the measurement basis coincides with the basis in which the state of the measured system is diagonal (in the present work that is the energy eigenbasis)
. Here we will demonstrate yet another mechanism that is genuinely quantum mechanical, namely c) to use invasive quantum measurements as a resource, in fact a fuel, that powers refrigeration, without any feedback control. We shall call this mechanism "quantum measurement cooling" QMC. QMC is performed by a demon who need not to be intelligent. It rather needs to be knowledgeable, that is it has to know which measurement basis {|ψ k } to employ in order that QMC occurs.
While the idea of using measurement apparata to fuel engines is currently emerging as a new paradigm in quantum thermodynamics [7] [8] [9] [10] , attention has never been posed before on whether it can be used for cooling, or on the question of how knowledgeable should one be to realise it. We address these questions by means of a thorough investigation of a prototypical two-qubit engine [2, 3, 5] . Our results shed new light on many facets of the second law of thermodynamics. For example, it emerges that best performance is reached when the measurement process leaves the qubits unentangled, suggesting that entanglement generation is generally accompanied by dissipation. We also find that, when the measurement basis {|ψ k } is chosen randomly, the least useful operationi.e., dumping heat in both baths-is the most likely outcome (hence easier to realise in practice), which conforms to intuition. Also, while energy extraction is typically very unlikely, refrigeration can be very likely. This says that our demon need not be very knowledgeable in order to realise QMC, or in more concrete terms, QMC can be very robust to experimental noise, that is, it is practically arXiv:1806.07814v2 [cond-mat.stat-mech] 21 Jun 2018
feasible. In the following we shall comment on a possible experimental realisation.
The model.-Our model is a two-qubit engine [2, 3, 5, 11] see Fig. (2) . Let
denote the Hamiltonian of qubit i expressed in terms of its Pauli matrix σ i z and its resonance frequency ω i . Let
be the total Hamiltonian, E n its eigenvalues with corresponding eigenprojectors Π n = |n n| and eigenvectors |n . The two qubits are prepared each by thermal contact with a thermal bath at positive inverse temperatures β 1 and β 2 respectively, so that the initial state reads
where Z i are the canonical partition functions Z i = Tr e −βiHi . Without loss of generality we shall set 0 < β 1 < β 2 in what follows (bath 1 hotter than bath 2). Accordingly, after the preparation, at time t = 0, the two qubit compound is in the state |n with probability
Where E (i) n are the eigenvalues of H i . The quantum measurement cooling cycle is illustrated in Fig. 2 . In the first stroke the system interacts with a measurement apparatus, whose effect is to erase all coherences of the two qubit compound state in the measurement basis {|ψ k } (we shall restrict our study to projective measures onto 1-dimensional sub-spaces). Denoting the projectors onto the measurement basis as π k = |ψ k ψ k | the postmeasurement state ρ n of the system (conditioned on it being in state |n before the measurement) reads
which is a statistical mixture where each state |ψ k occurs with a probability p k|n = | ψ k |n | 2 . Accordingly, the probability of finding the system in eigenstate |m of H after the measurement, provided that it was in |n at t = 0 reads
where p, denotes the matrix with elements p k|n . Accordingly the joint probability distribution function that the exchanges ∆E i occur in each qubit reads
Since p is a bi-stochastic matrix [12] , so is q = p T · p, hence P (∆E 1 , ∆E 2 ) obeys the fluctuation theorem [13, 14] . Consequently
which expresses the second law of thermodynamics (the brakets · denote the average over P (∆E 1 , ∆E 2 ) as · ).
In the second stroke each qubit is put back in contact with its thermal bath, which restores it to its initial Gibbs state and closes the cycle. Note that in the thermalisation stroke, on average, each qubit releases the energy ∆E i , gained during the first stroke, to its respective bath. The ∆E i 's represent therefore the heat exchanged with the two baths.
The sum ∆E = ∆E 1 + ∆E 2 (sometimes referred to as "quantum heat" [15] ) representing the energy given by the measurement apparatus is generally different from zero. Looking at the signs of the three energy exchanges ∆E , ∆E 1 , ∆E 2 , out of the 8 possible combinations only 4 are allowed by Eq. (9), the condition ∆E = ∆E 1 + ∆E 2 , and the condition 0 < β 1 < β 2 : Results.-Our first main result is that depending on the problem parameters, some among the four possibilities, [ range. In Appendix C we provide a proof and discuss how this result is related to the concept of ergotropy [16] .
Our second main result is that, in the [E]-range, among all possible choices of measurement basis {|ψ k }, the These results are a consequence of the special form of q = p T · p, Eq. (7), with p a bi-stochastic matrix. The proof, presented in Appendix A, proceeds by expanding p as a convex combination of permutation matrices according to Birkhoff/von Neumann theorem [12] , which allows, by inspection of the energy exchanges associated to each permutation, to find bounds for the quantities to be optimised; and finally show that the bounds can be saturated by {|ψ * k }. We note that, when the measurement basis is {|ψ * k }, the expression for the ∆E i 's is
singlet-triplet basis
that is half the value obtained when implementing standard refrigeration on the two-qubit engine by means of a full SWAP driving gate [2] , which maximises standard refrigeration (or energy extraction, depending on the range) over all possible unitary gates (see Appendix A).
We further note that in order for any operation other than [H] to occur some of the measurement basis states |ψ k must be entangled states [27] . However, this does not necessarily mean that the post-measurement state is an entangled one. Quite remarkably, it can rather be proved on general grounds (see Appendix B) that thermodynamic efficiency is extremal at points where the post measurement state ρ is diagonal in the {|n } basis, namely it is un-entangled. One can check that the ρ resulting from the choice {|ψ * k } above is in fact diagonal in the {|n } basis. This fact clearly indicates that, in our model, entanglement generation does have a thermodynamic cost.
Thirdly we have found the following. Imagine to pick the measurement basis {|ψ k } randomly. Then, on average, the changes in the energy expectation value ∆E i is non-negative, for both i = 1, 2:
where the overline denotes the average over the SU (4) invariant measure (picking a random basis {|ψ k } is equivalent to picking a random unitary U : . This is in fact a general result that sheds light on an interesting facet of the second law. A proof thereof is presented in the Appendix D. It is based on the fact that ∆E i can be written as
where
† denotes the map that describes the effect of the measurement process, in terms of the basis-change unitary U . Our proof uses the parametrisation of SU (4) elements in terms of the 15 generalised Euler angles and Gell-Mann matrices [17] .
One aftermath of the above result is that in order to realise QMC, one needs to know which measurement basis to use, because choosing randomly (on average) will not do. This then opens the question of what is the probability P x that operation x (with
is realised when picking a basis-change unitary U randomly from the invariant SU (4) measure.
Said probability P x is given by ratio M x /M of the volume M x of the subset of SU (4) that corresponds to [x]-operation rescaled by the total volume M of the group. Volumes are calculated with respect to the invariant (Haar) measure of the group. To quantify it we have employed the parametrization of SU (4) sampling is not uniform with respect to the group invariant measure dΩ(α) = M(α)dα. To achieve uniformity over said measure each point α in the sample has been weighted with the according factor M(α). The results are reported in Fig. 3 . We firstly note that the Monte Carlo sampling confirms the results reported above, regarding the range of parameters associated to each operation. We also note that [H] is always the most likely operation, regardless of the parameter range. The most surprising observation is that, while the probability P [E] of [E]-operation, is extremely low, the probability of [R]-operation can be very large. In fact it tends to 1/2 from below as ω 2 /ω 1 → 0. This highlights an asymmetry between the [R] and [E] operations [29] having important consequences: i) It means that for sufficiently small values of ω 2 /ω 1 a small number of random trials is sufficient for one to find a measurement basis {|ψ k } that realises [R]-operation [30] . In other words, a demon needs not be very knowledgeable for realising QMC. If the demon were instead to extract energy to the measurement apparatus ([E]-operation) the situation would change dramatically. ii) The fact that the P [R] is non-null and can in fact be quite large suggests that QMC can be rather robust to experimental noise. This is confirmed by our numerical study showing that the region for which QMC is realised is not only quite broad but also connected (see Appendix E for details). Thus experimental noise on the measurement basis is not an issue with respect to implementations. In contrast, the practical feasibility of the [E]-operation is greatly hindered by the fact that P [E] is extremely small, hence extremely sensitive to experimental noise.
Considerations about the experimental realisation.-Quantum measurement cooling can be practically realised with solid-state superconducting circuitry by a suitable integration of circuit QED tools [18] and circuit Quantum Thermodynamics (circuit QTD) tools [19] . A possible design comprises two superconducting qubits coupled to an on-chip microwave line resonator [20] . Recalling the expression Φ[ρ] = U Π k U † ρU Π k U † we see that the first stroke (measurement) dynamics can be implemented by combination of two-state manipulation and standard measurement on the {|n } basis, as customarily done for two-qubit tomography [20] . That is: first the gate U † is applied, e.g. by driving twophoton side-band transitions [21] ; Then, quantum-nondemolition measurement is applied in the {|n } basis by driving the cavity at the appropriate frequency [20] ; Finally the gate U is applied, e.g., by driving two-photon side-band transitions [21] . The output of the measurement can be inferred by reading the quadratures of the field transmitted through the resonant cavity [20] . The second stroke can be realised by inductively coupling each qubit to an on-chip resistor kept at inverse temperature β i [5, 22, 23] . Heat exchanged with the resistors could be calorimetrically measured by means of fast on-chip thermometry of the resistors electron gas temperature [24, 25] Conclusions.-We have presented a genuinely quantum mechanical cooling concept, which we dubbed quantum measurement cooling, QMC. The fuel of QMC is the energy exchanged with a measurement apparatus performing invasive quantum measurements. No feedback control is necessary. We investigated an implementation of QMC with a two-qubit thermal engine, and reported a number of results. Among them the fact that entanglement generation has a thermodynamic cost, and the fact that lack of knowledge of how to operate the engine leads on average to heating up everything. Quite surprisingly we have found that when choosing the measurement basis randomly, QMC can be rather likely to occur (in contrast to energy extraction), which makes QMC robust to experimental noise. Two-qubit QMC can be realised with superconducting circuitry by combination of circuit QED and circuit QTD (quantum thermodynamics) elements and methods.
Appendix A: Optimal measurement basis
Given the general expression P (∆E 1 , ∆E 2 ) = m,k,n i δ(∆E i − E mi + E ni )P mn p 0 n , of the joint probability of energy exchanges ∆E 1 , ∆E 2 , in terms of a generic transition matrix P mn , it follows that
where we have used the compact vector notation
[E]-range : β1/β2 < ω2/ω1 < 1
Below we shall prove the following two statements:
-range, among all doubly stochastic matrices P , the quantity
is maximised by the matrix P that equals the matrix σ S representing the "SWAP" permutation. Among all P 's that realise the [E]-operation σ S maximises as well the thermodynamic efficiency
Here the explicit expression of σ S (all matrices below are expressed in the basis {| ↑↑ , | ↑↓ , | ↓↑ , | ↓↓ })
The permutation σ S can be realised by means of a unitary gate, in fact the SWAP gate U S , [σ S ] mn = | m|U S |n | 2 . That is the statement says that driving the two-qubit compound by means of a driving force realising a a SWAP gate maximises energy extraction among all possible unitaries. This is a result that has been previously observed numerically [2] . However it cannot be realised by a projective measurement channel, for which the transition matrix takes on the spacial form q = p T · p, with p itself a bi-stochastic matrix. That is there exist no doubly stochastic matrix P such that σ S = P T · P . Below we prove the following Statement 2 In the [E]-range, among all doubly stochastic matrices P , the quantity
is maximised by the matrix σ SI = (σ I + σ S )/2 with σ I the 4 × 4 identity matrix. Among all P 's that realise the [E]-operation σ SI maximises as well the thermodynamic efficiency η 
It can be realised (modulo unimportant relative and global phases) with the basis change unitary
giving the optimal basis in Eq. (11) via the relation |ψ * k = U * |n .
a. Proof of Statement 1
By Birkoff/Von Neumann theorem [12] a doubly stochastic matrix P can be written as convex combination of permutation matrices σ α , α = 1, ..
We need not list here all the permutation matrices, it suffices, for now, to say that we label them in such a way that σ 1 = σ I = 1, σ 2 = σ S . The symbol σ i appearing in the appendix, should not be confused with the Pauli matrices appearing in the main text. In vector notation we have
where u i = E T · σ i · p is a real number. We want to minimise E f . By the method of Lagrange multipliers we impose 0 = ∂(E f − γ µ i )/∂µ j = u j − γ which, generally has no solution, because the u j are generally not all equal. This implies that the minimum of E f is on the boundary of the polytope defined by the equation i µ i = 1. The minimum occurs trivially when the smallest among all u i has largest weight. By direct inspection we find that in the [E]-regime u 2 is the smallest among all u j 's
That is the minimum of ∆E occurs for µ i = 0, ∀i = 2; µ 2 = 1. The corresponding permutation matrix σ 2 = σ S . So the minimum of E f is reached for the bi-stocastic matrix P = σ S . Below we show that σ S maximises efficiency as well.
Introducing the notation u
The second equalities follow from u 1 = E 0 and u
0 . We remark, that we are now restricting the minimisation to the subset of P 's that realised the [E]-operation, that is for which ∆E 1 = µ 2 (u
where u
0 . By direct inspection we see that in the [E]-region it is u (2) i − E 
We want to prove that
where we used the condition of [E]-operation, ∆E 1 = µ 2 (u
2 − E
0 ) + B ≤ 0. By simple algebraic manipulation it follows
We note that the ratio (
0 ) is the thermodynamic efficiency relative to P = σ S , which is equal to 1 − ω 2 /ω 1 [2] . Since A/B ≥ 1 then A/B ≥ 1 − ω 2 /ω 1 , that is Eq. (A22) is obeyed, that is. Eq. (A19) is obeyed, which concludes the proof.
b. Proof of Statement 2
We have, in vector notation
is a real number. Note that only the symmetric part u S = (u + u T )/2 of the n! × n! matrix u plays a role in the sum. Note also that u S i,i = u i,i = E 0 where E 0 = E T · p 0 is the initial energy expectation, because for a permutation matrix it is σ i σ
By direct inspection we find that this minimum is obtained for σ
where E 0 is the initial energy. We have
where is restricted to (i, j) = (1, 2), (2, 1). Now it is
and u 0 − E 0 ≤ 0, hence
This bound can be saturated with the choice µ 1 = µ 2 = 1/2 and µ i = 0 for i = 1, 2. Therefore (u 0 + E 0 )/2 is the minimum of E f . The choice µ 1 = µ 2 = 1/2 corresponds to the choice p = (σ 1 + σ 2 )/2 = (σ I + σ S )/2, hence q = p T · p = (σ I + σ S )/2, which proves the first part of the statement. By explicit calculation we find that the corresponding energy extraction efficiency is η = 1 − ω 2 /ω 1 which is maximal among all doubly stochastic matrices (see Statement 1), hence as well among all matrices of the form P T · P , (with P itself doubly stochastic), which are themselves doubly stochastic, which proves the second part of the statement.
[R]-range
Below we shall we prove the following Statement 3 In the [R]-range, among all doubly stochastic matrices P , the quantity
is maximised by the matrix σ S representing the "SWAP" permutation. Among all P 's that realise the [R]-operation σ S maximises as well the refrigeration efficiency η
Statement 4 In the [R]
is maximised by the matrix σ SI = (σ I + σ S )/2 with σ I the 4 × 4 identity matrix. Among all P 's that realise the [E]-operation σ SI maximises as well the thermodynamic efficiency η
a. Proof of Statement 3
The proof follows the same idea of that of Statement 1, with E f being replaced by
The main difference is now that there are many k's for which u (2) k gets the smallest value. With our labelling they correspond to k = 2, 5, 9, where the corresponding permutation matrices are 
So every combination of the type
maximizes the amount of energy extracted from the cold bath − ∆E 2 . In particular the choice P = σ 2 = σ S maximises the energy extraction from the cold bath, thus proving the first part of the statement.
Refrigeration efficiency is defined as
Now in the [R] region we have
So we have an upper bound for the efficiency
This bound can be saturated with the choice µ 2 = 1 and µ i = 0 for all i = 2. In sum we have shown that the SWAP bistocastic P = σ s simultaneously maximises − ∆E 2 and the refrigeration efficiency η [R] . The corresponding maximal value of efficiency reads η
[R] = 1/(ω 1 /ω 2 − 1).
b. Proof of Statement 4
By virtue of Birkhoff/von Neumann theorem, we have
where 
By direct inspection we find
We also notice that in the region
for all (i, j) = (1, 2); (1, 5); (1, 9); (2, 1); (5, 1); (9, 1) (
We have
where is restricted to the couple of i, j such that (i, j) = (1, 2); (1, 5) ; (1, 9) , (2, 1); (5, 1); (9, 1) . Now it is
and A * ≤ A 0 , hence
This bound can be saturated in three different ways: The choice µ 1 = µ 2 = 1/2 corresponds to the choice P = (σ I + σ S )/2, hence P T · P = (σ I + σ S )/2 which proves the first part of the statement. By explicit calculation we find that the corresponding energy extraction efficiency is
which is maximal among all doubly stochastic matrices (see Statement 3), hence as well among all matrices of the form P T · P , (with P itself doubly stochastic), which are themselves doubly stochastic. In sum (σ I + σ S )/2 simultaneously maximises − ∆E 2 and the efficiency η
[R] = − ∆E 2 / ∆E Appendix C: Operation ranges
As seen in Appendix A, in the range β1 β2 ≤ ω2 ω1 ≤ 1, the minimal value of ∆E over all bi-stochastic matrces P is non-positive. Similarly, namely by the Birkhoff/von Neumann expansion and direct evaluation of the expansion coefficients, one obtains as well that the minimal value of ∆E 1 is non-positive and the minimal value of ∆E 2 is null. So in this region refrigeration (for which ∆E 2 ≤ 0) is forbidden and the possible operations are energy extraction, thermal accelerator and heater.
Likewise, as seen in Appendix A, in the range ω2 ω1 ≤ 1 ≤ β1 β2 ≤ 1, the minimal value of ∆E 2 is non-positive. Similarly one can also see that the minimal value of ∆E and of ∆E 1 are both null. So in this region energy extraction (for which ∆E ≤ 0) and thermal accelerator (for which ∆E 1 ≤ 0) are forbidden and the possible operations are refrigerator and heater.
Finally, in the region ω2 ω1 ≥ 1, one can see, by means of similar reasoning, that the minimal values of ∆E and ∆E 2 are null, and the minimal value of ∆E 1 is non-positive. Accordingly energy extraction and refrigeration are forbidden ( ∆E and ∆E 1 can't be negative) and the possible operations are thermal accelerator and heater.
We remark that the minimal values of ∆E , ∆E 1 and ∆E 2 over all possible doubly stochastic matrices P , coincide with the negative ergotropies [16] 
At the points ω 2 /ω 1 = β 1 /β 2 and ω 2 /ω 1 = 1 an exchange of ordering of the eigenvalues of the initial state ρ, occurs, which may accompany a passage of the state from passive to active, with respect to one or more of the Hamiltonians In the following we shall calculate the quantities ∆E i where the overline denotes average over the invariant measure of SU (4). We use the parametrisation of the group in terms of generalised Euler angles α = (α 1 , α 2 , . . . , α 15 ) following Ref. [17] . The general element U α of SU (4) reads [17] : 
The group average of a function g(α) reads: 
is the normalised Haar measure of the group, and the integration is carried over the ranges:
0 ≤ α 1 , α 7 , α 11 ≤ π; 0 ≤ α 2 , α 4 , α 6 , α 8 , α 10 , α 12 ≤ π 2 ; 0 ≤ α 3 , α 5 , α 9 , α 13 ≤ 2π; 0 ≤ α 14 ≤ √ 3π; 0 ≤ α 15 ≤ 2 2 3 π.
The energy changes associated to a random basis |ψ k (α) , obtained by applying a random unitary U α to the energy eigenbasis |ψ k (α) = U α |k , read:
where , physically it means that independent measurements are performed on each qubit. Since they start each in a thermal state, by applying similar argument as above for each single qubit, one obtains, in this case, βi ∆Ei ≥ 0, that is [H]-operation.
[28] This result holds as well in the standard scenario where rather than interacting with a measurement apparatus, the system interacts with a classical field, and is accordingly described by a time-dependent Hamiltonian. 
