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Two years have passed since the last NIC Symposium. In the meantime High Performance
Computing in Germany has seen developments of great importance for the John von
Neumann Institute for Computing (NIC) and its users, and we shall mention some of them
below. Computer-based simulations have more and more proved to be highly significant
and indispensable in many fields of contemporary research. The NIC symposium and its
proceedings provide an overview over this fascinating field.
The research carried out on the computers at NIC ranges from basic to applied sciences.
Basic research, with its aim for the acquisition of scientific knowledge, includes among
others the physics of elementary particles and astrophysics, both of which are strongly
represented at NIC. Monte Carlo calculations with the help of supercomputers lead to a
better understanding of the fundamental constituents of matter and their interactions, and
of the dynamics of astrophysical systems from the early universe to stars and clusters of
galaxies. Closer to applications are projects from materials science and chemistry to earth
and environmental sciences and medicine. New types of materials, like nanostructured
solids, are investigated and developed by means of numerical simulations. Successful
research concerning the various aspects of our environment depends crucially on the
availability of the most powerful computers.
The NIC Symposium 2008 brings together scientists from a variety of scientific fields,
who have used the facilities of the John von Neumann Institute for Computing (NIC)
for their high performance computing applications. Most of the projects come from
universities. For the present proceedings of the NIC Symposium a referee panel selected
45 contributions which illustrate the progress in computer based science at NIC. Out of
these, 15 projects were selected to be presented in talks at the NIC Symposium.
The prosperity of computer-based simulation sciences does not only depend on the allo-
cation of resources at centres like NIC, but more generally on the presence of a pyramidal
structure of computational resources, from local workstations and smaller clusters, high
performance computers at universities, up to national and international supercomputer
centres. This pyramidal structure has been specified in a strategy paper by a working
group of the BMBF (Bundesministerium fu¨r Bildung und Forschung) conducted by Prof.
A. Reuter. As a first step towards an organisational implementation of this structure, the
three centres at the top of the pyramid – NIC, HLRS Stuttgart and LRZ Mu¨nchen – have
confederated in the Gauss Centre for Supercomputing (GCS). Its present chairman is Prof.
A. Bachem, also chairman of the board of FZ Ju¨lich. With the foundation of the Gauss
Centre the discussion about the representation of Germany in the initiative towards the
development of a European supercomputer infrastructure has come to a conclusion. The
Gauss Centre shall act as the German partner in the framework of the European activities
and will represent the German interests. Consequently the Gauss Center participates in the
European consortium PRACE.
The “Partnership for Advanced Computing in Europe” (PRACE) has been founded in
2007. Its aim is to prepare an application for the advancement of supercomputer centres in
the 7th EU framework programme for research and technology development, and to estab-
lish a supercomputer infrastructure on a European level. The intended actions are based on
the recommendations of the “HPC for Europe Task Force” (HET). PRACE has five princi-
pal partners (Germany, United Kingdom, France, Spain, Netherlands) and further 9 general
partners (Finland, Greece, Italy, Norway, Austria, Poland, Portugal, Sweden, Switzerland).
Altogether NIC has further consolidated its role as a leading European supercomputer
centre. An important aspect in this respect is the enhancement of supercomputer resources
at FZ Ju¨lich, which are available for the NIC community. The new era of capability
computing in Ju¨lich, which was started with the IBM Blue Gene/L system in 2006 has
been carried forward with the installation of a Blue Gene/P with a peak performance of
230 TFlop/s at the end of 2007. As the successor of the Blue Gene/L it will be available
for flagship projects which are particularly suited for such a machine and can use the
very large numbers of processors in parallel. The majority of applications at NIC will,
however, still be carried out on the JuMP system. At DESY in Zeuthen the parallel com-
puter apeNEXT has been completed with 8 crates of 256 processors each. It is designed
in view of simulations of models of elementary particle theory and is used by such projects.
A representative sample of the exciting research, which is done with the help of such
machines, is presented at the NIC Symposium 2008. We thank the referees for selecting
the contributions for his book. Most of them are also members of the NIC peer review
board. We also thank the authors for representing the NIC by their contributions in this
book. Special thanks go to the Ju¨lich Supercomputing Centre JSC (the former ZAM) and
to DESY for providing the high quality computing environments and user service, which
are crucial for the successful realisation of the projects presented in this book and the talks
at the symposium. Thanks go also to Ms. Martina Kamps for her effort to compile all
the contributions and to create a high quality book from them. Last, but not least we thank
Ms. Helga Frank and Ms. Erika Wittig for their help in organizing the 4th NIC-Symposium.
Ju¨lich, February 2008
G. Mu¨nster D. Wolf M. Kremer
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Recent Developments in Supercomputing
Thomas Lippert
Ju¨lich Supercomputing Centre, Forschungszentrum Ju¨lich
52425 Ju¨lich, Germany
E-mail: th.lippert@fz-juelich.de
Status and recent developments in the field of supercomputing on the European and German
level as well as at the Forschungszentrum Ju¨lich are presented. Encouraged by the ESFRI
committee, the European PRACE Initiative is going to create a world-leading European tier-0
supercomputer infrastructure. In Germany, the BMBF formed the Gauss Centre for Supercom-
puting, the largest national association for supercomputing in Europe. The Gauss Centre is the
German partner in PRACE.
With its new Blue Gene/P system, the Ju¨lich supercomputing centre has realized its vision of
a dual system complex and is heading for Petaflop/s already in 2009. In the framework of the
JuRoPA-Project, in cooperation with German and European industrial partners, the JSC will
build a next generation general purpose system with very good price-performance ratio and
energy efficiency.
1 Introduction
Supercomputers enable scientists and engineers to solve computational problems of un-
precedented complexity. Today, computer simulation is established as a third category of
gaining scientific insight, in addition to theory and experiment, and has been developed
into a key technology for industrial product development and production optimization.
The supercomputers provided by the Ju¨lich Supercomputing Centre (JSC), the former
Zentralinstitut fu¨r Angewandte Mathematik, are utilized by scientists all over Germany
and Europe via provision of computer time through the John von Neumann Institute for
Computing (NIC). Currently, the Blue Gene/P system at JSC delivers more than 220 Ter-
aflop/s highly scalable supercomputing power. JUGENE is the most powerful machine for
free research worldwide and ranks at position 2 in the TOP500 list of November 2007.
Supercomputers in this performance class are at the top of an indispensable large-scale
scientific infrastructure for national and European research. The JSC strives to guarantee
optimal user support, continuously developing the simulation methodology, parallel algo-
rithms and new programming and visualisation techniques as well as carrying out intensive
own research in core areas of the computational sciences.
The JSC will intensify its support, research and development activities: support and re-
search are strengthened by establishing several simulation laboratories in the core scientific
fields served by the NIC. Each simulation lab is targeted at a specific disciplinary scientific
area. Currently the SLs “Plasma Physics”, “Computational Biology” and “Earth System
Sciences” are in their first stage of implementation. Other labs like “Nano and Materials
Science” will follow soon. While the evaluation and benchmarking of novel compute ar-
chitectures, in particular in the run-up for a next procurement, have a long tradition at JSC,
a novel activity of JSC will be its active participation in the design and building of next
generation supercomputer systems (Sec. 4.3).
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Similar activities will become an important element of the EU project PRACE, the
Partnership for Advanced Computing in Europe (Sec. 3), which is coordinated by Achim
Bachem at Forschungszentrum Ju¨lich. PRACE is an initiative of 14 European countries to
create a so-called tier-0 supercomputer infrastructure in the Multi-Petaflop/s range that is
on one level with the US infrastructure or might even lead the worldwide supercomputing
efforts for simulation science and engineering.
In order actively participate in these developments a new association was formed by
initiative of the BMBF in Germany (Sec. 2). In June 2006, the Minister for Research,
Dr. Schavan, announced the creation of the Gauss Centre for Supercomputing (GCS). The
GCS-Verein has Forschungszentrum Ju¨lich, Ho¨chstleistungsrechenzentrum Stuttgart and
Leibniz-Rechenzentrum Garching as its members. Further members are the chairs of the
scientific councils, e.g. the NIC for the FZJ. Currently, FZJ is chairing the GCS.
In this note, I am going to review the status and the goals of PRACE and GAUSS. In
the framework of PRACE, a technology platform for development of systems in the Multi-
Petaflop-range will be created. Currently, consortia like PROSPECT and TALOS are being
established jointly by IT-industry and user centres. They are going to support the European
technology platform of PRACE. I will describe JSC’s approach to Petacomputing, which
is guided by our wish to take the users with us on our way to unprecedented scalability. I
will finally comment on our efforts with the JuRoPA project (Ju¨lich Research on Petaflop
Architectures) to design and to build ourselves a general purpose computer system in the
Petaflop-range in cooperation with our industrial partners from Germany and Europe.
2 Gauss Centre for Supercomputing
In order to continue to provide computing resources at the highest performance level for
computer-based science and engineering in Germany, in June 2006, the Federal Ministry
of Education and Research (BMBF) has initiated the foundation of the Gauss Centre for
Supercomputing1. The Ministries of Innovation, Science, Research and Technology of the
State of North Rhine-Westphalia, the Bavarian State Ministry of Science, Research and the
Arts, and the Ministry of Science, Research and the Arts Baden-Wu¨rttemberg unreservedly
support the GCS. Since September 2007, the GCS is a registered association (e.V.).
The three German national supercomputing centres joined up to form the GCS with
combined computing power of currently more than 350 teraflop/s, located in Stuttgart,
Garching, and Ju¨lich. The GCS is the largest national association for high-performance
computing in Europe. It is planned to increase the overall performance of the GCS to a
value larger than 1000 Teraflop/s in 2009.
The GCS members follow a common direction in their organization. The procurement
of hardware will be closely coordinated, applications for computing time will be scientif-
ically evaluated on a common basis, and software projects will be jointly developed. The
GCS currently is preparing documents for a business plan and the future scientific gov-
ernance of supercomputing in Germany. This task involves also the planning of a closer
coordination with the German Tier-1 and Tier-2 centres in an HPC alliance of supercom-
puter centres.
Another important area of activities of the GCS will be the training of users and the
education of young scientists. The work of specialist researchers will be supported and
promoted by harmonizing the services and organizing joint schools, workshops, and con-
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ferences on simulation techniques. Methodologically oriented user support is also a major
concern of the Gauss Centre.
With the establishment of the GCS and its activities, the three GCS sites have already
created a high visibility worldwide and have laid the grounds to play a central role in the
establishment of a European high-performance supercomputer infrastructure within the
PRACE initiative.
3 Partnership for Advanced Computing in Europe
Scientists and engineers in Europe must be provided with access to leadership class super-
computing in order to remain competitive internationally and to maintain or regain leader-
ship in the simulation sciences. In this spirit, the European Strategy Forum for Research
Infrastructures (ESFRI) has identified HPC as a strategic priority concerning the creation
of new research infrastructures in Europe. Following the recommendations detailed in the
ESFRI Roadmap the European Commission issued a call in the 7th Framework Programme
for a preparatory phase for up to 35 European research infrastructures2.
This development goes back to the preparatory studies of HPCEUR and the High Per-
formance Computing in Europe Taskforce (HET)3 between 2004 and end of 2006. A con-
sortium of 14 European countries signed a Memorandum of Understanding on April 17,
2007, in Berlin, in the presence of minister Schavan. The initiative is named PRACE, i.e.
Partnership or Advanced Computing in Europe. Prior to this event, the founding members
(HET) have submitted a project proposal, the PRACE project, to meet the above mentioned
call. The project was fully granted in summer 2007 and will have its kick-off meeting end
of January 2008.
PRACE aims at preparing a persistent pan-European HPC supercomputer service in
form of a single legal entity, consisting of three to five tier-0 centres, similar to the US
HPC-infrastructure. PRACE will be the tier-0 level of the European HPC ecosystem. The
hosting centres of the planned tier-0 systems will provide the expertise, competency, and
the required infrastructure for comprehensive services to meet the challenging demands of
excellent users from academia and industry.
PRACE will prepare for the implementation of the infrastructure in 2009/2010. Within
the project the definition and the set-up of a legal and organizational structure involving
HPC centres, national funding agencies, and scientific user communities are carried out.
Tasks involve plans to ensure adequate funding for the continued operation and periodic
renewal of leadership systems, co-ordinated procurements, efficient use and fair access for
European researchers.
PRACE will prepare the deployment of Petaflop/s systems in 2009/2010. This includes
the procurement of prototype systems for the evaluation of software for managing the
distributed infrastructure, the selection, benchmarking, and scaling of libraries and codes
from scientific user communities, the definition of technical requirements and procurement
procedures.
The PRACE Petaflop-infrastructure will require an initial investment of up to 500 Mio
Euro followed by annual funds of 100 Mio Euro for upgrades and renewal in later years.
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3.1 Technical Development in Europe: Consortia of Industry and User Centres
In addition to the precommercial procurement activities for the PRACE Petaflop-systems, a
collaboration with the European IT-industry will be started by PRACE in order to influence
the development of new technologies and components for architectures that are promising
for Petaflop/s systems to be procured after 2010.
In order to achieve these goals, already early in 2007 two consortia were formed in
Europe. One consortium is PROSPECT (Promotion of Supercomputers and Petacomput-
ing Technologies), with the partners BSC, JSC, LRZ, DWD, IBM, Quadrics, Intel, ParTec,
University of Heidelberg and University of Regensburg. A second one is TALOS centered
on BULL and CEA/France, with the associated partners Intel and Quadrics. These con-
sortia, and maybe more to come, will seek cooperation with the workgroup WP8 within
the PRACE project in order to create a long-term technology platform for development of
systems in the realm of Multi-Petaflop/s.
PROSPECT understands itself as an interest group to foster the development of super-
computing technology in Europe. Partners within PROSPECT have started to form project
groups that focus on hardware and software aspects. So far three projects are being initiated
within the PROSPECT framework. One of these project is JuRoPA (Sec. 4.3), a second
one is called QPACE (QCD Petacomputing Engine). Within QPACE, IBM-Bo¨blingen, the
universities of Regensburg and Wuppertal, DESY-Zeuthen and the JSC are going to build
a new 3-dimensional high-speed communication network around a grid of next-generation
cell processors.
A third project within PROSPECT will involve most of the PRACE partners tackling
the highly relevant question of energy aware and energy efficient supercomputing. En-
ergy issues become ever more important4 since the need for higher performance requires
to boost parallelism after frequency growth came to an end. Therefore, the individual pro-
cessors necessarily must become less instead of more power consuming. The Blue Gene
approach as well as the cell processor are state-of-the-art technologies concerning power
efficiency. While with the new multi-core processors of Intel and AMD an important step
is taken in the right direction, energy consumption still grows linearly with the number of
processors, which imposes a severe limit to scalability of future supercomputer hardware.
As a consequence, we have to make use of all possible ideas to reduce the waste of power.
4 Ju¨lich Supercomputing Centre
The JSC works at the forefront of the technologically possible in HPC. Following a dual
philosophy the JSC strives to provide Petaflop-class systems with highest scalability like
the new Blue Gene /P together with highly flexible general purpose systems. In 2008 the
JUMP general purpose system will be replaced by a very large compute cluster increasing
the power of JUMP by more than a factor of 25. This cluster is currently designed and
will be built together with partners from industry. The operating system software to be
utilized is the German system ParaStation, developed jointly by ParTec (Munich) and JSC.
Together with an online storage of 1 PetaBytes, connected to an automatized tape archive
of about 10 Petabytes the JSC operates the most flexible computer complex currently avail-
able.
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4.1 Dual System Complex
Already quite early in the operation cycle of JUMP, the Parateam at JSC, responsible for
the scaling of user applications, realized that for the given number of users and allocation of
computing time a further growth of capability computing on JUMP would have decreased
the overall efficiency. This is because many users worked at their sweet spot and would
not have profited from policies preferring jobs with very large processor numbers.
As a solution, the concept of a “Dual Supercomputer Complex” was conceived and
described as part of a white paper of the Helmholtz Association with title “Ausbau
des Supercomputing in der Helmholtz-Gemeinschaft und Positionierung im europa¨ischen
Forschungsraum”.
By installing the first Blue Gene/L system (Sec. 4.2) and boosting it up to 46 Teraflop/s,
the JSC started to realize the dual concept. Blue Gene/L is only allowed to be used by
highly scaling applications. Before being admitted to the machine, the scalability of a
code must be proven. In this way, a decisive step towards capability computing was taken,
as is shown by the performance parameters of the Blue Gene/L system. Following this
philosophy, the number of accepted projects on JUBL for the granting period 2006/2007
was limited to about 25. A substantial increase of the scalability up to 16,384 processors
could be reached for several applications by intensive user support during two workshops,
the “Big Blue Gene Week” and the “Blue Gene Scaling Workshop” which both lasted for
one week5.
The dual system complex is supported by a common storage infrastructure which was
also expanded in 2007. Key part of this infrastructure is the new Ju¨lich storage cluster
(JUST) which was installed in the third quarter of 2007, increasing the online disk capac-
ity by a factor of ten to around one PetaByte. The maximum I/O bandwidth of 20 GB/s
is achieved by 29 storage controllers together with 32 IBM Power 5 servers. JUST is
connected to the supercomputers via a new switch technology based on 10-Gigabit Ether-
net. The system hosts the fileserver function for GPFS (General Parallel File System) and
provides service to the clients in Ju¨lich and to the clients within the international DEISA in-
frastructure as well. In future technological developments, a LUSTRE parallel file system
will join the GPFS.
4.2 Towards Petacomputing
In 2004/2005, the IBM Blue Gene technology became available. The JSC has evaluated
the potential of this architecture very early as a future leadership class system for capa-
bility computing applications. A key feature of this architecture is its scalability towards
Petaflop-computing based on lowest power consumption, smallest footprint and an accept-
able price-performance ratio.
In early summer 2005 Ju¨lich started testing a single Blue Gene/L rack with 2048 pro-
cessors. It soon became obvious that many more applications than expected could be
ported to efficiently run on the Blue Gene architecture. Due to the fact that the system
is well balanced in terms of processor speed, memory latency and network performance,
many applications scale up to large numbers of processors. In January 2006 the system
was expanded to 8 racks with altogether 16384 processors.
The 8-rack system has successfully been in operation for almost two years now. About
4 racks or about 25 Teraflop/s are available for the users in the NIC. About 25 research
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projects, which were carefully selected with respect to their scientific quality, run their
applications on the system using job sizes between 1024 and 16384 processors. During
the Blue Gene Scaling Workshop at FZJ, experts from Argonne National Laboratory, IBM
and Ju¨lich helped to further optimize some important applications. As already stated, it
could be shown that all applications considered succeeded in efficiently using all 16384
processors of the machine5.
Computational scientists from many research areas took the chance to apply for sig-
nificant shares of Blue Gene/L computer time to tackle unresolved questions which were
out of reach before. Because of the large user demand and in line with its strategy to
strengthen leadership-class computing, FZJ decided to order a powerful next-generation
Blue Gene system. In October 2007 a 16-rack Blue Gene/P system with 65536 proces-
sors was installed mainly financed by the Helmholtz Association (BMBF) and the State of
North Rhine Westphalia. With its huge peak performance of 222.8 TFlop/s, Ju¨lich’s Blue
Gene/P dubbed “JUGENE” is currently the most powerful supercomputer in Europe and
number 2 worldwide.
The important differences between Blue Gene/P and Blue Gene/L mainly concern the
processor and the networks (see Table 1) while the principal architecture of Blue Gene/L
was kept unchanged. Key features of Blue Gene/P are:
• 4 PowerPC 450 processors are combined in a fully 4-way SMP (node) chip which
allows a hybrid programming model with MPI and OpenMP (up to 4 threads per
node).
• The network interface is fully DMA (Direct Memory Access) capable which increases
the performance while reducing the processor load during message handling.
• The available memory per processor has been doubled.
• The external I/O network has been upgraded from 1 to 10 Gigabit Ethernet.
All these improvements are well reflected by the application performance. A code from
theoretical elementary particle physics, (dynamical overlap fermions), on Blue Gene/P
runs at 38% of the peak performance compared to 26.3% on Blue Gene/L. Furthermore,
the increased memory of 2 GB per node will allow new applications to be executed on Blue
Gene/P. JUGENE has become part of the dual supercomputer complex of JSC. It will be
complemented soon by the successor of the JUMP system, a general purpose system based
on cluster technology (see Sec.4.3).
With the upgrade of its supercomputer infrastructure FZJ has taken the next step to-
wards Petascale Computing and has strengthened Germany’s position to host one of the
future European supercomputer centres.
4.3 Building a Supercomputer
In the future, the JSC will play an active role in designing and building its supercomputers,
in particular as far as general purpose systems are concerned. Using component-oriented
cluster technology JSC will be able to directly address its users’ requirements in the design
and build-up process and to go for the best possible price-performance ratio and lowest
energy consumption at the earliest possible implementation date.
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Blue Gene/L Blue Gene/P
Node Properties
Processor PowerPC 440 PowerPC 450
Processors per node (chip) 2 4
Processor clock speed 700 MHz 850 MHz
Coherency Software managed SMP
L1 cache (private) 32 KB per core 32 KB per core
L2 cache (private) 7 stream prefetching 7 stream prefetching
2 line buffers/stream 2 line buffers/stream
L3 cache (shared) 4 MB 8 MB
Physical memory per node 512 MB 2 GB
Main memory bandwidth 5.6 GB/s 13.6 GB/s
Peak performance 5.6 GFlop/s 13.6 GFlop/s
Torus network
Bandwidth 2.1 GB/s 5.1 GB/s
Hardware latency (nearest neighbour) 200 ns (32B packet) 160 ns (32B packet)
1.6 µs (256 B packet) 1.3 µs (256 B packet)
Global collective network
Bandwidth 700 MB/s 1700 MB/s
Hardware latency (round trip worst case) 5.0 µs 3.0 µs
Table 1. Blue Gene /P vs. Blue Gene /L.
At this stage, JSC is in the process to design the successor of JUMP. It is planned to re-
alize a highly flexible general purpose cluster system comprising 2048 compute nodes to be
installed end of 2008. Each node will host 8 cores of the next generation Intel HPC proces-
sor Nehalem. The high-speed interconnect will be based on QSnetIII of the British-Italian
IT-company Quadrics. As cluster operating system the German software ParaStation will
be used which is proven to scale beyond 1000 nodes.
To this end, a research project group was formed named JuRoPA (Ju¨lich Research on
Petaflop Architectures). The core partners of JuRoPA are the JSC, ParTec (Munich)6, Intel
(Bru¨hl)7, and Quadrics (Bristol)8. At a later stage, a provider for the hardware which is not
yet selected will join the group.
The ParaStation cluster operating system is being developed in cooperation between
ParTec and JSC since several years. Together with the European interconnect technology
Quadrics which will again become the state-of-the-art technology in the field of cluster
computing with its next generation QSnetIII the JSC will demonstrate that Europe is back
in supercomputing technology and can build leadership-class supercomputers at lowest
costs and high energy efficiency.
5 Concluding Remarks
In the last two years, coordinated efforts in Europe and Germany have led to a variety of
new developments in the ever growing field of simulation science and engineering, and
in particular in the field of supercomputing. With PRACE, the Partnership for Advanced
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Computing, Europe is on the right track to create a Petacomputing infrastructure which
can be competitive with US installations. The GCS, the Gauss Centre for Supercomput-
ing, brings the German National Supercomputer Centres in Garching, Ju¨lich and Stuttgart
together, forming the largest supercomputing complex in Europe and striving to host the
first European supercomputer centre with Petaflop capability.
The JSC, the Ju¨lich Supercomputing Centre, has realized its vision of a dual supercom-
puting complex both in terms of hardware and computer time provision, which is coordi-
nated by the John von Neumann Institute for Computing. With 223 Teraflop/s, the most
powerful supercomputer for free research worldwide is accessible by the NIC community.
Together with the successor of the general purpose system JUMP, a cluster being designed
and built by JSC, ParTec, Intel and Quadrics, and planned to be in operation end of 2008,
German and European scientists can work at the forefront of simulation science.
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Protein Simulations on Massively Parallel Computers
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Olav Zimmermann1, and Ulrich H.E. Hansmann1,2
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We summarize shortly the research done in the “Computational Biology and Biophysics” group
at NIC. This research group was founded in July 2005 and spearheads the use of modern super-
computers for research into the Biophysics and Biochemistry of biological macromolecules.
1 Introduction
The need for high performance computing in Biochemistry and Systems Biology is well-
recognized. For most sequences in the now deciphered genomes, the structures and func-
tions of the corresponding proteins are not known. Even less is known about their inter-
action and regulation. Reliable tools that allow one to study these phenomena in com-
puter experiments would open the way for understanding the molecular foundations of the
workings of whole cells. This is because proteins are the workhorses in a cell, transporting
molecules, catalyzing biochemical reactions, or fighting infections. Hence, improved com-
putational tools could lead to a deeper understanding of various diseases that are caused by
the mis-folding of proteins, and enable the design of novel drugs with customized proper-
ties.
Computer simulations of even small proteins have remained a challenging computa-
tional task. This is because the complex form of the forces within and between molecules
leads to a rough energy landscape with a huge number of local minima acting as traps.
As a rule, computational cost to accurately calculate physical quantities in simple room-
temperature Molecular Dynamics or Monte Carlo simulations increases exponentially with
the number of residues. Overcoming these obstacles requires both new sampling tech-
niques and the use of modern massive parallel computers (such as the new BlueGene/P
computer JUGENE in Ju¨lich) that soon will approach the Petaflop range.
Research in the group is concerned with the development of algorithms, and their im-
plementation into software optimized for modern supercomputer architectures, for over-
coming these numerical difficulties in protein studies. Our aim is to develop protocols
that allow atomistic simulations of stable domains in proteins (usually of order 50-200
residues). Successful method and software development is at its best when it is guided by
the needs of specific applications. For this reason, we have studied extensively the folding
mechanism in a number of small proteins. Finally, we are interested in the combination of
our techniques with knowledge-based approaches. Such combinations are the backbone of
the structure prediction algorithms that we have tested successfully at the CASP7 (Critical
Assessment of protein Structure Prediction) competition in summer 2006. Our newly de-
veloped techniques are included in the recently published update of SMMP1, 2, the freely
available program package co-developed by this group.
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2 Algorithms for Protein Simulations
The key-idea behind our novel techniques is to replace canonical simulations, where cross-
ing of an energy barrier of height ∆E is suppressed by a factor ∝ exp(−∆E/kBT ) (kB
is the Boltzmann constant and T the temperature of the system), with schemes that both
ensure sampling of low-energy configurations and avoid trapping in local minima. For
instance, in multicanonical sampling3 the weight w(E) in a Monte Carlo or molecular
dynamics simulation is set so that the distribution of energies P (E) is given by:
P (E) ∝ n(E)w(E) = const, (1)
where n(E) is the spectral density. In this way, a free random walk in the energy space is
performed that allows the simulation to escape from any local minimum. The thermody-
namic average of a physical quantity A can now be calculated by re-weighting:4
< A >T =
∫
dx A(x) w−1(E(x)) e−E(x)/kBT∫
dx w−1(E(x)) e−E(x)/kBT
. (2)
Here, x stands for configurations. Note that the weights w(E) are not a priori known, and
estimators have to be determined by an iterative procedure described in Refs.3, 5.
In parallel tempering (also known as replica exchange method)6, first introduced to pro-
tein science in Ref.7, standard Monte Carlo or molecular dynamics moves are performed
in parallel at different values of a control parameter, most often the temperature. At certain
times the current conformations of replicas at neighbouring temperatures Ti and Tj=i+1
are exchanged with probability
w(Cold → Cnew) = min(1, exp(−βiE(Cj)− βjE(Ci) + βiE(Ci) + βjE(Cj))) , (3)
with β = 1/kbT . For a given replica the swap moves induce a random walk from low
temperatures, where barriers lead to long relaxation times, to high temperatures, where
equilibration is rapid, and back. This results in a faster convergence at low temperatures.
However, these sophisticated novel techniques are hampered still by slow relaxation
due to barriers and bottlenecks. Their successful application to protein simulations re-
quires that the weight functions or temperature distributions are chosen optimally. In order
to unify the analysis of these techniques, we derived equivalent one-dimensional stochastic
processes from the underlying Master equations and analyzed the conditions under which
these representations are valid descriptions of the random walk in order parameter or con-
trol parameter space8 . They allow a unified discussion of the stationary distribution on
each space, as well as of the stationary flow across it. We demonstrated that optimizing the
flow is equivalent to minimizing the first passage time for crossing the space, and discussed
the consequences of our results for optimizing simulations, particularly under conditions of
broken ergodicity. Based on these results we were able to determine an analytical expres-
sion for the optimal number of replicas in PT simulation9. In addition, we have investigated
the theoretical basis for combining molecular dynamics simulation with parallel tempering
and developed optimized replica exchange move sets for that10.
Another example of our algorithmic research is concerned with temperature driven first
order phase transition where traditional parallel tempering implementations fail. We have
developed an efficient new parallel tempering algorithm11, that eliminates the supercritical
slowing down associated with the nucleation barrier at the transition and which is capable
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of determining the density of states function. Our algorithm is much simpler than multi-
canonical ensemble simulations, which on the input side need an a-priori unknown weight
function - or - Wang Landau simulations, which require a tedious parameter fine tuning.
In addition, multiple Gaussian modified ensemble simulations11 are perfectly suited for
parallel computer architectures. Future applications of the method will include studies of
condensates with ensembles of chain molecules.
3 Protein Simulation Programs for Parallel Computers
The above algorithms are implemented in SMMP1, our program package for simulation of
protein. The code is free and open source. The latest version2 features a Python interface
and allows simulations of more than one protein as necessary for studies of aggregation
or ligand binding. The implementation of additional force fields are other newly added
features. SMMP is available from either the program library of Computer Physics Com-
munications or from www.phy.mtu.edu/biophys/smmp.htm
Emphasis was put on the parallelization of SMMP: we now regularly run our simulation
on 4096 processors. In SMMP, every atom is associated with a dihedral angle. We used
this relation to distribute the interactions as evenly across processors as possible without
regard to spatial proximity. We ran our benchmark on 4 different platforms: JUMP, an
IBM p690 cluster with 32 Power4+ processors at 1.7 GHz and 112 GB of shared memory
per frame and a total of 1312 processors; JUBL, an IBM BlueGene/L with 8 racks and a
total of 16384 Power4 processor at 700 MHz; JULI a PC cluster using dual-core PowerPC
970MP processors at 2.5 GHz with an InfiniPath network and NICOLE, an Opteron based
PC cluster with a clock speed of 2.4 GHz using Infiniband networking. Except for the setup
of the communicators used for the energy calculation on BG/L, we used the same source
code for all measurements. We performed 50 sweeps of a Monte Carlo simulation of the
designed protein Top7 (92 residues, 1477 atoms) starting from a stretched chain. Data was
written to disk every 10 sweeps. On JUBL, we used multiple replicas in parallel with the
indicated number of processors per replica to fill a half plane (512 processors). Figure
1 shows walltime and scaling for the various machines. The execution time on a single
processor ranges from about 18 min on JULI to about 2 h on JUBL. The lowest execution
time ranges from 81 s on JUMP to 269 s on JUBL with 64 processors per replica. The
maximum speedup is 25 on JUBL with 64 processors.
For JUMP, JULI, and NICOLE we used MPI’s default processor assignment. On
JUBL, however, this approach leads to a sub-optimal distribution of the processors. BG/L
has a cubic geometry. By default, the rank of a processors increases first along x, then y,
and finally z. This leads to a planar distribution of processors. Instead of the default, one
should make communicators as cubic as possible unless the problem geometry suggests a
different approach. The low cost per processor makes BlueGene/L an attractive platform
for protein simulations. Using a cubic arrangement of 64 processors, we achieve a speedup
of up to 25× on BG/L. With the large number of processors available on JUBL, we can
run simulations with 64 replicas at a quarter of the cost and at the same speed as on JUMP.
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Figure 1. Strong scaling behaviour. This figure shows the walltime and corresponding parallel scaling vs. number
of processors on JULI, JUMP, and JUBL. On JUBL, we used multiple replicas in parallel with the indicated
number of processors per replica to fill a half plane.
4 Side Chain Ordering in Polymers and Proteins
Work of the group is characterized by the combination of algorithm development with ap-
plication of these novel techniques to research the physics of proteins and their interaction.
One area of interest is the distinct transitions in the folding process, their thermal order and
relation. An important example is the role of side-chain ordering.
In recent studies on homopolymers12, 13, we found for certain amino acids a de-coupling
of backbone and side-chain ordering. The characteristics of the side chain ordering process
did not depend on the details of the environment, i.e. whether the molecules were in gas
phase or solvent, but solely on the side groups. It exhibited a phase transition-like character,
marked by an accompanying peak in the specific heat. In a related investigation, we were
able to establish the role of charged end groups in stabilizing and de-stabilizing secondary
structures in gas phase14. These results are important for comparison with molecular beam
experiments. Later, we have extended those investigations to proteins, starting with the
villin headpiece subdomain HP-3615. This molecule has raised considerable interest in
computational biology as it is one of the smallest proteins (596 atoms) with well-defined
secondary and tertiary structure but at the same time still accessible to simulations. Our
results indicate a thermal hierarchy of ordering events with side-chain ordering appearing
at temperatures below the helix-coil transition, i.e. secondary structure formation, but
above the final folding transition to the native state. We believe that the observed thermal
hierarchy of folding reflects an underlying temporal sequence of these ordering processes
in actual protein folding dynamics. We conjecture that side-chain ordering facilitates the
search for the correct backbone topology. In contrast to homopolypeptides we do not find
collective effects leading to a separate transition. The heterogeneity of the sequence seems
to destroy the phase transition-like character of side-chain ordering.
5 Folding Mechanisms in Small Proteins
The above investigations were concerned with helical polypeptides. In an α-helix, hy-
drogen bonds are formed between residues i and i + 4 along the sequence. Because of
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Figure 2. Left: The non-trivial unexpected pathway for the folding of the molecule CFr revealed in the simula-
tions. Right: The free-energy mimimum structure seen in all-atom simulations (coloured) superimposed on the
experimentally measured structure (gray).
this short sequence separation, these residues are constrained so that the helical hydrogen
bonds form along with chain compactification. Small helical proteins indeed show simple
funnel like folding free-energy landscapes16. The helix hydrogen bonds form in no partic-
ular order, although the two ends of a helix show greater tendency to dissolve and reform.
β-hairpins are also “local” structures in that the hydrogen bonded residues are close in se-
quence. For the 3-stranded β-sheet beta3s, we find the folding of the two β-hairpins more
cooperative than the folding of helices. Folding proceeded in a zipper mechanism from
the turns towards the ends of the hairpins16. Once formed, the β-sheets show a greater
resilience towards unfolding.
The simplest example of a protein with both helix and β-sheet elements is a structure
with a helix and a β-hairpin. We have examined two such systems and found rather distinct
mechanisms. The 23 residue BBA5 molecule has a small β-hairpin where the turn region
is stabilized by a synthetic amino acid D-proline. This hairpin and the helix of BBA5
form on their own, and only later make hydrophobic contacts16. On the other hand, in a
simulation of the protein FSDEY with a similar helix hairpin structure, we found that the
hydrophobic residues of the helix line up on one side, to provide a template around which
the hairpin forms17. The hairpin of FSDEY never forms independently of the helix in our
simulations, nor did we find any clear evidence of a zipper like mechanism.
The formation of structures with non-local β-sheet contacts are highly non-trivial. We
have done extensive folding simulations of one such molecule, CFr (PDB id: 2GJH), the
C-terminal fragment of the designed 93 residue protein Top7 (PDB id: 1QYS). Along the
sequence from N- to C- terminal, the secondary structure profile of the molecule CFr is
: strand – helix – strand – strand (see Fig.2). The two strands at the C-terminal make a
β-hairpin. The strands at the N- and C-termini are also adjacent in the 3 stranded β-sheet.
None of the simple folding mechanisms discussed above could give rise to this arrange-
ment. Instead, our simulations revealed an unanticipated mechanism (see Fig. 2) for the
formation of this structure18. The N-terminal β-strand first folded into a non-native ex-
tension of the native helix. The β-hairpin at the C-terminus forms independently. When
the helix and the C-terminal hairpin make the correct tertiary contacts, the non-native part
of the helix unfolds to release the N-terminal residues. These subsequently make β-sheet
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contacts with the hairpin and complete the native structure. By “caching” the N-terminal
β-strand as a non-native extension of a helix, the molecule protects them from premature
contacts with other regions with strong β-strand propensities, which would lead to mis-
folding, or very slow folding. The caching of the N-terminal strand, accelerates folding of
CFr by avoiding many misfolded states. We speculate that this mechanism is employed in
molecules where adjacent strands in a β-sheet have large sequence separation. The same
mechanism could protect a nascent N-terminal β-strand which is synthesized early, from
intermolecular interactions leading to aggregation, until the rest of the molecule is synthe-
sized and properly folded. Simulations of FSDEY were done with SMMP2, while we used
PROFASI19 for the other proteins mentioned in this section.
6 Thick Polymers
The results described above raise the question to what extent the properties of proteins can
also be explained as polymer properties (i.e. are not sequence specific). To investigate this,
we simulated “thick” polymers in a simple 3d homo-polymer chain model with thickness
regularized by the global radius of curvature, and studied the interplay of ”hard” geometric
constraints and attractive Lennard Jones interactions. In an earlier work the long chain limit
of thick polymers was studied20 and was found to be consistent with field theoretic expec-
tations. As a function of the global radius of curvature we now find a rich ”landscape” of
low temperature i.e., ground state configurations, which we classify. These include simple
hypercubic crystals, ideal helices as introduced by Maritan21, short sheet like structures,
twisted circles and helical superstructures. We also observe a phase region where open
ended polymers close into ring polymers with zero knot number and with short range in-
teractions as being characteristic for a liquid. While these studies are of principal nature,
some similarities with real proteins are seen. In particular we observe secondary structure
formation as well as mixed phases of few conformational simplices for long chains. How-
ever, a direct mapping onto protein configurations is problematic and there is clear need
for the inclusion of additional either protein specific - or more fundamental interactions
into the simplified model. A possible candidate is a thick polymer model with attractive
Lennard Jones interactions as well as dipole-dipole interactions on the chain.
7 Constraints for Structure Prediction
Our algorithms are limited to simulations of small proteins of order ≈ 50 residues. As the
average size of proteins is around 250 residues, it is necessary to constrain the conforma-
tional search space for the purpose of structure prediction. Such constraints are generally
obtained from known structures of similar sequences. As long range distance constraints
(e.g. from fold recognition or correlated mutation analysis) lead to frustrated conforma-
tions, local constraints e.g. dihedral constraints from secondary structure predictions are
preferred. State of the art algorithms like PSIPRED22 achieve highly accurate secondary
structure predictions, but do not allow mapping of these classes to dihedral angles. To over-
come these problems we have developed DHPRED to predict for each residue its dihedral
angle region23. The algorithm has a three layer structure and is based on classification by
Support-Vector-Machines (SVM)24, a supervised machine learning algorithm. The perfor-
mance of DHPRED is comparable to PSIPRED but provides a direct mapping to dihedral
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angles. In addition the dihedral angle regions for many coil residues can be identified thus
providing local dihedral constraints for the entire protein chain.
Patterns of dihedral angles i.e. correlations between the dihedral state of neighbouring
residues can also be observed in coil regions. Among these patterns β-turns25 are the
most abundant class. They are frequently encountered at topologically interesting positions
where the chain changes its direction and as such are important prediction targets. We have
developed a classifier to resolve the different classes of β-turns as they indicate different
local topologies26. While certain classes can be easily distinguished, several other classes
(I, IV, VIII) show considerable overlap. As these classes also share certain geometrical
properties it is an open question whether this is due to an insufficient number of samples
available or to the fact that the class boundaries are artificial.
The rapid growth of the protein databank PDB makes it increasingly likely that a struc-
turally related protein to a sequence has already been entered even if the sequence similarity
is too low to allow for direct identification. For these cases all successful structure predic-
tion strategies use fold recognition, where structural features are derived from the target
sequence and compared to a structure database. In the simplest case secondary structure
alignment is used. As ordinary secondary structure has only three different elements there
is a high likelihood that two proteins with the same secondary structure have vastly dif-
ferent topology. A considerable reduction of the possible topologies can be achieved by
predicting which β-strands are part of an antiparallel β-sheet and which form a parallel
one. Our program BETTY27 implements an SVM-approach similar to the one described
for DHPRED but without the iterative second layer. It classifies 88% of all β-residues
correctly. Combined with PSIPRED 79.3% can be correctly classified into parallel-β, anti-
parallel-β, α-helix, and coil. We are planning to use this enhanced secondary structure
alphabet as part of a fold recognition algorithm.
In order to test our techniques for structure prediction we have participated in the CASP
2006 competition where we have submitted structures for all but three of the 100 valid tar-
gets. As expected our approach is not competitive in cases where homology to resolved
proteins allows application of knowledge-based techniques. However, we are within the
top five groups in the free modelling section when ranked based on visual inspection
(see http://predictioncenter.org/casp7/meeting/presentations/
Presentations assessors/CASP7 FM Clarke.pdf). We are currently evalu-
ating our protocols in order to determine how we can optimize the use of our techniques
for structure prediction, and plan to set up a server that automates the predictions for the
2008 round of the CASP competition.
8 Closing Remarks
We have outlined research done by the “Computational Biology and Biophysics” group
since its inception in July 2005. Using high performance computing and developing novel
algorithms (the “generalized-ensemble” approach) the group has made substantial progress
on the way toward the goal of structure prediction of stable domains in proteins (usually
of order 50-200 residues). In future, the group will extend these lines of research to larger
and medically relevant proteins.
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Phase Transitions and the Mass of the Visible Universe
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Recent results on QCD thermodynamics are presented. The nature of the T>0 transition is
determined, which turns out to be an analytic cross-over. The absolute scale for this transition
is calculated. In order to approach the continuum limit four different sets of lattice spacings
were used with temporal extensions Nt=4, 6, 8 and 10 (they correspond to lattice spacings
a∼0.3, 0.2, 0.15 and 0.12 fm).
1 Introduction
One of the most fundamental fields of all science is the physics of elementary particles. We
are looking for the smallest building blocks of nature. We would like to understand their
interactions. Since everything is built up from these particles we hope that the knowledge
on the physics of the building blocks leads to the understanding of more complex systems.
Experimentalists are looking for different particles and interactions, which are then put
into a consistent framework by theorists, who have to solve the equations, too. The most
popular experimental way to gain information is to collide a few particles and look what
happened. Many more particles were participating in these high energy processes in the
early Universe (Big Bang) or are participating in present day heavy ion experiments (Little
Bang). Note, that for both cases the baryonic densities are much smaller than the typical
hadronic scales (and can be treated as zero).
At temperatures around T ≈ 200 MeV a transition happened, which is related to the
spontaneous breaking of the chiral symmetry of QCD. The nature of the QCD transition
affects our understanding of the Universe’s evolution (see ref.1 and references therein). In
a strong first-order phase transition the quark–gluon plasma supercools before droplets of
hadron gas are formed. These droplets grow, collide and merge, during which gravitational
waves could be produced2. Baryon-enriched nuggets could remain between the bubbles,
contributing to dark matter. The hadronic phase is the initial condition for nucleosynthesis,
so inhomogeneities in this phase could have a strong effect on nucleosynthesis. As the first-
order phase transition weakens, these effects become less pronounced. Since about 99% of
the mass of the visible Universe is generated during this transition, it is of extreme impor-
tance to understand its details. As we will see our calculations provide strong evidence that
the QCD transition is a cross-over and thus the above scenarios – and many others – are
ruled out. In addition we determine the absolute scale of this transition in physical units.
The determination of the absolute scale pins down the temperature and time scale in the
early Universe and has a huge impact on present and future heavy ion experiments.
Quantum chromodynamics (QCD) is the theory of the strong interaction, explaining
(for example) the binding of three almost massless quarks into a much heavier proton or
neutron – and thus most of the mass of the visible Universe. The strong interaction is
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Figure 1. The phase diagram of QCD on the hypothetical light quark mass versus strange quark mass plane.
Thick lines correspond to second order phase transitions, the purple regions represent first order phase transitions
and the yellow region represents an analytic cross-over.
responsible for the energy producing processes in the sun or in nuclear reactors. The stan-
dard model of particle physics predicts a QCD-related transition. At low T , the dominant
degrees of freedom are colourless bound states of hadrons (such as protons and pions).
However, QCD is asymptotically free, meaning that at high energies or temperatures the
interaction gets weaker and weaker3, 4, causing hadrons to break up. This behaviour under-
lies the predicted cosmological transition between the low T hadronic phase and a high T
quark–gluon plasma phase (for simplicity, we use the word ’phase’ to characterize regions
with different dominant degrees of freedom). Despite enormous theoretical effort, the na-
ture of this T > 0 QCD transition (that is, first-order, second-order or analytic cross-over)
remained ambiguous. The reason for that is the extreme complication when one tries to
solve the equations of QCD. Since they describe the strong interaction they are strongly
coupled equations, which seem to be impossible to be solved analytically. The only known
systematic technique which could give a final answer is lattice QCD.
QCD is a generalised version of quantum electrodynamics (QED). The Euclidean
Lagrangian with gauge coupling g and with a quark mass of m can be written as
L=−1/(2g2)TrFµνFµν+ψ¯γµ(∂µ+Aµ+m)ψ, where Fµν=∂µAν-∂νAµ+[Aµ,Aν ]. In QED
the gauge field Aµ is a simple real field, whereas in QCD it is a 3×3 matrix. Consequently
the commutator in Fµν vanishes for QED, but it does not vanish in QCD. The ψ fields
also have an additional “colour” index in QCD, which runs from 1 to 3. Different types of
quarks are represented by fermionic fields with different m. The action S is defined as the
four-volume integral of L. The basic quantity we determine is the the partition function
Z , which is the sum of the Boltzmann factors exp(−S) for all field configurations. Partial
derivatives of Z with respect to m give rise to the order parameters we studied here.
Lattice QCD (c.f.5) discretises the above Lagrangian on a four-dimensional lattice and
extrapolates the results to vanishing lattice spacing (a −→ 0). A convenient way to carry
out this discretisation is to put the fermionic variables on the sites of the lattice, whereas
the gauge fields are treated as 3 × 3 matrices connecting these sites. In this sense, lattice
QCD is a classical four-dimensional statistical physics system. One important difference
compared to three dimensional systems is that T is determined by the additional, Euclidean
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Figure 2. The V dependence of the susceptibility peaks for pure SU(3) gauge theory (Polyakov susceptibility,
left panel) and for full QCD (chiral susceptibility on Nt= 4 and 6 lattices, middle and right panels, respectively).
time extension (Nt): T=1/(Nta). Keeping T fixed (such as Tc, the transition temperature)
one can reduce a and approach the continuum limit by increasing Nt.
2 The Nature of the QCD Transition
The standard picture for the QCD phase diagram on the light quark mass (mud) versus
strange quark mass (ms) plane is shown by Fig. 1. It contains two regions at small and at
large quark masses, for which the T > 0 QCD transition is of first order. Between them
one finds a cross-over region, for which the T > 0 QCD transition is an analytic one.
The first order transition regions and the cross-over region are separated by lines, which
correspond to second order phase transitions. The location of the physical point (thus the
nature of the QCD transition) was a priori unknown.
There are lattice results for the nature of the transition (for the two most popular lattice
formulations see refs6, 7), although they have unknown systematical errors. We empha-
size that from the lattice point of view two “ingredients” are necessary to eliminate the
systematical errors.
The first ingredient is to use physical quark masses. Owing to the computational costs
this is a great challenge in lattice QCD. Previous analyses used computationally less de-
manding non-physically large quark masses. However, these choices have limited rele-
vance. The order of the transition depends on the quark mass. For example, in three-flavour
QCD for vanishing quark masses the transition is of first-order. For intermediate masses
it is a cross-over. For infinitely heavy quark masses the transition is again first-order. For
questions concerning the restoration of chiral symmetry (such as the order of the tran-
sition), a controlled extrapolation from larger quark masses (such as chiral perturbation
theory) is unavailable, and so the physical quark masses should be used directly.
The second ingredient is to remove the uncertainty associated with the lattice dis-
cretization. These errors disappear in the continuum limit; however, they strongly influence
the results at non-vanishing lattice spacing. E.g. in three-flavour unimproved staggered
QCD, using a lattice spacing of about 0.28 fm, the first-order and the cross-over regions
are separated by a pseudoscalar mass of mπ,c≈300 MeV. Studying the same three-flavour
theory with the same lattice spacing, but with an improved p4 action (which has different
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Figure 3. The upper pictures show three different physical V-s with our finest discretization. The lower plots
show the dimensionless quantity T 4/(m2∆χ) as a function of a2 and their continuum extrapolated values. No
V dependence is observed.
discretization errors) we obtain mπ,c≈70 MeV. In the first approximation, a pseudoscalar
mass of 140 MeV (which corresponds to the numerical value of the physical pion mass)
would be in the first-order transition region, whereas using the second approximation, it
would be in the cross-over region. The different discretisation uncertainties are solely re-
sponsible for these qualitatively different results8. Therefore, the proper approach is to use
physical quark masses, and to extrapolate to vanishing lattice spacings.
Our work eliminates both of the above uncertainties9.
We will study the finite size scaling of the lattice chiral susceptibilities
χ(Ns, Nt)=∂
2/(∂m2ud)(T/V )· logZ , where mud is the mass of the light u,d quarks and
Ns is the spatial extension. This susceptibility shows a pronounced peak around Tc. For
a real phase transition the height of the susceptibility peak increases and the width of the
peak decreases when we increase the volume (V ). For a first-order phase transition the
finite size scaling is determined by the geometric dimension, the height is proportional to
V , and the width is proportional to 1/V . Such an example can be seen on the left panel of
Fig. 2. In the pure SU(3) gauge theory –QCD with no fermions– the transition is known
to be of first order. Thus, the characteristic increase of the analogous susceptibility can be
seen. For a second-order transition the singular behaviour is given by some power of V ,
defined by the critical exponents. The picture would be completely different for an analytic
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Figure 4. Continuum extrapolated susceptibilities T 4/(m2∆χ) as a function of 1/(T 3c V ). For true phase transi-
tions the infinite V extrapolation should be consistent with zero, whereas for an analytic cross-over the infinite V
extrapolation gives a non-vanishing value. The continuum-extrapolated susceptibilities show no phase-transition-
like volume dependence, though V changes by a factor of five. The V→∞ extrapolated value is 22(2) which
is 11σ away from zero. For illustration, we fit the expected asymptotic behaviour for first-order and O(4) (sec-
ond order) phase transitions shown by dotted and dashed lines, which results in chance probabilities of 10−19
(7× 10−13), respectively.
cross-over. There would be no singular behaviour and the susceptibility peak does not get
sharper when we increase V ; instead, its height and width will be V independent for large
V . Quite interestingly this behaviour is observed for full QCD, the susceptibility peaks are
almost V independent (see the middle and right panels of Fig. 2 for the susceptibilities for
the light quarks for Nt = 4 and 6, for which we used aspect ratios r = Ns/Nt ranging
from 3 to 6 and 3 to 5, respectively).
Unfortunately, these curves do not say much about the continuum behaviour of the
theory. In principle a phenomenon as unfortunate as that in the three-flavour theory could
occur8, in which the reduction of the discretization effects changed the nature of the tran-
sition for a pseudoscalar mass of ≈140 MeV.
In order to clarify this issue (which is a genuine T > 0 effect) we subtract the T= 0
susceptibility and study only the difference between T 6= 0 and T= 0 at different lattice
spacings. This leads to m2∆χ, which we study. To give a continuum result for the nature
of the transition we carry out a finite size scaling analysis of the dimensionless quantity
T 4/(m2∆χ) directly in the continuum limit. For this study we need the height of the
susceptibility peaks in the continuum limit for fixed physical V . The continuum extrapo-
lations are done using four different lattice spacings. The V -s at different lattice spacings
are fixed in units of Tc, and thus V T 3c =33,43 and 53 were chosen. Fig. 3 shows one typi-
cal discretization of our different physical sizes and the continuum extrapolation for these
three volumes. Nt=4 results are off, Nt=6,8 and 10 show a good a2∝1/N2t scaling.
Having obtained the continuum values for T 4/(m2∆χ) at fixed physical V -s, we study
the finite V scaling of the results. Fig. 4 shows our final results. The V dependence shows
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Figure 5. A schematic view of the transition between the quark-gluon plasma and the hadronic phase. Free
quarks and gluons are confined to hadrons as the Universe cools. The transition is smooth, no singularity appears.
Figure 6. The water-vapour phase diagram.
that there is no true phase transition but only an analytic cross-over in QCD.
Thus, no droplet formation happened, the quark-gluon plasma went through smoothly
to a hadronic phase. This smooth transition is shown as a cartoon on Fig. 5.
3 The Transition Temperature
An analytic cross-over, like the QCD transition has no unique Tc. A particularly nice ex-
ample for that is the water-vapour transition (c.f. Fig. 6). Up to about 650 K the transition
is a first order one, which ends at a second order critical point. For a first or second or-
der phase transition the different observables (such as density or heat capacity) have their
singularity (a jump or an infinitely high peak) at the same pressure. However, at even
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Figure 7. Continuum limits of Tc obtained from the renormalized chiral susceptibility (m2∆χψ¯ψ/T 4), strange
quark number susceptibility (χs/T 2) and renormalized Polyakov-loop (PR).
higher T -s the transition is an analytic cross-over, for which the most singular points are
different. The blue curve shows the peak of the heat capacity and the red one the inflection
point of the density. Clearly, these Tc-s are different, which is a characteristic feature of
an analytic transition (cross-over). In QCD we will study the chiral and the quark number
susceptibilities and the Polyakov loop. Usually they give different Tc values, but there is
nothing wrong with it. As was illustrated by the water-vapour transition it is a physical am-
biguity, related to the analytic behaviour of the transition. There is another, non-physical,
ambiguity. If we used different observables (particularly at large lattice spacings) to set the
lattice spacings we obtain different overall scales. They lead to different Tc values. This
ambiguity disappears in the continuum limit.
According to our experiences, at finite lattice spacings, the best choice is the kaon
decay constant fk. It is known experimentally (in contrast to the characteristics of the static
potential), thus no intermediate calculation with unknown systematic errors is involved.
Furthermore, it can be measured on the lattice quite precisely. The continuum extrapolated
Tc values obtained10 for different quantities are shown on Fig. 7.
There is a surprising several sigma effect. The remnant of the chiral transition happens
at a quite different T than that of the deconfining transition. It is a robust effect, since the
Polyakov transition region is quite off the χ-peak, and the χ-peak is far from the inflection
point of the Polyakov loop. This quite large difference is also related to the fact that the
transition is fairly broad. The widths are around 30-40 MeV.
One can set the overall scale by r0 (it is defined by the static potential between a quark
and an antiquark dV/dr2 · r20=1.65). On coarse lattices different choices might lead to
ambiguities for the Tc, which is illustrated for our data on Fig. 8. Using only Nt=4 and 6
the continuum extrapolated Tc-s are quite different if one took r0 or fK to determine the
overall scale. This inconsistency indicates, that these lattice spacings are not yet in the scal-
ing region (a similar ambiguity is obtained by using the p4 action of11). Having Nt=4,6,8
and 10 results this ambiguity disappears (as usual Nt=4 is off), these lattice spacings are
already in the scaling region (at least within our accuracy). This phenomenon is not sur-
prising. At large a-s the scale cannot be determined unambiguously. This underlines the
importance of the continuum limit we carried out.
The ambiguity related to the inconsistent continuum limit is unphysical, and it is re-
solved as we approach the continuum limit (c.f. Fig. 8). The differences between the Tc
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Figure 8. Continuum extrapolations based on Nt=4 and 6 (left panel: inconsistent continuum limit) and using
Nt=6,8 and 10 (right panel: consistent continuum limit).
values for different observables are physical, this is a consequence of the cross-over nature
of the QCD transition.
4 Summary
The nature of the QCD transition was determined, which turned out to be an analytic
cross-over. This result excludes most cosmic relic scenarios. The transition temperature
was determined for several observables. Since the transition is a broad one, there is a
30-40 MeV difference between the Tc values defined by different observables.
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New problems in fundamental physics can be tackled with the availability of yet faster and big-
ger supercomputers. As it has become clear recently, that the particles of the highest energy
observed in the cosmos come from active galactic nuclei (Auger-Coll. 2007), always found
in the centre of galaxies, and embedded in gas which has been heavily enriched by supernova
explosions, our probes to understand the deep structure of matter now require a physical un-
derstanding of all the processes leading to the activity. Here we highlight a) the evolution of
galaxies in clusters, their stripping, and their energy input from active galactic nuclei, b) the ex-
plosion of massive stars to yield supernovae and occasionally black holes, and c) the evolution
of binary black holes and active galactic nuclei.
Bru¨ggen & Roediger discuss new simulations to use clusters of galaxies as probes to un-
derstand the evolution of galaxies: This involves the evolution of the stellar population and
the gas in galaxies, which is enriched by supernova explosions; these galaxies can then
be partially stripped as they move through the cluster. While such calculations have been
done for some thirty years, these new simulations achieve a new level of sophistication.
A question is what happens when clusters merge, and most of the intra-cluster gas slops
around, as then the gas distribution itself will be hugely temporally variable, and will strip
galaxies far beyond its normal sphere of influence. The authors also simulate episodes of
the activity of a central massive black hole, and its concurrent heating of the intra-cluster
gas via weak shock-waves; as the heating transport does not disturb the abundance gradi-
ent in the cluster, it is an unsolved question, how the heating actually happens. What is an
interesting question is whether we can use this heating as a quantitative path to understand
the energy transport of jets better in cases, when the jet is driven by the spin-down of a
black hole (Blandford & Znajek 1977, 1978), and we miss any other method to quantify
the jet’s properties.
The quest of why massive stars explode, and what the physical mechanism is, has
bedeviled us for decades. Even today we still think of new ideas, how Nature might do
this. 1964 the concept was born that rotation and magnetic fields might turn a collapse
into an explosion, and only this decade this idea was turned into successful simulations by
Bisnovatyi-Kogan and Moiseenko. 1966 Colgate and White suggested that neutrinos cause
the explosion, an idea which has found a lot of resonance in the community. Janka, Marek
& Mu¨ller describe the latest simulations following this idea. Clearly, the combination of
high magnetic fields, high rotation, and full 3D treatment is still a challenge. As some
expect the mechanism for these explosions to also produce Gamma Ray Bursts – believed
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to be the signature of the formation of black holes at the stellar mass scale – under special
circumstances, any further evolution of such simulations will yield great benefits.
Almost all galaxies harbor a massive black hole at their centre, and one primary mech-
anism of galaxies to grow and evolve is by mergers. Consequently, it can be inferred, that
also black holes grow by mergers; as usually these mergers involve a mixing of orbital and
intrinsic spins, this implies the judicious application of Einstein’s theory of General Rela-
tivity. On the other hand, accretion of gaseous matter or entire stars can fuel the observed
activity of black holes, visible as relativistic jets and ultra-violet emitting accretion disks,
the most energetic observed phenomena in the universe. We now have direct evidence that
such activity is the fundamental cause to accelerate particles to the highest energy measured
yet in the universe, and so with such simulations as described by Spurzem et al. here, we
will be able to ultimately turn these super-massive black holes and their phenomena into
tools to understand the deep structure of matter.
The formation and evolution of galaxies, their gas, stars and black hole population,
as well as their massive central black holes, and all the concurrent physical phenomena
can ultimately be expected to yield deep insight into the structure of matter. One of the
strongest tools in this endeavour is the careful use of super-computer simulations.
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How galaxies form has puzzled astrophysics for decades and is among the key questions in con-
temporary astrophysics. Clusters of galaxies are good laboratories for the study of galaxy evo-
lution. Among the processes that affect the life of a galaxy are the headwinds that the galaxies
experience as they fly through the hot and dilute intracluster medium and the energetic outbursts
from the supermassive black holes that sit in the centre of galaxies. Using the JUMP supercom-
puter, we have simulated these processes using adaptive-mesh hydrodynamical simulations.
1 Introduction
Galaxies are the building blocks of the universe. They are composed of stars, the interstel-
lar medium (ISM) and dark matter halos. They show a variety of morphologies, ranging
from ellipticals over spirals to irregulars, from dwarfs to giants. The galaxies themselves
are part of still larger structures, they are members of groups and clusters of galaxies. A
few galaxies are also isolated. It is a well-established fact that the evolution of galax-
ies is influenced by their environment. Moreover, the growth of galaxies is believed to
be strongly determined by the supermassive black hole that resides in the centre of every
galaxy, which we will discuss in Sec. 4.
Especially the properties of disk galaxies change with environment: In denser regions,
the galaxies tend to contain less neutral gas, show a weaker star formation activity and
redder colours than galaxies in sparse regions (e.g. Van Gorkom (2004)19, Goto (2003)3).
Several processes have been proposed to explain these features. One of the most important
processes is ram pressure stripping (RPS) which works as follows: Besides galaxies, clus-
ters also contain a large amount of rarefied gas – the intra-cluster medium (ICM). In fact,
there is more mass in this dilute intra-cluster gas than in all the stars of the cluster galaxies.
As galaxies move through a cluster, they also move through the ICM. The ram pressure
caused by these motions can push out (parts of) their gas disks.
A galaxy’s gas is its raw material for star formation, therefore such ram pressure strip-
ping has severe consequences. E.g. the characteristic blue colour of spiral galaxies is due
to shortlived massive stars. When the star formation is reduced because the galaxy has lost
its gas and no new stars are formed, the galaxy’s colour changes from blue to red. So the
process of RPS seems to be a good candidate to explain several of the differences between
galaxies in different environments.
Moreover, several individual galaxies are known to show characteristics of RPS, i.e.
an undisturbed stellar disk but a distorted and truncated gaseous disk (e.g. NGC 45225–7,
NGC 454820). Recently, observations of tails of stripped gas9, 18 have been presented. They
reveal long (up to 100 kpc) and narrow (10-20 kpc) gas tails that stretch away to one side
of the galaxy. The structure of these tails differs from flaring, S-shaped to very narrow
and nearly structureless. These observations provide an excellent opportunity to compare
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to simulations and thus understand RPS in more detail. The stripped gas plays an im-
portant role in the chemical evolution of the ICM. Practically all metals (in astrophysics
this means all elements heavier than hydrogen and helium) are produced in stars inside
galaxies. Hence, the metals found in the ICM must originate from the cluster galaxies.
Obviously, galactic gas lost by ram pressure stripping is a metal source for the ICM. Hy-
drodynamical simulations of the cluster crossing of a disk galaxy, i.e. where the galaxy is
exposed to a varying ram pressure, had not been performed so far. All hydrodynamical
simulations up to now10, 17, 16, 13, 14 used a constant ram pressure. Additionally, the work
of Schulz (2001)17, Roediger (2005)16, Roediger (2005)13 has shown that the gas removal
from the galactic potential does not happen instantaneously, but that it takes some time
until the gas is accelerated enough to be unbound from the galaxy’s potential. Thus, in
cases of short ram pressure peaks, this time delay may play an important role. We have
performed simulations where the galaxy is exposed to a varying ram pressure.
2 Method
We performed our simulations in three dimensions in Cartesian geometry using a mod-
ified version of the adaptive mesh refinement code FLASH (version 2.5). The FLASH
code was developed by the Department of Energy-supported ASCI/Alliance Center for
Astrophysical Thermonuclear Flashes at the University of Chicago. FLASH is a modu-
lar block-structured AMR code, parallelised using the Message Passing Interface (MPI)
library. It solves the Riemann problem on a Cartesian grid using the Piecewise-Parabolic
Method (PPM). More details can be found under http://flash.uchicago.edu.
We chose a simulation box large enough to contain a substantial part of a whole galaxy
cluster. The model galaxy is moving on a realistic orbit through the cluster, i.e. it is moving
through the grid. Here, not only the strength of the ICM wind varies, but also its direction.
For demonstration, Fig. 1 displays a slice through the simulation grid in the orbital plane
of the galaxy.
The galaxy’s orbit is marked by the black line. The position and size of the third frame
(lhs column) in Fig. 2 is marked by the white rectangle. The initial diameter of the galaxy is
about half the size of the white rectangle. Our model galaxy is a massive disk galaxy with
a flat rotation curve at 200 km s−1. We studied different galaxy orbits in different clusters.
The simulations need to cover an enormous range of scales (compare Figs. 1 and 2): The
simulation box has to contain the whole orbit of the galaxy, which requires a box size of
(−1Mpc, 1Mpc)×(−2Mpc, 2Mpc)×(−1Mpc, 1Mpc). On the other hand, the dynamics
inside and close to the galaxy have to be resolved. At minimum, a resolution of 0.5 kpc is
needed near the galaxy. Formally, this results in an effective resolution of 4096× 8192×
4096 grid cells. Thanks to the adaptive mesh of the FLASH code and the supercomputers
at the FZ Juelich, this is possible. A complete cluster crossing requires a physical runtime
of 3 Gyr. The typical runtime for these simulations is 2000-3000 CPUh, each run needs
40 GB of disk space and 30-40 GB memory. We are also running one simulation where
the resolution is a factor of two better, which takes approximately 20 000 CPUh.
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Figure 1. Density in the orbital plane of the galaxy. The orbit of the galaxy is shown by the black line. The white
rectangle marks the position of the third frame in the left column in Fig. 2.
3 Results
As an example, Fig. 2 shows a series of snapshots of the density in the orbital plane of the
galaxy. In the left column, just the vicinity of the galaxy is shown (compare to Fig. 1).
The right column shows the distribution of stripped gas along the galaxy’s orbit. A movie
can be found herea. First, the galaxy moves subsonically, then it becomes supersonic.
The gas disk becomes smaller and smaller as the galaxy is ram pressure stripped. In
the last timestep shown the galaxy is already stripped completely, the peak in density is
not located at the galactic centre anymore. The stripped gas is distributed all along the orbit.
There are several different aspects that can be investigated with these simulations:
3.1 Comparison to the Analytical Estimate
Ram pressure stripping is not only important for the stripped galaxies, but also for the ICM
in the galaxy cluster. The galactic gas is enriched with heavier elements (“metals” in as-
trophysical terminology), and as the galaxies lose their gas, also the metals are distributed
through the cluster. Simulations that aim at modelling the enrichment history of the ICM
have to model the evolution of a whole galaxy cluster, including ICM, dark matter, and
galaxies. This alone is computationally expensive, thus, they rely on analytical approxi-
mations for the single enrichment processes. For RPS, the analytical estimate explained
below is commonly used.
The usual way to estimate the amount of gas loss for galaxies moving face-on follows
the suggestion of Gunn&Gott (1972)4. Here, one compares the gravitational restoring force
ahttp://www.faculty.iu-bremen.de
/eroediger/PLOTS/RPS CLUSTER/dens metdens movie x0.mpg
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Figure 2. Time series of snapshots of a simulation run: The left column shows the gas density in the orbital plane.
The small white circle marks the position of the galactic centre. In the second frame the galaxy moves still sub-
sonic, then it becomes supersonic as indicated by the bow shock. In the last frame, the galaxy is already stripped
completely. The frames in the right column show the density of the galactic gas only, i.e. they demonstrate the
distribution of the stripped gas.
In all frames, the black line marks the galaxy’s orbit. The frames in the left column show a much smaller part
of the simulation grid. For orientation, the position and size of the lhs frames is marked by red rectangles in the
rhs frames. However, even the frames in the right column do not show the complete simulation box (compare to
Fig. 1).
per unit area and the ram pressure for each radius of the galaxy. At radii where the restoring
force is larger, the gas can be retained, at radii where the ram pressure is larger, the gas will
be stripped. The transition radius is called the stripping radius. Simulations with constant
ram pressure generally found a good agreement between the analytical estimate and the
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Figure 3. Comparison between analytical and numerical stripping radius (top panels) and bound gas mass (middle
panels). The bottom panels display the evolution of the true inclination, i.e. the angle between the galaxy’s
rotation axis and the direction of motion. Each column is for one orbit (see title of column), different inclinations
are colour-coded (see legend).
For the numerical stripping radius, the mean value (thick lines) as well as maximum and minimum radius (thin
lines) as described in Roediger et al. (2006)13 are shown.
Analytical estimates according to the Gunn&Gott criterion are shown as black lines for the stripping radius as
well as for the remaining gas mass. For an explanation of continuous stripping see Roediger et al. (2006)13 and
Roediger & Bru¨ggen (2007)11 .
simulated gas disk radius and mass. Although this estimate is derived for face-on galaxies,
it holds well as long as the galaxy is not moving close to edge-on13. An aspect not captured
by the analytical estimate is the delay in gas loss. Even if the ram pressure is large enough
to remove some part from the galaxy, it takes some time until the gas is accelerated to the
escape velocity.
In order to apply this estimate to our simulations, we use a time-dependent version
of the classical Gunn&Gott criterion, i.e. for each timestep we compare the gravitational
restoring force to the current ram pressure.
Figure 3 compares analytical estimates and numerical results for the stripping radius
and the remaining gas mass for different runs. Each column is for one orbit, inside each
column, different inclinations are colour-coded.
The analytical estimate is shown as black lines. This estimate neglects several aspects,
e.g. inclination, a possible evolution of the galaxy (e.g. decrease in gas surface density)
and the fact that the gas loss does not happen immediately, but with a certain delay. De-
spite these shortcomings, the analytical and numerical result for the stripping radius agree
remarkably well. The only exception occurs on an orbit characterised by a narrow ram
pressure peak of medium amplitude (rhs column of Fig. 3, the galaxy is expected to be
stripped severely, but not completely), and here only during the ram pressure peak. If the
galaxy moves face-on during the ram pressure peak, it is stripped completely, although the
analytical estimate predicts a stripping radius of 4 kpc. If the galaxy moves with medium
inclination through the cluster centre, it can retain a larger disk than predicted. However,
also for this orbit, during the first Gyr of these simulations, the agreement between analyt-
ical estimate and numerical results is good. The differences are found only during the ram
pressure peak. For the galaxies with medium inclination, this behaviour is caused by the
delay of the gas loss combined with the shortness of the ram pressure peak.
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3.2 Distribution of Stripped Gas Along the Orbit:
The rhs column of Fig. 2 demonstrates that the galaxy is losing gas continuously all
along the orbit. The knowledge about where exactly the galaxy deposits which amount
of stripped gas is crucial for the investigation of the metal enrichment history of the ICM.
An analytical estimate for the ISM distribution along the orbit can be derived from the
analytical estimate of the stripping radius explained in Sect. 3.1. According to this esti-
mate, the galaxy does not lose any gas after pericentre passage, all stripped gas should be
deposited before the pericentre. However, the simulations show that the galaxy loses gas
after pericentre passage, and the galaxy loses gas more slowly than predicted. Thus, the
stripped gas is spread much wider along the orbit. Details of the distribution depend also
strongly on inclination.
4 Feedback by Active Galactic Nuclei
Recent observations of galaxy clusters show a multitude of physical effects that occur when
powerful jets launched by supermassive black holes interact with the surrounding medium
(See Bru¨ggen & Kaiser 20021). While these effects are widely believed to be crucial
for the formation of structure in the universe, they are still poorly understood. Clusters
of galaxies are excellent laboratories for studying the interaction between active galactic
nuclei (AGN) and diffuse gas. Recent observational evidence demonstrates that the lives of
AGN and their environment are closely intertwined. This complex pattern of processes has
been simulated with unprecedented realism by our group at the Jacobs University Bremen
using the JUMP supercomputer.
Again we used a modified version of the adaptive-mesh hydrodynamics code FLASH
described above for these simulations. It uses a criterion based on the dimensionless
second derivative of a fluid variable to refine or derefine the grid. Collisionless matter, i.e.
stars and dark matter, were represented by particles that interact gravitationally with each
other and the gas. Our initial models were extracted from cosmological smoothed-particle
hydrodynamics simulations and typically included around 700,000 dark matter and star
particles. We modified the FLASH code to follow the central black hole and modelled the
jet as inflow boundary conditions that lie within the computational domain. Moreover, we
developed a fast multigrid gravity solver in order to be able to simulate the galaxy cluster
for more than 300 million years.
We have achieved the following:
• We have studied the interaction of the jet with its environment, for the first time tak-
ing into account the dynamic nature of the cluster gas. The simulations successfully
reproduce the observed morphologies of radio sources in clusters. We find that cluster
inhomogeneities and large-scale flows have significant impact on the morphology of
the radio source.
• The ICM has a metallicity of about 1/3 solar. However, cooling core clusters, i.e.
clusters with a centrally peaked X-ray brightness, show peaked abundance profiles.
A number of observations indicates that supernovae in the central galaxy are mainly
responsible for the metal enrichment in the central part of clusters. However, the
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observed metallicity profiles are much broader than the light profiles of the central
cluster galaxy. Hence, the difference in the light and the metal distributions are in-
terpreted as the result of transport processes that have mixed metals into the ICM.
While it appears to be established that the metals produced by the central galaxy are
dispersed into the ICM to form the broad abundance peaks, it remains unclear what
the mechanism is via which the metals are transported. As one likely mechanism, we
studied the effect of AGN-inflated bubbles that rise buoyantly and lift metal-rich gas
upwards. We demonstrated that AGN can account for the distribution of metals in
clusters of galaxies (for more details see Roediger et al. (2007)12)
• Using realistic 3D simulations of jets in a galaxy cluster, we address the question
what fraction of AGN energy is dissipated in shocks. We find that weak shocks that
encompass the AGN have Mach numbers of 1.1-1.2 and dissipate at least 2 per cent
of the mechanical luminosity of the AGN. In most cases this is sufficient to balance
the radiative losses of the gas. In a realistic cluster medium, even a continuous jet can
lead to multiple shock structures, which may lead to an overestimate of the AGN duty
cycles inferred from the spatial distribution of waves. (for more details see Bru¨ggen
et al. (2007)2)
Figure 4. Snapshots of the gas density in a simulation of a jet in a cluster of galaxies. One can see how the jet
drives shocks into the intracluster medium. The inset shows the simulated radio emission from this jet. The shock
surrounding the two cavities are also clearly visible.
33
5 Concluding Remarks
The simulation of the complex multi-physics and multi-scale processes in galaxies is just
at its beginning. It is a formidable computational challenge that will continue to drive
the requirements for supercomputing infrastructure. Here we have presented some recent
successes using grid-based simulations on adaptive meshes.
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Unravelling the Explosion Mechanism of Core-Collapse
Supernovae
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We report here on current progress in understanding the cataclysmic death of massive stars, in
course of which the stellar core collapses to a neutron star or black hole and the star itself gets
disrupted in a gigantic supernova explosion. Improved numerical tools and the increasing power
of modern supercomputers like those of the NIC allow us now to simulate with unprecedented
sophistication and detailedness the extremely complex physical processes that take place in the
deep interior of a dying star. This has led to the discovery of new phenomena in the supernova
core, for example a generic hydrodynamic instability of the stagnant supernova shock against
nonradial deformation and the excitation of gravity-wave activity in the nascent neutron star.
Both can have a supportive effect on the inauguration of the explosion, the former by improv-
ing the conditions for energy deposition by neutrino heating in the postshock gas, the latter by
supplying the developing explosion with a flux of acoustic energy that adds to the energy trans-
ferred by neutrinos. Here we show recent results of self-consistent, two-dimensional supernova
explosion models computed by the Garching group for 9, 11, and 15 solar mass stars.
1 Supernova Explosions and Their Modeling
Supernova explosions mark the death of massive stars with a mass of roughly more than
eight times that of the sun. They are among the most powerful and most dramatic events in
the universe. While the inner, dense core of the evolved star becomes gravitationally un-
stable and within seconds collapses to a neutron star, and eventually sometimes to a black
hole, most of the stellar gas is ejected with a kinetic energy that equals the radiation loss
during the life of the sun. The hot debris of the disrupted star expands into the interstellar
space with velocities of several thousand kilometers per second. It shines for weeks nearly
as bright as a whole galaxy. This brilliant spectacle, however, is only a wimpy by-product
of what happens at the centre of the supernova: The neutron star forming there emits hun-
dred times more than the explosion energy in neutrinos, weakly interacting elementary
particles that are abundantly produced in the hot and extremely dense matter of the nascent
neutron star. These neutrinos carry away the enormous gravitational binding energy that
is released when the moon-sized stellar core with one and a half times the mass of the sun
collapses to the hundred times more compact supernova remnant.
Due to the huge energy radiated in neutrinos, these particles have long been speculated
to be the driving agent of the stellar explosion. Colgate and White1 in a seminal paper in
1966 not only proposed gravitational binding energy to be the primary energy source of
core-collapse supernovae, but also that the intense flux of escaping neutrinos transfers the
energy from the imploding core to the ejected stellar mantle. Nearly twenty years later,
Bethe and Wilson2 were the first who described in detail the way how this might happen,
interpreting thereby the physics that played a role in hydrodynamic simulations performed
by Wilson.
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These pioneering computer simulations of the so-called delayed neutrino-driven explo-
sion mechanism were still conducted in spherical symmetry. The mechanism turned out to
be successful only when the neutron star was assumed to become a more luminous neu-
trino source by convection accelerating the energy transport out of the dense interior. The
thus enhanced neutrino emission led to stronger neutrino heating in the overlying layers of
the exploding star. Later theoretical studies and the first multi-dimensional computer mod-
els, which became available only in the mid 1990’s, however, suggested that convection
inside the neutron star does not have the necessary big effect. Instead, these simulations
demonstrated that the neutrino-heated layers around the forming neutron star are unstable
to vigorous convective overturn. This can raise the efficiency of the neutrino energy de-
position and thus can have a supportive effect for the supernova explosion. The first such
two-dimensional (i.e. axisymmetric) and three-dimensional simulations, however, suffered
from a severe drawback: the essential physics of the neutrino transport and neutrino-matter
interactions is so complex that it could be treated only in a grossly simplified way, namely
by a so-called “grey diffusion approximation”. This means that the energy-dependence
of the neutrino interactions was ignored and the spatial propagation was approximated by
assuming that neutrinos diffuse through the dense neutron star medium until they decouple
at the “neutrinosphere” close to the surface of the compact remnant. The historical devel-
opment of these theoretical studies of the supernova explosion mechanism is resumed in a
recent review by Janka et al.3.
Our project has the goal of advancing the modelling of stellar core collapse to the next
level of sophistication. To this end, the Garching group developed a new neutrino transport
code (see Rampp and Janka4) that is able to describe the propagation of neutrinos through
the supernova interior with much higher accuracy than before. It fully accounts for the
energy dependence of the problem and for the gradual transition from neutrino diffusion at
high densities in the neutron star interior to free streaming of neutrinos in the much more
dilute stellar layers far outside of the neutron star. Results of simulations with this latest
generation of modelling tools will be presented in Section 3.
A better understanding of the explosion mechanism of core-collapse supernovae is cru-
cial for a large variety of important problems in astrophysics and nuclear astrophysics, but
has also very high relevance for fields like particle physics and gravitational physics. What
are the properties of supernova explosions and how do they depend on the progenitor star
that explodes? Which stars give birth to neutron stars and which ones to black holes when
they die? What kind of radioactive elements are synthesized during the explosion and
which amounts of them get ejected? Are supernovae the long-sought site of the formation
of the most neutron-rich elements like gold, lead, thorium, and uranium in the so-called
r-process? What is the signature of neutrino and gravitational-wave emission from collaps-
ing stars, and what can these signals tell us about the physics in the deep interior of the su-
pernova, in particular at the extreme and possibly exotic conditions in the forming neutron
star? These and many other questions require a better theoretical insight into the processes
that lead to the explosion. Because light is emitted from the surface of the disrupted star and
its observation thus yields only indirect information of the events in the centre, the progress
in supernova theory largely depends on the possibilities of computational modelling. The
extraordinary complexity of the involved processes, which combine multi-dimensional hy-
drodynamics, relativistic gravity, neutrino and particle physics as well as nuclear physics,
poses a major computational challenge. The availability of top-end computing platforms is
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Figure 1. Snaphots showing the gas entropy (left half of panels) and the electron-to-nucleon ratio (right half of
panels) for the explosion of a star with about nine solar masses. The plots correspond (from top left to bottom
right) to times of 0.097, 0.144, 0.185, and 0.262 seconds after the formation of the supernova shock front and the
onset of neutron star formation. Note the different radial scales of the four panels.
a critical issue here. The contributions of the NIC in Ju¨lich to our resources were essential
and allowed us in the past years to push forward into unexplored computational territory
in modelling supernova explosions.
2 Computational Challenges
The modelling of supernova explosions is one of the greatest computational challenges in
numerical astrophysics. Largely different time scales, varying between microseconds and
seconds, and length scales, which extend from tens of meters to millions of kilometers,
have to be resolved to follow neutrino interactions, nuclear burning, turbulent convection,
and sound wave propagation in different regions of the collapsing core and of the ejected
outer layers of an exploding star. This is not only computationally extremely demanding:
half a second of evolution requires 500.000 time steps and in two spatial dimensions some
1018 floating point operations.
The problem is also hard to implement efficiently on massively parallel computers. In
particular the neutrino transport module has resisted all such efforts so far and prevents
us from the use of distributed memory architectures with many hundreds or thousands of
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Figure 2. Snapshots of the gas entropy for the explosion of a star with about eleven solar masses at times 0.141,
0.200, 0.250 and 0.280 seconds after the launch of the supernova shock (top left to bottom right). The explosion
develops a large asymmetry although the star is not rotating. Note the different radial scales of the four panels.
CPUs. Because the interaction time scales of neutrinos in neutron star matter are extremely
short and the neutrino propagation happens with the speed of light after decoupling, the
nonlinear transport equations of neutrinos, which as fermions are subject to phase-space
blocking effects, need to be solved with fully implicit time stepping. In our current nu-
merical implementation this leads to big, densly filled matrices that have to be inverted
several times on every time level of the calculated evolution. This is computationally very
expensive and defies easy parallelization. New algorithms, based on iterative multigrid
solvers for hyperbolic systems of equations, are currently under development but are not
yet available for full-scale supernova calculations. Their use, however, will be unavoidable
in future three-dimensional models of supernovae.
The special needs of our current two-dimensional simulations, i.e., shared-memory
nodes with powerful CPUs and continuous availability of these nodes for many months,
cannot be fulfilled by many supercomputer centres. In particular the IBM p690 Jump of
the NIC is therefore a highly valuable source of CPU time for our project.
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Figure 3. Maximum, average, and minimum radial position of the supernova shock front as functions of time for
the explosion of a star with about eleven solar masses. Note the clear signature of several large-amplitude bipolar
shock oscillations due to the standing accretion shock instability (SASI) before the blast takes off with an extreme
3:1 deformation.
3 Violent Gas Flows, Neutrino Heating, and Explosion
Our recent results for progenitor stars between 9 and 15 solar masses confirm the viabil-
ity of the neutrino-heating mechanism for triggering supernova explosions. However, the
inauguration of the blast happens not the way expected so far.
The behaviour of supernova progenitors with less than about 10 times the mass of the
sun is clearly different from that of more massive stars. The former class of stars develops
a core composed of oxygen, neon, and magnesium, not of iron, with an extremely steep
density gradient at its surface. This allows the supernova shock front, which is launched at
the moment when the neutron star begins to form in the collapsing stellar core, to expand
continuously as it propagates into rapidly diluting infalling material. Behind the shock,
neutrino heating deposits the energy that powers the explosion. Convective overturn devel-
ops in the neutrino heating layer behind the outgoing shock and imprints inhomogeneities
on the ejecta, in entropy as well as composition (Fig. 1).
Evolved stars above roughly ten solar masses produce iron cores with a much more
shallow density decline outside. Running into this denser material damps the initial expan-
sion of the shock. Moreover, severe energy losses cause the shock to even stall. Different
from previous calculations with simple grey neutrino diffusion, our more sophisticated
models show that convection is also suppressed in the rapidly infalling matter behind the
shock. It cannot become strong enough to give sufficient support for neutrino heating to
cause the revival of the stagnant shock. Instead, another kind of nonradial hydrodynamic
instability, the so-called standing accretion shock instability (“SASI”), obtains decisive in-
fluence on the shock evolution. With highest growth rates of the dipole and quadrupole
modes, it leads to violent bipolar shock oscillations. This pushes the shock to larger radii
and thus causes secondary convection and improves the conditions for efficient energy de-
position by neutrinos, because the gas accreted through the stalled shock stays longer in
the heating layer and is able to absorb more energy5.
The presence of strong SASI oscillations is visible in both of our simulations for 11
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Figure 4. Snapshots of the gas entropy for the explosion of a star with 15 solar masses at times 0.119, 0.454,
0.524 and 0.610 seconds after the launch of the supernova shock (from top left to bottom right). A large north-
south asymmetry establishes at the beginning of the explosion. The white line marks the lower boundary of the
neutrino-heating region. Note the different radial scales of the four panels.
and 15 solar mass stars and turns out to be decisive for their ultimate explosion (Figs. 2–5).
Different from the nine solar-mass star, where convection imposes a high-mode asymmetry
pattern on the ejecta (see Fig. 1), the preferred growth of the dipole and quadrupole modes
of the SASI leads to a large global anisotropy of the beginning supernova blast in the more
massive progenitors6, 7. The explosion may set in with a significant delay after the neutron
star begins to form. For the most massive of the three investigated stars this happens 0.6
seconds later, which is much later than expected.
Our simulations have thus demonstrated the crucial role of the standing accretion shock
instability in combination with neutrino heating for initiating supernova explosions. One
of the consequences of this mechanism is a global asymmetry of the accelerating shock
front and ejected gas. Scheck et al.8 showed that such large anisotropies can leave the
neutron star with a kick velocity that is in the range of the measured eigenvelocities of
young pulsars. Moreover, the strongly deformed shock wave triggers mixing instabilities
(Richtmyer-Meshkov and Rayleigh-Taylor) at the interfaces of the different composition
shells of the exploding star after the passage of the outgoing shock wave. This can lead to
large-scale mixing of the chemical elements between the deep interior and the outer stellar
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Figure 5. Shock positions near the north pole and near the south pole as functions of time for an exploding star
with 15 solar masses. The gas entropy is colour coded. The plot shows the many cycles of quasi-periodic bipolar
shock oscillations due to the standing accretion shock instability (SASI).
layers during the explosion, explaining self-consistently a variety of properties observed in
well-monitored supernovae like the famous nearby Supernova 1987A9.
4 Consequences and Future Perspectives
Establishing the progenitor-supernova connection and the final properties of the blast like
its energy and the conditions for the formation of chemical elements (e.g., the proton-to-
neutron ratio in the ejecta, see Fig. 1) requires many more simulations to be performed
and each model to be conducted for many hundred milliseconds beyond the onset of the
explosion. Following such a long evolution of highly dynamical behaviour is extremely
demanding (also for the accuracy of the numerical scheme) and is one of reasons why these
calculations pose a major computational challenge and require the significant amount of
supercomputing resources we are also provided with by the NIC (see Section 2).
Recently, Burrows et al.10, 11 have found large-amplitude neutron star oscillations, so-
called gravity waves, being excited by the violently turbulent gas flow around the forming
compact remnant. In their simulations they saw a sizable amount of acoustic energy be-
ing radiated from the ringing neutron star, which thus acted as a transducer of gavitational
binding energy released by accreted gas. In fact, this input of sonic energy was sufficient to
even initiate the supernova. While this is an interesting alternative to trigger the explosion
if neutrino heating fails, we do not observe such a dramatic effect. Yet, we clearly identify
the presence of gravity modes in the neutron star. One of our goals for future long-time
simulations is therefore a closer investigation of the question whether neutrino-driven ex-
plosions might receive an important contribution to their energy from the sound produced
by the pulsations of the still anisotropically accreting nascent neutron star.
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This project studies the formation, growth, and co-evolution of single and multiple supermas-
sive black holes (SMBHs) and compact objects like neutron stars, white dwarfs, and stellar
mass black holes in galactic nuclei and star clusters, focusing on the role of stellar dynamics.
In this paper we focus on one exemplary topic out of a wider range of work done, the study
of orbital parameters of binary black holes in galactic nuclei (binding energy, eccentricity, rel-
ativistic coalescence) as a function of initial parameters. In some cases the classical evolution
of black hole binaries in dense stellar systems drives them to surprisingly high eccentricities,
which is very exciting for the emission of gravitational waves and relativistic orbit shrinkage.
Such results are interesting to the emerging field of gravitational wave astronomy, in relation to
a number of ground and space based instruments designed to measure gravitational waves from
astrophysical sources (VIRGO, Geo600, LIGO, LISA). Our models self-consistently cover the
entire range from Newtonian dynamics to the relativistic coalescence of SMBH binaries.
1 Introduction
MBH formation and their interactions with their host galactic nuclei is an important ingre-
dient for our understanding of galaxy formation and evolution in a cosmological context,
e.g. for predictions of cosmic star formation histories or of MBH demographics (to predict
events which emit gravitational waves). If galaxies merge in the course of their evolu-
tion, there should be either many binary or even multiple black holes, or we have to find
out what happens to black hole multiples in galactic nuclei, e.g. whether they come close
enough together to merge under emission of gravitational waves, or whether they eject
each other in gravitational slingshot. For numerical simulations of the problem all models
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depend on an unknown scaling behaviour, because the simulated particle number is not yet
realistic due to limited computing power25, 26, 22, 6. Dynamical modelling of non-spherical
dense stellar systems (with and without central BH) is even less developed than in the
spherical case. Here we present a set of numerical models of the formation and evolution
of binary black holes in rotating galactic nuclei. Since we are interested in the dynamical
evolution of MBH binaries in their final phases of evolution (the last parsec problem) we
somehow abstract from the foregoing complex dynamics of galactic mergers. We assume
that after some violent dynamic relaxation a typical initial situation consists of a spherical
or axisymmetric coherent stellar system (galactic nucleus), where fluctuations in density
and potential due to the galaxy merger have decayed, which is reasonable on an (astro-
physically) short time scale of a few ten million years. The MBHs, which were situated
in the centre of each of the previously merged galaxies, are located at the boundary of the
dense stellar core, some few hundred parsec apart. This situation is well observable14.
According to the standard theory, the subsequent evolution of the black holes is divided
in three intergradient stages5: 1. Dynamical friction causes a transfer of the black holes’
kinetic energy to the surrounding field stars, the black holes spiral to the centre where
they form a binary. 2. While hardening, the effect of dynamical friction reduces and the
evolution is dominated by superelastic scattering processes, that is the interaction with
field stars closely encountering or intersecting the binaries’ orbit, thereby increasing the
binding energy. 3. Finally the black holes coalesce throughout the emission of gravitational
radiation, potentially detectable by the planned space-based gravitational wave antennae
LISA.
In this paper, the behaviour of the orbital elements of a black hole binary in a dense
stellar system is investigated in a self-consistent way from the beginning till the relativistic
merger and its emission of gravitational waves. The evolution of the eccentricity has been
discussed for some time21, 12, 25, 6, 22. According to Peters & Mathews and Peters28, 27 the
timescale of coalescence due to the emission of gravitational radiation is given by
tgr =
5
64
c5a4gr
G3M1M2(M1 +M2)F (e)
(1)
wherein M1, M2 denote the black hole masses, agr the characteristic separation for gravi-
tational wave emission, G the gravitational constant, c the speed of light and
F (e) = (1− e2)−7/2
(
1 +
73
24
e2 +
37
96
e4
)
(2)
a function with strong dependence on the eccentricity e. Thus the coalescence time can
shrink by several orders of magnitude if the eccentricity is high enough, resulting in a
strengthened burst of gravitational radiation. Highly eccentric black hole binaries would
represent appropriate candidates for forthcoming verification of gravitational radiation
through the planned mission of the Laser Interferometer Space Antenna mission LISA.
2 Numerical Method, Initial Models
The simulations have been performed using NBODY6++, a parallelized version of
Aarseth’s NBODY61, 35, 2. The code includes a Hermite integration scheme, KS-
regularization15 and the Ahmad-Cohen neighbour scheme4. No softening of the inter-
action potential of any two bodies is introduced; this allows an accurate treatment of the
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effects due to superelastic scattering events, which play a crucial part in black hole bi-
nary evolution and require a precise calculation of the trajectories throughout the inter-
action. The code and its parallel performance has been described in detail in this series
and elsewhere35, 13. The survey has been carried out for a total particle number of up to
N = 1 000 000 including two massive black holes with M1 = M2 = 0.01 embedded
in a dense stellar system of equal-mass particles m∗ ≈ 1.0 · 10−6. The total mass of the
system is normalized to unity. The initial stellar distribution was taken from generalized
King models with and without rotation16, 19, 11.
3 Simulations
3.1 Newtonian Evolution of the Binary Black Hole
In the first evolutionary stage, each black hole individually suffers dynamical friction with
the surrounding low mass stars, which is the main process of losing energy. The role
of dynamical friction decreases when a permanently bound state occurs, as the dynamical
friction force acts preliminary on the motion of the now formed binary rather than on the in-
dividual black holes. Superelastic scattering events of field stars at the binary then become
more and more important for the reduction of its energy. The process sustains an ongoing
“hardening” of the binary (shrinking of semi-major axis and increase of energy) and also
in many cases a high eccentricity. While the hardening rates are well understood33, 30 and
do not depend much on the initial parameters of the preceding galactic merger, this is not
as clear for the eccentricity, which depends on initial conditions at least to some extent10.
In a spherically symmetric system the binary hardening would stall after a few crossing
times, because loss-cone orbits of stars, which come close to the cenral SMBH binary will
be depleted, and replenishment takes place only on a much longer relaxation time. This
effect is more dramatic for systems with large particle number, because the relaxation time
increases strongly, and is depicted on the top panel of Fig. 1; it has been claimed that in
real galaxies with their very large particle numbers therefore the SMBH binary will not
reach relativistic coalescence. This situation was relaxed from two sides, first by a careful
analysis of loss-cone refilling time scales combining direct N -body and Fokker-Planck
models23, and by looking for a moderately rotating, axisymmetric galactic nucleus7, where
the loss cone remains full even for large particle numbers (see lower panel in Fig. 1).
Since some degree of perturbation of a spherical model is quite natural for a remnant after
galactic mergers, many of them might even be triaxial rather than axisymmetric, the stalling
problem does not exist anymore.
4 Relativistic Dynamics of Black Holes in Galactic Nuclei
4.1 Introduction
Relativistic stellar dynamics is of paramount importance for the study of a number of
subjects. For instance if we want to have a better understanding of what the constraints on
alternatives to supermassive black holes are; in order to canvass the possibility of ruling
out stellar clusters, one must do detailed analysis of the dynamics of relativistic clusters.
Furthermore the dynamics of compact objects around SMBH and of multiple SMBH in
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Figure 1. Evolution of the inverse semi-major axis of a black hole binary in direct N -body models with vary-
ing particle number N - top panel: for spherically symmetric systems a stalling occurs; - bottom panel: for
axisymmetric rotating systems there is no sign of stalling. Compare7 .
galactic nuclei requires the inclusion of relativistic effects. Our current work deals with
the evolution of two SMBHs, bound to each other, and looking at the phase when they
get close enough to each other that relativistic corrections to Newtonian dynamics become
important, which ultimately lead to gravitational radiation losses and coalescence.
Efforts to understand the dynamical evolution of a stellar cluster in which relativis-
tic effects may be important have been already done by17,32,31 and18. In the earlier work
1PN and 2PN terms were neglected18 and the orbit-averaged formalism27 used. We de-
scribe here a method to deal with deviations from Newtonian dynamics more rigorously
than in most existing literature (but compare24, 3, which are on the same level of PNaccu-
racy). We modified the NBODY6++ code to allow for post-Newtonian (PN ) effects of two
particles getting very close to each other, implementing in it the 1PN , 2PN and 2.5PN
corrections fully from34, 37.
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4.2 Method: Direct Summation NBODY with Post-Newtonian Corrections
The version of direct summation NBODY method we employed for the calculations,
NBODY6++, includes the KS regularisation. This means that when two particles are tightly
bound to each other or the separation among them becomes smaller during a hyperbolic en-
counter, the couple becomes a candidate for a regularisation in order to avoid problematical
small individual time steps15. We modified this scheme to allow for relativistic corrections
to the Newtonian forces by expanding the acceleration in a series of powers of 1/c in the
following way9, 34:
a = a0︸︷︷︸
Newt.
+ c−2a2︸ ︷︷ ︸
1PN
+ c−4a4︸ ︷︷ ︸
2PN︸ ︷︷ ︸
periastron shift
+ c−5a5︸ ︷︷ ︸
2.5PN︸ ︷︷ ︸
grav. rad.
+O(c−6), (3)
where a is the acceleration of particle 1, a0 = −Gm2n/r2 is the Newtonian accelera-
tion, G is the gravitation constant, m1 and m2 are the masses of the two particles, r is
the distance of the particles, n is the unit vector pointing from particle 2 to particle 1, and
the 1PN , 2PN and 2.5PN are post-Newtonian corrections to the Newtonian accelera-
tion, responsible for the pericenter shift (1PN , 2PN ) and the quadrupole gravitational
radiation (2.5PN ), correspondingly, as shown in Eq. (3). As an example we give the ex-
pressions for the 1PN and 2.5PN terms, for 2PN see the cited literature34:
a2 =
Gm2
r2
{n[ −v21 − 2v22 + 4v1v2 + 32 (nv2)2
+5
(
Gm1
r
)
+ 4
(
Gm2
r
)]
+ (v1 − v2)
[
4nv1 − 3nv2
]} (4)
a5 =
4
5
G2m1m2
r3 {(v1 − v2)[− (v1 − v2)2 + 2(Gm1r )− 8(Gm2r )]
+n(nv1 − nv2)
[
3(v1 − v2)2 − 6
(
Gm1
r
)
+ 523
(
Gm2
r
)]}. (5)
In the last expressions v1 and v2 are the velocities of the particles. For simplification,
we have denoted the vector product of two vectors, x1 and x2, like x1x2. We integrated
our correcting terms as external forces into the two-body KS regularisation scheme which
requires to compute their time derivatives in the Hermite scheme as well (not shown in
equations here for brevity).
4.3 First Results
In Fig. 2 the impact of relativistic, Post-Newtonian dynamics to the separation of the binary
black holes in our simulations is seen. The curve deviates from the Newtonian results when
gravitational radiation losses set in and cause a sudden coalescence (1/a→ ∞) at a finite
time. Gravitational radiation losses are supported by the high eccentricity of the SMBH
binary. It is interesting to note that the inclusion or exclusion of the conservative 1 and 2PN
terms changes the coalescence time considerably. Details of these results will be published
elsewhere8.
47
Figure 2. Effect of Post-Newtonian (PN) relativistic corrections on the dynamics of black hole binaries in galactic
nuclei, plotted are inverse semi-major axis and eccentricity as a function of time. The red line uses the full set of
PN corrections, while the green line has been obtained by artificially only using the dissipative PN 2.5 terms.
Here c = 457 has been chosen in model units, see more details in8.
Figure 3. Locus of SMBH binaries from our simulations in the LISA sensitivity diagram during their final in-
spiral and coalescence. Plotted is dimensionless strain versus frequency, for all relevant harmonics (circular orbit:
n = 2 dominates), and the LISA sensitivity curve. We have selected as an example here the signal expected from
a SMBH binary of one million solar masses located at a redshift of z ≈ 1. Further details will be published
elsewhere29 .
Once the SMBH binary starts to dramatically lose binding energy due to gravitational
radiation its orbital period will drop from a few thousand years to less than a year very
quickly (timescale much shorter than the dynamical time scale in the galactic center, which
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defines our time units). Then the SMBH binary will enter the LISA band, i.e. its gravita-
tional radiation will be detectable by LISA. LISA, Laser Interferometer Space Antenna, is
a system of three space probes with laser interferometers to measure gravitational waves,
see e.g. http://lisa.esa.int/. Once our SMBH binary decouples from the rest
of the system we just follow its relativistic two-body evolution, starting with exactly the
orbital parameters (eccentricity!) as they came out from the N -body model. It is then
possible to predict the gravitational radiation of our SMBH binary relative to the LISA
sensitivity curve, which is depicted in Fig. 3. Plotted are different harmonics of the gravi-
tational radiation, for the circular orbit n = 2 is dominant, while for eccentric orbits higher
harmonics are stronger28, 27. One can see in the plot how the SMBH binary enters into the
LISA sensitivity regime with some eccentricity.
5 Summary
We have shown that supermassive black hole binaries in galactic nuclei may reach the
stalling barrier and will reach the relativistic coalescence phase in a timescale shorter
than the age of the universe. A gravitational wave signal expected for the LISA satel-
lite from these SMBH binaries is expected, in particular due to the high eccentricity of the
SMBH binary when entering the relativistic coalescence phase. Our models cover self-
consistently the transition from the Newtonian dynamics to the situation when relativistic,
Post-Newtonian (PN ) corrections start to influence the relative SMBH motion. After the
shrinking time scale became very short the binary decouples from the rest of the galactic
nucleus and can be treated as a relativistic two-body problem. We follow this evolution
formally to the coalescence of the two black holes using PN terms of up to order 2.5PN
and determine the gravitational wave emission in different modes relative to the LISA sen-
sitivity curve.
This paper has only selected one of the highlights of a number of applications of our
parallel direct N -body code NBODY6++, because of constraints of space. Other projects
followed here are the detailed modelling of populations and spectra, as well as gravitational
wave emission by neutron stars, black holes and white dwarfs from globular clusters (for
ground based detectors such as VIRGO, LIGO, GEO600) (by A. Borch, J. Downing),
the study of inspiralling globular clusters onto the SMBH in our Galaxy (by A. Ernst,
A. Just36), star-disk interactions in thick accretion disks around SMBH (by C. Omarov)
and modelling of loss cones and tidal disruption near a single black hole (by O. Porth).
Last but not least direct N -body models of galactic nuclei need to be complemented still
by statistical models to reach realistically high particle numbers - here we use an orbit
averaged 2D Fokker-Planck equation (by J. Fiestas).
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Computation in the life sciences is currently a frontier field, relying on large-scale comput-
ing to treat the properties of bio-macromolecules. Computation helps in two different, but
related ways: (1) to rationalize observed experimental results in terms of intermolecular
interactions, and (2) to obtain information about equilibrium and dynamic properties of
systems that are not yet amenable to experimentation. The biological systems treated in
this NIC symposium consist of proteins and an even larger system, namely cells.
Because of the complexity of these systems, it is not yet possible, even with modern
supercomputers, to treat them at the all-atom level, in which the time evolution of the
coordinates and velocities of every atom in the system is describable. Therefore, coarse-
grained or mesoscopic models must be devised to render the computations feasible. How-
ever, much ingenuity must go into the formulation of such models, and the algorithms to
treat them, to ensure that they capture the essential features of the all-atom systems from
which they are derived.
The three papers presented here are elegant examples in each of which a very important
biological problem is treated at the coarse-grained level with the help of the computing
facilities at the John von Neumann Institute for Computing. It is clear that, without such
computing facilities, the progress described in these papers could not have been achieved.
The paper of Liwo et al describes the application of a physics-based united-residue
force field (UNRES) to simulate the structure and long-time dynamics as a newly-
synthesized polypeptide chain of amino acids folds into the unique three-dimensional
structure of a biologically active protein. The required research on this problem involves
the formulation of a realistic potential-energy function (UNRES) and its use in a molecular
dynamic treatment of protein folding.
Another application to a protein is the paper of Geibig et al that considers the metal-
binding properties of an enzyme, haloperoxidase. This paper deals with how the enzyme
discriminates among different metals and influences the catalytic activity of the metal-
protein complex. By DFT studies on several model systems of haloperoxidases, this paper
explores the mechanism of the action of these enzymes, and postulates an explanation for
the discrimination among different metals by the enzyme.
The paper of Elgeti and Gompper treats an even larger biological system, namely, a
sperm cell. Here, the interest is in the mobility of sperm cells in carrying out their bi-
ological function. The dynamics of such a system is studied with a mesoscale hydrody-
namic simulation technique to treat multi-particle collision dynamics, with the sperm tail
modelled by a crane-like structure. Details of the trajectory are thereby determined by
considering the structural details of the sperm cell.
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In summary, these three papers represent advances in frontier biological problems,
treated by physical theory and computations which are facilitated by access to modern
supercomputers.
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The dynamics of active mesoscopic systems is studied by multi-particle collision dynamics,
a mesoscale hydrodynamic simulation technique. Sperm motion serves as a model system
par excellence. The sperm tail is modelled by a crane-like structure. It is shown that helical
trajectories are generated by a chiral structure of the sperm. The connection between sperm
geometry and parameters of the trajectory is determined.
1 Introduction
Many eucaryotic cells and bacteria move and navigate actively in their environment. Some
well-known examples are E.coli, which swims by a rotating helical filament in search
for food, fibroblasts, which crawl to close a wound, and sperm cells, which swim with a
beating flagellum to find the egg. The catalog of cell motion is long, each form especially
suited for the given task of the cell.
Cell crawling, where cells adhere to surfaces and extend filopodia to pull themselves
forward, is a slow process, with typical velocities around 10 µm/min. We are interested
here in the faster forms of mesoscopic swimming. Sperm cells are the model systems par
excellence, with swimming velocities around 50 µm/s. Swimming on mesoscopic length
scales of nano- to micro-meters, is a lot different than on the macroscopic length scales
familiar to us1. Hydrodynamics is in general described by the Navier Stokes equation. The
Reynolds number Re = ρul/η, where ρ is the density and η the viscosity of the fluid,
and u and l are characteristic length and velocity scales, determines the importance of the
non-linear inertia terms. In the low Reynolds number regime, viscous forces dominate over
inertia, leading to the linear and time-reversible Stokes equation. The consequences of a
low Reynolds number are quite surprising. For example, a coloured drop can be deposited
in a high-viscosity fluid between two concentric cylinders. When the inner cylinder is
turned several times to mix the fluids, and susequently the same number of times in the op-
posite direction, the result is not a homogeneous mixture – instead the drop is reformed!2.
This effect renders time-reversible swimming mechanisms impossible. A nice review of
swimming at low Reynolds numbers can be found in Ref.1.
Sperm cells propel themselves forward by a snake-like motion of their tail, the flagel-
lum, towards the egg. The best-known example is clearly human sperm, but almost all
higher species, from the sea urchin to the elephant, produce sperm. These sperm all look
remarkably alike. The flagellum may have a different length, but its underlying cytoscele-
tal structure is well preserved throughout animal live. The direction of sperm motion is
controlled by chemotaxis, and has been studied extensively. Recently, the biochemical sig-
naling cascade of chemotaxis of Sea Urchin spermatozoa has been unraveled3. Our work
is focused on the hydrodynamic effects in these systems.
53
Cilia are hair-like extensions from the cell that propel fluid by a whip-like motion. Cilia
are even more abundant in nature than sperm. The Paramecium is covered with thousands
of cilia to propel it through the fluid, the mammalian lung is equipped with cilia to propel
mucus out of the system, and in the female reproductive tract cilia move the egg.
Typically cilia appear in large arrays, so that hydrodynamic interactions between mul-
tiple active compounds play an essential role. It has been proposed, but not yet proven,
that hydrodynamic interactions lead to metachronal waves, a self organized pattern found
on ciliated surfaces. In a large array, cilia do not beat synchronously or randomly, but in a
well defined wave-like pattern.
Activity on mesoscopic length scales is what is uniting these systems. They consist of
intrinsically active, micrometer-sized filaments in fluid suspension. Activity is not imposed
by outside fields, but generated within the objects themselves.
2 Mesoscale Hydrodynamics
Hydrodynamics plays an essential role in mesoscopic systems. Clearly the systems are too
large (several µm) to model the water explicitly. Furthermore the hydrodynamics has only
to be resolved on the relevant length scales of the system. This calls for a coarse-grained
description of the fluid.
Several mesoscale simulation techniques to describe the hydrodynamics of complex
fluids have been proposed in recent years, such as Lattice-Boltzmann, Dissipative Particle
Dynamics and Multi-Particle-Collision Dynamics. The basic idea in all these approaches
is to employ a highly simplified dynamics on the microscale, but to respect the relevant
conservation laws for mass, momentum and energy, such that hydrodynamical behaviour
emerges naturally on larger length scales.
Multi-Particle Collision Dynamics (MPC) is one such technique4–6. In MPC, the fluid
is represented by N point particles in continuous space. The particles travel with continu-
ous velocities, and interact with a coarse-grained multi-particle interaction. The dynamics
evolves in two steps. In the streaming step, the particles move ballistically for a collision-
time h,
~ri(t+ h) = ~ri(t) + h~vi(t). (1)
In the collision step, the particles are sorted into the cells of a cubic lattice with lattice
constant a and their velocities, relative to the centre-of-mass velocity of all particles in the
cell, are rotated around a random axis by an angle α,
~vi(t+ h) = ~vcm(t) +R(~vi(t)− ~vcm(t)), (2)
where R is a rotation matrix. The direction of rotation is chosen independently for each box
at each time step, while the rotation angle is typically constant and used as a parameter to
tune viscosity and Schmidt number Sc = η/ρD, the ratio of momentum to mass diffusivity
(D is the diffusion constant). It has been shown that large collision angles and small time
steps are best suited for simulating fluid-like behaviour at low Reynolds numbers7, 8.
To ensure Galilean invariance, the collision grid has to be shifted between subsequent
collision steps6, 9.
54
 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


            
             
             
            
            
            
 





            
             
             
            
            
            
 


 
 
 
            
             
             
            
            
            
 


 
 
 
            
             
             
            
            
            
 


 
 
 
            
             
             
            
            
            
 


 
 
 
lb
lc
Figure 1. The axoneme is modelled as three polymer rods, interconnected by harmonic springs. Bond length
lb = a/2, lc = 1/
√
2.
Both, the collision step and the streaming step conserve momentum and energy explic-
itly, so that hydrodynamic behaviour emerges automatically on large length scales. Due to
the particle-based description of the fluid, coupling to other embedded mesoscale objects
is straightforward. In particular Molecular Dynamics is well suited to simulate immersed
objects like polymers or vesicles.
One big advantage of this method is its computational efficiency, due to the simple
interactions between the particles. Furthermore, the largest part of the iterations are inde-
pendent of each other and the interactions are local, thus causing the algorithm to scale
very well on parallel machines.
This method is by now widely in use, for example in studies of polymers and star-
polymers under shear flow10 and vesicles or red blood cells in flow11, 12.
3 Sperm Model
Sperm cells consist of three parts. The head, containing the nucleus where the genetic
information is stored, the beating tail that propels the sperm through the fluid and the
midpiece in between. Of course more structures and substructures can be identified, but
these are not important for their hydrodynamic properties.
The beating tail, i.e. the axoneme, can be well described as an active elastic rod. We
model the axoneme with a crane-like structure (see Fig 1). Three semi-flexible rods are
interconnected by springs to obtain a three-dimensional structure with well-suited elas-
tic properties. The three-fold structure allows to impose an internal-active and directed
bending by changing the rest lengths of the individual bonds, thus imposing a spontaneous
directed curvature onto the structure.
The final tail structure contains 100 monomeres per rod, which are thus Sl = 50 a
long. A spherical head is attached in front. For propulsion, a propagating sine-wave is
imposed on the tail behind a short (10a) passive midpiece. In experiments, helical motion
of sperm in a bulk fluid is observed, requesting some form of chirality of the sperm due
to symmetry reasons. To impose this chirality, the midpiece can be bent by a predefined
bending parameter b, see Fig. 4. The bending paramter b measures how much one rod of
the midpiece is shortened, relative to its straight length. At b = 9% the midpiece forms
approximately a quarter circle. Since this bent is imposed on a different rod than the beat
pattern, it bends the head out of the beating plane, creating chirality.
Coupling to hydrodynamics is done by immersing the structure in a MPC fluid and
including monomers in the collision step, as suggested in Ref.13 for polymers. To suffi-
ciently resolve the hydrodynamics in MPC, the beat amplitude of the tail has to exceed a
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few MPC collision boxes. This requires a large sperm structure of length Sl = 50 a, and
correspondingly large simulation boxes. For bulk simulations, we simulate 703 collision
boxes with periodic boundary conditions. Because each box contains 10 fluid particles,
this corresponds to 3.5 million particles, and consequently demands large computational
resources.
4 Hydrodynamics of Thin Rods
The tail of a sea urchin spem cell is 50µm long, and less than 0.5µm in diameter. The hy-
drodynamics of the tail should therefore be well described by a sequence of thin rods. Thin
rods have an anisotropic friction with the solvent, where the friction force perpendicular to
the rod, ~F⊥ is larger then parallel, ~F‖.
Intuitively it is obvious that dragging a rod perpendicular to its orientation is more
difficult than parallel, and the physical origin of this behaviour is easy to understand. If
moved parallel to its orientation, most of the rod can travel in the wake of the tip, thus
reducing friction.
We define rod-drag coefficients for Stokes flow by
F‖ = γ‖v‖ (3)
F⊥ = γ⊥v⊥ (4)
with the subscript ‖ for vector components parallel to the rod, and ⊥ for perpendicular
components. These friction coefficients are related to the diffusion coefficients D‖,⊥ via
γ‖,⊥ =
kBT
D‖,⊥
(5)
Calculating the diffusion coefficients for a rod-like colloid of finite length is not trivial, but
approximations can be found in the literature. Tirado, Martinez and Garcia de la Torre14
reviewed some theoretical approaches. The different theories agree on
2πηLrD‖
kBT
= ln(Lr/dr) + ν‖ (6)
4πηLrD⊥
kBT
= ln(Lr/dr) + ν⊥. (7)
where Lr is the length, and dr the diameter of the rod. Differences between theories are
found concerning the correction functions ν⊥/‖. One approximation for 2 < Lr/dr < 30
is
ν⊥ = 0.839 + 0.185dr/Lr + 0.233 (dr/Lr)
2 (8)
ν‖ = −0.207 + 0.980dr/Lr − 0.133 (dr/Lr)2 (9)
These results can be used to calculate the swimming velocity of sperm. Gray and
Hancock15 used this approach to calculate the swimming velocity of sperm cells. After
assuming a sine-shaped beat-pattern, γ⊥ = 2γ‖, and some other approximations, they
obtained the swimming speed
v¯x =
ωπb2
λ
(
1 +
4π2b2
λ2
−
√
1 +
2π2b2
λ2
CH
nλγ‖
)−1
(10)
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where ω is the angular frequency, λ the wavelength and b the amplitude of the beat. The
number of waves present on the tail is denoted by n, CH is the drag coefficient of the head.
For a spherical head of radius Rh and a thin tail of radius d, it is possible to approximate
CH
γ‖
= 3Rh
[(
log
d
2λ
)
+
1
2
]
. (11)
Because a pre-defined beat shape has been used, the viscosity η does not influence the
swimming speed.
Like the swimming velocity of sperm, other mesoscopic systems of slender bodies can
be described in this fashion. Always, either the assumption γ⊥ = 2γ‖ or the ratio γ⊥/γ‖
play an essential role. Sperm, for example, would not move if γ⊥ = γ‖. This shows the
importance and effects of the anisotropic friction of thin rods. To compare our results to
slender body theory, and as a suitability test of our model, we performed simulations to
calculate γ⊥ and γ‖ in an MPC fluid.
For this purpose we keep the structure, presented above as the sperms tail, in the centre
of a simulation box and expose it to a constant flow. The friction coefficients are deter-
mined by averaging the forces on the structure. A uniform flow field imposed sufficiently
far from the rod by assigning Gaussian-distributed velocities, with an average of v¯ in the
flow direction, to the solvent particles in a layer of thicknes 1a perpendicular to the flow
direction.
The drag force is found to be linear with v¯ at least up to v¯ ≈ 0.3√m/kbT . We chose
v¯ = 0.1
√
m/kbT , well within the linear regime for the remaining simulations.
Fig. 2 shows as an example the friction coefficients γ‖ and γ⊥ as a function of scaled
inverse linear system size (Lr/S). To determine the friction coefficients at infinite dilution,
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Figure 2. Friction coefficients γ‖ and γ⊥ as a function of scaled inverse linear system size Lr/S. System size
S3 varies between (20 a)3 and (100 a)3. Rod length is 10 a. MPC parameters are α = 130◦, ρ = 10, h =
0.05
p
ma2/kBT .
we fitted a linear function to the data (see Fig. 2), and used the extrapolation to infinite
system size. The strong finite-size effects demand large systems and limit the range of
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accessible rod lengths. The largest simulated systems used are for rods with a length of
20 a with 1103 boxes, or 13 million particles.
Considering the strong finite-size effects, and that the polymer rods are weakly pene-
trable for the fluid, the agreement with theory is surprisingly good (see Fig. 3). The fit in
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Figure 3. Friction coefficients γ‖ and γ⊥ as a function of rod length Lr . The solid line is a fit of the theory
(Eqs.(6) and (7)) to the data of γ⊥, resulting in dr ≈ 0.9 a. This value was then also used to plot γ‖ . Points are
results of finite-size fits, as described in the text.
Fig. 3 resulted in a rod diameter of dr ≈ 0.9 a, which is quite reasonable. Furthermore,
we see from Fig. 3 that at these low aspect ratios γ⊥/γ‖ < 2. Note that also for sea urchin
sperm tails, Lr/dr ≈ 100. The effective aspect ratio is considerably smaller due to the
wave length λ < Lr.
5 Sperm Dynamics
We present here our results for bulk motion of sperm cells. Our aim is to investigate the
effect of midpiece curvature and sperm chirality on the bulk motion. In bulk fluid we
observe helical as well as almost straight trajectories, depending on the degree of chirality.
Weakly bent sperm swim on a narrow helix. The tail is always close to the trajectory, just
the head performs some sideways motions. Strongly bent sperm swim in a larger helix
with the head near the centre of the helix and the tail pointing outward (see Fig. 4).
Besides its position and orientation in space, a helix has two independent parameters;
typically these are the pitch p and the radius r. Additionally the sperm cells move with a
velocity v on these helical trajectories. Some of these parameters are more prone to thermal
fluctuations then others. We found that the curvature c, the tangential velocity v and the
rotation frequency ω are the most reliable observables (see Fig. 5). Other parameters,
for example the helix radius r, the velocity along the centreline vz and the pitch p are
connected to the tangential velocity v, angular frequency ω and curvature c via
r =
cv2
ω2
vz = ±
√
v2 − c2v4 p = vz2π/ω, (12)
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Figure 4. Visualization of a sperm motion in bulk fluid. In the beating tail the length of the blue rod is changed
to impose a sinusoidal bending wave. At the tip a spherical head (red) is attached. In between we add a midpiece,
that, in this case, is bend by shortening the yellow rod by 6%. At large enough bending parameters the elastic
sperm twists on the axoneme, creating a strong bend. In this case, the twist is locatet approximatly at the kink
in the bottom left corner of the picture. Without walls this sperm swims in a helical motion, visualized as the
trajectory of the sperms head in gray spheres. Visualization using VMD16
and thus can be calculated from the data presented in Fig. 5.
The tangential velocity v is fairly independent of the bending parameter, with a velocity
around v ≈ 0.02Sl/τb, decreasing by about 20% for strongly asymmetric sperm. Here τb
is the beating period of the sperm.
The curvature follows a sigmoidal function, starting at c < 0.5/Sl for the symmetric
sperm, increasing rapidly at b ≈ 4% to curvatures around 2/Sl. The trajectory looks
helical if the average curvature is larger then 1/Sl, while curvatures smaller then 1/Sl are
generally found if the trajectory is rather straight. Stronger curvature is found for sperm
with a significant bent in the tail. This bent is generated dynamically for b > 4%. In this
case, the thrust of the tail and the drag force of the head induce the twisting and bending of
the axoneme out of the beating plane. With careful observation this twist can also be seen
in Fig. 4.
This rapid change in the tail curvature also effects other swimming parameters, like the
rotation frequency. The rotation frequency at first increases with the bending parameter, but
as the sperm is deformed, rotation slows down. The elastic deformation of the tail increases
its asymmetry, so that the head bends even further out of the beating plane, thereby slowing
down the rotational motion.
6 Outlook
The natural extension of this work is to look at hydrodynamic interactions of active objects.
The first such question is what happens in the presence of walls. It is known for quite some
time17 that sperm cells accumulate at the walls of an observation chamber. Preliminary
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Figure 5. Parameters of helical sperm trajectories as a function of bending parameter b. All quantities are mea-
sured in units of sperm length Sl and beat period τb. Curvature is given in units of 1/Sl (left scale), rotation
frequency in units of 2π/τb (right scale), and swimming velocity in units of Sl/τb (right scale)
simulation results show that hydrodynamic interactions are sufficent to cause an effective
attraction of sperm cells to walls.
The true strength of this simulation scheme is the possibility to simulate several inter-
acting active objects. Large arrays of biological cilia display metachronal waves. We have
simulated large arrays of cilia and have shown that hydrodynamics is sufficient to cause
a self-organized metachronal coupling. Furthermore we could show that this metachronal
wave enhances fluid transport and efficiency by almost an order of magnitude.
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Understanding the functioning of living cells requires knowledge of structure and long-time
dynamics of proteins and other biological macromolecules, which information is not readily
available from experiment. The development of distributed computing has opened new avenues
for such studies. Further, reduction of the representation of polypeptide chains to the so-called
united-residue or coarse-grained representation enables the extension of the time scale of cal-
culations to micro- or even milliseconds. In this report, we describe recent developments of
the united-residue (UNRES) force field for large-scale simulations of protein structures and
dynamics carried out with the use of the resources at the Supercomputer Centre in Ju¨lich.
1 Introduction
One of the major and still unsolved problems of computational biology is to understand
how interatomic forces determine how proteins fold into the three-dimensional structures.
The practical aspect of the research on this problem is to design a reliable algorithm for the
prediction of the three-dimensional structure of a protein from its amino-acid sequence,
which is of utmost importance because experimental methods for determination of protein
structures cover only about 10% of new protein sequences. In the case of protein structure
prediction, methods that implement direct information from structural data bases (e.g., ho-
mology modelling and threading) are, to date, more successful compared to physics-based
methods1; however only the latter will enable us to extend the application to simulate pro-
tein folding and to understand the folding and structure-formation process. The underlying
principle of physics-based methods is the thermodynamic hypothesis formulated by Anfin-
sen2, according to which the ensemble called the “native structure” of a protein constitutes
the basin with the lowest free energy under given conditions. Thus, energy-based protein
structure prediction is formulated in terms of a search for the basin with the lowest free
energy; in a simpler approach the task is defined as searching for the conformation with
the lowest potential energy3, and prediction of the folding pathways can be formulated as
a search for the family of minimum-action pathways leading to this basin from the un-
folded (denaturated) state. In neither procedure do we want to make use of ancillary data
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from protein structural databases. Equally important is to simulate the pathways of protein
folding, misfolding (which is the cause of prion diseases, cancer, and amyloid diseases)
and large-scale conformational changes which occur during enzymatic catalysis or signal
transduction.
United-residue (also termed coarse-grained or mesoscopic) representations of polypep-
tide chains enable us to carry out large-scale simulations of protein folding, to study protein
free-energy landscapes and to carry out physics-based predictions of protein structure4.
Owing to the considerable reduction of the number of interacting sites and variables, the
cost of computations is reduced hundreds or thousand of times compared to an all-atom
representation of polypeptide chains in implicit and explicit solvent, respectively; this en-
ables micro- or even millisecond simulations of protein folding to be carried out. For the
past several years, we have been developing a physics-based coarse-grained UNRES model
of polypeptide chains and the corresponding force field5–14. Initially7, it was designed
for physics-based predictions of protein structure through global optimization of an effec-
tive potential-energy function of polypeptide chains plus solvent. With this approach, we
achieved considerable success in blind-prediction CASP exercises12. Recently15 we imple-
mented a mesoscopic dynamics method to the UNRES force field which enabled us to carry
out real-time ab initio simulations of protein folding. Subsequently, we implemented16 the
replica-exchange (REMD)17 and multiplexing-replica exchange (MREMD)18 extensions
of MD, which enabled us to study the thermodynamics of protein folding. However, the
new applications required reparameterization of the UNRES force field to reproduce the
thermodynamic characteristics of protein folding.
2 Methods
2.1 The UNRES Model of Polypeptide Chains
(a) (b)
Figure 1. Illustration of the correspondence between the all-atom polypeptide chain in water (a) and its UNRES
representation (b). The side chains in part (b) are represented by ellipsoids of revolution and the peptide groups
are represented by small spheres in the middle between consecutive α-carbon atoms. The solvent is implicit in
the UNRES model.
In the UNRES model5–14, a polypeptide chain is represented by a sequence of α-carbon
(Cα) atoms linked by virtual bonds with attached united side chains (SC) and united peptide
groups (p). Each united peptide group is located in the middle between two consecutive
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α-carbons. Only these united peptide groups and the united side chains serve as interaction
sites, the α-carbons serving only to define the chain geometry, as shown in Figure 1. The
Cα · · ·Cα virtual bond lenghts (i.e., the distances between neighbouring Cα’s) are 3.8 A˚
corresponding to trans peptide groups.
The effective energy function is a sum of different terms corresponding to interac-
tions between the SC (USCiSCj ), SC and p (USCipj ), and p (Upipj ) sites, as well as local
terms corresponding to bending of virtual-bond angles θ (Ub), side-chain rotamers (Urot),
virtual-bond torsional (Utor) and double-torsional (Utord) terms, virtual-bond-stretching
(Ubond) terms, correlation terms (U (m)corr) pertaining to coupling between backbone-local
and backbone-electrostatic interactions8 (where m denotes the order of correlation), and a
term accounting for the energetics of disulfide bonds (USS). Each of these terms is multi-
plied by an appropriate weight,w, which must be determined by optimization of the energy
function by using training proteins. The energy function is given by equation 1.
U = wSC
∑
i<j
USCiSCj + wSCp
∑
i6=j
USCipj + wpp
∑
i<j−1
Upipj
+wtor
∑
i
Utor(γi) + wtord
∑
i
Utord(γi, γi+1)
+wb
∑
i
Ub(θi) + wrot
∑
i
Urot(αSCi , βSCi) +
6∑
m=3
w(m)corrU
(m)
corr
+wbond
nbond∑
i=1
Ubond(di) + wSS
∑
i
USS; i (1)
The method of optimizing the force field developed in our laboratory is termed hierar-
chical method11, 14 and aims at obtaining such energy landscapes of selected training pro-
teins that the free energy of each of the training proteins decreases with increasing native
likeness. The conformational space is discretized into levels, each of which corresponds
to a certain degree of native likeness. In the present study we computed the free ener-
gies below, at, and above the folding-transition temperatures and extended the approach
by the requirements that the free-energy relations be inverted above the folding-transition
temperature. This is illustrated in Figure 2.
Given a set of training proteins, optimization of the force field consists of iterating
the cycles, each consisting of (i) simulations with current parameters of the energy func-
tion, (ii) computing the free energies at selected temperatures from the simulation data,
and (iii) adjusting the parameters of the energy function to achieve the desired relations
between the free energies of the sub-ensembles of the training proteins (Figure 2). The
procedure is terminated when the required relations between free energies hold after a
new simulation with optimized parameters. The primary optimizable parameters were the
energy-term weights of equation 1. To generate the decoy sets for optimization at various
temperatures simultaneously, we implemented the multiplexing replica-exchange molec-
ular dynamics (MREMD)17, 18 in UNRES16. We developed a parallel well-scalable code
for the UNRES/MREMD method, which scales 75% up to 4096 processors (Figure 3).
To compute free energies and other ensemble-related quantities from simulation data, we
implemented the weighted-histogram analysis method (WHAM)19.
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Figure 2. Illustration of ordering of the energy levels, which is the goal of the algorithm for optimizing the
potential function14 , using the 1EM7 protein of the IGG family, the structure of which consists of two β-hairpins
packed to a middle α-helix. Only one conformation has been selected to represent each of the structural levels.
Below the folding-transition temperature (Tf ), the non-native level (level 0) has the highest free energy, the
conformations with only the native C-terminal β-hairpin forming (level 1) have a lower free energy, next are
the conformations in which the middle part of the N-terminal β-strand joins the β-hairpin and the middle α-
helix starts to form and, finally, the native-like structures with all structural elements formed have the lowest
free energy. Above the folding-transition temperature the free-energy relations are reversed and at the folding-
transition temperature the free energies should be approximately equal.
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Figure 3. Speedup plots for the MREMD code using IBM Blue Gene/L (green circles) and Cray XT3 (red rect-
angles). For comparison, data from an ideally scalable series of independent canonical MD runs are shown. The
system is the 1SAP protein.
3 Results
Initially14 we applied the new optimization procedure to three proteins separately identi-
fied by the following PDB codes: 1E0L (a 28-residue anti-parallel three-stranded β-sheet),
1GAB (a 47-residue three-α-helix bundle), and 1E0G (a 48-residue α + β protein). All
three force fields exhibited a heat-capacity peak corresponding to the folding-transition
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temperature. The force field optimized on 1GAB was fairly transferable to other α-helical
proteins, whose native-like ensembles of structures were located within the five most prob-
able clusters of structures14.
As the next step, we carried out hierarchical optimization using two training proteins:
1ENH (a three-helix bundle; 56 residues) and the full 37-residue sequence of 1E0L. This
choice was motivated by the availability of the experimental temperature dependence of
the free energy20, 21 and by the fact that these proteins, although small in size, contain
significant regions with undefined secondary structure, which are hard to reproduce in
simulations. To generate a converged statistical ensemble of conformations for one protein,
typically 20,000,000 MREMD steps with 1024 processors are required, which means 1
rack-week of computation with Blue Gene/L. The total computational effort to optimize
the force field on 1E0L and 1ENH was 2 rack-months with Blue Gene/L.
The most probable conformations of the two training proteins calculated with the opti-
mized parameters of the UNRES energy function at room temperature are superposed on
the experimental structure on Figure 4. The experimental20, 21 and calculated free-energy
gaps vs. temperature are compared in Figure 5, while the calculated heat-capacity and
RMSD curves vs. temperature are shown in Figure 6.
R3
K55
(a) G1
L36
(b)
Figure 4. The Cα traces of 10 most probable conformations at T=300◦K of 1ENH (a) and 1E0L (b) calculated
with the UNRES force field optimized on these two proteins (red lines) superposed on the Cα traces of the
corresponding experimental structures (black lines)20,21 .
With the optimized force field, we carried out MREMD simulations of the mutants of
1E0L studied by Gruebele et al.20 (these mutations result in a shift of the folding temper-
ature). Subsequently, we calculated the heat-capacity curves of 1E0L mutants and deter-
mined their folding temperatures. All mutants studied except for the W30A mutant folded
to structures similar to that of the wild-type protein (with ensemble-averaged RMSD at
room temperature from 3.5 to 4.5 A˚). The calculated folding temperatures are compared
with their experimental counterparts in Table 1.
4 Conclusions
The results of our research demonstrated that it is possible to obtain a coarse-grained force
field for protein simulations which reproduces thermodynamic properties of wild-type pro-
teins and their mutants, as well as is transferable to proteins outside the training set. Conse-
quently, large-scale simulations of protein structure and dynamics are at hand. Our current
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Figure 5. Calculated with optimized force field (lines) and experimentally determined (filled circles) free energy
of folding of (a) 1ENH and (b) 1E0L.
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Figure 6. Calculated heat-capacity curves (solid lines) and RMSD curves vs. temperature (short-dashed lines)
of (a) 1ENH and (b) 1E0L. The long-dashed curve shown in panel (a) is the experimental heat-capacity curve of
1ENH shifted vertically to match the tail of the calculated heat-capacity curves. The calculated and experimental
folding temperatures are also shown. The experimental heat-capacity curve of 1E0L has not been determined.
research is focused on improving the parameterization of UNRES and using the force field
to study the kinetics of protein folding, protein aggregation, and large-scale motions.
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Mutant T calcf T
exp
f
WT 339 337
W30F 334 339
W30A –a 328
Y11R 342 339
Y19L 319 328
DNY11Rb 335 339
DNDCY11Rc 325 328
Table 1. Experimental and calculated, with the optimized force field, folding temperatures of mutants of 1E0L.
aThis mutant did not fold in MREMD simulations.
bDeletion of the 6-residue N-terminal fragment.
cDeletion of the N-terminal and the C-terminal fragments.
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While molybdate(VI) shows superior catalytic activity towards halide oxidation in solution as
compared to its close chemical relative vanadate(V), the vanadium haloperoxidase enzymes
nevertheless employ the latter as cofactor. How can the enormous effectiveness of the enzyme
be explained? What are the details of the reaction mechanism? What are the chemical features
differentiating relevant vanadium and molybdenum species? These are the questions that we
posed in our computational DFT studies on several model systems of haloperoxidases. We
are able to postulate an enzymatic mechanism and to explain why there are no molybdenum
haloperoxidase enzymes.
1 Introduction and Motivation
The need to save energy wherever possible dominates today’s life. In chemistry, the efforts
in this direction have been summarized by the term ”Green Chemistry”. In order to produce
basic chemical compounds, processes consuming a lot of energy are often necessary. Using
catalysts, energy consumption can be lowered by a great amount. However, developing
new catalytic compounds is by no means an easy task.
Nature uses very effective and complex catalysts – the enzymes. Imitating nature in
order to develop catalysts working in a similar way to enzymes is thus an important re-
search area of both chemists and biochemists alike. To achieve this goal, it is necessary
to first elucidate the underlying catalytic mechanism. Using computational chemistry and
employing suitable model systems, it is possible to study chemical reactions at the molec-
ular level. In this project, the enzyme family of vanadium haloperoxidases (VHPOs) is
investigated.
This group of enzymes is found in several seaweeds as well as fungi and plays an im-
portant role synthesizing halogenated organic compounds in natural environments. VHPOs
catalyze the two-electron oxidation of a halide ion by hydrogen peroxide yielding hypo-
halous acid given in Eq. 1, which in turn is able to halogenate various organic compounds.
H2O2 + H
+ + X− → H2O + HOX (1)
The structure of the active site in vanadium chloroperoxidase from curvularia inaequalis
was investigated by X-ray crystallography and published by Wever et al. in 19961. In
subsequent years several studies were conducted to further elucidate the mechanism of the
catalytic cycle2–6. The centre of the active site consists of a vanadate(V) ion in trigonal
bipyramidal geometry, bound to His496 and forming hydrogen bonds to the surrounding
amino acids7 (Fig. 1). By a reaction with hydrogen peroxide and elimination of the re-
71
Figure 1. Left: Crystal structure of native vanadium-containing chloroperoxidase from curvularia inaequalis
(PDB ID: 1IDQ)3. Right: Cutout of the active site.
sulting water molecule, a reactive peroxo species is formed (Fig. 2). Several studies have
indicated that the peroxo group is activated by protonation before oxidizing the halide ion
in a second step8. Then, the halide ion attacks the reactive oxygen atom in a nucleophilic
manner and a hypohalous acid or similar ”X+” species is formed.
Due to the fact that these compounds possess versatile applicability in reactions with
different nucleophilic acceptors, it is desirable to develop catalysts mimicking haloper-
oxidases. The simplest concept would be to employ solely the cofactor vanadate(V)9.
However, it was found that molybdate(VI) is actually 45 times more reactive than vana-
date(V), a surprising fact that was explained by the ability of molybdate(VI) to form reac-
tive oxodiperoxo species10–12. Vanadate(V) is also able to form oxodiperoxo species which
nevertheless are not able to oxidize bromide ions13.
A setback to the concept of using molybdate(VI) instead of vanadate(V) as cofactor
came with H. Vilter’s reconstitution experiments using the apoprotein of VHPO from as-
cophyllum nodosum14. Replacing the vanadate cofactor with molybdate results in a total
loss of catalytic activity. Taking the very similar ionic radii of V5+ and Mo6+ into ac-
count, it can however be suggested that the molybdenum cation can take the position of the
vanadium cation in the enzyme.
The resulting question is: Why does the holoenzyme of vanadium bromoperoxidase
not show catalytic activity when employing a molybdate cofactor, when in contrast molyb-
date(VI) possesses catalytic activity in solution that by far surpasses the activity of vana-
date(V)? All previously made observations indicate that the reason might be differences
in the catalytic mechanisms of both species. Investigations of these differences are one
important goal of our work.
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Figure 2. Scheme of the enzymatic cycle, showing the native form of the vanadium-containing chloroperoxidase
(left) as well as the reactive peroxo species (right) according Ref. 3.
2 Computational Methods
It is common knowledge in quantum chemistry that density functional theory according
to the Kohn-Sham scheme is well suited to investigate transition metal complexes. All
DFT calculations in this work were performed using the program packages Amsterdam
Density Functional15–17 (ADF) and TURBOMOLE18. Due to the fact that the Schro¨dinger
equation cannot be solved exactly for many-electron molecular systems, their quantum
chemical treatment requires several approximations. The quality of a DFT calculation
mainly depends on two factors, the nature of the exchange-correlation functional Exc em-
ployed and the basis set. In this work, the gradient corrected (GGA) functional of Becke19
and Perdew20 (BP86) was used together with the TZVP basis set which is of split-valence
triple-ζ quality with additional polarization functions on all atoms. In calculations with the
ADF package, the scalar ZORA (zero-order regular approximation) method implemented
into ADF by E. van Lenthe et al.21 was used to account for relativistic effects of molyb-
denum. In the TURBOMOLE calculations, a relativistic ECP (effective core potential)22 for
molybdenum was used.
Massively parallelized high performance computer systems are the most important tool
for computer chemists, as larger basis sets and more complex functionals can be employed
in order to reach more accurate results.
Carrying out geometry optimizations of molecular structures, stationary points such
as local minima and maxima on the many-dimensional potential surface can be located.
A verification of the nature of intermediate structures (local minima), such as reactants
and products, and transition state structures (local maxima) can be achieved by means of
vibrational frequency calculations. These frequency calculations also yield thermodynamic
data such as enthalpy and entropy values which allow for the construction of a Gibbs free
energy profile for all reaction steps, including several competing reaction paths. The path
possessing the lowest energy is the most probable path for the reaction. Nevertheless, it is
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Figure 3. Several structures of model systems for investigations concerning haloperoxidase activity, optimized
with TURBOMOLE/BP86(RI)/TZVP. a) vanadate(V), b) imidazole-bound vanadate(V) with apical water, c) ex-
ample vanadium complex [VO2(NO2salhyhh)]− , d) cutout of the active site of VCPO.
necessary to investigate every chemically possible reaction path, a process which consumes
a lot of computational time. Using quantum chemistry, it is thus possible to understand and
explain mechanisms of chemical reactions.
3 Molecular Model Systems
Even with today’s arrays of high performance computer clusters, it is still impossible to
treat large molecular systems like whole enzymes in a quantum chemical way. Thus molec-
ular model systems represent a central tool to elucidate chemical reaction mechanisms. The
choice of a model system has decisive influence on the results obtained. In general it can be
stated that larger model systems lead to more accurate results than smaller ones. In Fig. 3
different model systems whose haloperoxidase activity was investigated in this project are
shown. In addition to the vanadium species shown, the corresponding molybdenum species
were also examined to uncover differences in the catalytic cycles. Additional systems with
varying degrees of protonation can also be envisaged. Structures a) to c) are very simple
model systems sharing only basic similarity with the active site of VHPO. Their advantage
lies in the fact that they are made up of a small number of atoms, requiring less com-
putational time than system d) and thus allowing the investigation of numerous possible
reaction paths. Interpreting the results obtained in a reasonable way, plenty of information
regarding the catalytic cycle of the enzyme can be obtained.
Model system d) represents a cutout of the active site of vanadium chloroperoxidase.
Solely in this model system, the important influence of the hydrogen bonds formed by
vanadate and the surrounding amino acid is considered. It thus constitutes the best model
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system but introduces additional problems, apart from the dramatically increased compu-
tational demands: The positions of a total of 26 atoms of the protein backbone must be
fixed in order to prevent the molecular system – which is now not held together anymore
by the enzyme matrix – from falling apart and to preserve the active site structure.
4 Catalytic Mechanism of the Enzyme
Many open questions in connection with the catalytic mechanism of the VHPOs were
answered by extensive theoretical studies in recent years, and finally an enzymatic cycle,
shown in Fig. 4, has been postulated5, 23. As can easily be seen, the amino acids bound
to the cofactor by hydrogen bonds play an important role. In the first reaction step, the
protonated His404 delivers its proton to the axial hydroxo group of the cofactor, forming
a water molecule (4b). This water molecule can now be replaced by hydrogen peroxide
in a dissociative manner, which then leads to the catalytically active peroxo species after
the elimination of an additional water molecule (4c-d). In the second step of the catalytic
reaction, Lys353 activates the peroxo group of the cofactor by means of hydrogen bonding,
in this way facilitating the halide oxidation process (4e-f).
These results were obtained using the model system b) of Fig. 3 selectively expanded
by individual amino acid residues. Due to limited computational resources, only selected
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Figure 4. Proposed catalytic cycle for the halide oxidation by vanadium-containing haloperoxidases23 ; empha-
sizing the specific role of the amino acid residues Lys353 , Ser402 and His404 (see Fig. 1).
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Figure 5. Plot of the electron density (first row) as well as a plot of the electron localization function (second
row), highlighting selected hydrogen bonds. From left to right: His404–H· · ·OHax, Lys353–H· · ·Oeq and
Arg360–H· · ·Oeq .
results could be verified using model system d). Investigations of the hydrogen bonding
network in the native structure of the active site (model system d) by electron density and
electron localization function (ELF) calculations (shown in Fig. 5) yielded particularly in-
teresting results. Emphasis in further computational studies will be laid on an investigation
of changes in the hydrogen bonding network during the course of the catalytic reaction.
5 Difference between Vanadium and Molybdenum Species
In order to understand why nature prefers vanadate(V) instead of choosing the catalyt-
ically more active molybdate(VI) as cofactor for haloperoxidases, DFT calculations on
molybdate model systems similar to b) in Fig. 3 were performed. The results obtained
show that the oxodiperoxo species [MoO(O2)2Im] is indeed more catalytically active than
the dioxo-monoperoxo species [MoO2(O2)Im]. However, the spatial environment of the
VHPO active site is tailored to a monoperoxo species. Calculations investigating the halide
oxidation activity of the molybdenum(VI) monoperoxo species allow the conclusion that
[MoO2(O2)Im] exhibits some catalytic activity – a contradiction to the results obtained by
Vilter’s studies14 of the VHPO holoprotein. Presumably, the actual reason for the inactivity
of “molybdenum bromoperoxidase” might be that no peroxo species is formed in the first
place.
Ongoing studies hence explore the formation of the molybdenum monoperoxo species.
The first and central step of the dissociative mechanism is the cleavage of water (Fig. 4b)
and the subsequent attack by hydrogen peroxide. Since molybdenum generally supports
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Figure 6. Intermediate and transition state structures for the reaction of hydrogen peroxide with imidazole-bound
vanadate(V) optimized at ADF/BP86/TZ2P level. Analogous calculations have been done on imidazole bounded
molybdate(VI).
larger coordination numbers compared to vanadium, it can be assumed that it prefers an
associative reaction mechanism while vanadium prefers a dissociative one. In order to
verify this claim, structures of several stationary points on the potential surface along the
reaction coordinate for this first dissociative step of the catalytic cycle were calculated for
both the vanadium and the molybdenum species (Fig. 6). Activation energy barriers and
Gibbs free reaction energy values for both species were calculated from the free energy
values of the optimized structures. Indeed an important difference is obtained: The reaction
of hydrogen peroxide with [VO2(OH)(H2O)Im] is an exergonic process while the same
reaction employing [MoO2(OH)(H2O)Im]+ as substrate is endergonic.
IM1(V) + H2O2 ⇋ IM3(V) + H2O △RG = −18, 6 kJ/mol (2)
IM1(Mo) + H2O2 ⇋ IM3(Mo) + H2O △RG = +24, 0 kJ/mol (3)
Without the formation of a peroxo complex, the catalytic reaction at the metal centre can-
not proceed. This is the reason why molybdate does not show catalytic activity when
embedded into the VHPO apoenzyme
6 Future Prospects
Investigations of the enzymatic cycle of vanadium haloperoxidases (Fig. 4) have so far been
conducted mainly by calculations employing the small model system (Fig. 3 b). Expanding
the system by the surrounding enzyme matrix (Fig. 3 d), the important hydrogen bonding
network between the cofactor and several amino acid residues can be properly taken into
account. Some previously obtained results can be verified using this larger model system.
The TURBOMOLE suite of programs18, now available for use on the NIC cluster JUMP, is
especially well suited for these calculations on large systems as it contains the multipole
acceleration for the resolution of identity method (MARIJ).
Calculations merging quantum chemical methods and molecular mechanics (QM/MM)
represent one further step to improve the model system. MM calculations require only a
fraction of the computational time needed for QM calculations. Using this approach, it is
possible to model the full enzyme matrix (with MM) instead of only a small section at the
active site, and thus no atoms of the backbone need to be fixed. The surrounding area of
the active site is still treated in a fully quantum chemical way.
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Additionally, it is desirable to take a closer look at the associative mechanism of both
molybdate(VI) and vanadate(V) species, thus gaining knowledge to specifically improve
ligands in order to produce molybdenum(VI) complexes exhibiting strong haloperoxidase
activity.
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The fundamental laws that regulate the chemical-physical behaviour of condensed systems
under ordinary conditions of temperature and pressure are well known. However, it is
only in the last few decades that appropriate algorithms have been devised to allow the
realistic simulation of complex systems based on first principles simulations. This has led
to the development of efficient codes capable of exploiting the power of modern parallel
machines. In the following four reports a number of groups present the impressive results
of their work, obtained using the NIC machines. If we have to find a unifying feature in
these varied papers, it is the effort to treat complex problems. The complex systems studied
are modelled in as realistic a manner as possible. This is permitted by the state-of-the-art
resources available and the development of clever algorithms. In this respect the use of
advanced sampling methods such as metadynamics is noteworthy. The net effect of these
technical innovations is very impressive; suffice it here to look at the unprecedented scope
of the work of Professor Marx’ group. I believe that these papers give a taste of things to
come and of the brave new world where ever more complex and difficult problems can be
tackled with a combination of computer power and clever algorithms.
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In this contribution we present results of our theoretical studies of nitrogen mobility in solid
M–Ta–O–N systems. Periodic supercell calculations at density-functional level have been per-
formed to investigate the local structure of N-doped oxynitrides and the anion diffusion mecha-
nisms. The migration pathways and activation barriers were calculated using the nudged elastic
band method with the climbing-image enhancement. We show that the defect migration is
mainly caused by the diffusion of oxygen anions. The activation energy can be lowered by
increasing the defect concentration, and it is, to a large extent, depending on the dopant size.
1 Introduction
Solid electrolytes are desirable in cells or batteries where liquid electrolytes may be unde-
sirable, such as in implantable medical devices. Preferred solid electrolytes include ma-
terials that are solid at room temperature, electrically insulative and ionically conductive.
The ionic conductivity is strongly affected by the anion vacancy concentration which is
enhanced by doping with aliovalent cations or with nitrogen1, 2. Anion diffusion in ternary
Zr–O–N and quaternary Y–Zr–O–N materials has been investigated experimentally by sin-
gle crystal neutron diffraction3, tracer diffusion4, 5 and impedance spectroscopy2. Only a
small number of theoretical studies has been performed so far on M–O–N systems, mainly
focused on the description of well-defined bulk structures. It is well-known that lattice
distortions determine the ionic conductivity to a large extent6, 7, and it has been argued that
conductivity activation energies depend on vacancy ordering in the anion sublattice8.
Recently, yttrium-doped tantalum oxynitrides have been synthesized for the first time,
and these materials crystallize with defect fluorite-type structures9, 10. The energy barriers
for ionic conductivity in such compounds have been calculated from first principles, and
we present a comparative view touching upon dopant size, the amount of dopants, lattice
distortions and vacancy ordering.
2 Computational Method
2.1 Modelling
A twofold unit cell containing eight formula units of MxTa1−x(O,N,)2 was used in this
study. The migration pathway of the vacancy and, also, the energy barrier to migration
were determined by finding the minimum energy path from one lattice site to an adjacent
site using the nudged elastic-band method6 in its climbing image variant7, 11, 12 as imple-
mented in the density-functional Vienna Ab initio simulation package (VASP)13–16.
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First, the starting and final configurations were determined by optimizing the structure
with the vacancy at each of the two adjacent sites. A set of seven intermediate configu-
rations were then optimized such as to converge to points lying on the minimum-energy
path. All nine configurations are shown in Figure 1. Harmonic-spring interactions were
used to connect the different images of the system along the path. Calculations were per-
formed using the GGA functional of Perdew and Wang17 and ultrasoft pseudopotentials of
Vanderbilt type18. The kinetic cutoff-radius was chosen to be 490 eV, calculating Gamma
point only with about 70,000 plane-waves in a total of about 70 bands included, the exact
numbers depending on the system beheld.
Sc
Ta
N
O
mobile ion
Figure 1. Initial guess for the calculation of a diffusion path in M0.125Ta0.875O0.875N0.125
2.2 System Requirements
To perform the nudged elastic band method with VASP, the number of CPUs must be di-
vidable by the number of intermediate configuration images. VASP divides the processors
into groups with each group calculating one image. Here, the total number of iterations
until convergence is reached can be up to 50,000.
Earlier performance tests on a Sun Fire E25K-Cluster concerning the parallization per-
formance of VASP have shown that an efficiency of t/topt = 99% can be reached up to
16 CPUs per image, so that a maximum of 7×16 = 112CPUs makes economic sense. On
the IBM p690 Cluster JUMP, it is sensible to calculate each image on one complete node
and thus minimizing ethernet traffic, giving a request for 7×4 = 28CPUs. A performance
test with a total of only 7 processors has shown that, on the IBM p690 Cluster, calculations
undergo a speedup of 40 % compared with a Sun Fire E25K-Cluster.
Concerning memory requirement, VASP relies on dynamic memory allocation. From
experience, the charge density symmetrization takes usually the highest amount of mem-
ory. Additionally, the executable and all tables have to be held on all processors as well
as a complex array of the size Nbands ×Nbands leading to an average memory allocation of
about 4 GBytes per CPU and peak memory allocations of up to 9 GBytes per CPU.
3 Results and Discussion
In the system Ta–O–N, the fluorite-type structure is stabilized upon doping with medium-
sized trivalent cations such as rare-earth elements19. For reasons of electroneutrality, a
number of vacancies is introduced into the anionic sublattice, making these compounds
promising candidates for ionic (nitrogen and oxygen) conductors. It is often argued that lat-
tice distortions due to ionic radii mismatch lead to an increasing activation barrier for ionic
conductivity20. In order to study this influence of dopant size for the case of fluorite-type
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M reff (A˚)
Fe 0.78
Sc 0.87
In 0.92
Y 1.02
Ta 0.74
Table 1. Effective ionic radii as taken from reference21 .
tantalum oxynitrides, we modelled several – partly hypothetical – fluorite-related com-
pounds in the system M–Ta–O–N with four different cations M , namely Fe3+, Sc3+,
In3+, and Y3+. The ionic radii21 of Fe3+ and Ta5+ are almost identical and they are
slightly increasing towards Y3+ (see Table 3).
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Figure 2. Total Energies for differently doped tantalum oxynitrides M0.125Ta0.875O0.875N0.125
First, structural relaxation was allowed to ensure that the chosen compounds make
sense in terms of structure and stability. The resulting structures were stable but heavily
distorted; nonetheless, the classification of these compounds as being of a defect flourite-
type is sustainable10. The energy–volume functions are shown in Figure 2 for the example
of M0.125Ta0.875O0.875N0.125.
The migration pathways and activation barriers were then calculated for both cases of
oxygen and nitrogen movement. In the fluorite structure, the anions are located in the
tetrahedral sites within the face-centred cubic cation framework. Judging from chemical
intuition, one would expect that the minimum-energy path for the diffusion of an anion to
an adjacent vacant site touches the empty octahedral sites, resulting in two saddle points
on the energy hypersurface according to the two sharing faces of the octahedron and the
two tetrahedra. This is very well reproduced by the DFT calculations (compare Figure 3).
Comparing the activation barriers for oxygen and nitrogen movement (see Table 3), it
turns out that oxygen is generally more mobile, which can be traced back to the higher
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Figure 3. Calculated energies along the minimum-energy path for oxygen migration in
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Figure 4. Calculated energy barriers for nitrogen migration (empty boxes) and oxygen migration (filled boxes)
in M0.25Ta0.75O0.75N0.25, as a function of the ratio of the ionic radii rM/rTa.
charge of the N3− anion. Decreasing the dopant size and thus approximating a ratio
rM/rTa ≈ 1, the energy threshold lowers, as can be seen in Figure 4. While this is true for
Sc, In and Y, the anionic movement in the Fe-doped compounds is dramatically hindered.
Compared with the other three dopant cations, which achieve noble gas configuration in
their trivalent state, Fe3+ has 3d5 configuration. Thus, the lowered anionic mobility prob-
ably goes back to the more covalent bonding between Fe and N.
Increasing the dopant amount leads to a growing number of vacancies, which causes
a higher ion mobility and a decrease of the activation barrier. In Figure 5 the energy
barriers are shown in relation to both dopant amount and vacancy concentration. It is
obvious that the energy threshold is independent of the dopant concentration but, in-
stead, determined by the vacancy concentration: Turning from M0.25Ta0.75O0.75N0.25
to M0.375Ta0.625ON0.750.25 the activation energy does not significantly change, since
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Figure 5. Energy barriers for nitrogen migration (empty boxes) and oxygen migration (filled boxes) in
YxTa1−x(O,N,)2, as a function of the dopant amount and the number of vacancies per unit cell (in paren-
theses).
the number of vacancies is two in both unit cells. In M0.5Ta0.5O0.875N0.750.375, on
the other hand, one additional defect is brought into the unit cell, and the barrier is again
lowered.
4 Conclusions
Density-functional calculations show that the energy barrier for anion diffusion in fluorite-
type tantalum oxynitrides is closely related to both dopant size and dopant amount. In-
creasing the dopant amount causes a higher vacancy concentration, making it easier for the
ions to move inside the material. The ratio of the cationic radii determines the activation
threshold to a very large extent, making it decrease while rM/rTa approaches unity. The
defect migration, however, is mainly caused by the diffusion of oxide anions, which are
slightly more mobile than the nitride anions.
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We present several first-principles molecular dynamics simulations studies of liquids and sol-
vent effects. The first project deals with dipole moments of one alanine molecule dissolved in
water molecules. The average dipole moment of the water molecules depends on their vicinity
to the distinct functional groups of alanine. The results of the first-principles molecular dynam-
ics simulation is used to verify a cluster ansatz. In this ansatz, snapshots of alanine surrounded
by different shells of water molecules are cut out of a trajectory. Sufficient convergence of the
dipole moment of alanine and its first water shell can be found for two solvent shells. In the
second project, we examine the basis set superposition error along a free-energy trajectory of
the water dissociation reaction. Snapshots are again cut out of a trajectory and their basis set
superposition error is calculated by static quantum mechanics. We observe an increase of the
basis set superposition error with the decline of the distance of the two molecules. In the third
project which is still in progress, we investigate an example of the third generation ionic liquid,
ethyl-methyl-imidazoliumthiocyanate ([C2C1im]SCN).
1 Introduction
1.1 Alanine in Water1
The solvation behaviour of amino acids in water is one of the key questions to be addressed
in biology, due to its drastic influence on their chemical reactivity. The most straightfor-
ward way to adequately describe such a flexible system are first-principles molecular dy-
namics simulations. In this project the electronic structure is accurately calculated using
density functional theory, while the configurational space is explored by an efficient and
temperature dependent sampling technique.
Another possibility to derive properties of molecules dissolved in liquids is the so called
cluster ansatz where a trajectory either obtained by classical or first-principles molecular
dynamics simulations samples the configurations in the solvents. This trajectory is subse-
quently harvested for small clusters. The main concern with this approach is the number
of snapshots and the number of solvent molecules needed to achieve convergence with
respect to the experiment.
1.2 BSSE Error along the Free Energy Trajectory2
Atom-centreed basis sets (e.g. the Gaussian Basis Set (GBS)) that are used in static quan-
tum calculations introduce the so-called basis set superposition error (BSSE), when com-
paring interaction energies (EI) at different geometries. The effect of this error on the
static geometries is under control, because it remains nearly constant close to the mini-
mum structure. In simulations, the average structure is determined by sampling a broader
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region around the local minima and by weighting configurations according to their energy.
Therefore, the BSSE is not necessarily constant, and might have a direct influence on the
weighting and hence the average structure.
1.3 Simulation of Third Generation Ionic Liquids
The wide applicability of ionic liquids as environmentally friendly solvents has led to a
steep increase of publications on this subject. Ionic liquids are fused salts of organic cations
and most often inorganic anions.3, 4 They are good solvents for a wide range of inorganic
and organic reactions. The reason for this is attributed to their microscopic properties.
These properties are mainly their high polarity and their non-coordinating behaviour.
2 Scope
2.1 Alanine in Water
Figure 1. Structure of alanine with atom labels as used in this chapter.
In this project, we investigate alanine as the smallest biologically active α-amino acid.
The zwitterionic form of the alanine shows three sites with distinct polarity: The basic
COO− group, the acidic NH+3 group, and the aliphatic CH3 group. The main focus
is the development of the dipole moment of a zwitterionic alanine in water as well as
of different water shells along a trajectory. These local dipole moments are estimated
by first-principles simulation in combination with maximally localized Wannier centres
(MLWC). Additionally, we want to test to what extent the cluster ansatz not relying on
periodic boundary conditions and with fewer solvent molecules produces comparable re-
sults. Therefore, we cut out snapshots with different numbers of solvent molecules along
the simulated trajectory and calculate local dipole moments by means of MLWCs. This
allows us to verify the cluster ansatz against the results from our previous first principles
simulation.
2.2 BSSE Error along the Free Energy Trajectory
We investigate the reaction
H2O⋆ · · ·H⋆–O–H→ H3O++OH−
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by means of thermodynamical integration. Despite the fact that this reaction does not
take place in the gas phase, it serves us to obtain many chemically different situations.
During its course, each of these situations would be associated with a unique BSSE when a
Gaussian type orbital basis set would be applied. The trajectory is therefore harvested for
these different configurations, and their BSSE is determined by means of static quantum
mechanics.
2.3 Simulation of Third Generation Ionic Liquids
Here, we investigate a third generation ionic liquid, ethyl-methylimidazoliumthiocyanate
([C2C1im]SCN).
Figure 2. Structure of ethyl-methylimidazoliumthiocyanate.
A first-principles molecular dynamics simulation can determine the main building
blocks of the liquid and their life time as well as the diffusion constant of the dominat-
ing species.
3 Methodology
We simulate one alanine as well as the free energy trajectory with the CPMD code, which
is based on the Car–Parrinello method 6. The electronic structure is described in the frame-
work of density functional theory, utilising the gradient corrected exchange correlation
functional BP86. The Kohn–Sham orbitals are expanded in a plane wave (PW) basis with
a kinetic energy cutoff of 70 Rydberg, while core electrons are approximated by norm con-
serving pseudo potentials of the Troullier–Martins type5. Local dipole moments for CPMD
calculations are derived based on maximally localised Wannier centres (MLWC)s.
For alanine, the system consists of 60 water molecules surrounding the alanine in a
periodic box. The equilibration simulation was thermostated at 320 K using Nose´–Hoover
thermostats7–9, while the production run was performed in the NVE ensemble. Average
computer time for a Car–Parrinello molecular dynamics step on 16 CPUs of the JUMP
Cluster was 7.4 seconds. Additional averaged time needed for calculation of the maximally
localized Wannier centres (MLWC)s was 14.8 seconds.
Concerning the BSSE, this error is estimated by the counterpoise correction (CP) of
the dissociation reaction given in Eq. (2.2). Each monomer m is calculated in the basis set
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centred at its atoms (Emonm ) and in the complete basis set (Eallm ). The CP of the reaction is
defined by the difference (Emon1 + Emon2 )− (Eall1 + Eall2 ).
For [C2C1im]SCN, molecular dynamics simulation using the GPW10 ansatz in the
framework of the CP2K/Quickstep11 environment has been performed. Temperature was
set to 398.15 K and controlled by a Nose´–Hoover thermosthat. We use GTH type pseu-
dopotentials12, 13 to describe the core electrons of all atoms. A DZVP basis set is used
for the representation of the Kohn–Sham orbitals, and upon switching to the plane wave
representation, a cutoff of 300 Ryd is used. We use the gradient corrected functional PBE
throughout the simulation.
4 Results: Alanin
4.1 Dipole Moments from Molecular Dynamics: Water
We investigate the dipole moment of water molecules around each of the three distinct
functional groups NH+3 , CH3 and COO−. The probability distributions of the dipole
moment from different shells inside each of these cones is depicted in Fig. 3. The first
shell around the oxygen atom contains all water molecules up to a distance of 330 pm, the
second shell contains all water molecules from 330 pm up to a distance of 540 pm, and
further solvent molecules are collected in the third shell. For nitrogen, these two cutoffs
are set to 360 pm and 590 pm, and for the carbon atoms, the first shell consists of water
molecules up to a distance of 510 pm, and all further solvent molecules are collected in the
second shell.
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Figure 3. Probability distribution function of the dipole moments of water molecules closest to atoms of the
COO−, the CH3 and the NH3+ group of the alanine. See text for details.
As expected, the average dipole moment of the solvent molecules in the vincity of the
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COO− decays from 3.35 D (first shell) over 3.31 D (second shell) to 3.25 D (third shell)
with rising distance from the solute. In contrast, the average dipole moments of the solvent
molecules around the CH3 and the NH3 group of alanine rise from 3.27 D (3.28 D) to
3.36 D (3.0 D) when entering the second shell.
4.2 Dipole Moments from Static Calculations: The Cluster-Ansatz
In this project we want to explore whether the use of periodic boundary conditions is
necessary for the computation of electronic properties of the solute (i.e. the alanine) or if
these properties are sufficiently converged already with two or even less layers of solvent
molecules added. i.e., we want to investigate for which cluster size the cluster method is
valid.
Figure 4. Snapshot of one set solvent molecules.
Therefore, we selected 4 distinct sets of snapshots: The first two sets only account for
the first (and second) solvent shell of the two polar groups. The second two sets account
for the first (and second) solvent shell of all selected subgroups. A short assay revealed
that already 50 snapshots per set are sufficient to converge the average dipole moments.
Method set0 set1 set2 set3 set4 full
trajectory
PW/MLWC 10.99 14.10 15.08 14.59 15.56 15.93
Table 1. Average local dipole moments in D of alanine within different sets of solvent molecules.
The influence of different solvent shells on the local dipole moment of alanine is sum-
marized in table 1. The dipole moment converges nicely with increasing number of elec-
trons. As a result, set4 is already a reasonable good approximation to the periodic bound-
ary conditions, yielding about 98% of the reference dipole moment. A similar analysis
91
has been performed for the dipole moment of the water molecules around the first shell of
the alanine. We obtain a dipole moment of 3.15 D, about 95% of the reference simula-
tion’s value, for the innermost water molecules in set4. Thus, the cluster ansatz provides
a reliable tool to assess properties of systems with a large number of degrees of freedom.
5 Results: BSSE Error along the Free Energy Trajectory
Figure 5. Total energies along the constraint trajectory r1=180 pm plotted against the angle β Etot:
uncorrected total SVP energy; ECPtot : counterpoise corrected total SVP energy.
In Fig. 5 we plotted the total energies as well as the total energies with subtracted
counterpoise corrections against the angle β for the part of the free energy simulation where
the distance between the two products is restrained to 180 pm. β denotes the angle between
the vector pointing from the oxygen atom of the first to the oxygen atom of the second water
molecule and the vector pointing from the oxygen of the second water molecule to its centre
of mass. The corrected values (red) are higher in the graph than the uncorrected values
(blue). The straight lines in Fig. 5 show linear regressions in order to clarify the tendencies.
It is apparent from the Figure 5 that configurations with small distances between atoms of
different molecules (represented here by small angles β) would be overpopulated since
their energy (blue) is more favourable than if correct energies (red) would be calculated,
i.e., the BSSE is not a simple shift of the potential energy surface.
6 Results: Structure of Bulk ([C2C1im]SCN)
In Fig. 6 the radial pair distribution function g(r) of different atoms of the cation ethyl-
methyl-imidazolium is given. Namely, the distances between the nitrogen and sulfur of the
thiocyanate and the imidazolium ring’s three protons of the cation are plotted. The exact
definition of each atom is displayed in Fig. 2. We see that the first peak at about 220 pm,
representing the smallest distance between the two ions, is part of the H2 −N g-function.
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Figure 6. Selected g-function of [C2C1im]SCN.
The second peak at about 230 pm is provided by the H4,5 − N radial pair distribution
function. Therefore, we conclude that the preferred coordination site of the cation is the
H2 and of the thiocyanate it is the nitrogen atom. The first “shell” of sulfur atoms around
the cation is found at distances of about 280 pm (H4,5 − S) and 290 pm (H2 − S). It is
interesting that this order is opposed to the order found for the nitrogen atoms binding to
H2 or H4,5. We must note that according to the average over the autocorrelation function
for the orientation of all SCN− anions’ S-N vectors, the simulation is still not converged,
and the data presented is still preliminary.
7 Conclusion
We have presented the results of various projects in the field of first principles molecular
dynamics simulations. Concerning alanine in water, we found that the large dipole mo-
ment of alanine induces a considerable increase of the dipole moments of the surrounding
water molecules. Also, the different functional groups of alanine exert different but clearly
observable influence on their surrounding water molecules. Our test with the cluster ansatz
showed that at least 40 water molecules have to be included to converge properties like
the dipole moment. Our second project, the impact of the BSSE on simulations using
Gaussian basis sets, showed that a sizable BSSE should result in an overestimation of
structures which are relatively close together. The third project still runs on JUMP and
additional data might be available at the end of this accounting period.
8 Performance on NIC
As a measurement of the performance of the NIC cluster for CP2K, we plotted the average
time step of one of our simulations of [C2C1im]SCN multiplied with the number of used
CPUs against this number, see Fig. (7). The graph shows that CP2K scales favorably for
up to 64 CPUs. Using one 16 CPUs is the most time efficient case.
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The phase boundary between β-Si3N4 and γ-Si3N4 is investigated at high pressure and high
temperature using first-principles lattice dynamics calculations within the quasi-harmonic ap-
proximation. We find a positive slope of the phase boundary. It turns out that the thermal
expansion of the spinel-type γ-phase is larger than that of the phenacite-type β-phase. On the
other side, pressure affects more the volume of β-Si3N4 than of γ-Si3N4, reflected in the higher
bulk modulus of γ-Si3N4. The origin of the different temperature behaviour of these phases,
consequently, goes along with a larger volume dependence of the zero point energy in γ-Si3N4
in comparison to β-Si3N4.
1 Introduction
Almost a decade ago cubic γ-Si3N4 with spinel-type structure was realized by high-
temperature/high-pressure chemical synthesis1. The first report gave a pressure of 15 GPa
and a temperature of 2000 K needed to favour the formation of the γ-phase over the β-
phase. Computations that went along with the experimental realization indicated a transi-
tion pressure of 12.1 GPa. Subsequent experimental studies, which used amorphous silicon
and nitrogen containing precursors to exclude kinetic effects of the β-γ transition, located
the phase boundary between 10 and 13 GPa at temperatures between 1600 and 2000 K2.
No account for a direct conversion from the γ-phase to the β-phase has been given, though.
At high temperatures and pressures, it is usually extremely difficult to determine cor-
rectly the phase boundaries of solids because large hysteresis effects due to sluggish kinet-
ics are usually present. In this study, we compute the pressure-temperature phase diagram
between β- and γ-Si3N4 assuming ideal crystals using first-principles lattice dynamics cal-
culations. The crystal structures of β- and γ-Si3N4 are shown in Figures 1 and 2, respec-
tively. Si atoms in the phenacite-type β-structure are four-fold approximately tetrahedrally
coordinated. In the spinel-type γ-structure two thirds of the Si atoms are octahedrally
coordinated, the remaining Si are tetrahedrally coordinated.
2 Methods
All first-principles calculation were carried out with the Vienna Ab initio Simulation Pack-
age (VASP)3–5. We used the projector augmented wave (PAW) method6 in the framework
of density functional theory within the generalized gradient approximation according to
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Figure 1. Crystal structure of β-Si3N4 (P63/m). The blue and sky-blue circles denote silicon and nitrogen
atoms.
Figure 2. Crystal structure of γ-Si3N4 (Fd3¯m). The blue and sky-blue circles denote silicon and nitrogen atoms.
Perdew-Burke-Ernzerhof (PBE)7 together with a cutoff energy of 500 eV for the expan-
sion of the wave function into a plane wave basis set. The phonon contribution to the free
enthalpy was calculated using the frozen phonon method as implemented in the fropho
code8. We employed the quasi harmonic approximation (QHA) (e.g.9). The free enthalpy
like function G(p,T) is computed according to
G[p, T ] = min
V
U(V ) + Fphonon(V ; T ) + pV , (1)
When the investigated phase is a stable phase, then G(p,T) corresponds to its free enthalpy.
Here p, T, and V denote pressure, temperature, and volume, respectively. U is the
internal energy, and Fphonon is the phonon free energy. We computed the bracketed term
at selected volume points. Finally, Murnaghan’s equation of state10 was used to fit the
calculated values and to derive a bulk modulus.
To allow for an accurate assessment of the free energy, some heavy convergence crite-
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ria have to be employed to avoid the appearance of negative frequencies within the Bril-
louin zone. Energy was converged until the energy differences in consecutive steps were
lower than 10−9 eV, and force and stress were converged until they became less than 10−6
eV, and 10−4 GPa, respectively. The Brillouin zones were sampled by a 448 (β-Si3N4)
and by a 4x4x4 of (γ-Si3N4, primitive unit cell) k-point mesh generated according to the
Monkhorst-Pack scheme. In the frozen phonon calculations, a finite atomic displacement
of 0.01 A˚ was used. The supercells were built with 2x2x2 unit cells for β-Si3N4 and 2x2x2
primitive cells for γ-Si3N4. The meshes for the Brillouin zones were sampled to 8x8x20
and 12x12x12 for β-Si3N4 and γ-Si3N4, respectively.
3 Results and Discussion
In Figure 3 we show the calculated pressure-temperature (P-T) phase diagram of silicon
nitride including the two phases β-Si3N4 and γ-Si3N4. The difference in the free enthalpy
like functions between the two phases, hence the value of ∆G, is represented by the inten-
sity of the colour. The phase boundary corresponds to the line drawn; here the difference in
∆G=0. Accordingly, while β-Si3N4 is stable at low pressure and γ-Si3N4 at high pressure,
the slope of the phase boundary between the two phases is found to be positive. Conse-
quently, higher temperatures will require some higher pressures for inducing the β to γ
phase transition.
Figure 3. P -T phase diagram. The energies are given per formula unit.
We show the phonon density of states (phonon-DOS) as a function of phonon frequen-
cies of both phases in Figure 4. The phonon-DOS of β-Si3N4 is split into two regions.
The occurrence of a gap is attributed to the anisotropic crystal structure. Although N is
twice as light as Si, nitrogen contributes significantly to the phonon-DOS even in the low-
frequency regime. This is due to vibrations in the a-b plane localized at approximately the
Brillouin zone boundary. For γ-Si3N4 on the other side we don’t observe a gap, although
a separation into N-dominated high-frequency vibrations and Si-dominated low-frequency
vibrations is visible. The compact structure, therefore, drives both regions to overlap con-
siderably.
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Figure 4. Phonon DOS’s of the β-phase (left) and the γ-phase (right).
Figure 5. Zero point energies of the β-phase (red points) and the γ-phase (blue points) as a function of volume.
To compare their slopes, a copy of γ-phase is placed near that of β-phase. The energies are given per formula
unit.
To study the thermal expansion of a solid structure, the volume dependence of its
phonon-DOS is a necessary ingredient, since volume and temperature are implicitly related
within the QHA. In principle, the phonon free energy also depends directly on tempera-
ture. However, in order to investigate the volume dependence of the phonon-DOS only it is
usually enough to derive a trend of the phonon free energy with temperature and volume.
Therefore, the zero point energy of a phonon system is indicative of how its phonon-DOS
changes with volume, because the zero point energy Ezero is related to the phonon-DOS
via
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Ezero =
1
2
∑
k,ν
~ω(k, ν) (2)
Here, k is a wave vector, and ν a phonon frequency. In Figure 5 we plot the frequency
depending part of the zero point energies of β-Si3N4 and γ-Si3N4 as a function of volume.
A negative slope indicates that a volume increase decreases the phonon free energy at 0 K,
which is generally expected to be true at finite temperature. However, the data also shows
a steeper slope for the curve of γ-Si3N4 than for β-Si3N4. Consequently, the γ-phase will
tend to exhibit a larger thermal expansion than the β-phase.
Figure 6. Volume changes of β-Si3N4 (left) and γ-Si3N4 (right) in the pressure-temperature phase diagram. The
change (per formula unit) is indicated relative to their volumes at 0 K and 0 GPa.
The computed volumes of the enthalpy confirm this trend, derived through inspection
of the zero point energies. Note, that the enthalpy in turn was assessed as the minimum
of computations for several volumes. In Figure 6 we show the overall volume changes of
both the β- and the γ-phase in the pressure-temperature space. The thermal expansion of
γ-Si3N4 is indeed larger than that of β-Si3N4. However, at the same time, γ-Si3N4 is also
less compressible than β-Si3N4.
Figure 7. Bulk modulus of β-Si3N4 (left) and γ-Si3N4 (right) as a function of temperature and pressure.
We present the temperature and pressure dependent bulk modulus, the inverse of com-
pressibility, for β-Si3N4 and γ-Si3N4 in Figure 7. As is well known, γ-Si3N4 has a larger
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bulk modulus than β-Si3N4. As it turns out, however, temperature affects the bulk modulus
of γ-Si3N4 more than that of β-Si3N4.
4 Conclusions
Using first-principles lattice dynamics calculations to investigate the vibronic contributions
to the free enthalpies of phenacite- and spinel-type silicon nitride, we find a positive slope
of the phase boundary between β-Si3N4 and γ-Si3N4 in the pressure-temperature phase
diagram. While the spinel-phase has a larger bulk modulus than the phenacite-phase, its
thermal expansion is also larger. The reason for this behaviour is the larger volume depen-
dence of the zero point energy in γ-Si3N4 in comparison to β-Si3N4. Overall, the work of
pressure, p·V, dominates the transition pressure of the β to γ transition. The precise slope
of the phase boundary, however, is governed by small energy differences, which depend
on the explicit phonon structure.
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This research focuses on a prebiotic synthesis scenario of peptides at extreme conditions similar
to those near hydrothermal vents. It aims to assess the importance of such high temperature and
pressure conditions including mineral surfaces and to gain vital molecular level understanding
about these reactions, which is otherwise not possible to obtain in laboratory experiments. The
work presented here is about large–scale ab initio Car–Parrinello molecular dynamics simu-
lations on characterizing the reactivity of the ideal and the defective pyrite surface having an
interface with water at 500 K and about 20 MPa. Desorption mechanisms and free energies for
desorption are obtained from ab initio metadynamics simulations. Surface defects are found to
have an important role in stabilizing the reactant molecules on the surface.
1 Introduction
The quest for a molecular level understanding of chemical reactions and the role of prebi-
otic conditions in the formation of macromolecules of contemporary biology from small
organic molecules is at the heart of our research endeavour. Among the vastly different
hypotheses put forward on how life originated on earth, the one suggested by Wa¨chters-
ha¨user1–3 named ‘Iron Sulfur World’ (ISW) hypothesis, is under great attention, especially
due to exceptionally specific details at the molecular level. Wa¨chtersha¨user envisages a
chemoautotrophic origin of life and the basic reactions are believed to have taken place
near undersea hydrothermal vents. Successful carbon–insertion reactions4–6 and synthe-
sis of peptides7, 8 in laboratory experiments mimicking hydrothermal conditions brought a
strong support to this hypothesis recently9.
An interesting idea has been suggested for the activation of amino acids that makes use
of an inorganic compound called carbonyl sulfide (COS), an effluent gas from hydrother-
mal vents; alternatively it can be generated from CO and H2S in the presence of suitable
minerals7. Though a very small yield of peptides are found in laboratory experiments at
elevated temperature, the detailed mechanism or the energetics of these reaction sequences
are not known. The mechanistic insights into the formation of NCA from amino acids and
COS are limited to the early speculations in footnote (16) of Ref.10 and some evidence for
the presence of an isocyanate species8.
One reason for the lack of in–depth understanding11 of these reactions is that the con-
trolled reaction studies in experiments at water/mineral interfaces subject to extreme con-
ditions are extremely challenging. In contrast, conditions which may be hard or even
impossible to meet in the laboratory might be accessible ‘in silico’. Computational ap-
proaches have the benefit that the reactions can be very well controlled and analyzed, in
particular the influence of different reaction conditions, for e.g. extreme versus ambient,
can be substantiated while keeping all other parameters unchanged. Different chemical re-
action pathways can be traced and mechanism as well as free energy barriers involved
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can be examined at the molecular level in computer simulations. Recent advances in
ab initio molecular dynamics12, 13 together with the modern computer infrastructure, like
the IBM Blue Gene/L machine ‘JUBL’ at John von Neumann Institute for Computing at
Forschungszentrum Ju¨lich, make it possible to study such complex chemical reactions fully
‘in silico’.
In this work we set our aim to look at the reactivity of a wet mineral surface at ex-
treme thermodynamic conditions in our ‘virtual lab’ approach. In the ISW scenario, it is
important that the metabolites stay at the pyrite surface until they concentrate, react and/or
undergo structural changes. Thus in the first ab initio molecular dynamics simulation at
‘ISW conditions’ carried out in our laboratory14 we focused on glycine adsorption at the
pyrite–water interface using an ideal (001) surface of FeS2 (pyrite). It was concluded that
water–mediated detachment of glycine occurs on a time scale of picoseconds14, which is
much too fast to allow for chemical reactions to occur there. Starting with a bi–dentate ad-
sorption mode with respect to the carboxylate oxygen atoms of the glycine, Pollet et al.15
found only partial detachments, but not full desorption within 10 ps time scale. On the
other hand, naturally occurring pyrite has plenty of surface defects, predominantly miss-
ing sulfur atoms. We have recently shown that such defects increase the reactivity and
time scale for desorption16. Most importantly, these works underlined the role of hydrogen
bonding of the aqueous environment in the desorption processes.
In the presented work, we will look at full desorption of the bidentate adsorption mode
considered by Pollet et al.15. The detailed desorption mechanism and the associated free
energy landscape and barriers are computed employing the ab initio metadynamics tech-
nique. The results are compared with the desorption at the defective pyrite surface having
a single sulfur vacancy16.
2 System Setup
The mineral surface was modelled by a pyrite (FeS2) slab consisting of 24 Fe and 48 S
atoms. We used an orthorhombic periodic box of dimensions 10.8×10.8×18.9 A˚14–16.
The supercell contained 36 water molecules corresponding to a density of ≈ 0.85 g/cm317
between two layers of pyrite; see Fig. 1. The pyrite slab exposed the (001) surface towards
water mimicking a water/pyrite interface in terms of a standard slab setup. The whole
system was thermostated to 500 K resulting in an expected pressure of about 20 MPa
and the surface vacancy was created by removing one of the threefold coordinated surface
sulfur atoms.
3 Ab initio Molecular Dynamics and Metadynamics
Ab initio molecular dynamics12, 13 is well suited for the present project where all calcula-
tions were performed within spin–restricted Kohn–Sham density functional theory in its
plane wave / pseudopotential formulation13. Details are skipped here but are presented
in Ref.15, 16, 22. Our previous calculations demonstrated that using this setup the unit cell
parameters15 and the electronic structure16 are reproduced very well. All calculations pre-
sented here were performed with the CPMD simulation package18, 13.
Most of the chemical reactions of our concern occur at time scales which are several
orders of magnitude beyond those accessible by standard ab initio molecular dynamics.
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Figure 1. Supercell (black box) used for the simulations of glycine adsorbed at the (001) surface of pyrite in
contact with hot–pressurized water; periodic images are included in the [100] and [001] directions to guide the
eye. Color code: hydrogen (white), oxygen (red), carbon (green), nitrogen (blue), sulfur (yellow), iron (light
green).
For overcoming the timescale limitation by accelerating the sampling of rare events and to
estimate free energies and barriers we used the metadynamics technique19 in its extended
Lagrangian formulation20, see Ref.21 for a review. At the heart of this technique is a
coarse–graining approach where selected degrees of freedom are represented by a small
set of collective coordinates19. Within this subspace the free energy hypersurface spanned
by the collective coordinates is sampled by placing auxiliary Gaussian potentials along
the dynamical time evolution. This biasing potential is slowly grown during the ‘metady-
namics’ of the collective coordinates and finally the system is forced to escape from the
initial free energy minimum thus exploring reaction pathways. As the added biasing po-
tential compensates the underlying free energy surface the method allows one to map the
free energy surface by reconstructing the sum of the added Gaussians. One of the great
advantages of this approach is that it enables one to explore not–foreseen transformation
and reaction pathways21.
4 Results
4.1 Desorption of Glycine from the Ideal Surface
In the following we present the desorption study of the bidentate adsorption mode of zwit-
terionic glycine as sketched in structure 1 of Fig. 2. In earlier investigations of Pollet et al.15
using short–timescale ab initio molecular dynamics it was found that the carboxylate oxy-
gen atoms were partially detaching several times due to hydrogen bonding interactions with
water. This behaviour is in stark contrast to that observed in the previous study14 where a
monodentate zwitterionic glycine on the ideal pyrite surface desorbs readily within 1.5 ps.
In order to assess the stability of the bidentate adsorption mode in terms of free energy
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Figure 2. Free energy surface (top) represented in collective coordinate space and corresponding schematic
mechanism (bottom) for the desorption process of glycine in the bidentate zwitterionic adsorption mode 1 at
the FeS2(001)–water interface under ISW conditions. Bold numbers and letters denote free energy minima and
minimum free energy paths connecting the wells, respectively. The energies in units of kJ/mol associated with
structures are the free energies relative to the initial structure 1 and those associated with arrows are free energy
barriers.
landscapes and retention times and to investigate the underlying desorption mechanism in
pertinent detail we employed ab initio metadynamics to enforce the desorption process.
The starting structure 1 of our simulation was the final structure of the simulation by
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Pollet et al.15, i. e. a structure after 10 ps of standard ab initio simulations. In the start-
ing structure 1 two carboxylate oxygen atoms are connected to the surface iron atoms and
hydrogen bonds exist between water molecules and the carboxylate oxygens. The free
energy surface obtained from the metadynamics simulation together with the schematic
mechanism along the minimum free energy path are given in Fig. 2. Detachment of first
carboxylate oxygen occurs forming a monodentate structure 2 by overcoming a free energy
barrier of about 10 kJ/mol. Subsequently the O–Fe bond of 2 breaks to form structure 3
which is a partially dissociated structure, held near the surface by the hydrogen bond net-
work of water. The barrier is nearly 10 kJ/mol for the conversion of 2→ 3. For a complete
desorption from structure 3 the barrier to surmount is only about 10 kJ/mol. The structures
2 and 3 have almost the same stability as the starting structure within the error bar estimate.
The desorbed structure is much lower in free energy compare to all other structures. These
results show that the effective barrier for the desorption of bidentate zwitterionic glycine
from the ideal surface is only about 10 kJ/mol. In terms of retention time of glycine this
means only a few picoseconds, which is again not sufficient for chemical reactions to occur.
4.2 Desorption of Glycine from Defective Surface
In order to design a more realistic mineral surface we have removed one three–fold coor-
dinated surface sulfur atom, which mimics the presence of ubiquitous sulfur vacancies on
the pyrite surface. Such defects were found to increase the reactivity compared to an ideal
surface, which was probed by both electronic structure calculations and a water adsorption
study around the defect site16. We have performed a systematic study of various adsorption
modes of glycine and extracted two most likely configurations at the pyrite–water interface.
The results of a cyclic adsorption mode 5 are presented in Fig. 3.
In particular, different minima and pathways were explored; see Fig. 3. Although the
free energy is much lower in the fully solvated (desorbed) state of the glycine molecule, the
free energy barriers allowing for desorption are quite high. Compared to the zwitterionic
adsorption structure on the ideal surface, the activation barrier for the desorption of the
cyclic configuration is close to an order of magnitude higher, 90 kJ/mol. This difference in
the activation barriers can be traced back to the fact that the desorption of the zwitterionic
form is mediated by hydrogen bonding of solvation water with the carboxylate oxygen,
which is not possible for the cyclic adsorption structure due to geometric shielding effects.
These results indicate that the cyclic adsorption structure, which can only be formed in
the presence of surface vacancies, is stable toward desorption on a millisecond scale at
the defective pyrite–water interface. The retention time of the zwitterionic configuration
is extended from picoseconds on the ideal pyrite–water interface to nanoseconds in the
presence of these point defects.
4.3 Peptide Synthesis
In parallel, we have worked out possible reaction pathways that lead from individual amino
acids to peptides and established the role of ISW conditions on these chemical reactions22.
At the heart of this work is the study of the formation a peptide bond between two glycine
molecules using ab initio metadynamics techniques. This involved about 27 reaction steps
and comprises simulations at three vastly different reaction conditions: ambient bulk water
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Figure 3. Free energy surface (top) represented in collective coordinate space and corresponding schematic mech-
anism (bottom) for the desorption process of glycine in the cyclic adsorption mode 5 at the defective FeS2(001)–
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at about 300 K and 0.1 MPa, hot–pressurized bulk water at about 500 K and 20 MPa, and
hot–pressurized water at the pyrite–water interface. These results are already presented in
detail in Ref.22 and are not discussed here.
5 Conclusions
Using extensive ab initio metadynamics simulations we have obtained mechanisms and
free energy for the desorption of glycine from a hot–pressurized water interface with an
ideal and a defective pyrite surface. We have shown that surface defects are necessary for
retaining glycine on the surface for long enough times to allow for chemical reactions to
occur, which is an essential prerequisite for heterogenous catalysis of prebiotic reactions at
mineral surfaces. Access to a supercomputing infrastructure like the IBM Blue Gene/L ma-
chine at NIC enabled us to investigate vital primordial chemical reactions and to estimate
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their associated free energies employing large scale ab initio simulations.
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We present the results of a computational study of different supramolecular systems which are
assumed to enable the access to molecular machines. Mainly we treat systems which are in-
volved in the formation of rotaxanes. Rotaxanes constitute a class of supramolecular complexes
consisting of two mechanically linked components, a macrocyclic wheel and a linear molecule
(axle). A study of the dynamical properties of a tetralactam macrocycle shows its ability to
adapt to potential guest molecules. A constrained simulation of the dethreading of a pseudoro-
taxane demonstrates that the breaking and formation of hydrogen bonds is essential for this
process. An analysis of different binding situations for the pseudorotaxane indicates that dis-
persion interaction may also play a role in this context. In addition we can show that it should
be possible to distinguish different binding situations of pseudorotaxane complexes by means
of IR spectroscopy. We show that hydrogen bonds are also responsible for the observed self or-
ganization of TLM on the Au(111) surface. Finally we present first results of the investigation
of peptide hydrogen bonds on the Ag(111) surface.
1 Introduction
Supramolecular chemistry comprises chemical processes of large molecules often inter-
acting via many, comparatively weak, non bonding contacts. An important and generic
process in supramolecular chemistry is molecular recognition in host-guest complexes,
which is for instance, the basis of protein-substrate interactions in biochemistry. A few ex-
amples for supramolecular systems are rotaxanes, catenanes, molecular knots, calixarenes,
and molecular tweezers.1
Here we present a computational study of supramolecular systems which contain a
tetralactam macrocycle (TLM) as central motif, see Fig. 1. The TLM can act as receptor
for p-benzoquinone2 and is widely used for the synthesis of catenanes and rotaxanes.3 In
addition it can act as a sensor for the detection of trans-2-hexenal and acrylamide.4 The
special features of the TLM are its ability to build up a multiplicity of different hydrogen
bonds (The TLM has four amide groups which can act either as hydrogen bond donor or as
acceptor.) and its comparative rigid cavity. It is assumed that the interaction between the
TLM host and the guest can be controlled by external influences. This enables the access
to molecular machines.
One example for these systems are rotaxanes. Rotaxanes constitute a class of
supramolecular complexes consisting of two mechanically linked components which are
referred to as axle, and wheel. Sterically demanding functional groups at the ends of the
axle prevent a dethreading. In this work we investigated so-called pseudorotaxanes where
the wheel is threaded on an axle omitting appropriate stopper groups. The resulting com-
plex is linked via non-covalent interactions like hydrogen bonds.
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Furthermore we studied in cooperation with the experimental group of M. Sokolowski
the adsorption of hydrogen bond templated supramolecular systems. The adsorption of
building blocks of molecular machines is interesting since it constitutes a first step towards
the design of 2D functional arrays of these molecules. We show that a hydrogen bond me-
diated template effect can lead to the formation of ordered 2D structures of larger and non
planar molecules on surfaces. Hereby a specific functionalization of surfaces is possible.
This article is organized as follows: We start with a short description of the method-
ology we use for the investigation of large supramolecular systems which is followed by
a short summary of the investigation of the dynamical properties of the TLM and of the
dethreading process of a pseudorotaxane complex. Next we show the results of an ener-
getic and vibrational analysis of different binding situations of the pseudorotaxane system.
Finally we present the hydrogen bond mediated self assembly of the TLM on the Au(111)
surface and the adsorption of formamide polymers on the Ag(111) surface.
2 Methodology
Density functional theory (DFT)5 is nowadays the most-widely used electronic structure
method. Since DFT combines reasonable accuracy in different chemical environments
with minimal computational effort we chose this method for the investigation of large
supramolecular systems. The calculations presented in this article are in large part per-
formed with plane wave DFT codes, namely the Car-Parrinello Molecular Dynamics code
(CPMD)6 and the VASP code7 which are well suited for an efficient parallelization. The
numerical effort of applying a DFT plane wave code mainly consists of basic linear algebra
subprograms (BLAS) and fast Fourier transform (FFT) operations. The former ones gener-
ally require quite little communication. However the latter one requires more complicated
communication patterns since in larger systems the data on which the FFT is performed
needs to be distributed on the processors. Combined with a suitable grouping of the FFT’s
one can achieve good scaling up to tens of thousands of processors.
3 Results
3.1 Dynamical Properties of Macroycles
We started our study with a detailed investigation of the isolated tetralactam macrocycle
TLM, see Fig. 1. For this purpose we performed a Car-Parrinello molecular dynamics
simulation with a time step of 0.12 fs. From the total trajectory of 1.5 ps we harvested every
third time step the Wannier functions. During the simulation we observe a conformational
changing from the so called 4-out-0-in conformation to the 3-out-1-in conformation (out:
C=O (hydrogen bond acceptor) pointing away from cavity, N-H (hydrogen bond donor)
pointing inside the cavity; in: C=O pointing inside cavity). This observed conformational
flexibility of the otherwise rigid TLM is connected with a changing of the TLM ability to
build up hydrogen bonds to guest molecules. This demonstrates that the TLM can easily
adapt its properties to potential guests.
Since Diederich and coworkers have pointed out the importance of inter- and in-
tramolecular multipole interactions in supramolecular chemistry8 we turn our attention
to changes of the total dipole moment during the simulation. In Fig. 1 we show the dipole
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along the time step. We observe in the right graph that the dipole drops until the 750th time
step is reached. After this the dipole moment suddenly rises. This change of dipole mo-
ments could influence the intra-supermolecule dynamics of wheel and axle in a rotaxane
and thus the potential motion of a rotaxane.
Figure 1. Left: The tetralactam macrocycle (TLM), right: dipole of the TLM during the CPMD simulation.
3.2 Dethreading of a Pseudorotaxane
The aim of our study is to get a deeper insight in the mechanism of the threading and
dethreading process of rotaxanes. This knowledge will be useful for the realization of
rotaxane based molecular machines. The system under examination is a pseudorotaxane
system where a secondary amide axle builds up three hydrogen bonds to TLM, see Fig. 2.
We performed constrained CPMD simulations with a time step of 0.12 fs where we used
the GROWTH algorithm to enforce the dethreading of the axle. Hereby we enlarged the
distance between selected axle and wheel atoms by 0.001 a.u. per time step.
We start the simulation at the most stable conformation of the pseudorotaxane where
the axle builds up all together three hydrogen bonds to the wheel. We observe during the
simulation the breaking and formation of hydrogen bonds. This process ends in a situation
where the axle is connected to the wheel via a single hydrogen bond. This hydrogen
bond is retained during the further dethreading process: The corresponding TLM amide
group performs a rotation from an in to an out conformation. This leads to an arrangement
where the axle is situated above the macrocycle and not inside the cavity. Although this
constrained dethreading is connected with an unphysical deformation of the components
one can see that the breaking and formation of hydrogen bonds is essential for this process.
In particular one can assume that the first step of the threading process is the formation of
a single hydrogen bond outside the cavity.
3.3 Energetic and Vibrational Analysis of Pseudorotaxanes
The results of the constrained dethreading process encouraged us to investigate the differ-
ent binding situations for the pseudorotaxane in more detail. We performed an energetic
and vibrational analysis of complexes which differ in the wheel conformation and in the
hydrogen bonding pattern provided by the mutual interactions between the wheel and the
axle.9 We studied a complex where the maximum of three hydrogen bonds is formed (1a,
see Fig. 2), a complex where the wheel and the axle are connected via a twofold hydrogen
111
0 1000 2000 3000 4000 5000 6000
Time Steps
-60
-50
-40
-30
-20
-10
0
En
er
gy
 (k
J/m
ol)
Delta E (strain)
1a
Figure 2. Left: pseudorotaxane complex 1a with three hydrogen bonds. Right: Interaction energy in kJ/mol
during the constrained dethreading (single point calculation of snapshots).
bond (1b) and two complexes with only a single hydrogen bond, see Fig 3. For the latter
we distinguish between the situation where the axle is placed inside the cavity (1c), and
the situation where the axle is outside the cavity (1d). These chosen minimum structures
may serve as different steps of the dethreading event of the pseudorotaxane.
1c1b 1d
Figure 3. Left: system 1b (twofold hydrogen bridge), middle: system 1c (single hydrogen bridge, inside the
cavity), right: system 1d (single hydrogen bridge, outside the cavity)
The interaction energies of these systems are calculated with different density func-
tional methods (BP, BLYP, B3LYP, BHLYP, BLYP-D, and B2-PLYP) as well as with the
SCS-MP2 and MP2 method, see table 1. The B2-PLYP and the SCS-MP2 calculations
are performed at truncated geometries where the TLM t-butyl and cyclohexyl groups are
replaced by hydrogen atoms. This approach enables for the first time a quantitative esti-
mation of the role of dispersion interaction for the formation of such systems.
The most stable structure in these isolated system considerations is one with three hy-
drogen bonds between axle and wheel. For almost all methods the next stable compound
is represented by the structure with the twofold hydrogen bond. This complex is predicted
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BP86 BLYP B3LYP BHLYP BLYP-D B2-PLYP SCS-MP2 MP2
1a −47 −42 −58 −75 −132 −86 −102 −122
1b −21 −16 −31 −46 −103 −59 −80 −98
1c −12 −9 −21 −34 −87 −48 −66 −84
1d −22 −20 −27 −35 −59 −40 −46 −54
Table 1. Interaction energies (in kJ/mol) for the investigated pseudorotaxanes 1a – 1d.
to be about 30 kJ/mol above the most stable structure considering all studied functionals.
For almost all employed functionals the structure with the axle inside the wheel and one
single hydrogen bond lies approximately another 10 kJ/mol above the second most stable
structure. The comparison of the two single hydrogen bonded system 1c and 1d shows that
1d is more stable for the standard density functionals with a poor description of disper-
sion interaction whereas 1c is more stable for the methods where dispersion interaction is
considered in a better way.
It attracts attention that the calculated interaction energy for the three systems with the
axle inside the wheel is functional dependent. The trend for the pure density functionals
(BP to BHLYP) corresponds to their expected description of hydrogen bonds: BP and
BLYP tend to underestimate, BHLYP to overestimate hydrogen bonds. It is assumed that
B3LYP provides good results for hydrogen bonds. A large increase of the interaction
energy is observed for the other methods. The interaction energy compared to the B3LYP
results increases about −28 kJ/mol for B2-PLYP, about −46 kJ/mol for SCS-MP2, about
−65 kJ/mol for MP2, and about −71 kJ/mol for BLYP-D. These results indicate that the
influence of dispersion interaction is unexpectly large. Therfore one can assume that the
first step of the threading process is the formation of a hydrogen bond outside the cavity.
The driving power for the continuing threading process is the formation of further hydrogen
bonds inside the cavity and the dispersion interaction which is also largest inside the cavity.
However one should keep in mind that the dispersion interaction of solvent molecules
which are not treated in this work is expected to be of the same order of magnitude as the
dispersion interaction of the axle.
The vibrational analysis of the pseudorotaxane complexes demonstrates that it should
be possible to distinguish the treated hydrogen bonding situations by means of IR spec-
troscopy.9 In particular the N-H stretching modes of the wheel might act as indicator for
the binding situation of the axle, since a large difference in the shifts is predicted if we com-
pare the situation where the axle is bound inside the wheel cavity to the situation where the
axle is bound outside the cavity. In the latter case we observe by far the largest red shift.
The different hydrogen bonding situations for the cases where the axle is positioned inside
the cavity can be distinguished on the basis of the carbonyl C=O stretching modes which
show also a red shift if they are involved in hydrogen bonds. This red shift corresponds to
the hydrogen bonding situation of the carbonyl group. The red shift is larger for a twofold
hydrogen bonded C=O group than for a single hydrogen bonded group.
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3.4 Adsorption of TLM on the Au(111) Surface
In cooperation with the experimental group of M. Sokolowski we investigated the tem-
plate driven self organization of TLM on the Au(111) surface.10 From scanning tunnel-
ing microscopy and our calculations two structural different phases with fully flat lying
macrocycles were identified. The inert Au(111) surface acts only as a two dimensional
template. The intermolecular ordering of the macrocycles results from hydrogen bonds
between amide groups of next neighbour macrocycles. The so called α phase, which is
apparently the thermodynamically more stable phase at room temperature (Fig. 4) consists
of linear chains of stacked TLM molecules.
From DFT calculations we find that two hydrogen bonds between amide groups are
formed between each pair of overlapping molecules. In addition π−π-stacking interaction
can stabilize the chain formation, since the distance between two overlapping benzene rings
is only around 3.7 A˚. The structure of the β phase is assumed as linear aggregates of three
TLM molecules, see Fig. 4. Again the formation of linear hydrogen bonds is the central
structural motive in this phase. Both, the α phase and the β phase feature the maximum
possible number of hydrogen bonds.
Figure 4. Calculated structure models for the α (left upper and right structure) and β (left lower structure) phase
of TLM.
3.5 Adsorption of Formamide Polymers on Ag(111)
In a further project we investigate the influence of surfaces on peptide hydrogen bond
templated systems. For this purpose we studied the adsorption of formamide monomers
and of formamide polymers in which each formamide molecule builds up to four hydrogen
bonds to its neighbours. If these chains are placed on the Ag(111) surface we expect
template induced chirality.
We observe a pronounced difference between the adsorption of formamide monomers
which corresponds to a low coverage situation and the adsorption of formamide polymers:
The adsorption of a monomer leads to a structure where the carbonyl group points down-
wards to the surface. The calculated adsorption energy is −25 kJ/mol. In contrast the
formamide molecules of the adsorbed polymers, which resemble the most stable configu-
ration in the gas phase, are lying flat on the surface. For this system we get significantly
larger ROAg distances and we calculate smaller adsorption energies (−3 to −8 kJ/mol
per molecule). However, due to the maximum number of intermolecular hydrogen bonds
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this arrangement is energetically favored compared to independently adsorbed monomers.
The total stabilization energy due to adsorption and hydrogen bonds is −85 kJ/mol for the
dimer,−216 kJ/mol for the tetramer, and −333 kJ/mol for the hexamer. The total interac-
tion energy per molecule increases from −43 kJ/mol (dimer) to −54 kJ/mol (tetramer) to
−56 kJ/mol (hexamer) to −58 kJ/mol for the adsorption of an infinite chain of formamide
molecules which was also investigated.
A more detailed analysis shows that the formation of hydrogen bonds has an effect on
the adsorption energy: The adsorption energy of the polymer is significantly lower than
the sum of the adsorption energies of the corresponding monomers. From this follows
that the interaction between the formamide and the Ag is weakened by the formation of
hydrogen bonds parallel to the surface. It appears that first and foremost the outer oxygens
which build up only one single hydrogen bond to their neighbours are responsible for the
stabilization due to adsorption.This assumption is confirmed by the fact that we observe
shorter ROAg distances for these atoms.
We studied also the vertical adsorption of a formamide dimer where both carbonyl
groups point downwards to the surface. This leads to the formation of a hydrogen bond
of one carbonyl group to the adjacent formamide molecule. The calculated stabilization
energy (adsorption and hydrogen bonds) for this system is−74 kJ/mol, 10 kJ/mol less than
for the flat system. Interestingly we observe for this vertical adsorption the opposite trend
to the flat adsorption: The adsorption energy increases due to the formation of a vertical
hydrogen bond. Our preliminary conclusion is that the formation of peptide hydrogen
bonds parallel to the surface leads to a decrease of adsorption energy wheres the formation
of hydrogen bonds vertical to the surface increases the adsorption energy.
Figure 5. Adsorption on the Ag(111) surface, left: vertical adsorption of formamid monomer, right: flat adsorp-
tion of formamid oktamer
4 Computational Performance
Before starting our calculations we measured the scaling of the computing time when
changing the accuracy and/or the number of processors incorporated in a job. Our test
system for the CPMD simulations was the dethreading process of the pseudorotaxane sys-
tem 1a. The results of these calculations are shown in Fig. 6. We observe very good
scaling.
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Figure 6. Scaling of the wall clock time for the CPMD simulations of pseudorotaxane 1a
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The approximation of a finite space-time volume by a regular hypercubic lattice enables
quantum field theories in imaginary time to be simulated on a computer as if they were
described by equilibrium statistical mechanics. In principle, provided the resulting lattice
action is real so that the Boltzmann weight is positive, Monte Carlo methods are very effec-
tive at computing expectation values of products of fields. Then, with sufficient computer
power, a quantum field theory may be simulated for any choice of its input parameters
(masses and couplings for the elementary fields) and the lattice approximation can be con-
trolled systematically by adjusting the lattice spacing while holding the volume fixed and
large enough. This approach has given particle physicists a tool for understanding quan-
tum field theories from first principles, without having to rely on perturbation theory, and
a laboratory for exploring different parameter values from those in the real world.
The introduction of the lattice breaks some of the symmetries of the continuum quan-
tum field theory. Therefore, it is crucial to demonstrate that the correct symmetries are
recovered in the continuum limit, which is reached in practice by extrapolating results
from simulations at several lattice spacings. In the language of critical phenomena, this
limit is achieved at a point where the lattice theory has a continuous phase transition and
physical length scales diverge in units of the lattice spacing. The lattice theory should lie in
the same universality class as the continuum theory. Happily, Lorentz symmetry is an acci-
dental symmetry of the lattice theory, i.e., it is only broken by irrelevant operators, and so is
automatically recovered in the continuum limit. Ken Wilson’s breakthrough in 19741 was
to discover how local gauge symmetries could be maintained exactly on a lattice (at each
of the sites), thereby, opening up the possibility that the confinement of quarks in Quan-
tum Chomodynamics (QCD), which is believed to be due to non-abelian gauge invariance,
might be studied and even understood using lattice QCD. Combined with Monte Carlo
methods introduced by Michael Creutz in 19802, this launched a world-wide programme
of QCD simulations.
One symmetry proved problematic – the chiral symmetry of massless quarks, which
is spontaneously broken resulting in massless Goldstone pions. In the real world, u and
d quarks have small masses which generate correspondingly small pion masses described
by chiral perturbation theory. Early lattice formulations of QCD could not avoid explicitly
breaking chiral symmetry while preserving the correct flavour content. Now we understand
how to realise the full chiral and flavour symmetries at non-zero lattice spacing, but at a
higher computational cost, which arises from the fact that chiral symmetry is naturally re-
alised non-perturbatively in one extra space dimension. Having all the internal symmetries
117
of continuum QCD means that operator mixing and renormalisation are no more compli-
cated than in continuum perturbation theory and this has extended the range of quantities
that can be computed reliably. In addition to this theoretical progress, numerical algorithm
improvements have delivered at least as great a speed-up as Moore’s Law over the past
three decades.
Consequently, lattice field theory is currently undergoing both a broadening of its range
of application beyond QCD and a deepening of its penetration into QCD. The twisted mass
formulation of lattice QCD3 is a compromise between preserving continuum symmetries
and speed that is enabling simulations to go deeper into the regime where they can be
matched to chiral perturbation theory. It is then possible to extract low energy constants
of this effective theory from which a range of physical quantities may be computed. Al-
gorithmic improvements are enabling simulations of SU(3) Yang-Mills theory with one
fermion flavour4, which has a non-positive definite Boltzmann weight and a very different
realisation of chiral symmetry from QCD. These are beginning to test conjectures about
the relationship to supersymmetric Yang-Mills theories in the limit of a large number of
colours. The overall advance in simulation capability means that lattice QCD is now pro-
viding detailed information about the internal structure of the nucleon5. Finally, the full
power of the chirally-symmetric formulation gives us hope that the 30 year old puzzle of
the ∆I = 1/2 Rule can be solved6. These results show that lattice gauge theories have be-
come an indispensable tool for a detailed understanding the Standard Model and for insight
into the physics that may lie beyond.
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We describe results from large scale lattice simulations employing maximally twisted mass
fermions. With this approach to lattice QCD small values of the quark mass can be reached
which allow for a safe contact with chiral perturbation theory. We show that very precise values
for the low energy constants of the effective chiral Lagrangian can be obtained in this way.
1 Introduction
The theory to describe the strong interactions, which is responsible e.g. for the existence
of the proton and the neutron, is Quantum Chromodynamics. It postulates the existence of
fundamental particles, quarks and gluons, which bind together to form the observed hadron
spectrum.
The main problems with QCD are first that the fundamental building blocks, the quarks
and gluons, cannot be observed themselves, a phenomenon that is called confinement.
Secondly, the binding energy of the hadrons is so large that any perturbative treatment of
describing them must fail.
A conceptually very attracting way to study QCD is by means of numerical simulations.
To this end, the theory is formulated on a discrete space-time lattice with a certain lattice
spacing a. Then the system can essentially be regarded as a statistical physics model and
the techniques from statistical mechanics can be employed. Indeed, considering simpler
models than QCD, this approach to address quantum field theories has been very success-
ful. However, the application to lattice QCD has turned out to be extremely demanding
and in the past a number of approximations had to be made to tackle the problem.
This situation has changed in the last two years dramatically. New algorithms have
been developed that allow an order of magnitude faster simulations and modern supercom-
puter architectures are available now that can reach tens and hundreds of teraflops, such as
the one installed at NIC. In this drastically improved situation, it is now possible to really
perform realistic lattice QCD simulations, leaving all approximations behind and treating
the complete theory.
An important aspect is that the results of such simulations which are obtained at non-
vanishing values of the lattice spacing have to be extrapolated to the continuum limit at zero
lattice spacing. The original formulation of lattice QCD by K. Wilson1 has discretization
effects that are linear in the lattice spacing. This fact has turned out in practical simulations
to be rather problematic since it leads to a slow convergence to the continuum limit.
However, it has been possible to develop alternative formulations of lattice QCD where
the effects that are linear in the lattice spacing are completely canceled – we speak ofO(a)-
improvement – and consequently, the continuum limit can be reached much faster. In this
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report, we will address one of these approaches, the so-called twisted mass formulation2, 3.
It has to be stressed that there are alternative approaches such as clover improved Wilson
fermions and chiral invariant overlap and chirally improved hypercube or truncated perfect
action fermions, see e.g. ref.4 for a discussion and references to these different kind of
lattice actions. It is important that different lattice fermions are used in lattice QCD since
they have different kind of systematic errors. Using different lattice discretizations of QCD
and performing a corresponding continuum limit provides a most valuable test of physical
results that come from lattice QCD.
The results that are shown here were obtained within a large European Twisted Mass
Collaboration (ETMC) which comprises a number of different places in Europe, i.e.
Cyprus: Univ. of Nikosia; France: Univ. of Paris Sud and LPSC Grenoble; Germany:
Humboldt Univ. zu Berlin, Univ. of Mu¨nster, DESY in Hamburg and Zeuthen; Great
Britain: Univ. of Glasgow and Liverpool, Italy Univ. of Rome I, II and III, ECT* Trento;
Netherlands: Univ. of Groningen; Spain: Univ. of Valencia; Switzerland: Univ. Zu¨rich.
This collaboration brings together a large amount of different expertise, ranging from code
optimization and algorithm development to physical applications that are directly relevant
for ongoing experiments and phenomenological analyses. A first account of our results can
be found in ref.5. Overviews can be found in6, 7.
2 Choice of Lattice Action
What we will consider in this contribution is the Wilson twisted mass fermionic lattice
action for two flavours of degenerate quarks which reads (in the so called twisted basis2
and fermion fields with continuum dimensions)
Stm = a
4
∑
x
{
χ¯x
[
m0 + iγ5τ3µ+
4r
a
]
χx
+
1
2a
4∑
ν=1
χ¯x
[
Ux,ν(−r + γν)χx+νˆ + U †x−νˆ,ν(−r − γν)χx−νˆ
]}
.
(1)
Here am0 is the bare untwisted quark mass and aµ the bare twisted mass, τ3 is the third
Pauli matrix acting in flavour space and r is the Wilson parameter, which we set to one in
our simulations. Twisted mass fermions are said to be at maximal twist if the bare untwisted
mass is tuned to its critical value, mcrit. We will discuss later how this can be achieved in
practice.
In the gauge sector we use the so called tree-level Symanzik improved gauge action
(tlSym)8, which includes besides the plaquette term U1×1x,µ,ν also rectangular (1×2)Wilson
loops U1×2x,µ,ν
Sg =
β
3
∑
x
(
b0
4∑
µ,ν=1
1≤µ<ν
{1− ReTr(U1×1x,µ,ν)}+b1
4∑
µ,ν=1
µ6=ν
{1− ReTr(U1×2x,µ,ν)}
)
(2)
with β the bare inverse coupling, b1 = −1/12 and the (proper) normalisation condition
b0 = 1 − 8b1. Note that at b1 = 0 this action becomes the usual Wilson plaquette gauge
action.
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2.1 O(a) Improvement
As mentioned before, O(a) improvement can be obtained by tuning Wilson twisted mass
fermions to maximal twist. In fact, it was first proved in Ref.3 that parity even (and
therefore physical) correlators are free from O(a) lattice artifacts at maximal twist by
using spurionic symmetries of the lattice action. Later on it was realised9, 10 that a simpler
proof is possible based on the parity symmetry of the continuum QCD action and the use
of the Symanzik effective theory.
From this latter way of provingO(a) improvement, it becomes also clear how to define
maximal twist: first, choose an operator odd under parity (in the physical basis) which has
a zero expectation value in the continuum. Second, at a non-vanishing value of the lattice
spacing tune the expectation value of this operator to zero by adjusting the value of am0.
This procedure, which has been proposed in11, 12 and has been theoretically analysed in9,
is sufficient to define maximal twist independently of the chosen operator. To approach
smoothly the continuum limit this tuning has to be performed at fixed physical situation
while decreasing the lattice spacing.
Besides being a theoretically sound formulation of lattice QCD, Wilson twisted mass
fermions offer a number of advantages when tuned to maximal twist: (i) in this case
automatic O(a) improvement is obtained by tuning only one parameter, the bare un-
twisted quark mass, while avoiding additional tuning of operator-specific improvement-
coefficients; (ii) the mixing pattern in the renormalisation process can be significantly sim-
plified; (iii) the twisted mass provides an infra-red regulator helping to overcome possible
problems with ergodicity in molecular dynamics based algorithms.
The main drawback of the twisted mass approach is the explicit breaking of parity and
isospin symmetry which are only restored when the continuum limit is reached. However,
due to O(a) improvement, this breaking is an O(a2) effect as confirmed by simulations
performed in the quenched approximation13, 14. Furthermore, theoretical considerations
indicate that these O(a2) effects may become large only for the particular case of the
neutral pion mass15. This expectation is confirmed by results from numerical simulations
for other quantities considered so far.
The condition of tuning the parameters of the theory such that a parity odd operator
vanishes can be reformulated as the condition that the so-called PCAC mass is tuned to
zero. Here the PCAC mass
mPCAC =
∑
x〈∂0Aa0(x)P a(0)〉
2
∑
x〈P a(x)P a(0)〉
, a = 1, 2 (3)
is evaluated at large enough time separation, such that the pion ground state is dominant.
The strategy we have followed is to take the value of amcrit from the simulation at
the lowest available value aµmin ≪ aΛQCD. In this situation O(a) improvement is still
guaranteed, because working at µmin merely leads toO(aµminΛQCD) effects in mcrit and
O(a2µminΛQCD) relative corrections in physical quantities9. Although these theoretical
arguments show that we are left with only O(a2) lattice artefacts, numerical computations
are required to determine the coefficient multiplying the a2-term for the observables of
interest. In our simulations the condition of maximal twist has been numerically realised
with good accuracy, which in this context means mPCAC(µmin)/µmin < aΛQCD within
statistical errors (aΛQCD ∼ 0.1 in our case).
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The algorithm we used is a HMC algorithm with mass preconditioning16, 17 and multi-
ple time scale integration described in detail in Ref.18. The trajectory length τ was set to
τ = 1/2 in all our runs. While the plaquette autocorrelation times are typically O(10-50),
for quantities such as amPS or afPS we find them to be substantially smaller, typically by
a factor of 5-10.
2.2 fPS and mPS As a Function of the Quark Mass
The charged pseudo scalar meson mass amPS is as usual extracted from the time expo-
nential decay of appropriate correlation functions. In contrast to pure Wilson fermions,
for maximally twisted mass fermions an exact lattice Ward identity allows to extract the
(charged) pseudo scalar meson decay constant fPS with no need to compute any renormal-
isation constant since ZP = 1/Zµ2.
In our χPT based analysis, we take into account finite size corrections because on
our lattices at the lowest and next-to-lowest µ-values they turn out to affect amPS and, in
particular, afPS in a significant way. We have used continuumχPT to describe consistently
the dependence of the data both on the finite spatial size (L) and on µ.
We fit the appropriate (Nf = 2) χPT formulae19, 20
m2PS(L) = 2B0µ
[
1 +
1
2
ξg˜1(λ)
]2 [
1 + ξ log(2B0µ/Λ
2
3)
]
, (4)
fPS(L) = F [1− 2ξg˜1(λ)]
[
1− 2ξ log(2B0µ/Λ24)
]
, (5)
to our raw data for mPS and fPS simultaneously. Here
ξ = 2B0µ/(4πF )
2 , λ =
√
2B0µL2 . (6)
The finite size correction function g˜1(λ) was first computed by Gasser and Leutwyler in
Ref.19 and is also discussed in Ref.20 from which we take our notation (except that our
normalisation of fπ is 130.7 MeV). In Eqs. (4) and (5) NNLO χPT corrections are assumed
to be negligible. The formulae above depend on four unknown parameters, B0, F , Λ3 and
Λ4, which will be determined by the fit. For µ = 0.004 and µ = 0.0064 we found the
effect of finite size corrections to be 0.5% and 0.2% for the pseudo scalar mass and 2.2%
and 0.9% for the pseudo scalar decay constant, respectively. For our larger values of µ the
finite size corrections are negligible.
We determine aµπ, the value of aµ at which the pion assumes its physical mass, by
requiring that the ratio [
√
[m2PS(L =∞)]/fPS(L =∞)] takes the value (139.6/130.7) =
1.068. From the knowledge of aµπ we can evaluate l¯3,4 ≡ log(Λ23,4/m2π) and using fπ the
value of the lattice spacing a in fm.
For our lightest four µ-values, we find an excellent fit to our data on fPS and mPS (see
figures 1 and 2). The fitted values of the four parameters are
2aB0 = −4.99(6) ,
aF = −0.0534(6) ,
log(a2Λ23) = −1.93(10) ,
log(a2Λ24) = −1.06(4) .
(7)
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0.0160.0120.0080.0040
5
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4.4
(a)
fit to 4 points
fit to 5 points
(amPS)
2
(aµ)
0.0160.0120.0080.0040
0.08
0.06
0.04
0.02
0
(b)
Figure 1. In (a) we show (amPS)2/(aµ) as a function of aµ. We plot the χPT fit of Eq. (4) applied to the raw
data on the L = 24 lattice from the lowest four µ-values. We represent the finite size correction by the dashed
line. In (b) we show (amPS)2 as a function of aµ. Here we present two χPT fits with Eq. (4), one taking all
data points and one leaving out the point at the largest value aµ = 0.015. Also in figure (b) we show the L = 24
data points.
L = ∞
L = 24
(afPS)
(aµ)
0.0160.0120.0080.0040
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(a)
fit to 5 points
fit to 4 points
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0.0160.0120.0080.0040
0.09
0.08
0.07
0.06
0.05
(b)
Figure 2. We show afPS as a function of aµ together with fits to χPT formula Eq. (5). In (a) we show the fit
applied to the raw data on the L = 24 lattice at the 4 lowest values of aµ. We represent the finite size correction
by the dashed curve. In (b) we present two fits, one taking all data and one leaving out the point at the largest
value aµ = 0.015. Here we show only the finite size corrected (L→∞) data points.
Our data are clearly sensitive to Λ3 as visualised in figure 1(a). We obtain
aµπ = 0.00078(2), l¯3 = 3.65(12), l¯4 = 4.52(06) (8)
which compares nicely with other determinations (for a review see Ref.21).
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Figure 3. (a) r0fPS as a function of (r0mPS)2 for β = 3.9 and β = 4.05. (b) Continuum extrapolation of fPS
at fixed volume for three reference values of r0mPS. The data points at β = 3.8 are not used.
3 Summary
In this contribution we have presented results of simulations of lattice QCD with Nf =
2 maximally twisted Wilson quarks. We reached a pseudo scalar meson mass of about
300 MeV. The numerical stability and smoothness of the simulations allowed us to obtain
precise results for the pseudo scalar mass and decay constant which in turn led to determine
the low energy constants of the effective chiral Lagrangian. In particular, we find for the
pseudo scalar decay constant in the chiral limit F = 121.3(7) MeV, and l¯3 = 3.65(12)
and l¯4 = 4.52(6) where only statistical errors are given. Our results at the two values of
the lattice spacing which are used for a continuum extrapolation show almost negligible
lattice spacing artefacts which can be seen from fig. 3, see also refs.7, 22, where we show
the results for the pseudo scalar decay constant. In the left panel, we exhibit r0fPS for
two values of the lattice spacing demonstrating that the data scale very nicely. In the right
panel we show r0fPS at fixed values of the pseudo scalar mass, r0mPS. In this figure we
also show results for an additional value of the lattice spacing which is, however, not used
for a continuum extrapolation since it is presently not clear whether our physical condition
to reach maximal twist is realized here.
Besides the here described determination of the low energy constants, our collaboration
is also computing many more physical observables from the existing configurations from
maximally twisted mass fermions. These are the full octet and decuplet spectra23, mo-
ments of parton distribution functions24, non-perturbatively obtained renormalization con-
stants using the RI-MON scheme25, light quark masses and decay constants26, 27, charm
physics28, meson form factors29, exploration of the ǫ-regime of chiral perturbation the-
ory30, study of cut-off effects at tree-level of perturbation theory31, neutral mesons32, over-
lap fermions on twisted mass sea quarks33, 34 and twisted mass fermions at non-vanishing
temperature35.
All these results obtained from maximally twisted mass fermions and two mass degen-
erated flavours of quarks are very encouraging and promising. They suggest that indeed
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maximally twisted mass fermions provide a very valuable formulation of lattice QCD. It
is therefore most natural to extend the present study by incorporating the strange and the
charm quarks as dynamical degrees in the simulation. This is possible using the setup
of ref.36 and has already been explored in ref.37. The simulations for this realistic setup
of QCD are presently ongoing and the tuning to maximal twist is already well advanced.
Thus, it is to be expected that similar precise results for many physical quantities can be
obtained in the near future.
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The hadron spectrum of Quantum Chromodynamics with a single flavour of quarks is studied
by Monte Carlo simulations at two different lattice spacings. The lightest simulated quark mass
corresponds to a pion with mass ∼ 270 MeV. The symmetry of the single flavour theory can
be artificially enhanced by adding extra valence quarks, which can be interpreted as u and d
quarks. Properties of the theory are analyzed by making use of the ideas of partially quenched
chiral perturbation theory applied to the extended theory.
1 Introduction and Motivation
For the strong interactions of elementary particles a successful theoretical description exists
in terms of Quantum Chromodynamics (QCD). In the low-energy regime of QCD pertur-
bation theory ceases to be applicable. In particular, to calculate the spectrum of physical
particles from QCD is a genuine non-perturbative problem. This is where numerical sim-
ulations of QCD by means of the Monte Carlo method turn out to be an indispensable and
very powerful tool.
To include the dynamics of quarks in numerical simulations is an important but de-
manding task. It requires the calculation of the determinant of the quadratic form de-
scribing fermions in the QCD action, and consumes most of the computer time. Due to
the development of computer power, it has become possible in recent years to include the
dynamics of quarks in QCD simulations.
Quarks do not exist as isolated particles, but bind together in mesons and baryons.
Therefore it is not possible to give a straightforward unique definition of quark masses.
In recent years M. Creutz has drawn the attention to open problems in QCD, which show
up in this context1, 2. One question raised by Creutz, having a relevant phenomenological
impact, is whether it is possible to define in an unambiguous way the case where one quark
(say the u quark) becomes massless. The arguments against an unique definition of the
massless limit1 especially hold for the one-flavour theory.
A difference between QCD with more than one quark flavour (Nf > 1) and QCD with
a single flavour (Nf = 1), which plays a crucial role in this context, is the nature of chiral
symmetry. The Lagrangian of QCD with Nf > 1 flavours of massless quarks possesses a
continuous chiral symmetry with symmetry group SU(Nf )L ⊗ SU(Nf )R ⊗U(1)A. In the
quantum theory the axial U(1)A is not a symmetry due to the Adler-Bell-Jackiw anomaly.
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The remaining SU(Nf )L ⊗ SU(Nf )R chiral symmetry is broken spontaneously to its
diagonal subgroup, which is the usual SU(Nf ) vector symmetry. The Goldstone bosons
associated with the spontaneous symmetry breakdown are massless pseudoscalar mesons,
e.g. the pions and kaons. If quark masses mq are turned on, the Goldstone bosons acquire
masses. If the quark masses are equal and small, the masses of the pseudo-Goldstone
bosons are approximately given by the Gell-Mann-Oakes-Renner relation
m2PS = 2Bmq , (1)
where B is a constant. In such a situation the point, where the pseudo-Goldstone bosons
become massless, uniquely marks the vanishing of the quark masses.
QCD with one flavour of quarks (Nf = 1QCD) radically differs from QCD with two or
more flavours due to the absence of a chiral symmetry: there is no SU(Nf )L ⊗ SU(Nf )R
symmetry group, and the abelian U(1)A symmetry of the one-flavour theory is washed out
at the quantum level by the anomaly. As a consequence of this, the main features of the
phase structure and mass spectrum of the single flavour theory strongly deviate from the
familiar picture. In particular, there are no pseudo-Goldstone bosons, which would indicate
the point of vanishing quark masses. In our project we undertake a thorough investigation
of Nf = 1 QCD in order to study these fundamental questions.
A second interesting aspect is the possibility of a spontaneous breaking of CP (charge
conjugation and parity) symmetry in QCD for special choices of the quark masses, conjec-
tured for the first time by Dashen3. According to the Vafa-Witten theorem4, a prerequisite
for the spontaneous breaking of a discrete symmetry is a non-positive fermion measure,
which in Nf = 1 QCD is possible for negative quark masses. The transition line is in-
deed expected to be located5 on the negative real quark mass axis in the extended complex
parameter space.
Another intriguing aspect of one-flavour QCD is the connection with the N=1 super-
symmetric Yang-Mills theory (SYM) in a particular limit of a large number of colours
Nc
6
. An important place where relics of SUSY in Nf = 1 QCD can be investigated, is
the low-lying bound-state spectrum7. Low-energy models for SYM8 predict a low-lying
chiral supermultiplet including two scalar particles with opposite parity. In Nf = 1 QCD
these two particles can be identified with the η and the σ meson. Their mass ratio including
O(1/Nc) corrections is expected to be mσ/mη = Nc/(Nc − 2)9.
2 Partially Quenched QCD
As we have argued in7, it is useful to enhance the symmetry of the one-flavour theory by
adding extra valence quarks which are quenched, i.e., not included in the fermion determi-
nants. We take two valence quarks u and d with masses mV and one sea quark s with mass
mS . For our purpose the case of degenerate valence and sea quark mass mV = mS is
particularly convenient. In this case the combined sea and valence sector is characterized
by an exact SU(NF ) flavour symmetry, where NF ≡ NV +Nf = 2 + 1.
At the point of vanishing quark masses (see below) the generic partially quenched
theory has a graded symmetry, which is broken spontaneously into a “flavour” symmetry
SU(NF |NV ), also valid for non-vanishing degenerate quark masses. The SU(NF ) sub-
group represents the flavour symmetry in the combined sea and valence quark sectors. It
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implies that the hadronic bound states appear in exactly degenerate SU(NF ) multiplets for
mV = mS .
In particular, this extended theory contains a degenerate octet of pseudoscalar mesons
(“pions” πa, a = 1, . . . , 8) satisfying an SU(3)-symmetric PCAC relation. From the di-
vergence of the axial-vector current and pseudoscalar density a bare PCAC quark mass can
be naturally defined. Due to the exact SU(3)-symmetry, the corresponding renormalized
quark mass mR
PCAC
can be defined by an SU(3)-symmetric multiplicative renormalization.
As we will confirm numerically in Sec. 5, the masses of the “pions” can be made to
vanish by suitably tuning the bare quark mass on the lattice. In this situation the renormal-
ized quark mass vanishes, too. We stress here that the pions are not particles in the physical
spectrum of the theory. Nevertheless, their properties as mass and decay constant are well
defined quantities which can be computed on the lattice. The same applies for the PCAC
quark mass, which can therefore be regarded as a potential candidate for a definition of the
quark mass in this theory.
2.1 Chiral Perturbation Theory
We have calculated both the masses and decay constants of the pseudo-Goldstone bosons7
in next-to-leading order of partially quenched chiral perturbation theory along the lines of
Ref. 12, including O(a) lattice artifacts11. Leaving out the lattice corrections, the expres-
sions for the renormalized pion masses and decay constants in terms of the (renormalized)
PCAC quark mass are
m2π = χPCAC +
χ2
PCAC
16π2F 20
ln
χPCAC
Λ23
,
fRπ
F0
√
2
= 1− χPCAC
32π2F 20
ln
χPCAC
Λ24
, (2)
where χPCAC = 2B0mRPCAC with the usual leading order low-energy constant B0, and Λ3
and Λ4 are next-to-leading order low-energy constants.
The pion mass and the mass of the “physical” η can be related by an extension of
PQChPT10, 12. The leading order expression for the mass of the η reads
m2η =
m2Φ + χPCAC
1 + α
, (3)
where α and mΦ are free parameters in this context. Our numerical results for mη allow
to determine α and mΦ (see Section 5).
3 Simulation
The present study7 has been performed on a 123 · 24 lattice at inverse gauge coupling
β = 3.8 and 163 · 32 lattice at β = 4.0. The lattice spacings correspond to a ≃ 0.19 fm
and a ≃ 0.13 fm, respectively. We use the Sommer parameter13 r0 for setting the scale,
fixed at the conventional value r0 ≡ 0.5 fm. The extensions of the lattices are roughly
constant: L = 2.23 fm and L = 2.14 fm.
For the fermions we use the Wilson action; in the SU(3) gauge sector we apply the tree-
level improved Symanzik (tlSym) action14. The update algorithm is a Polynomial Hybrid
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Monte Carlo algorithm (PHMC)15, 16 allowing the simulation of an odd number of fermion
species. The present version17 is based on a two-step polynomial approximation of the
inverse fermion matrix with stochastic correction in the update chain, taken over from the
two-step multi-boson algorithm of Ref. 18. We reached a relatively high total acceptance
of 0.64–0.72. A correction factor in the measurement is associated with configurations for
which eigenvalues of the (squared Hermitian) fermion matrix Q2[U ] lie outside the validity
interval of the polynomial approximation.
As indicated in the introduction, the sign of the quark determinant is an important issue
in Nf = 1 QCD. With Wilson lattice fermions for small quark masses, it can become neg-
ative due to quantum fluctuations. The sign σ[U ] of the fermion determinant detQ[U ] has
to be included in the reweighting of the configurations. For its computation we applied two
methods. In the first we studied the spectral flow of the Hermitian fermion matrix19, follow-
ing Ref. 20 for the computation of the low-lying eigenvalues. Alternatively, we computed
the spectrum of the non-Hermitian matrix by ARPACK Arnoldi routines21, concentrating
on the lowest real eigenvalues: sign changes are signaled by negative real eigenvalues.
In most of our simulations the quark mass is large enough to prevent sign changes
and the occurrence of a negative determinant is a rare event. On the other hand, for the
smallest quark masses, mq ≃ 12MeV, a sizeable effect can be observed: the sign of the
determinant pushes up the hadron masses by 7− 10%.
4 Hadron Spectrum
For the meson states we consider the simplest interpolating operators in the pseudoscalar
and scalar sectors:
η(0−) : P (x) = ψ¯(x)γ5ψ(x) , (4)
σ(0+) : S(x) = ψ¯(x)ψ(x) . (5)
Corresponding states in the QCD spectrum are the η′(958) and f0(600) (or σ). The discon-
nected diagrams of the hadron correlators of η and σ were computed by applying stochastic
sources with complex Z2 noise and spin dilution22.
In the baryon sector we considered a spin 3/2 operator constructed from the quark
field. The associated low lying state is expected to be the positive parity (32
+
) one. This
corresponds to the ∆++(1232) of QCD if our dynamical fermion is interpreted as a u
quark.
We used the single spatial plaquette to obtain the mass of the 0++ glueball state, em-
ploying APE smearing23 and variational methods24 to obtain optimal operators. Neverthe-
less, our statistics turned out not to be large enough to obtain an accurate estimate of the
glueball masses.
The results for the hadron masses are plotted in Fig. 1 as a function of the bare PCAC
quark mass. Since we use physical units here, results from the two lattice spacings can be
compared. The scaling is satisfactory for the case of η, whose mass could be computed
with the best accuracy. The determination of the σ meson mass seems to require large
statistics.
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Figure 1. The mass of the lightest physical particles in one-flavour QCD as a function of the bare PCAC quark
mass. The masses are multiplied by the scale parameter r0 in order to obtain dimensionless quantities.
5 Partially Quenched Analysis
We have obtained results for the pion masses and decay constant and for the nucleon mass
in the partially quenched sector. The partially quenched ChPT formulae are used to extract
the corresponding low-energy coefficients from the pion data. Considering the number of
lattice data at our disposal, a fit using the continuum terms and neglecting lattice artifacts is
possible. We fitted the data for both β values simultaneously neglecting the dependence of
the renormalization factorsZA andZP upon the lattice coupling constant. The data and the
fitted curves are shown in Fig. 2. In order to improve the numerical results for the universal
low-energy constantsΛ3,4, which do not explicitly depend on the lattice spacing a, we also
performed fits to ratios of these quantities for the data at β = 4.0. We obtain in this case
the results
Λ3
F0
= 10.0± 2.6 , (6)
Λ4
F0
= 31.5± 14.3 , (7)
which, interestingly, are compatible with phenomenological values obtained from ordinary
QCD25. The errors are, however, quite large and we hope to improve these determinations
in the future.
In addition, we investigated the relation between the mass of the pion and of the physi-
cal η by fitting simultaneouslym2π andm2η as a function of the PCAC quark mass according
to formula (3), again considering only β = 4.0. Our data are consistent with a vanishing
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Figure 2. Pion masses squared and pion decay constants in lattice units and the results of the PQChPT fit.
α. Setting α = 0, we find
mΦ = 284± 40MeV (8)
in physical units. The value of mΦ can also be obtained from the Witten-Veneziano for-
mula26
m2Φ =
4Nf
(fRπ )
2
χt (9)
valid at leading-order in the (’t Hooft) large Nc limit. An estimate of the quenched topo-
logical susceptibility27 is χt = (193± 9MeV)4. Using our value for fRπ , which is subject
to a sizeable statistical error, one would obtain mΦ = 450± 170 MeV.
6 Summary and Outlook
This first Monte Carlo investigation of Nf = 1 QCD reveals the qualitative features of the
low lying hadron spectrum of this theory. The lightest hadron is the pseudoscalar η meson
while the scalar meson, the σ, is about a factor 1.5 heavier. It is interesting to compare our
data with the estimate in28 mσ/mη ≃ Nc/(Nc−2) = 3 for Nc = 3. The above prediction
applies for the massless theory and one could expect the agreement to improve for smaller
quark masses. Our bare quark masses (estimated from the PCAC quark mass in the valence
analysis) range between 10 MeV and 60 MeV, while the lightest pion mass is ∼ 270 MeV.
The lightest baryon, the ∆ (32
+
), is by about a factor 3 heavier than the η meson. The
lightest scalar mass obtained with a glueball 0++ operator lies between the σ meson and
the ∆ baryon mass. However, this mass could be overestimated, since, due to the high
level of noise, only small time-separations could be included in the analysis.
In general, the mass measurements have relatively large errors between 3–10%. In
order to obtain more quantitative results, larger statistics and smaller quark masses are
required. We hope to be able to make progresses in both directions29 with our new sim-
ulations using Stout-smeared links in the fermion action. Some preliminary results have
already been obtained.
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The introduction of a partially quenched extension of the single flavour theory with
valence quarks allows to define the bare quark mass in terms of the PCAC quark mass
of the fictitious multi-flavour theory. Comparison of lattice data with partially quenched
chiral perturbation theory allowed the determination of some of the low-energy constants
of the chiral Lagrangian. The latter are compatible, even if with large error, with recent
lattice determinations for Nf = 2 QCD.
A further direction of investigation for the future29 is the CP-violating phase transition
expected at negative quark masses5. For this aspect of the single flavour theory the non-
positivity of the fermion measure plays an essential role.
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The Transverse Spin Structure of the Nucleon
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Recent advances in algorithms and computer technology have enabled lattice QCD to make
increasingly quantitative calculations of hadron structure. In this contribution we shall present
first results on the transverse spin structure of nucleon and pion from simulations of Nf = 2
flavours of light dynamical sea quarks.
1 Introduction
A major scientific goal of elementary particle physics is to achieve a quantitative under-
standing of the structure and interactions of hadrons in terms of their quark and gluon
constituents. Although a quarter of a century has passed since the experimental discov-
ery of quarks in the nucleon and the invention of QCD, understanding how QCD works
remains one of the great puzzles in physics.
Generalized Parton Distributions (GPDs)1, 2 are the modern tool to deliver a detailed
description of the microscopic structure of hadrons. They allow to map out the longitudinal
and transverse distributions of quarks and gluons in the fast moving hadron, thus providing
an essentially holographic picture of mesons and baryons. This is illustrated in Fig. 1,
Figure 1. Pictorial view of the nucleon moving with momentum p in the z-direction in terms of its quark con-
stituents.
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where we show
ρq(x, b⊥) = Hq(x, b2⊥) , (1)
which describes the probability of finding an unpolarized quark of type q with fractional
longitudinal momentum x at impact parameter b⊥ in the unpolarized nucleon. The impact
parameter b⊥ denotes the distance between the quark and the centre of momentum of
the nucleon in the plane perpendicular to its momentum. In different kinematic limits of
the GPDs one recovers the familiar elastic form factors, parton densities and distribution
amplitudes. For example,
q(x) =
∫
d2b⊥
(2π)2
Hq(x, b2⊥) , (2)
where q(x) is the ordinary quark parton distribution of the nucleon. GPDs are directly
relevant to present and future experiments at CERN, DESY, GSI, JLab, MAMI and RHIC-
spin.
Recent advances in lattice field theory, numerical algorithms and computer technology
have enabled us to compute GPDs from first principles. In this contribution I shall report
first results on the spin structure of nucleon and pion.
2 Spin Structure of the Nucleon
Let us consider a fast moving nucleona with transverse spin S⊥ (with respect to the nu-
cleon’s momentum)3. We are interested in the density of quarks ρq(x, b⊥, s⊥, S⊥), q = u
and d, with fractional momentum x and transverse spin s⊥. In lattice calculations only
moments of ρ(x, b⊥, s⊥, S⊥) are accessible4:
ρq n(b⊥, s⊥, S⊥) =
∫ 1
−1
dxxn−1ρq(x, b⊥, s⊥, S⊥) =
1
2
{
Aqn(b
2
⊥) + s
i
⊥S
i
⊥
(
AqTn(b
2
⊥)
− 1
4m2N
∆b⊥A˜
q
Tn(b
2
⊥)
)
+
bj⊥ǫ
ji
mN
(
Si⊥B
q ′
n (b
2
⊥) + s
i
⊥B
q ′
Tn(b
2
⊥)
)
+ si⊥(2b
i
⊥b
j
⊥ − b2⊥δij)Sj⊥
1
m2N
A˜q ′′Tn(b
2
⊥)
}
,
(3)
where mN is the nucleon mass and An, ATn, A˜Tn, Bn and BTn are generalized form
factors (GFFs). The momentum space GFFs are obtained from off-forward nucleon matrix
elements of composite operators. For example,
〈p′, S′| Oq µνT |p, S〉 = u(p′, S′)
{
σµνγ5
(
AqT1(t)−
t
2m2N
A˜qT1(t)
)
+
ǫµναβ∆αγβ
2mN
B
q
T1(t)−
∆[µσν]αγ5∆α
2m2N
A˜qT1(t)
}
u(p, S) ,
(4)
aNote that the parton distributions are boost independent. However, the variable x maps into the momentum
fraction of quarks and gluons only in the formalism of light-cone quantization, which is equivalent to Feynman’s
parton model in the infinite momentum frame pz →∞. In the rest frame of the nucleon, for example, x is just a
special combination of the parton’s off-shell energy k0 and momentum kz .
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Figure 2. The first moment ρq 1(b⊥, s⊥, S⊥) for unpolarized quarks in the transversely polarized proton (left
panels) and transversely polarized quarks in the unpolarized nucleon (right panels) separately for up (top panels)
and down (bottom panels) quarks. The direction of the quark (nucleon) spin is indicated by the inner (outer)
arrows.
where Oq µνT = q¯σµνγ5q is the lowest operator of a tower of quark helicity flip operators,
and t = (p′ − p)2. The impact parameter space GFFs that enter in (3) are obtained by
Fourier transform
X(b2⊥) =
∫
d2∆⊥
(2π)2
e−ib⊥∆⊥X(t = −∆2⊥) , (5)
where ∆⊥ is the transverse momentum transfer to the nucleon.
The calculations are done on gauge field configurations with Nf = 2 flavours of light
dynamical sea quarks. The calculation proceeds in four steps. In the first step we compute
the GFFs on any of our lattices, which differ essentially by the quark mass and the lattice
spacing a. In the second step we fit the lattice data to a suitable parameterization. It turns
out that the data can be well described by a p-pole ansatz X(t) = X(0)/(1− t/(pm2X))p.
In the third step we extrapolate the results to the physical quark mass. To do so, we make
use of the predictions of chiral perturbation theory (ChPT) as far as possible. The inter-
ested reader will find a more detailed discussion of the general procedure in the litera-
ture5–7. Finally we Fourier transform the GFFs to impact parameter space. We do not
see any significant dependence on the lattice spacing a in the range of lattice spacings
0.07 . a . 0.1 fm we have explored, indicating that cut-off effects are small. The
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Figure 3. The second moment ρq 2(b⊥, s⊥, S⊥). The notation and arrangement is the same as in Fig. 2.
hadronic matrix elements that enter the calculation of the GFFs need to be renormalized,
which is done nonperturbatively8.
In Fig. 2 we show the first moment ρq 1(b⊥, s⊥, S⊥) separately for up and down quarks
in the proton. We find strong distortions of unpolarized quarks in the transversely polar-
ized proton (left panels), with the up and down quarks shifted in opposite direction. This
distortion can be explained by orbital motion of the quarks9, assuming that the orbital
angular momentum Lq of the up (down) quark is negative (positive). Recent lattice cal-
culations have shown that this is indeed the case. Note that there is no gluon transversity,
which could mix with quarks under evolution. As a result, the transverse spin structure is
essentially valence-like, and we expect that the transverse spin and transverse orbital an-
gular momentum are simply aligned. For transversely polarized quarks in the unpolarized
proton (right panels) the densities for up and down quarks are both shifted in the positive
y-direction. This is due to rather large and positive values of the tensor GFFs BuTn(t = 0)
and BdTn(t = 0). In Fig. 3 we show the second moment ρq 2(b⊥, s⊥, S⊥). The pattern is
very similar to that in Fig. 2. The main difference is that the spin densities are more peaked
towards b⊥ = 0.
Further information about the spin structure of the nucleon is obtained from considering
transversely polarized quarks in the transversely polarized nucleon. In Fig. 4 we plot the
first moment ρq 1(b⊥, s⊥, S⊥) for S⊥ and s⊥ being (anti-)parallel resp. orthogonal to each
other. A rich pattern of distortions is observed.
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Figure 4. The first moment ρq 1(b⊥, s⊥, S⊥) for nucleon and quarks both being polarized. The notation is the
same as in Fig. 2.
3 Spin Structure of the Pion
Let us now turn to the pion10. As the pion has no spin, the impact parameter GPDs are
much simpler than in the case of the nucleon. While the longitudinal spin structure of the
pion is trivial, nothing is known about the transverse spin distribution. In this case the spin
density reduces to
ρq n(b⊥, s⊥) =
∫ 1
−1
dxxn−1ρq(x, b⊥, s⊥) =
1
2
{
Aqn(b
2
⊥)−
bj⊥ǫ
jisi⊥
mπ
Bq ′Tn(b
2
⊥)
}
, (6)
and the GFFs BqTn are obtained from off-forward pion matrix elements of the form
〈p′| Oq µνT |p〉 =
p¯µ∆ν −∆µp¯ν
mπ
BqT1(t) , (7)
where p¯ = (p′ + p)/2.
In Fig. 5 we plot the first two moments of ρq(x, b⊥, s⊥). Like in the nucleon, the
transversely polarized quarks are substantially distorted, which reveals, for the first time, a
nontrivial spin structure of the pion.
The fact, that the distortion in both the pion and nucleon is of the same sign and magni-
tude, suggests thatBqTn(b2⊥) in the pion and B
q
Tn(b
2
⊥) in the nucleon are about equal. Both
GFFs are directly related to the correlation between the quark’s transverse spin and intrin-
sic transverse momentum through the Boer-Mulders function11. A possible explanation of
this observation is that the quarks in the fast moving hadron are in an s-wave state with an
admixture of p-wave by means of the lower Dirac component of the wave function12.
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Figure 5. The first and second moment, ρq 1(b⊥, s⊥) and ρq 2(b⊥, s⊥), for unpolarized (left panels) and trans-
versely polarized (right panels) up quarks in π+.
As in case of the nucleon, we find that the second moment of ρq(x, b⊥, s⊥) is more
sharply peaked towards b⊥ = 0 than the first moment.
4 Conclusions
GPDs are a powerful tool in unravelling the microscopic structure of hadrons. We have
seen that a profound understanding can be achieved through elaborate lattice simulations.
In the future we will need to extend our calculations to smaller quark masses and larger
lattices to better constrain the parameterization of the GFFs as well as the extrapolation of
the lattice results to the physical pion mass. We furthermore plan to extend the calculations
to Nf = 2 + 1, and eventually Nf = 2 + 1 + 1, flavours of dynamical sea quarks.
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A satisfactory theoretical explanation for the large enhancement of the ∆I = 1/2 amplitude in
K → ππ decays has been lacking for more than 30 years. While it has long been suspected that
the charm quark, and the fact that its mass is much larger than typical hadronic scales, could be
the main source of the effect, it is only now that this scenario can be tested reliably via lattice
simulations of QCD. In this note we give an account of our ongoing project to investigate the
mechanism behind the ∆I = 1/2 rule. So far we have found indirect evidence that a significant
contribution to the enhancement must indeed come from the charm quark.
1 Introduction
The decays and mixing patterns of K-mesons, mediated by the weak interaction, are
among the prime sources of information on discrete symmetries in Nature. In particular,
the violation of CP symmetry, which transforms particles into anti-particles, has wide-
ranging implications, since it may explain why matter dominates over anti-matter in the
universe. In the Standard Model, CP violation is incorporated via a complex phase in the
Cabibbo-Kobayashi-Maskawa matrix, and its value can be pinned down by studying the
mixing between a neutral kaon, K0, and its anti-particle, K¯0. Such a process gives rise
to what is called indirect CP violation, while CP symmetry is directly violated in certain
non-leptonic kaon decays, such as K → ππ.
Despite many efforts, our theoretical understanding of non-leptonic kaon decays on a
quantitative basis is still rather limited. So far, attempts to compute the amount of direct
versus indirect CP violation, which is parameterised by the ratio ǫ′/ǫ have not produced
credible results. A closely related problem is the failure to explain the so-called ∆I = 1/2
rule: if a neutral kaon, having isospin 1/2, decays into a pair of pions, the latter can either
have isospin I = 0 or 2. The corresponding transition amplitudes are then given by the
amplitudes A0 and A2 (up to a phase factor). The experimentally observed decay rates
yield an unexpectedly large ratio of
A0/A2 ≈ 22.1, (1)
which implies that the decay in which isospin changes by 1/2 is favoured over the ∆I =
3/2 transition by a large margin, and this observation is usually called the ∆I = 1/2 rule.
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Quantum Chromodynamics (QCD), the gauge theory of the strong interaction, should
in principle allow to explain the large enhancement of the amplitude A0. However, theo-
retical calculations based on perturbative QCD in conjunction with naı¨ve estimates of the
hadronic matrix elements involved, yield a value for A0/A2 that turns out to be smaller by
a full order of magnitude. Thus, a successful explanation of the ∆I = 1/2 rule must in-
evitably be based on a non-perturbative treatment of QCD. Numerical simulations of QCD
on a space-time lattice are designed for this task. Nevertheless, the directly computation of
amplitudes for non-leptonic decays such as K → ππ remains a great challenge.
A cornerstone of our computational strategy is the matching of QCD to an effective
low-energy description, called Chiral Perturbation Theory (ChPT). Since the amplitudes
A0, A2 can be expressed in terms of the leading-order low-energy constants (LECs), g+1
and g−1 , of the interaction Hamiltonian which describes weak non-leptonic kaon decays in
ChPT, the main idea is to compute the LECs in lattice simulations. This can be achieved
by comparing the predictions of ChPT for suitably chosen two- and three-point correlation
functions in a finite volume with the analogous ones computed in lattice QCD for small
masses and momenta.
In this note we present a progress report of our project 1–6 to investigate the mechanism
of the ∆I = 1/2 rule. In particular we seek to clarify whether the observed large en-
hancement in A0 over A2 has a single origin or is the result of an accumulation of several
moderately large effects. To this end we specifically concentrate on the roˆle of the charm
quark. The fact that the mass of the latter of around 1.3 GeV is much greater than typical
low-energy scales of a few hundred MeV, has led to the conjecture that its decoupling may
produce a large enhancement of A0, due to the appearance of additional operators with
large hadronic matrix elements.7 In our strategy we keep the charm quark as an “active”
degree of freedom, which – in contrast to most other studies – is not integrated out from
the theory.
In the first part of the project the LECs g+1 , g−1 , and, in turn, the amplitudes A0 and A2
are determined for the unphysical situation where the charm is degenerate with the light
quark, mc = mu = md = ms. In a second step we envisage monitoring the amplitudes
for heavier charm, i.e. mc > mu = md = ms.
2 Computational Strategy
The main ingredients of our strategy are described in 1, 3 and are briefly summarised here.
In the first stage of the calculation we focus on the case of a light and degenerate charm
quark. Decays such as K → ππ in which strangeness changes by one unit are described
in QCD via the interaction Hamiltonian
Hw =
√
2GF(Vus)
∗Vud
{
k+1 Q+1 + k−1 Q−1
}
, (2)
where GF is the Fermi constant and Vus, Vud denote elements of the quark mixing matrix.
The operatorsQ±1 are expressed in terms of quark fields according to
Q±1 =
{
(sγµP−u)(uγµP−d)± (sγµP−d)(uγµP−u)
}
− (u→ c). (3)
The Wilson coefficients k±1 in the above expression absorb short-distance effects and can
be computed reliably in perturbation theory.
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In the chiral effective theory (ChPT), the corresponding Hamiltonian reads
HChPTw = 2
√
2GF(Vus)
∗Vud
{
g+1 [Ô+1 ] + g−1 [Ô−1 ]
}
, (4)
where the operators Ô+1 and Ô−1 are now expressed in terms of Goldstone boson fields
rather than quark degrees of freedom. The a priori unknown LECs g±1 incorporate the
short-distance effects from the strong interaction in this effective low-energy description.
In the chiral limit, they are directly related to the amplitudes A0 and A2 via
A0
A2
=
1√
2
(
1
2
+
3
2
g−1
g+1
)
. (5)
Thus, the determination of the LECs in lattice simulations of QCD gives a handle to com-
pute the ratio of amplitudes. The key quantities which allow to determine g±1 are correla-
tion functions of the four-quark operatorsQ±1 and the left-handed current, i.e.
C±1 (x0, y0) =
∑
~x,~y
〈
(dγ0P−u)(x)Q±1 (0) (uγ0P−s)(y)
〉
, P− = 12 (1− γ5). (6)
We are particularly interested in ratios of correlation functions, such as
R±(x0, y0) =
C±1 (x0, y0)
C(x0)C(y0)
, (7)
where the two-point function of the left-handed current is given by
C(x0) =
∑
~x
〈
(dγ0P−u)(x) (uγ0P−s)(0)
〉
. (8)
With these definitions one may formulate a matching condition, which allows to express
the unknown LECs in terms of the ratios R±, the latter of which are computable in lattice
simulations. At large Euclidean times x0, y0 the ratios R± are proportional to g±1 :
k±1 (Z
±/Z2A)R
± =
{
1 +K±
}
g±1 , (9)
where theK± parameterise chiral corrections. The latter manifest themselves in terms of a
dependence of the ratios R± on the volume (i.e. the box size L) and the quark mass. Thus,
by computing R± for a range of finite volumes and/or quark masses, knowledge of K±
serves to extract the LECs via eq. (9). Two kinematical regimes of QCD are of particular
importance in this regard: the so-called ǫ-regime 8 is characterised by considering the chiral
limit in a finite volume, so that the pion’s correlation length exceeds the box size L, and
the latter is the only scale left in the theory. Moreover, correlation functions may depend
strongly on the topological properties of the gauge field in this regime 9. On the other
hand, in the so-called p-regime the pions still fit in the box, and chiral corrections can be
computed as a power series in (mπL)2.
In our strategy we combine numerical data for R± from the two kinematical regimes
in order to have better control over the mass and volume dependence, which, in turn,
should lead to a more reliable determination of the LECs. The expressions for the chiral
corrections K± at next-to-leading order in the chiral expansion have been published in1, 10
and4 for the ǫ- and p-regimes, respectively.
In addition to the chiral corrections, the matching condition, eq. (9), also contains short-
distance corrections. These are given by the Wilson coefficients k±1 , which can be com-
puted reliably in perturbation theory, as well as the renormalisation factors Z± of the
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four-quark operators and ZA of the axial current. The latter must be considered in the
matching condition to account for the proper renormalisation of the operators whose cor-
relation functions appear in the ratios R±. As part of our project we have determined the
renormalisation factors non-perturbatively5, by applying the technique originally proposed
in 11.
3 Numerical Simulations and Results
The most important ingredient in our simulations is the use of a fermionic discretisation
which preserves chiral symmetry at finite lattice spacing. As pointed out in 12, this is the
case for any Dirac operator which satisfies the Ginsparg-Wilson relation.13
Preserving chiral symmetry at all stages of the calculation is indispensable to allow for
a reliable matching to ChPT. However, it comes at a price, since the implementation of
the Neuberger-Dirac operator is numerically very costly. This is further exacerbated in the
chiral regime, which is susceptible to numerical instabilities as well as strong statistical
fluctuations, which are generated by the appearance of arbitrarily small eigenvalues of the
Dirac operator.
In our simulations we employ the Neuberger-Dirac operator.14 We have developed
several numerical techniques in order to control the effects of the small eigenmodes. They
include the determination of the topological index ν via the counting of zero modes, in
the course of which the latter can also be determined with sufficient numerical accuracy.15
Second, one can speed up the numerical inversion of the Neuberger-Dirac operator consid-
erably by applying “low-mode preconditioning”.15 Finally, the large statistical fluctuations
encountered for small quark masses and, in particular, in the ǫ-regime can be tamed by
applying “low-mode averaging”.16, 17 Without going into detail here, we refer the reader to
the original articles cited above.
Our simulations have been performed in the quenched approximation, such that the
effects of dynamical quarks are unaccounted for. Despite the fact that one incurs an un-
known systematic error, one may argue that the use of the quenched approximation is quite
sufficient for the sake of investigating the origins of the ∆I = 1/2 rule, since one tries to
explain an enhancement of a decay amplitude by a full order of magnitude, while typical
quenching effects amount to 10 − 15%. Our main results have been obtained on lattices
of size 163·32 for a value of the bare coupling β ≡ 6/g20 = 5.8485, which corresponds to
a lattice spacing in physical units of a ≃ 0.12 fm. In the ǫ-regime we computed the ratios
R± on 746 configurations for two values of the quark mass. Results were divided into bins
of fixed topological charge |ν|, and a weighted average over the results computed in each
bin was taken inside an interval 2 ≤ |ν| ≤ 10. In the p-regime R± was determined on
197 configurations at four values of the quark mass without distinguishing configurations
in different topological sectors. Plots of the (unrenormalised) ratios R± obtained in both
kinematical regimes as a functions of the bare quark mass are shown in Fig. 1.
The fits shown in the figure yield estimates for the bare LECs. After including the
Wilson coefficients and the renormalisation factors, we obtain the final results 3
g+1 = 0.51(3)(5)(6), g
−
1 = 2.6(1)(3)(3), (10)
which apply in the case of a light degenerate charm quark considered in our study. The
quoted errors arise from statistics, the matching to ChPT and from the uncertainty in the
non-perturbative determination of the renormalisation factors. From these results one may
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Figure 1. The ratio R+ and the product R+R− . The two left-most points in each plot represent the data obtained
in the ǫ-regime, while the remaining points lie in the p-regime. The shaded red bands denote the error from a
joint fit of the data in both kinematical regimes to the expressions of ChPT.
compute the amplitudes A0 and A2 and compare to the physical result. First, one observes
that g−1 ≫ g+1 so that our results indeed imply a clear hierarchy, producing an enhance-
ment of A0 over A2 due to non-perturbative effects. Moreover, our findings indicate that
the physical ∆I = 3/2 amplitude A2 is quite accurately reproduced by our result for g+1 .
However, the observed hierarchy is not sufficient to fully explain the physical enhancement
of A0, which is underestimated by a factor 4. Hence, our results support the conjecture that
the decoupling of the charm quark plays a significant roˆle for the ∆I = 1/2 rule, despite
the fact that our findings so far represent only indirect evidence for this scenario.
4 g±
1
from Zero-Mode Wavefunctions
In the presence of gauge fields with non-trivial topology, ν 6= 0, the (massless) Dirac
operator exhibits |ν| zero modes of definite chirality, according to the Atiyah-Singer index
theorem. This can be exploited for an alternative determination of g±1 , by considering
three-point functions of Q±1 with the left-handed currents replaced by the corresponding
pseudoscalar densities, i.e.
(uγ0P−s)(x)→ i(uγ5s)(x), (dγ0P−u)(x)→ i(dγ5u)(x). (11)
In the ǫ-regime and for ν 6= 0, the corresponding correlation functions may develop poles
in 1/(mV ), whenever the zero modes give a non-vanishing contribution. Since the residues
of the poles admit a chiral expansion parameterised in terms of the same set of LECs,
the alternative strategy is to compute the residues rather than the correlation functions
themselves in the simulation.
The advantage of this strategy is that the zero modes can be obtained with relatively
little numerical effort in the course of our calculation. Moreover, the systematic effects in
this approach will be different from those of our standard method, thereby providing an
independent cross-check on our findings described above.
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To be more specific, we list a few more definitions. We consider the residue of the
three-point function
Cσ1; ν = lim
m→0
(mV )2
∑
~x,~y
〈
(dγ5u)(x)Qσ1 (z) (uγ5s)(y)
〉
ν
≡ Aν(x0 − z0, y0 − z0) + σA˜ν(x0 − z0, y0 − z0), σ = ±, (12)
where Aν and A˜ν can be expressed in terms of zero-mode wavefunctions. For instance, if
the zero modes have negative chirality, the expression for Aν reads
Aν =
1
L3
∑
~x,~y,~z
〈∑
i∈K
v†i (x)S(x, z)γµP−vi(z)
∑
j∈K
v†j(y)S(y, z)γµP−vj(z)
〉
ν
, (13)
Figure 2. Verification of the chiral Ward identity, based on
correlation functions saturated by zero modes, in various
topological sectors.
where vi is a zero mode. A similar ex-
pression can be derived for A˜ν . Equa-
tion (13) illustrates that a considerable
amount of CPU time can be saved if
one computes the above residues of
correlation functions, in which some
of the quark propagators are replaced
by the zero mode contributions. In
order to determine Aν and A˜ν , the
number of inversions of the Dirac op-
erator is equal to twice the topolog-
ical charge, i.e. 2|ν|, (with sources
vi(x) and vi(y), since x0 and y0 need
to be fixed). At the same time one
can average over all spatial positions
of the three sources, thereby reducing
statistical fluctuations. Such averag-
ing was only possible in the standard
method of1 through low-mode averag-
ing (LMA), and only for the contri-
bution of the low-modes. The price
of LMA is 12 + 2 × Nlow inversions,
whereNlow is the number of low modes
treated separately. Typically Nlow can be as large as 20, and hence the numerical cost of
LMA is usually far greater than that required for the computation of the residues, where
|ν| normally is not larger than 5.
In order to formulate the matching condition, we also consider the residues of the two-
point functions of the pseudoscalar density and the left-handed axial current:
Cν(x0 − z0) ≡ lim
m→0
(mV )
∑
~x
〈
(dγ5u)(x)(uγ0P−d)(z)
〉
ν
. (14)
In practice it is advantageous to consider temporal derivatives of the correlators, and hence
we define the ratio of correlation functions as
R±ν (x0, y0) =
∂x0∂y0C±1; ν(x0 − z0, y0 − z0)
∂x0Cν(x0 − z0)∂y0Cν(y0 − z0)
, (15)
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Figure 3. The ratios R±ν for |ν| = 3 and 5 computed on lattice of size 164 at β = 5.8458 for x0 = 5 and
y0 = 11. The accumulated statistics amounts to only 27 and 24 configurations for |ν| = 3 and 5, respectively.
while the matching condition now reads
k±1 (Z
±/Z2A)R±ν =
{
1 +K±ν
}
g±1 . (16)
The chiral corrections K±ν have been worked out in ChPT at next-to-leading order.6 It
remains to compute the ratiosR±ν in simulations and extract the LECs g±1 through eq. (16).
An important consistency check of the procedure, which involves the calculation of
two-point functions only, is the verification of the chiral Ward identity. In the chiral limit
one expects
ZA∂x0Cν(x0 − y0) = lim
m→0
(m2V )
∑
~x
〈
(dγ5u)(x)(uγ5d)(y)
〉
ν
. (17)
In practice, the above correlators are evaluated for small, but non-zero quark masses. After
taking the renormalisation factor of the axial current, ZA, into account 18, the ratio of the
two sides of eq. (17) is expected to extrapolate to unity, and indeed this is what we observe
(see Fig. 2). The calculation of the residues of three-point functions on lattices of size 164
and 244 is currently under way. A plot of the preliminary data for the ratios R±ν is shown
in Fig. 3.
5 Conclusions and Outlook
Ginsparg-Wilson fermions offer an attractive framework to tackle one of the most notorious
and long-standing problems in the physics of hadrons. We have completed the first part
of our project to investigate the mechanism of the ∆I = 1/2 rule and found evidence for
a significant non-perturbative enhancement of the amplitude A0 in the artificial situation
of a light and degenerate charm quark. This represents indirect evidence for the scenario
that a substantial part of the enhancement should be due to the decoupling of the charm
quark. An important cross-check of these findings, based on correlators saturated with zero
modes is under way. As the latter method is numerically cheaper, it will be advantageous
to study the case of a heavy charm quark also in this framework. The additional correlation
functions have already been programmed, and also the required chiral corrections are being
worked out19.
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It has almost become a cliche´ to observe that materials science is one of the great bene-
ficiaries of changes in the landscape of scientific computing. The increase of computing
power of several orders of magnitude over the past 20 years has been accompanied by
improved methods and algorithms that allow us to calculate structural, cohesive, and mag-
netic properties of systems of many atoms and several elements without using any input
from experiment. Furthermore, it is possible to perform calculations simultaneously on
families of materials in the time required for a single system only a decade ago. In amor-
phous and other disordered systems, to mention just one example, the motion of individual
atoms can be calculated in a detail that is often unattainable by experimental means. Of
course, radioactivity and poisonous materials present no special problems for computer
simulations. The density functional (DF) formalism is the basis of most calculations in
condensed matter physics that have no adjustable parameters, and its early development
led to the award of the Nobel Prize in Chemistry in 1998. The DF theory is the basis of the
five materials science contributions in this volume.
I am writing these lines on the day that Albert Fert and Peter Gru¨nberg were awarded
the 2007 Nobel Prize for Physics for their discovery of giant magnetic resonance (GMR).
The change in resistivity of multilayer structures caused by an external magnetic field is
the most spectacular (and technologically the most successful) example of spintronics.
In their contribution, Bergqvist and Dederichs discuss possible future applications in this
area based on dilute magnetic semiconductors, such as Ga1−xMnxAs. Their focus is on the
critical behaviour, and they combine the DF method to determine the exchange interactions
in a model system that is then studied with Monte Carlo statistical methods. Magnetic
properties are also discussed in the paper of Gruner, Rollmann, and Entel, who studied
clusters of hundreds of transition element atoms. Their results for Fe561 and for Fe-Pt and
Co-Pt alloys indicate that calculations for 1000-2000 atom systems are certainly feasible
in the near future.
Magnetic storage in computers is so familiar that we may think that there are no alter-
natives. This is not the case. All users of personal computers must have wondered about
(and annoyed by) the delay between switching on a PC and it becoming operational. The
reason is that normal random access memory (RAM) is “volatile”, i.e. the content van-
ishes when power is switched off, and the operating system must be “booted” from the
hard disk. Non-volatile memory is familiar to us in the form of USB sticks and memories
used in digital cameras, but the limitations of such “flash memory” in scaling to smaller
dimensions have stimulated the search for highly stable, high density alternatives. The ma-
terials of choice at the moment are tellurium-based alloys, and some of the most interesting
are discussed in the article by Jaakko Akola and me.
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For as long as I can remember, electronic structure calculations have promised to de-
liver detailed understanding of heterogeneous catalysis, without doubt an area of huge
technological importance. The contribution of Huber et al. shows that we have made much
progress along this path. Their focus is on the structure of palladium clusters (and their
oxides) located on magnesium oxide surfaces. This work provides a further example of the
ways in which detailed calculations aid the interpretation of experimental data. The final
contribution to this section (by Ramos and Bechstedt) provides an example of how “stan-
dard” density functional calculations, which provide us with geometrical structures and
cohesive properties, can be extended to properties of excited states, such as optical proper-
ties. This can be done by the GW approximation to the self-energy of the systems, which
in this case are nanocrystallites of germanium and silicon with several hundred atoms and
an array of defects.
The applications described in this section are just examples of materials science
projects that are carried out on the supercomputers of NIC (JUMP and JUBL). Calcu-
lations on large clusters for simulation times that were unthinkable a few years ago are
becoming almost routine, and the coming generations of computers conjure up prospects
that are even more exciting. The techniques developed by scientists to study properties
of the “materials” world have reached, for example, systems whose sizes are relevant for
reactions involving biological molecules. Perhaps the biologists should watch out for us!
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We present first principles calculations for prospective magnetic materials for future applica-
tions in spintronics. Spintronics combine the charge and spin degree of freedom of the electrons
making it possible to create novel devices with increased functionality compared to semicon-
ductor devices used today. The material studied is focused on dilute magnetic semiconductors
(DMS) like Ga1−xMnxAs that play a key role in semiconductor spintronics. Due to their fer-
romagnetic properties they can be used in magnetic sensors and as spin injectors. The basic
problem for applications are, however, the relatively low Curie temperatures of these systems.
We therefore focus on understanding the magnetic properties and on a reliable calculation of
Curie temperatures from first principles. We have developed a theoretical framework for cal-
culating critical temperatures by combining first principles calculations and statistical methods
like Monte Carlo simulations.
1 Introduction
Magnetic materials have been known to mankind for a very long time. Perhaps the most
famous example is the compass needle but today magnets are used everywhere, as perma-
nent magnets in electrical motors in our cars, in harddrives on our computers and mp3-
players, in loadspeakers, credit cards etc. Meanwhile, semiconductor based devices that
use the charge of the individual electrons as the information carrier, have extensively been
used in the last century in integrated devices like microprocessors, memory modules and
diodes used in computers, amplifiers, cell phones etc. The performance of these devices
has increased by several orders of magnitude over the last decades (according to Moore’s
law, the performance on transistors double every 18 mounts). This performance gain is
due to, among other things, development in manufacturing and fabrication which makes
it possible to shrink the dimension of the transistors and pack them more densely in order
to make a faster device which simultaneously runs cooler and more efficiently. However,
nowadays this route to improve performance seems to face severe difficulties, because the
dimensions are becoming so tiny that classical physics no longer is applicable and quan-
tum effects start to become important, like tunneling through the gate oxide layer causing
malfunction of the transistor. Of course, this has been known for a long time and so far
the industry has all the time found new clever ways to overcome the problem and make
the devices go faster. For instance, Intel replaced the gate oxide from silicon dioxide to a
rare earth based material (hafnium silicide) in their latest 45nm process, which improves
not only the switching speed of the transistor but also reduces the power needed. How-
ever, all this development will eventually come to an end where it is simply not possible to
shrink the dimensions further. It is here spintronics enter. The basic idea is to make devices
where quantum mechanics is actually employed and not fought against. The electrons not
only carry electrical charge but also spin, a purely (relativistic) quantum effect that can not
be explained by classical physics. The spin is then manipulated in the spintronic device,
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instead of the charge, schematically shown in Figure 1.
Figure 1. Schematic overview of spintronics which combines both charge (electronics) and spin (magnetism)
into a novel field of research and applications.
The most successful application of spintronics to date is without any doubt the gi-
ant magneto resistance (GMR) read head in harddrives, an effect that was discovered by
P. Gru¨nberg and A. Fert who received the 2007 Nobel Prize in Physics. In very simple
terms, the effect arises in a multilayer that consists of alternative magnetic and nonmag-
netic materials in which the electrical resistivity depends on the magnetic configuration of
the magnetic layers.
Dilute magnetic semiconductors like Ga1−xMnxAs are considered as ideal materials
for spintronics. Only a few percent of Mn impurities are needed to achieve ferromag-
netism. Thus the hope is that they can substitute the metallic ferromagnets to achieve
all-semiconductor spintronics. Moreover they are half-metallic exhibiting a 100% spin po-
larization at the Fermi level EF , being ideal for spin dependent devices. Their biggest
disadvantage is that the reported Curie temperatures are well below room temperature.
Here we will present some results of ab initio calculations, showing the complexity of
these systems.
2 Computational Methods
The main goal of this study is to calculate critical temperatures Tc of several DMS sys-
tems. For applications the Tc needs to exceed room temperature by some margin since
it determines in a way the upper working temperature of the device. To calculate Tc for
realistic systems using only quantum mechanics methods is a formidable task which has
not yet been solved. We have therefore used an alternative approach where we have split
the problem into two parts, here called a two-step approach. In the first step, we apply
quantum mechanical calculations using density functional theory to calculate the total en-
ergy of the system. These calculations do not have any adjustable parameters nor need
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input from experiments. The total energy is then mapped to a simplified solvable model,
in this case a classical Heisenberg model, which we solve in the second step by applying
statistical methods to estimate Tc. Although simplified, this is by no means simple and in
order to obtain reliable results, large scale calculations are called for.
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Figure 2. Parallel performance of VASP on the IBM p690 cluster (JUMP) and the IBM Blue Gene/L (JUBL) at
the Research Centre Ju¨lich.
The quantum mechanical calculations are based on density functional theory (DFT)
in combination with the local spin density approximation (LSDA). These calculations are
able to predict many physical quantities of real materials using only the lattice geometry
and atomic numbers as input parameters. In practice, many different implementations exist
based on various degrees of sophistication. We use the program VASP (Vienna Ab initio
Simulation Package) of J. Hafner and G. Kresse1–3 for our studies. VASP is a complete
package for performing ab initio molecular dynamics (MD) simulations using either pseu-
dopotentials or the projector-augmented wave method (PAW) and a plane wave basis set.
The VASP code is spin polarized and fully relativistic and can therefore treat most systems
in the periodic table. The program is written in Fortran90 and is massively parallelized
using the MPI library. The parallelization is done over the bands and/or over plane wave
coefficients to improve scaling. Moreover, the program relies a lot on Fast Fourier Trans-
forms (FFT) which is also done in parallel. From a code optimizing point of view, the
code steps through time, and performs a Fast Fourier Transform (FFT) and a matrix diago-
nalization using iterative routines (RMM-DIIS or blocked Davidson) every time step. The
diagonalization is optionally performed using SCALAPACK routines. The VASP program
has been ported to both the IBM p690 cluster (JUMP) and to the IBM Blue Gene/L (JUBL)
at the Research Centre Ju¨lich.
In Figure 2 we show a scaling plot of the parallel performance of VASP on the JUMP
and the JUBL computers. The total number of atoms in the unit cell was 250, which is a
typical number for a large-sized problem. The program on JUMP does scale acceptable up
to 256 processors with the efficiency above 0.5. Due to the faster interconnect on the Blue
Gene/L computer, the program scales much better than on JUMP and show acceptable
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scaling of more than 50% up to 1024 processors. Given that each individual processor
on JUBL is slower than on JUMP, one needs approximately twice as many processors
on JUBL compared to JUMP for the same performance but this is a minor issue due to
the larger resources and the relatively good scaling on JUBL. A profiling of the parallel
performance on the JUBL reveals that the matrix diagonalizing routines which use the
parallel SCALAPACK library do not scale well above 512 processors which hinders a good
overall scaling (above 512 procs.). However, it should be said that the most time consuming
routine in VASP, which is the iterative matrix diagonalizing routines using the RMM-DIIS
algorithm, scales perfectly linearly up to 2048 processors. The memory requirement of
VASP is by all means quite large, which has the implication that one usually needs to run
the program in coprocessor mode on JUBL. However, the memory requirement per node
decreases with increasing number of processors due to data distribution over the nodes.
Moreover, with the new Blue Gene/P computer this should be a minor issue due to the
larger available memory on that computer.
Figure 3. Speedup of parallel MC on the IBM p690 cluster (JUMP) at the Research Centre Ju¨lich.
Once the classical Heisenberg model has been constructed from our first principles
calculations, we apply statistical methods to obtain finite temperature properties from the
calculated exchange coupling constants. We are using Monte Carlo (MC) simulations for
this. MC gives a numerical solution in which both the positional disorder and the spin
fluctuations are treated exactly. The simulations are performed on a fixed lattice using the
Metropolis or the heat bath algorithm. The fixed lattice allows for fine grained paralleliza-
tion using domain decomposition of the lattice using MPI which in turn allows for studies
on very large simulation cells. Technical details are found in Ref.4. Magnetic exchange
interactions as far out as 25 shells of neighbours from a central atom can be treated, which
is crucial for real metallic systems where the interactions typically are long ranged as well
as for diluted systems.
In Figure 3, scaling of the MC program as a function of number of processors on the
JUMP computer are displayed. As seen from the figure, excellent scaling, in fact super-
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linear scaling for some sizes, are obtained up to 125 processors. The program has a very
small memory requirement (a few megabytes) and also run very well on the Blue Gene/L.
3 Diluted Magnetic Semiconductors (DMS)
A diluted magnetic semiconductor (DMS) can be realized by alloying of magnetic ele-
ments in a regular semiconductor like GaAs. Some of the Ga cations will then be replaced
by magnetic atoms like Mn which carry a local magnetic moment. Moreover, if the va-
lence of the substituted atom is different from the cation, holes are introduced which can
mediate (ferro) magnetic interactions between the Mn atoms. An important consequence
of this substitution is that the magnetic atoms are diluted and have a random distribution.
DMS like Ga1−xMnxAs are one of the most hopeful materials for an all semiconductor
spintronics. An enormous amount of papers and strong progress has been produced in this
field, but the bottleneck for applications is still the availability of DMS with Curie tem-
perature Tc above room temperatures. Thus understanding, predicting and realizing DMS
with Tc larger than room temperature is one of the most important problems in spintronics.
The highest conclusively reported Tc of DMS is around 170 K for 8% Mn doped GaAs,
which is too low for applications.
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Figure 4. Calculated Curie temperatures of Mn-doped GaAs as a function of Mn concentration x using the mean
field approximation (MFA-VCA) and Monte Carlo simulations (MC). The exchange coupling parameters are
calculated from LDA.
Over the years, more and more knowledge has been gathered on DMS systems. For ex-
ample, it has been demonstrated that electron doping strongly reduces the ferromagnetism
leading to a disordered local moment state (DLM)5. The dominating exchange mechanism
leading to ferromagnetic order, i.e. Zeners’s p−d-exchange and Zener’s double exchange,
have been clarified by ab initio calculations and are now well understood6, 7. Moreover,
it has been demonstrated that percolation and disorder effects play a crucial role in these
system by strongly reducing the ferromagnetism8–10. As an example, in Figure 4 calcu-
lated Curie temperature of Mn-doped GaAs is displayed as a function of concentration of
substituted Mn-atoms employing the LDA. The most accurate method, namely MC sim-
ulations, yields Tc values that due to percolation problems are considerably lower than
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previous mean field estimates (MFA-VCA), e.g. by Dietl et. al., so that percolation seems
to present a general obstacle for high Tc in DMS. This is particularly true for DMS like
(Ga,Mn)N or (Zn,Cr)Te, in which due to the wide band gap the interaction is very short
ranged. However, even for (Ga,Mn)As, where the interaction is fairly long ranged, this is
a significant effect (see Figure 6).
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Figure 5. Distributions of local magnetic fields for a) Mn-doped GaAs, b) Mn-doped GaN and c) Cr-doped ZnTe.
x denotes the concentration of magnetic impurities.
In order to get a more complete picture why the mean field approximation together
with the virtual approximation (MFA-VCA) sometimes completely fails, but at other times
gives reasonable results we have performed an analysis of the local effective magnetic
fields heff in DMS materials. To be more specific, the heff is defined as
heffi =
∑
j
J0j〈Szj 〉, (1)
for each magnetic site i and at T = 0K , 〈Szj 〉 = 1. In a non-random system, each site
i has the same value of heff . However, in contrast, in random system like DMS each site
has a different local environment and we will instead obtain a distribution of local effective
magnetic fields as displayed in Figure 5 for Mn-doped GaAs, Mn-doped GaN and Cr-doped
ZnTe. The distribution is obtained for huge systems with around 105 magnetic impurities
to make sure that basically all local environments are included. If a deeper analysis is
performed, one can conclude that the MFA-VCA method is reasonable if the distribution
is close to a Gaussian. If not, then the MFA-VCA method will fail spectacularly.
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The distribution for Mn-doped GaAs (Figure 5a) does not differ dramatically from a
Gaussian, especially for the higher concentrations. Consequently, of the three different
DMS systems considered here it is the system where the MFA-VCA estimate is closest to
the exact MC value (approximately a factor of 2 too large). The situation in GaN is very
different (Figure 5b). The distribution is very far from a Gaussian but instead it consists
of several peaks (arising from the dominant interactions in the 110-direction). It is clear
from this distribution that the MFA-VCA estimate will be very wrong and this is indeed
the case (the exact MC values are about one order of magnitude lower). An intermediate
case is Cr-doped ZnTe, in which the distribution shows several smaller peaks. On the other
hand, the concentration of magnetic atoms is larger than in the two cases above making the
MFA-VCA estimate slightly improved.
Figure 6. Exchange interactions in 5% Mn-doped GaAs using cluster embedding in CPA medium as a function
of distance. The inset shows the distribution of nearest neighbour interaction.
Another important question is: How well can the exchange coupling constants Jij
between two impurities at sites i and j be described by a unique value Jij independent of
the local environments, i.e. the location of other magnetic impurities in the vicinity of the
(i, j) pair? In the standard approach by Lichtenstein this effect is thought to be included by
using averaged Green’s functions based on the coherent potential approximation (CPA).
We have investigated his problem in detail by calculating Jij for a series of disordered
local environments (clusters) embedded in the CPA medium. The results presented in
Figure 6 show large fluctuations of the Jij data, depending strongly of the positions of
third and fourth Mn impurities in the neighbourhood of i and j. The inset shows the
frequency distribution of nearest neighbour values J01. The configurational average is
in disagreement with the Lichtenstein’s results based on the CPA, at least for the nearest
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neighbour interactions. However, it agrees well with the exact results for two impurities
i and j embedded in the CPA medium, showing that the disorder is well described by the
CPA, provided that the 2-impurity problem is solved correctly.
4 Concluding Remarks
We have presented a theoretical investigation of prospective materials for future appli-
cations in spintronics, namely diluted magnetic semiconductors, using a combination of
quantum mechanical calculations and statistical methods. Unfortunately, the critical tem-
peratures are still too low for practical use.
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Modern supercomputers as the IBM Blue Gene/L provide the possibility to investigate large
systems containing several hundred transition metal atoms. We present results on two examples,
the size dependent evolution of structure and magnetism of elemental iron nanoparticles and the
identification of structural comparison of competing morphologies of near-stoichiometric Fe-Pt
and Co-Pt nanoparticles, which are currently discussed as media for future ultra-high density
recording applications.
1 Introduction
Transition metal nanoparticles are of growing interest, from the fundamental science point
of view1, 2 as well as for technological applications.3, 4 Atomistic simulations of materi-
als properties of nanometer sized objects can easily be carried out by classical molecular
dynamics simulations using empirical model potentials which already permit simulations
on mesoscopic length scales. In many cases, however, the relevant properties are related
to the electronic structure, so that a quantum-mechanical approach is necessary. The re-
cent evolution of supercomputing power allows for an ab initio treatment of systems in
the nanometer size regime. This comes at hand for technological applications where the
miniaturization of functional units plays an important role. Within this contribution, we
present two examples in which large scale ab initio calculations contribute to resolve open
questions in this field.
2 Computational Method
The density functional theory (DFT) provides a suitable way to calculate the properties
of systems containing several hundreds or even a few thousands of atoms from first prin-
ciples, i. e. from quantum-mechanical grounds. According to the theorem by Hohenberg
and Kohn,5 the ground state of the electronic system can be uniquely described as a func-
tional of the electron density. The resulting equations are solved in a self-consistency
approach. The exact form of the exchange-correlation part of the functional is not known;
nevertheless, this approach has proven its validity with overwhelming success.6 During the
last decades, the DFT approach has been implemented and consecutively refined in a vast
number of commercial and freely available codes. In our calculations, we use the Vienna
Ab initio Simulation Package (VASP),7 which has proven in many examples to provide an
excellent compromise between speed and accuracy, using the projector augmented wave
approach8 to describe the interaction with the nuclei and the core electrons. The clusters
were placed in a cubic supercell, surrounded by a sufficient amount of vacuum to prevent
interactions with the periodic images; k-space integration was restricted to the Γ-point. For
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Figure 1. Left: Scaling behaviour of a nano-cluster with 561 Fe atoms on the IBM Blue Gene/L. The perfor-
mance given by the inverse average computation time for an electronic self-consistency step, τ−1SC , is shown as
a function of the number of nodes (black circles). The dashed lines describe the ideal scaling behaviour. The
inset shows a double logarithmic plot of τSC. The open symbols in the inset refer to the scaling of the most time
consuming subroutines. Right: Double logarithmic plot of the computation time per CPU needed on JUBL for a
full geometric optimization of Fe-Pt nanoclusters of magic cluster sizes according to Eq. (1).
the exchange-correlation functional, we employed the generalized gradient approximation
(for further details, refer to Refs. 9–12).
DFT calculations of large systems are not only time-consuming but also very demand-
ing with respect to I/O bandwidth and memory. Thus the distribution over hundreds or
thousands of CPUs is necessary to successfully complete such problems, especially on
machines with hard limitations concerning CPU speed and memory per node as on the
Blue Gene/L. Here, however, the threefold high-bandwidth, low-latency network helps to
increase scalability so that large systems can be handled efficiently. Fig. 1 (right) shows
as an example the scaling behaviour for an Fe561 cluster (4488 valence electrons) where
on 1024 nodes still 70 % of the ideal (linear scaling) performance is reached. The largest
calculations carried out by our group contained 8000 valence electrons and ran with suffi-
cient efficiency on four Blue Gene/L racks (4096 nodes). The DFT approach does not only
yield total energies and electron densities, also forces can be calculated accurately. This al-
lows for quasi-static structure optimizations which we perform on the Born-Oppenheimer
surface, i. e. in the electronic ground state of the system. This requires to fully converge
the electronic system before making an ionic movement. In VASP, an efficient prediction
scheme for the new wavefunctions is implemented. Nevertheless, a considerable number
of electronic self-consistency steps – for larger systems typically several thousands – have
to be performed to find one meta-stable minimum on the potential energy surface. Figure 1
(right) shows the evolution of the required computation time for a complete geometric re-
laxation as a function of the size of the system. A pragmatic fit to a power law yields an
increase of the computation time with system size with an exponent of about 2.5.
The systematic scan of the potential energy surface in order to find the most stable
morphologies is a very demanding task even for small clusters containing a few tens of
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Figure 2. Edge models of the optimized Fe561 icosahedron (left), cuboctahedron (right) and SMT isomer (cen-
ter). Separately for each shell, the corner atoms of the faces are connected by lines, the atoms themselves are
omitted for clarity. For icosahedra and cuboctahedra, shells of the same shape but different sizes are stacked into
each other. For the SMT isomer, the shape of the outermost shell is icosahedral and changes towards the in-
side continuously along the Mackay-path to a cuboctahedron, which represents the shape of the innermost shell.
The Mackay transformation works by stretching the bond AC of the icosahedron and turning the two adjacent
triangular faces ABC and ACD into the same plane producing the square face ABCD of the cuboctahedron.
atoms. However, it becomes hopeless in the nanometer range. Therefore, a permissible
way out is to restrict to an “educated guess” of selected morphologies. So-called magic-
number clusters are a good starting point. Their sizeN is given as a function of the number
n of closed geometric shells:
N = 1/3
(
10n3 + 15n2 + 11n+ 3
)
= 13, 55, 147, 309, 561, 923, . . . (1)
Magic cluster sizes appear to be particularly stable for the late 3d elements.13 In addition,
they allow for a comparison of several paradigmatic geometries: Cuboctahedra with a
face centred cubic (fcc) structure, body centred cubic (bcc) isomers (Bain-transformed
cuboctahedra), Mackay-icosahedra14 and Ino-decahedra15.
3 Structure and Magnetism of Elemental Iron Nano-Clusters
As a bulk material, iron belongs certainly to the most important elements in everyday life.
Many application are related to its magnetic properties. Iron possesses a complex struc-
tural phase diagram, with bcc α- and δ-phases below 1185 K and above 1167 K, the fcc
γ-phase in between and the hexagonal close packed (hcp) ǫ-phase at high pressures. Also,
iron nanoparticles provide an interesting research field, too, due to their applicability in
biomedicine (see, e. g., Ref. 16), but also from a fundamental point of view, since the evo-
lution of their structure as a function of particle size has not been resolved so far: Transmis-
sion electron micrographs (TEM) of 6 nm particles suggest a bcc structure,17 while for 13
atoms, first principles calculations predict a Jahn-Teller distorted icosahedron.18 Recently
the authors addressed this problems within a large scale ab initio approach which revealed
that already above a crossover size of about 150 atoms the bulk-like bcc structure is ener-
getically favored.11 Furthermore, another important previously unreported structural motif
was identified. The so-called shellwise Mackay transformed (SMT) isomer evolves by ge-
ometric relaxations from ideal icosahedra and cuboctahedra, if small distortions along the
Mackay path14 are imposed (cf. Fig. 2). Thus, for the case of iron, both geometric forms
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Figure 3. Left: Comparison of the energies of various isomers of elemental iron nano-clusters as a function of
their size (data originally published in Ref. 11). The bcc isomer has been chosen as reference. Open symbols
denote SMT isomers with magnetic configurations higher in energy. The lines are intended as guide to the eye,
broken lines refer to instable structures. The inset shows the variation of the average magnetic moment of the
different isomers with size (experimental moments taken from Ref. 1). Right: Spin configuration of the lowest
energy Fe561 SMT isomer (cross section). The arrows refer in length and orientation to the atomic moments.
must be considered unstable even for small cluster sizes. The comparison of the total ener-
gies of the different morphologies in Fig. 3 shows that the SMT isomer is a hot candidate
for the ground state of Fe55. Even up to 561 atoms, the energy difference between the
bcc and the SMT isomer remains – in contrast to the cuboctahedra and icosahedra – in the
range of thermal energies; thus the occurrence of the SMT structure appears realistic at
finite temperatures. The calculated magnetic moments can be directly compared with the
measurements on small transition metal nanoparticles by Billas et al.1 (inset of Fig. 3).
In accordance with a previous DFT study on clusters of up to N =400 atoms,2 the mo-
ments of the bcc clusters agree very well with experiment in this size range. For larger
clusters, however, considerable deviations occur. In fact, for N =561, the SMT isomer
shows the best agreement with the experimental magnetization data, owing to a shell-wise
antiferromagnetic configuration of the cluster core.
The search for the origin of this unusual transformation requires an inspection at the
atomistic level, which may become a tedious or even impossible task for large system
sizes. In our case, help comes from the common neighbour analysis (CNA),19 which has
become a widely used tool for the identification of structural patterns in classical molec-
ular dynamics studies of large systems. The CNA characterizes the local environment of
an atom by a set of signatures, which can be compared with the characteristic result for
an ideal bulk or surface structure. If one restricts to the first neighbour shell, signatures
are obtained for each pair of neighbours, containing information on the number of nearest
neighbours both atoms have in common, the number of bonds between these neighbours
and the longest chain connecting them. Figure 4 shows the result of a CNA applied on
optimized isomers. While the bcc and fcc clusters are uniform in structure, we find for
the icosahedron the typical mixture of fcc, hcp and – along the five-fold symmetry axes –
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Figure 4. Cross sections of optimized geometries of 561 atom iron nanoparticles. The colour coding describes
the local coordination of the atoms obtained by a common neighbour analysis. Bright colours refer to perfect
matching of the CNA-signatures with the ideal bulk and surface configurations. With increasing number of
deviations the colours turn into grey.
icosahedral environments. The SMT isomer, however, shows a rather unexpected pattern:
While the central atoms are fcc coordinated according to the nearly completed Mackay-
transformation of these shells, we find no trace of the typical icosahedral signatures in
the outermost shells which, however, retain their overall icosahedral shape. Instead, their
signatures show typical signs of an energetically favorable bcc-like coordination, accom-
panied by a pair distribution function which is rather typical for amorphous materials.12
4 Morphologies of Fe-Pt and Co-Pt Nanoparticles
In the field of ultra-high density magnetic recording, the long-lasting exponential increase
in storage density over time still seems unbroken. While eight years ago, densities of
35 GBit/in2 were state of the art, recent lab demos reached values around 400 GBit/in2 and
the expectations of the manufacturers go up to 10 to 50 TBit/in2 in the future. The main ob-
stacle to further miniaturization is the so-called superparamagnetic limit, which threatens
the long-time stability of the information stored.20 The Ne´el relaxation time of a record-
ing media grain is decribed by an exponential dependence on the product of anisotropy
constant and volume divided by temperature. This imposes a lower boundary for the pos-
sible size above which the magnetization of a grain is (for a sufficiently long time) not
affected by thermal relaxation processes. One widely discussed strategy to overcome this
problem is the use of regular patterned arrays of nanoparticles, where one bit is essentially
represented by one particle.3, 4 To obtain sufficiently small particles with thermally stable
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Figure 5. Various ordered morphologies of Fe265Pt296 (or Co265Pt296 , respectively) nanoparticles after struc-
tural relaxation in two different aspects. The blue spheres denote Fe (or Co) atoms, the brownish spheres Pt. The
icosahedra are shown in cross section to visualize their inner structure.
magnetizations, near-stoichiometric FePt and CoPt alloys in the slightly tetragonally dis-
torted L10 phase are currently considered as the most promising materials, since their bulk
anisotropy constants are about one order of magnitude larger than that of currently used
media.20 Considering these values, particle sizes of 4 nm or even smaller appear feasible.
The current production route is to fabricate disordered fcc FePt particles from gas phase
experiments or wet-chemical production routes and obtain the ordered L10 phase in a fur-
ther annealing step.4 However, it was reported recently that L10 particles in the interesting
size range with a sufficient magnetocrystalline anisotropy may be difficult to obtain in this
way.21–23 High resolution transmission electron microscopy (HRTEM) showed the occur-
rence of multiply twinned morphologies such as icosahedra and decahedra at diameters
around 6 nm and below (e. g., 24, 25). These consist of several strained twins (20 in the
case of Mackay-icosahedra and 5 for Ino-decahedra). Therefore such morphologies cannot
be expected to exhibit a large uniaxial magnetocrystalline anisotropy even if the individual
twins are perfectly L10-ordered, since they have different crystallographic orientations.
In order to shed more light on the origin of these problems, we started ab initio cal-
culations of FePt and CoPt nanoparticles with of up 561 atoms (≈ 2.5 nm in diameter),
comparing nearly 60 configurations of particles of both materials with different sizes.26
Although the largest particles are still too small to avoid superparamagnetism, general
trends can be formulated from the results, as the largest clusters already possess a bal-
anced surface-to-volume ratio (45 % at 2.5 nm as compared to 32 % at 4 nm). We find that
disordered phases are considerably higher in energy than the desired L10 phase. How-
ever, ordered multiply twinned morphologies are substantially more favorable through-
out the investigated size range. The calculated energy differences can be as large as
∆E=E−EL10 =−30meV/atom in the case of the radially ordered Fe265Pt296 icosahe-
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dron, which is still close to thermal energies, but sizeable −90meV/atom for Co265Pt296.
These results explain at least in part the experimental difficulties to obtain particles with
large magnetocrystalline anisotropy at small sizes. The fully segregated icosahedron is a
special case: It is with ∆E =+20meV/atom higher in energy than the L10 cuboctahedron
in the case of Fe265Pt296 but with ∆E=−92meV/atom much more favorable in Co-Pt,
pointing out strong segregation tendencies in the latter case.
5 Outlook
In this contribution, we wanted to demonstrate that large scale DFT calculations are a
powerful tool providing information on material related properties on an atomistic level,
which may not be obtained from experiment so far and can thus contribute significantly
to the solution of unresolved questions in materials science and technology. Our ongoing
work in the field of nanoparticles for ultra-high density recording applications includes the
investigation of the size-dependence of the magnetocrystalline anisotropy energy of FePt
and CoPt nanoparticles and the exploration of possible strategies to stabilize the L10 phase
by co-alloying with a third element. Considering the possibilities provided by the new Blue
Gene/P at Ju¨lich Supercomputing Centre (JSC), ab initio investigations of nanoparticles
of 3.5 or even 4 nm, containing 1415 and 2057 atoms according to Eq. (1) and being of
relevant size for technological applications, appear feasible in near future.
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Phase-change (PC) materials are widely used for optical recording and computer memory, but
the structure of the phases involved and the nature of the phase transition in the nanoscale bits
pose continuing challenges. Massively-parallel density functional simulations of the amorphous
structure of the prototype materials Ge2Sb2Te5 (GST) and GeTe show that there is long-ranged
order among Te atoms in both. The crucial structural motif is a four-membered ring with
alternating atoms of types A (Ge, Sb) and B (Te), an ‘ABAB square’. The rapid amorphous-
to-crystalline phase change can be viewed as a re-orientation of disordered ABAB squares to
form an ordered lattice, and vacancies (voids) in the disordered phases to provide the necessary
space. The improved phase change performance of GST over GeTe can be correlated with the
higher vacancy concentration (11.8% cf. 6.4%). Supercomputers with the power of the IBM
Blue Gene/L are essential for density functional calculations of this scale and precision.
1 Introduction
Modern computers and other electronic devices place great demands on the density, speed,
and stability of memory. Phase change (PC) materials already play important roles in
rewritable media (CD-RW, DVD-RW, DVD-RAM, Blu-ray disc) and are prime candidates
for wider applications in the future.1 The basis of their function is the rapid and reversible
transition between the crystalline and amorphous forms in nanoscale bits (∼ 100 nm) of an
alloy.2 The latter arises from quenching after a localized and short (∼ 1 ns) laser annealing
to a temperature above the melting point Tm. Longer laser heating (∼ 50 ns) to above the
glass transition temperature but below Tm leads to a metastable crystal. Changes in the
optical and electronic properties provide the means to monitor the transition.
The most common PC materials are Te-based alloys. The GexSbyTe1−x−y family pro-
vides prototypes, and Ge2Sb2Te5 (GST) is already a commercial success in DVD-RAM
(random access memory). Essential to our understanding of the properties of these ma-
terials is a knowledge of the structures of the different phases, but these are difficult to
determine in binary or ternary alloys with large numbers of vacancies. Even the structure
of the ordered phase of GST is controversial: Yamada3 proposed that the metastable phase
has a rock salt structure with ‘Na’ sites occupied randomly by Ge and Sb atoms and va-
cancies, and ‘Cl’ sites by Te. However, Kolobov et al.4 proposed that Ge and Sb atoms
are displaced from their ideal positions, enabling the order-disorder transition to occur as
an ‘umbrella flip’ of Ge atoms from octahedral to tetrahedral positions. Most recently, x-
ray fluorescence holography of an epitaxial layer of GST indicated a cubic structure with
tetrahedral site symmetry about Ge atoms.5 It is astonishing that PC materials could be-
come the basis of commercially successful products with so much uncertainty about the
structures of the phases involved.
Recent extended x-ray absorption fine structure (EXAFS) measurements on GST have
found significant concentrations of Ge-Ge bonds and indications that overcoordinated Te
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atoms play a role,6 and there has been renewed focus on the role of vacancies.7 The
reverse Monte Carlo (RMC) analysis of synchrotron radiation data from amorphous (a-)
GST and a-GeTe suggests that the ring structure of the former is dominated by four- and
six-membered rings also seen in the crystal.8
DF calculations are free of adjustable parameters, but their demands on computational
resources have restricted simulations on GST systems to relatively small unit cells (less
than 200 atoms in all cases, less than 100 in most) and time scales that are often much
shorter than those relevant experimentally. The present calculations are much larger in both
number of atoms (460 for GST, 216 for GeTe) and time scale (hundreds of picoseconds).
Our simulations start from liquids at 3000 K and do not favor particular crystal types.
Further details of all aspects, including the electronic structure, are provided in Ref. 9.
2 Numerical Methods
2.1 Density Functional Calculations
The DF calculations were performed with the Car-Parrinello molecular dynamics pack-
age (CPMD)10 using Troullier-Martins11 pseudopotentials and the generalized gradient ap-
proximation of Perdew, Burke and Ernzerhof (PBE)12 for the exchange-correlation energy
functional Exc. We use periodic boundary conditions, usually with one point (k=0) in the
Brillouin zone, and the kinetic energy cutoff of the plane wave basis set is 20 Ry.
The GST simulations adopted the densities of the metastable crystalline (6.35 g/cm3)
and amorphous (5.88 g/cm3) phases and were based on the crystalline (rock salt) structure
with 512 atomic sites, where the Na and Cl sites are occupied by Ge/Sb atoms (20 %
each) and vacancies (10 %), and Te atoms (50 %), respectively. The Na sites are populated
randomly with Ge, Sb, and vacancies, so that the sample contains 460 atoms (102 Ge, 102
Sb, 256 Te) and 52 vacancies. The cubic cells for the c-GST and a-GST have sides of
24.05 and 24.62 A˚, respectively. The GeTe system contains 216 atoms at the density of the
amorphous phase (5.61 g/cm3), and the box size is 18.61 A˚. Ge, Sb, and Te are relatively
heavy atoms, and we use Born-Oppenheimer MD, for which the time steps adopted (6.050
and 3.025 fs for initialization and data collection, respectively) are much longer than in the
Car-Parrinello approach.
Memory of the crystalline starting structure was erased by starting the simulations at
3000 K (liquid), and details of the cooling in GST to the melting point (900 K) and to 300 K
and 100 K are given in Ref. 9. Cooling and data collection in both GST and GeTe took
well over 300 ps. Such relaxation times are essential for simulating structural transitions
and place great demands on computing power.
2.2 Data Analysis
MD methods allow us to follow the coordinates Ri and velocities vi of all atoms, and
insight into the local order can be found from the distributions of the bond (θijk) and
dihedral angles (γijkl). The radial distribution function (RDF) or pair correlation function
g(r) is a spherically averaged distribution of interatomic vectors,
g(r) =
1
ρ2
〈∑
i
∑
i6=j
δ(ri)δ(rj − r)
〉
, (1)
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where ρ is the density. Partial radial distribution functions gαβ(r) are calculated by re-
stricting the analysis to the elements α and β. The local structure can also be characterized
by average coordination numbers found by integrating gαβ(r) to the first minima Rmin
nαβ =
∫ Rmin
0
dr 4πr2ραβ(r)gαβ(r). (2)
We calculate the structure factor S(Q) by Fourier transforming the gαβ(r) to give the
partial structure factors Sαβ(Q), which are weighted according to the atomic fractions cα
and form factors fα(Q) (for x-rays x) or the Q-independent coherent scattering lengths
bα (for neutrons n). In discussing the topology of nearest neighbours, it is convenient to
separate the atoms into types A (Ge, Sb) and B (Te). It is also essential to give precise
definitions of the regions where there are few atoms (vacancies, voids, cavities). Full
details and the angular distribution functions are provided in Ref. 9.
Dynamical information includes the velocity autocorrelation function Cv:
Cv(t) =
1
N
N∑
i=1
〈vi(0) · vi(t)〉
〈vi(0) · vi(0)〉 , (3)
where N is the number of particles. The self-diffusion constant for all atoms or those of
species α can be determined from Cv or from the coordinates Rα(t).9
3 Results
3.1 Radial Distribution Functions and Structure Factors
The partial radial distribution functions (RDF) are shown in Fig. 1. The Te-Te curves
[Fig. 1(a)] show that a-GeTe and a-GST have long-range correlations of Te atoms up to
10 A˚. There are few Te-Te bonds (0.1 and 0.3 per Te atom for a-GeTe and a-GST) and
the second maximum at 4.16 A˚ dominates. The region below 7 A˚ shows parallels to the
ordered structure (rock salt). There are differences at larger distances, and the cubic Te
sublattice proposed in the ‘umbrella flip’ model4 is absent. The homopolar RDF for the
remaining atoms (Ge, Sb: type A) exhibit little structure beyond∼ 6 A˚.
GeTe and GST form mainly Ge-Te (and Sb-Te) bonds with pronounced first maxima
in the partial RDF [Fig. 1(b)]. The Ge-Te and Sb-Te bonds are shorter than in the crystal.
The location of the first minimum usually marks the limit of bond lengths, but the minima
in a-GeTe and a-GST move to 3.6− 3.9 A˚, so that there are many Ge-Te (and Sb-Te) pairs
with ‘intermediate’ separations. The average coordination number of Te is near 3 in both
a-GeTe and a-GST.
Amorphous GST has Ge-Ge, Sb-Sb, and Ge-Sb bonds with coordination numbers (Eq.
2) 0.4, 0.6, and 0.2, respectively. The EXAFS value for Ge-Ge bonds is 0.6 ± 0.2.6 Such
bonds are more common in a-GeTe, where our coordination number (1.1) compares well
with an EXAFS measurement (1.2).13 All total coordination numbers are larger than given
by the ‘8 − N rule’ (Ge: 4, Sb: 3, Te: 2), and the coordination of Te atoms is lower in
a-GST. The total coordination numbers are 3.4 in a-GST and 3.7 in a-GeTe.
The structure factors S(Q) of a-GST have been calculated at 300 K (Fig. 2) and 900 K.
There are minor differences between the S(Q) calculated for neutrons and x-rays, and the
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Figure 1. Radial distribution functions of a-GST and a-GeTe at 300K. (a) Te-Te. Black: a-GST, red: a-GeTe,
green (scaled by 0.25): metastable GST crystal at 300 K. (b) Partial RDF. Black: Ge-Te bonds in a-GST, red:
Ge-Te bonds in a-GeTe, blue: Sb-Te bonds in a-GST.
curves calculated from the total g(r) (where the elements have equal weight) are also very
similar. The calculated peak positions are at slightly lower Q-values than those measured,
but all features are resolved. The structure factor for the amorphous phase has more struc-
ture and sharper peaks than in the liquid phase (see Ref. 9). There are more homopolar
bonds (less AB alternation) and more disorder in the latter.
3.2 Ring Structures
Irreducible rings (the shortest closed loops) can be used to characterize the crystalline-
amorphous phase transition, and the distributions in a-GST and a-GeTe (Fig. 3) differ:
a-GST has a pronounced maximum for n = 4, the weight of larger rings decreases, and
there is a pronounced odd-even alternation. 86% of the four-membered rings have ABAB
alternation, in both a-GST and a-GeTe. The bond angle distributions are peaked around
90◦, and we denote these units as ‘ABAB squares’. 60− 80% of Ge atoms participate in
at least one such square depending on the bond cutoff distance chosen (3.2–3.4 A˚).
The large number of alternating four-membered rings is evident in Fig. 4(a), where we
highlight the relevant atoms and bonds in a-GST. We note the presence of ABAB squares
(and cubes) [Fig. 4(b)] and the relationship to the ordered ABAB squares of the rock salt
phase. Close to the cube in the centre of the cell there are intermediate distances where a
slight re-orientation would increase the number of AB bonds and ABAB squares.
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Figure 3. Statistics of irreducible n-fold ring configurations of a-GST and a-GeTe at 300 K. Black: corresponding
alternating AB configurations (A: Ge/Sb, B: Te).
3.3 Vacancies
Vacancies play important roles in PC materials. The cavity analysis reveals a wide range
of volumes and shapes, with a total volume of 11.8% and 6.4% for a-GST and a-GeTe,
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Figure 4. ABAB squares and cubes in a-GST. (a) Simulation box of a-GST (24.6 A˚, 460 atoms) with atoms
and bonds of ABAB squares and cube highlighted. Red: Ge, blue: Sb, yellow: Te. (b) Local environment of
ABAB cube. Dashed lines mark intermediate distances (3.2− 4.0 A˚).
respectively. There are then numerous vacancies in a-GeTe, whereas the ideal crystal has
none. The vacancies are surrounded mainly by Te atoms, as in the crystalline phases of
pseudobinary GeSbTe compounds, and a medium-sized cavity in a-GST is shown in Fig.
5(a). Sharp corners and edges are common.
The volume distribution of cavities in a-GST and the vacancy-vacancy correlation func-
tion (inset) are plotted in Fig. 5(b). There is a bias towards small cavities, and in larger
vacancies (50-100 A˚3) di- and multivacancies are important and protrusions are common.
There are long-range vacancy-vacancy correlations to at least 10 A˚ (Fig. 5(b), inset) that
are similar to the behaviour in Te. Comparison of amorphous (300 K) and liquid GST
(900 K) shows that the latter contains more small cavities (total volume 13.8%), but the
distributions of large cavities are almost identical. Correlations are evident at 900 K (to
∼ 7 A˚), and the dominant peak is shifted from 5.1 (300 K) to 5.7 A˚ (900 K). The rapid
amorphous-to-crystalline transition can be viewed as a vacancy-supported reorientation of
ABAB squares. Numerous AB bonds are formed, but few homopolar bonds need to be
broken in order to achieve crystalline order.
3.4 Diffusion
The mean square displacements of different elements at 900 K and the corresponding linear
fits have been calculated. The diffusion coefficientsDα are 3.93×10−5 (Ge), 4.67×10−5
(Sb), and 3.78 × 10−5 cm2s−1 (Te). The coordination number of Sb in the melt (3.4) is
lower than in a-GST, and it is the most mobile element. The diffusion coefficients of GeTe
at 1000 K are 4.65 × 10−5 (Ge) and 3.93 × 10−5 cm2s−1 (Te), and the viscosity ranges
between 1.1−1.2 cP for both alloys, depending on the particle radius chosen in the Stokes-
Einstein relation. The measured viscosity of liquid GeTe ranges from ∼ 1.9 cP at 1000 K
to 1.3 cP at 1150 K.14
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Figure 5. (a) A medium-sized cavity. (b) Volume distribution of cavities in a-GST, and (inset) vacancy-vacancy
correlation function. Red: liquid at 900 K, black: a-GST at 300 K.
4 Discussion
Density functional calculations combined with molecular dynamics have been performed
for liquid and amorphous GeTe and Ge2Sb2Te5. The simulations involve 216 and 460
atoms, respectively, in the unit cell, over hundreds of picoseconds, i.e. a time scale sim-
ilar to the quenching process from the liquid. Such calculations are impossible without
computers with the power of the IBM Blue Gene/L. Amorphous GeTe and GST show long-
range ordering of Te atoms and a high degree of alternating four-membered rings (‘ABAB
squares’) that are the main building blocks of both. Since the crystalline (rock salt) phase
comprises perfectly ordered ABAB squares, the rapid amorphous-to-crystalline transition
can be seen as a re-orientation of ABAB squares to form additional AB bonds and cu-
bic subunits in a locally ‘distorted octahedral’ structure. Vacancies play a crucial role in
providing the necessary space.
There are several reasons for the improved PC properties of GST relative to GeTe:
(1) Vacancies. The rhombohedral and fcc forms of GeTe are vacancy-free, and a-GeTe
contains 6.4% vacancies by volume, about half of the value for a-GST. The local similarity
between the amorphous and ordered phases is greater in GST than in GeTe due to the
higher concentration of vacancies.
(2) Homopolar bonds and AB ordering. There are more Ge-Ge bonds in a-GeTe (1.1)
than A-A bonds in a-GST (0.6 for Ge, 0.8 for Sb). This leads to differentAB ordering and
ring statistics, and ABAB squares are more evident in a-GST.
(3) Interatomic distances. The first minima of the radial Ge-Te and Sb-Te distribution
functions of a-GST extend to 3.8 to 3.9 A˚, and these ‘intermediate’ distances make possible
newAB bonds. This feature is less pronounced in a-GeTe, where there are fewer vacancies
and the minimum is at 3.6 A˚.
(4) Atomic mobility. The molten phases of a-GST (at 900 K) and a-GeTe (at 1000 K)
have different atomic mobilities. This is due to the Sb atoms, whose diffusion constants
are ∼ 20% larger than those of Ge and Te.
The development of PC memory devices has favored chalcogenide semiconductors
from the beginning, but current research and development focuses almost entirely on Te-
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based alloys. We are now carrying out density functional simulations on both Te and the
eutectic alloy Ge15Te85 in the amorphous and liquid states. The simulation cells contain up
to 700 atoms, and the calculations require the power of the Blue Gene/L or its successor,
Blue Gene/P.
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Understanding and predicting heterogeneous catalysis remains one of the main motivations un-
derlying the science of supported nano-cluster. Surface science experiments provide important
insights into nano-particles catalysed reactions. Often however, this progress is only achieved
in combination with quantum-chemical atomistic simulations. Here we show how density func-
tional theory can be used to understand experimental size evolutionary patterns in the activity
of metal-oxide supported Pd clusters. We provide theoretical evidence that the reaction of
supported PdN with molecular oxygen results in the formation of nano-oxides which are in
epitaxy with the ceramic support. These oxides serve as a Mars-van-Krevelen oxygen reservoir
and therefore play an important role in the catalyzed combustion of carbon monoxide.
1 Introduction
Oxide-supported transition metal clusters and nanoparticles have recently attracted signif-
icant attention due to their important role as components of model-catalysts1–6, sensors7,
solar-cells8 and magnetic recording devices9. For small clusters, functionality and structure
are closely interrelated. However, knowledge of the structure of the bare cluster is insuf-
ficient since the interaction with the chemical environment might cause drastic structural
changes. Here we show by ab initio simulations based on the density functional theory that
the reaction with molecular oxygen transforms small, non-crystalline, magnesia-supported
Pd-clusters to crystalline PdxOy nano-oxide clusters that are in epitaxy with the underly-
ing support. Restructuring of the Pd backbone is controlled by the electrostatic interaction
with magnesia leading to a strong reduction of the O2 dissociation barrier. The supported
PdxOy clusters are likely to serve as Mars-van-Krevelen10 oxygen reservoirs in catalytic
oxidation reactions as observed previously for PdO overlayers11 and demonstrated here for
the oxidation of CO molecules.
The pronounced chemical activity of small metal clusters is due to a combination of
several factors, with their relative contributions strongly depending on cluster size and ele-
mental composition3, 12. For transition metal clusters, the highest occupied valence orbital
is generally close to or within a manifold of d-derived states, and the average position and
the width of such d-band dictates much of the characteristics of adsorption of molecules via
covalent bonding13. In gas-phase palladium clusters, the closed-shell 4d105s0 atomic con-
figuration opens via significant s-d hybridisation, which induces a spin-magnetic moment14
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and enhances the reactivity of small clusters. When adsorbed on alkaline supports, such
as magnesia, surface defects serve as strong trapping centres for the clusters that maintain
their open valence shells and finite spin-moments15. Model-catalytic experiments and ab
initio simulations indicated that even a single Pd atom adsorbed at a surface colour centre
(FC) of the magnesia support can be catalytically active for CO oxidation with a direct CO2
formation from either molecularly adsorbed oxygen or from a Pd-carbonate-complex16.
This contribution reports an extensive density functional theory (DFT) study of the
oxidation of magnesia-supported PdN clusters (N=4-9)17, 18 revealing a novel, unex-
pected low-temperature oxidation mechanism, involving a phase of an epitaxially grown
PdxOy/MgO(FC) that functions as a catalytic centre for CO oxidation.
2 The Born-Oppenheimer-Spin-Density-Molecular-Dynamics-
Method
We employ the work horse of large scale quantum chemistry namely Kohn’s density func-
tional theory19, 20. This method plays a dominant role for large systems since it reduces the
complicated many electron system to a more tractable picture of a single electron in the
mean field of the other electrons resulting in a three-dimensional eigenvalue equation, the
so called Kohn-Sham equation.(
− 1
2
∇2 + veff,σ(r)
)
φi,σ(r) = ǫi,σφi,σ(r). (1)
Here the φi,σ are a set of a single particle electronic wave function, ǫi,σ their energies and
the effective potential is given by
veff,σ(r) = v(r) +
∫
d3r′
n(r′)
|r− r′| + vxc,σ(r). (2)
The electron density n of the system as the central quantity of density functional theory de-
rives from the occupied Kohn-Sham orbitals n(r) =
∑occ
i,σ |φi,σ(r)|2. In order to make the
computations less expensive only chemically active electrons are considered and therefore
a pseudo potential v is used for the confinement of the valence electrons representing the
influence of the naked ions and the core electrons21. The so called exchange-correlation
potential vxc takes into account many body effects that are not included in the classical
Coulomb field
∫
d3r′ n(r
′)
|r−r′| in the above equation. It is treated in the framework of the
local density approximation (LDA) and improved by the generalized gradient approxima-
tion22. The spin of the system is explicitely taken into account by calculating the wave
functions of both spin manifolds σ =↑, ↓ and thus the description of magnetism is possible
within this formalism. For more details on spin density functional theory, the reader is
referred to standard text books20.
For large systems, this equation can be solved with great accuracy and efficiency using
a plane wave basis for the single electron wave functions23. However, the required memory
and CPU speed still exceeds modern serial hardware and thus massive parallel computing is
the only way to solve the Kohn-Sham equations for a large number of atoms. For instance,
for the description of a Pd13 cluster on an MgO(001) surface15, we utilized 3D grids of the
order of 200 grid points in each dimension for the Fourier and real space representation of
approximatelly 200 electronic wave functions resulting in a memory consumption of the
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order of 10 Gbyte! Thus the demanding computation of nanocatalysts could only be done
after reception of a generous computer grant for the JUMP at the NIC Ju¨lich.
The method for the numerical solution of eq. (1) utilizes the Born-Oppenheimer-local-
spin-density-molecular-dynamics (BO-LSD-MD) approach of Barnett and Landman23 and
benefits from the fact that the differential operator − 12∇2 is a simple multiplication by− 12k2 for the Fourier transform φk of the wave function. An iterative Block-Davidson
eigenvalue solver only needs the action of the Hamiltonean − 12∇2 + veff onto a wave
function and therefore a dual space technique treating the kinetic energy in Fourier and
the potential energy part in real space provides a very efficient scheme to solve eq. (1).
A domain decomposition of both spaces and an efficient parallelisation of the fast fourier
transform (FFT) conecting k- and real space results in a very good parallel efficiency on
massively parallel machines like the NIC JUMP. The FFT is also used to calculate the
Coulomb field
∫
d3r′ n(r
′)
|r−r′| since it satisfies Poissons equation which is algebraic and thus
easily solvable in k-space. After the solution of the Kohn-Sham equations, the forces on
the ions are calculated employing the Hellmann-Feynman-Theorem20. For more details on
the numerical aspects of the method see23.
The atomic and electronic structure of the active part of the supported PdN /MgO
system (comprising the vicinity of the colour centre of the MgO(100) surface, the ad-
sorbed PdN cluster, and the reactant molecules O2 and CO) were calculated within the
DFT in combination with the BO-LSD-MD (for details concerning pseudopotential and
plane wave cutoff see ref.17). The MgO surface with the F-centre is modelled by a two-
layer ab initio cluster Mg13O12, embedded in a point-charge lattice to model the long-rage
Madelung potential. 2087 alternating charges of +2 and -2 of Mg and O ions, respectively,
were used. In addition, those positive point charges that would be nearest neighbours to the
periphery O atoms of the Mg13O12 cluster were replaced by empty Mg pseudopotentials
(i.e. those Mg ions are represented by the same pseudopotential as the ones inside the ac-
tive region, but they do not contribute electrons to valence) in order to prevent unphysical
polarization of O ions. The lattice parameter of the embedding part is fixed to the exper-
imental lattice constant (4.21 A˚) of bulk MgO. For each cluster system PdN /MgO(FC) as
well as for the further calculations with the reactant molecules, the Mg and O ions of the
substrate are kept fixed to the ideal truncated bulk positions. The palladium part and the
molecules are treated fully dynamical during steepest-descent-like optimisations starting
from many initial configurations. The cluster’s spin degree of freedom S was determined
by a series of total energy E(Sz) calculations with restricted spin z component (Sz). In
general, E(Sz) showed a plateau with a slight energy variation of 100 meV for Sz = S
followed by a sudden rise of several hundred meV for larger Sz (a similar behaviour was
observed previously for gas-phase Pd clusters, see Ref.14). Consequently, we estimate that
the accuracy of the total energies and hence the reported adsorption energies regarding the
spin degree of freedom is within 0.1 eV. The minimum energy pathways and barriers of
the O2 dissociation reaction were calculated employing the nudged elastic band method24
by using typically 5-9 images along the reaction path. The CO reaction pathways were
obtained by constrained energy minimisation for a set of fixed distances between the car-
bon and the closest oxygen on the nano-oxide. Atomic charges and local magnetic mo-
ments were determined from the accumulated electron spin density within the domains of
a Richards-Voronoi decomposition of space25 using the ionic radii of the atoms.
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Figure 1. The oxidation of magnesia-supported Pd4. Panel a) A: structure of the bare supported Pd4; B-D:
Pd4 with moleculary adsorped O2; E: ground state of Pd4O2/MgO(FC) with dissociated O2; F: transition state
between D and E. Oxygen atoms are represented by red, Mg by green, Pd atoms in contact with the substrate
by light-blue and Pd in the second adlayer by dark-blue spheres. Arrows and numbers indicate transitions and
energy differences between states. Panels b)-d): Nudged elastic band calculation of the pathways C→E and
H→J. Shown are the Pd-Pd distance dPdPd, the energy difference ∆E relative to the initial states and the charge
accumulation ∆ρ0 on the oxygen as a function of the O-O distance dO−O .
3 Results
The structures of the MgO-supported clusters were taken from an earlier DFT study15 of
PdN soft-landing on oxygen vacancies. The FCs represent the most prominent defects on
MgO surfaces27 and serve as pinning centres for the closest Pd atom (see Figs. 1a and 2).
The other Pd atoms prefer neighbouring Mg-O bridges or form a second layer (light and
dark blue atoms in Fig. 2, respectively).
The interaction of Pd4/MgO(FC) with O2 results in a barrierless metastable molecular
adsorption on one of the three inequivalent Pd-Pd bridges with adsorption energies (Ead)
ranging between 0.8-1.0 eV (B-D in Fig. 1a). In the ground state (GS) of O2Pd4/MgO(FC),
O2 dissociates in the 2nd adlayer (E in Fig. 1a) with Ead of 2.7 eV and a low dissociation
barrier of 0.5 eV (Fig. 1a, F) with respect to a metastable molecular state (Fig. 1a, D).
Note, that this activation barrier is considerably lower than the corresponding 1.0 eV bar-
rier for room temperature O2 dissociation on Pd(111)28 implying that the reaction on PdN
should be experimentally realised below room temperature. Interestingly, Pd atoms on the
Mg-O bridges were displaced towards surface oxygen top positions creating a registry of
Pd and O with the underlying support (E in Fig. 1a). This strong relaxation (as reflected in
Pd-Pd distance in Fig. 1b) accompanies the dissociation indicating the importance of the
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Figure 2. Structural growth motif of bare and oxidised Palladium clusters on MgO(FC). Panel in the right bottom
corner: Tersoff-Hamann26 STM simulation of supported OxPd9 assuming constant scan height of 2.5 A˚ above
the cluster and contribution of orbitals within 0.2 eV below the Fermi energy.
structural fluxionality of the cluster. In fact, if Pd4 were treated static during O2 dissocia-
tion, the activation barrier would be 1.2 eV (see Fig.1a G for the final structure of the static
Pd4). Notably, no significant relaxation was observed for the oxidation of gas phase Pd429
(Fig. 1a, reaction H→I→J). The cluster retained its tetrahedral shape during the reaction
with a rather high activation energy of 1.9 eV (see Fig. 1b and 1c for a comparison of
Pd-Pd distances and barriers pertaining to the gas phase and the supported reaction). This
observation suggests that intra-cluster chemistry is unlikely to be the main driving force
for the observed fluxionality.
The separation of the two oxygen atoms is accompanied by a significant electron trans-
fer from Pd to O increasing the anionic charge from -0.6 e/O-atom for the molecular O2
to -1.6 e/O-atom for the dissociated O2 on the supported cluster and to -1.5 e/O-atom on
the gas phase Pd4 (Fig. 1d). Consequently, the supported oxidised Pd4O2 is influenced by
a significant Madelung potential from the ionic substrate. We estimated the difference of
the Madelung energies of the unrelaxed (Fig. 1a, G) and the relaxed Pd4O2 (Fig. 1a, E)
employing a classical point charge model with charges and atomic positions taken from our
DFT calculations. Within this model, the cluster gained 2.1 eV upon relaxation. This result
compares rather well with the DFT energy difference of 1.3 eV (considering the neglect of
bond breaking in the classical model).
Our calculations of the dissociation of M=1,2 O2 molecules on the larger PdN clusters
(N=5-9) revealed essentially the same processes as already discussed for Pd4 resulting in
a systematic growth pattern of O2MPdN /MgO(FC) (Fig. 2). For all cluster sizes, the first
pair of oxygen atoms was inserted in the 2nd adlayer epitaxially on O-sites of the magnesia
with Ead ranging between 2.7 eV and 3.4 eV. Notably, the optimum positions of the second
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Figure 3. Possible CO oxidation reaction pathways A-B-C-D-E, A-F-G-H-E and A-I-J-K-E on O4Pd9/MgO(FC).
Carbon is depicted as grey spheres. Structures (except transition states C, G and J) represent stable local minima.
The transition state energies between B and F and between F and I are reported in boxes. After adsorption on
B, the CO can take the direct route B-C-D (barrier 1.0 eV) or the indirect routes B-F-G-H or B-F-I-J-K having
a multiple-barrier structure (0.5 eV/0.4 eV for the former and 0.5 eV/0.4 eV/0.6 eV for the latter) leading to
effective barriers of 0.7-0.9 eV.
O pair showed a pronounced size-dependence. For smaller clusters (N=4-6) the 3rd and
4th oxygen atom occupy ideal MgO lattice sites in the first adlayer with reduced Ead
ranging between 1.6 eV and 1.8 eV. A structural transition occurs after Pd6 leading to an
O4Pd7/MgO(FC) with three oxygen atoms in the 2nd adlayer (Ead=2.2 eV) and a complete
depopulation of the 1st adlayer for Pd8 and Pd9 (Ead=3.0 and 3.2 eV). The formation of
a highly symmetric C4v GS for O4Pd9/MgO(FC) produced a 2nd adlayer that is in perfect
epitaxy with the MgO surface (see top view in Fig. 2). In principle, the transition from
the C2v Pd9/MgO(FC) to the C4v O4Pd9/MgO(FC) could be detected experimentally by
scanning tunnelling microscopy (STM). In our simulated STM images (bottom row in Fig.
2) the rearrangement of the Pd atoms is clearly visible. Surprisingly, the square-like Pd4O4
unit in the completed 2nd adlayer represents the basic building block of a Pd(111) surface
oxide30. Note however, that Pd(100) supports the formation of a √5 ×√5R27◦ structure
which has been interpreted as a (101) monolayer of tetragonal bulk PdO31.
Recently, it has been demonstrated experimentally that PdO overlayers on Pd(100) can
serve as Mars-van-Krevelen oxygen reservoirs for high temperature CO oxidation11. To
elucidate the existence of a corresponding mechanism on Pd nano-oxides, we performed
extensive DFT calculations of CO adsorption and CO2 formation on O4Pd9/MgO(FC).
The CO molecules adsorb preferentially on top of 2nd layer Pd atoms (structure B in Fig.
3 with Eads=0.9 eV), on the Pd-Pd bridges (F in Fig. 3 with Eads=0.6 eV) and at the side
of the cluster close to the surface (I in Fig. 3 with Eads=0.6 eV). The adsorption sites B,
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F and I are interconnected by rather low barriers (≤ 0.5 eV) indicating that CO molecules
should be quite mobile on O4Pd9/MgO(FC) below room temperature.
We first describe CO2 formation assuming low CO coverage i.e. the molecules get ox-
idized one at a time. At finite temperature, CO can be found at any of the three identified
adsorption sites B, F or I. Site B can be reached either directly from gas-phase or through
the metastable sites F and I that first trap CO via reverse spillover32. The reaction barrier
for forming CO2 via the direct route B-C-D is clearly the highest. The calculated barrier
of 1.0 eV roughly corresponds to the lowest barriers for CO oxidation on bulk Pd(111)33.
However, effective barriers of the order of only 0.7 to 0.9 eV exist for the indirect reactions
B-F-G-H or B-F-I-J-K where both pathways have a multiple-barrier structure (Fig. 3).
While the detailed comparison of reaction routes B-C-D, B-F-G-H and B-F-I-J-K would
require quantitative information of the respective kinetic prefactors, it is reasonable to con-
clude that at low temperatures the indirect mechanisms B-F-G-H and B-F-I-J-K are likely
to dominate. We note that the preformed CO2 molecules are still relatively strongly bound
to the catalyst (0.9 eV for each of the structures D, H or K), however, from the energetic
point of view the reaction heat (≥ 1.6 eV) should be sufficient to detach them to the gas
phase16.
At higher CO partial pressures, all the four equivalent CO adsorption sites B are pop-
ulated. This full occupation of the first Pd-O layer makes the bridge adsorption site (F)
unstable for CO, which in effect closes the reaction channel F-G-H and decouples channels
B-C-D and I-J-K, but does not strongly modify the reaction barriers along these channels.
Under this condition, the reaction can still quite effectively proceed along the low-barrier
channel I-J-K for those CO molecules that reach the cluster via reverse spillover. Our calcu-
lations also show that repeated CO oxidation with the system OMPd9/MgO(FC), M=3,2,1,
is possible via reaction routes similar to the ones described above for M=4, suggesting
a possible complete re-metallisation of the cluster. However, Pd9/MgO(FC) strongly ad-
sorbs CO molecules on top of Pd-Pd bridges with adsorption energies of 1.7 eV. This in-
hibits subsequent O2 dissociation and poisons the catalyst. Hence, our results indicate that
MgO-supported Pd clusters would catalyse CO oxidation best under O2-rich conditions.
Our barriers for CO2 formation (0.6-1.0 eV), are reasonable when compared to corre-
sponding model catalyst experiments3 with size-selected PdN /MgO(FC), where CO2 was
formed between 200-600 K.34 Furthermore, the poisoning effect34 observed for CO de-
posited prior to O2 agrees well with our finding that pre-adsorption of CO inhibits subse-
quent O2 dissociation.
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We investigate the electronic and optical properties of large Si and Ge nanocrystallites by means
of an ab initio pseudopotential method based on density-functional theory and on the GW ap-
proximation (Green function and screened Coulomb potential). The nanocrystallites studied
may contain more than four hundred atoms and more than one thousand electrons. We find
important effects of the oxidation, oxide capping, germanium (silicon) capping, and different
surface terminations, and doping (group III, group-IV, and group-V impurities) on the electronic
structure and optical absorption spectra are studied semiconductor nanocrystallites.
1 Introduction and Motivation
Silicon nanocrystallites (NCs) have been intensively investigated in the last years due to
their interesting quantum confinement properties.1 The strong spatial localization of elec-
trons and holes in Si NCs can enhance radiative recombination rates and give rise to lumi-
nescence. Among other known applications, research on Si NCs could lead to optoelec-
tronic devices compatible with the consolidated Si technology. Optical gain in Si NCs has
been reported,3 and new devices have recently been suggested.4 The most accepted models
to explain the PL in nanosized materials are related to quantum confinement effects.
The role of oxygen in the peak position and efficiency of the PL has been demonstrated
for oxidized Si NCs.5 While the PL blue shift from Si NCs embedded in SiO2 matrices and
from the oxidation of porous Si seems to support the quantum confinement model, there
is evidence that a PL red shift is caused by defect states.5 Our calculations consider some
Si NCs whose surface is completely oxidized,6, 7 which can explain better the variation of
properties of nanometer-sized Si dots with backbond oxidation in comparison to those for
H and OH passivations.8
Electrical and mechanical properties resulting from the combination of group-IV com-
pounds such as Si and Ge indicate that their heterostructures and nanostructures are very
promising materials in device technology.9 Direct applications of the SiGe technology
comprehend high-frequency transistors, infrared photodetectors and photodiodes, and so-
lar cells. Besides new features in the electronic properties, SiGe-based NCs can provide
different quantum confinement for carriers and charge-storage mechanisms, the latter being
useful for low-power memory devices.
The influence of doping on the electronic properties observed in porous Si (pSi) com-
posed by Si NCs of different sizes is still being investigated.10 Doping of Si NCs is ex-
pected to introduce additional levels close to the HOMO (the highest occupied molecular
orbital) or LUMO (lowest unoccupied molecular orbital) in the same fashion as it does for
Si bulk. This fact could enhance the intensity of absorption and emission spectra and be
useful in some applications.
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Si5H12 Si17H36 Si41H60 Si83H108 Si147H148 Si239H220
Figure 1. Faceted semiconductor nanocrystallites studied. The dark spheres correspond to Si or Ge atoms and
the light ones to H atoms.
In order to model Si (Ge) NCs with a reasonable size and oxidation of Si NCs, a
considerable computational power is needed, since a large number of electronic states is
involved. In the following we describe the main results obtained for oxidation, capping,
and doping of Si NCs. In Sec. 2 we describe the methods and approaches used in the
calculations. The results are presented in Sec. 3 and in Sec. 4 we summarize our main
results and conclusions.
2 Methods
We employ the density-functional theory (DFT), local-density approximation (LDA) or
generalized-gradient approximation (GGA), as implemented in the Vienna Ab initio Simu-
lation Package (VASP).11, 12 Projector-augmented-wave (PAW) data sets are applied to treat
the interaction of electrons with the nuclei analogously to the pseudopotential method. The
eigenfunctions and eigenvalues of the many-electron system are determined by solving the
Kohn-Sham (KS) equations. The PAW data sets are suitable to calculate optical matrix
elements with good accuracy.13 VASP uses a plane-wave basis, the supercell approxi-
mation in the reciprocal space, and iterative matrix-diagonalization schemes, which are
based on optimized minimization algorithms such as conjugate-gradient method, residual
band-by-band minimization, and block Davidson.14 The energy cutoffs required for the
planewave basis are relatively low, which allows us to treat efficiently systems with hun-
dreds of atoms. VASP requires standard linear-algebra libraries such as LAPACK (Linear
Algebra PACKage) and BLAS (Basic Linear Algebra Subprograms),15 but others such
as ESSL (Engineering Scientific Subroutine Library), ScaLAPACK (Scalable LAPACK),
ATLAS (Automatically Tuned Linear Algebra Software)16 can also be used. The algo-
rithms implemented in VASP allow several parts of the code to be parallelized using MPI
(Message Passing Interface), e.g. parallelization over electronic bands and planewave co-
efficients.
The NCs have a shell-like structure and lie in large simple-cubic supercells. Starting
from a central Si atom and assuming tetrahedral coordination, the NCs are constructed
by adding the neighbouring atoms shell by shell. The dangling bonds at the NC surface
are passivated with H atoms. In the case of doping, we consider additional Si NCs with
a spherical-like shape. The faceted NCs investigated are shown in Fig. 1. To simplify
the description of the NCs, in the following we denote them according to the number of
atom shells in their core and in their capping shells: Si5H12, Si17H36, Si41H60, Si83H108,
Si147H148, and Si239H220 are respectively Si2, Si3, Si4, Si5, Si6, and Si7. Oxidation in Si
NCs is considered via the passivation of the dangling bonds with hydroxyls (OH) or as a
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Figure 2. Left: Average bond lengths (in A˚) and Si-O-Si angles (in degrees) versus distance from centre of the
NCs for Si cores with varying size. The different oxidation stages are indicated by circles (H passivation), squares
(OH passivation), up triangles (one oxide shell), and down triangles (two oxide shells). The dotted lines indicate
the bulk Si bond length. Right: Si-Si bond lengths (up triangles), Ge-Ge bond lengths (down triangles), and
Si-Ge bond lengths (diamonds) versus distance of the atom from the centre of the NC for the Ge-capped Si NCs
(upper panels) and for the Si-capped Ge NCs (lower panels). The Si-Si bulk bond length (2.34 A˚) and the Ge-Ge
bulk bond length (2.44 A˚) are indicated by the dashed lines. The filled triangles correspond to the Si and Ge NCs
passivated with H and with the same number of shells as the capped Si (Ge) NCs in each frame.
backbond oxidation of one and two shells immediately below the surface.7 To achieve a
total energy minimum and negligible interatomic forces, we perform the ionic relaxation
for all NCs without symmetry constraint. Spin polarization is taken into account in the
case of doped Si NCs.
The optical matrix elements are calculated within the framework of the independent-
particle approximation (DFT/KS) or independent-quasiparticle approximation (GW). The
optical absorption spectra are identified as the imaginary part of the corresponding dielec-
tric function and a Lorentzian broadening of 0.1 eV is applied in all spectra.
3 Results
3.1 Structural Properties
In Fig. 2 we summarize the structural properties of oxidized Si NCs and Si (Ge) capped
NCs after ionic relaxation. As a result of ionic relaxation, the Si-Si bond lengths in the
oxidized Si NCs deviate from the bulk value differently in the core and close to the surface
of the NCs. The Si-Si bond lengths of very small Si NCs are slightly shortened with respect
to the bulk value, whereas the largest cores Si3 and Si4 exhibit an expansion of the Si-Si
bonds at the core. Oxidation of the Si NCs increases the expansion of the Si-Si bonds. The
Si-O bonds lengths increase slightly close to the outermost shells of the NC, while the Si-H
bond lengths practically do not vary versus the NC radii. As a result of the relaxation, the
Si-O-Si angles tend to decrease versus the distance from the centre of the Si NC.7
Si and Ge NCs passivated with H also exhibit an expansion of the Si-Si or Ge-Ge bond
lengths with respect to their bulk value at the centre of the NC and a contraction of the
same bonds near the surface.7 For the Ge-capped Si NCs, the Si-Si bonds lengths follow
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Figure 3. Left: Electronic levels of the Si NCs with different passivation and oxide coverage as calculated by
DFT-LDA. In the columns, from the left to the right, the electronic levels for NCs passivated with H, passivated
with OH, with one covering oxide shell, and with two covering oxide shells. The number of Si atoms in the core
of the NCs is indicated at the right side. The values of the HOMO-LUMO gaps are indicated by the arrows.
Right: Density of states for capped and uncapped NCs with 4 shells (solid lines, uncapped NC), 5 shells (dotted
lines), 6 shells (dashed lines), and 7 shells (dot-dashed lines). The HOMO of all the structures is aligned to the
energy zero.
the same trend as for the Si NCs. The Ge-Ge bond lengths in the capping shells are smaller
than the one for Ge bulk and tend to have similar values with increasing number of capping
shells. However, for the Si-capped Ge NCs there is a tendency for both Ge-Ge and Si-Si
bond lengths to be slightly smaller than their corresponding bulk values and to vary much
less than for the Ge NCs. The Si-Ge bonds at the interface between the capping shell and
the NC core increase with an increasing size of the NC in both Si-capped and Ge-capped
structures. The Si-Si and Ge-Ge bond lengths in the Si-capped Ge NCs indicate a small
strain of the bonds which is even lower than the one for Ge NCs.
3.2 Electronic Properties
The effect of oxide coverage on the DFT-LDA KS eigenvalues of Si NCs is shown in Fig. 3.
Both the passivation of the Si NC with OH and the oxide coverage give rise to a narrowing
of the HOMO-LUMO energy gap. The narrowing of the gap is more pronounced in the
case of passivation with OH than in the case of an oxide coverage of the Si NCs. As the
size of the Si NC core increases, the HOMO-LUMO gap narrows as a consequence of the
reduced spatial confinement of the corresponding states. In Fig. 3, we show the effect of
the capping shells in Ge and Si NCs on the electronic density of states (DOS). As a rule,
the increasing size of the NCs leads to a reduction of the quantum confinement and the
HOMO-LUMO energy gap narrows. As shown in Fig. 3, the structures that contain more
Ge atoms tend to have a narrower gap than the structures which contain more Si atoms. In
this sense, our well-ordered capped NCs can be considered as one of the possible configu-
rations of a SiGe random-alloy nanocrystallite. One can therefore identify two competing
effects in determining the HOMO-LUMO gap of the capped Si and Ge NCs. One is due to
quantum confinement and the other one is dictated by the overall composition of the NC.
The reduction of quantum confinement combined with the increase of Ge contents is very
effective in shortening the HOMO-LUMO gap of the Ge-capped Si NCs.
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Figure 4. From the left to the right we show optimized structures for the single terminations -OH and =O, and
the oxygen vacancy in the oxidized NC Si4-1O. The dashed red lines indicate the charge distribution of HOMO
and the solid green lines indicate the charge distribution of the LUMO. The Si (blue spheres), O (yellow spheres),
and H (white spheres) atoms in the Si NC are represented. The largest spheres in each picture correspond to the
termination or site where the defect is localized.
3.3 Defects and Doping of Si Nanocrystallites
In Fig. 4 we show the effect of a modified surface termination and the presence of defects
in oxidized Si NC. The model system is a Si NC with one oxide shell and passivated
with H (Si4-1O). In order to study the effect of oxygen-related defects on Si NCs, we
consider an oxygen vacancy VO in a Si-O-Si bond, a OH replacing a H atom, and a double-
bonded oxygen atom replacing two H atoms (Si=O) at the surface of an oxidized NC.6 The
VO is introduced in a Si-O-Si bond, whereas the -OH and =O defects are located at the
central atom of a facet. Practically no influence on the electronic structure (not shown)
is observed when a H atom is replaced by a OH group. Slight changes occur for the
probability distributions of HOMO and LUMO according to Fig. 4. While the HOMO
is mostly localized at the interface between the core and the oxide shell of the NCs, the
LUMO is delocalized and spreads over the whole NC extent.6 Although the influence in
the case of the =O and VO defects is more pronounced than that of the -OH defect, the
regions where the HOMO and LUMO are localized remain the same as for the case of the
defect-free oxidized Si NC.
The formation energies of group-III (B and Al), group-IV (C and Ge), and group-V
(N and P) impurities versus the reciprocal radii of the Si NCs are shown in Fig. 5 and
calculated by Ωf [X ] = Etot[X ]− Etot + µSi − µX , where Etot[X ] (X=B, Al, C, Ge, N,
and P) is the total energy of the doped Si NC, Etot is the total energy of the undoped Si
NC, and µSi and µX are estimates for the chemical potentials of the reservoirs for the Si
and for the X species, respectively.10 The influence of shape and size of the NCs on the
impurity formation energies is shown in Fig. 5 for doped Si NCs versus their reciprocal
radii. The formation energies of Ge and P impurities depend mainly on the size of the
particle and have an almost linear dependence on the reciprocal radius of the Si NC. While
the formation energy of the first-row elements C and N may increase for large Si NCs,
the formation energy of B, Al and P decreases. Since B leads to symmetry lowering as
Al does and large deformation as P does, the impurity formation energies of B are high in
small Si NCs. Only the formation energy of the Ge impurity is nearly independent of the
size of the nanocrystallite. This fact is related to the similar chemical properties of Si and
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Figure 5. Left: Impurity formation energies of B, Al, C, Ge, N, and P versus the reciprocal radii of the doped
Si NCs. The energy values are given for faceted (diamonds, see Fig. 1) and spherical-like (circles) doped Si
NCs. The dashed lines indicate the impurity formation energies in bulk Si. Right: Energetic position of the KS
impurity levels versus the reciprocal radii of the spherical-like (circles) and faceted (diamonds) Si NCs. The solid
and dotted lines correspond to the spin-up and spin-down impurity levels. For the C- and Ge-doped Si NCs, the
position of the LUMO is shown instead of the impurity level.
Ge. A comparison between faceted and spherical-like NCs shows that the incorporation
of the impurity in Si NCs is more favourable, if the NC has facets in the case of Al,
nearly shape-independent for Ge and P, and costs more energy for the other impurities
considered. Except for Ge and the C and N doping of the smallest Si NCs, the impurity
formation energies of the Si NCs are higher than in Si bulk. This can be explained in
terms of longer Si-X bond lengths and the symmetry lowering of the doped Si NCs, which
require additional relaxation of the atomic positions in comparison with bulk Si.
In Fig. 5 the position of the KS impurity levels in the energy-gap region as well as the
HOMO-LUMO gap of the undoped Si NCs shows nearly a linear dependence versus the
reciprocal radii of the NCs. An increase of quantum confinement leads to deep impurity
levels in the doped Si NCs. In Si NCs the B and Al impurities induce shallow acceptor
levels, whereas the N and P impurities induce deep and shallow donor levels, respectively.
Only small variations of the HOMO-LUMO gaps due to the shape of the Si NCs can be
perceived in figure 5 and do not vary significantly with the shape of the Si NCs.
3.4 Optical Absorption Spectra
In Fig. 6, the optical absorption spectra within the independent-quasiparticle approxima-
tion (GW) and HOMO-LUMO gaps are presented for different Si NC core sizes, passiva-
tions, and capping oxide shells. Si NCs passivated with hydroxyls have a more pronounced
narrowing of the gap than the ones with an oxide coverage and the ones passivated with H.
The most intense optical transitions occur at higher energies than the HOMO-LUMO gap
and tend to increase with increasing oxygen contents and increasing size of the Si NCs.
The indirect-gap character of bulk Si is transferred to all defect-free Si NCs independently
of how oxygen is incorporated, via passivation with OH or via backbond oxidation. Our
results indicate that the main influence of oxygen on the optical properties of defect-free
Si NCs are the shifts of onset of the absorption in the case of the backbond oxidation and
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Figure 6. Left: Optical absorption spectra (arbitrary units) within the independent-quasiparticle approximation
for Si NCs passivated with H (solid lines), passivated with OH, with one oxide shell 1O, and with two oxide shells
2O (columns), (dashed lines) and for Si2, Si3, and Si4 cores (rows). The HOMO-LUMO gaps are indicated by
triangles (solid/dashed). Right: Optical absorption spectra of NCs with Si core (left panels) and NCs with Ge
core (right panels). The upper panels correspond to the capped structures, whereas the lower panels show the
spectra of Si and Ge NCs. For Si4(Ge4) NC core the spectra are shown for the case without capping shells (solid
lines), one (dotted lines), two (dashed lines), and three (dot-dashed lines) capping shells.
passivation with OH. Backbond oxidation blue shifts the onsets of absorption of Si NCs
with oxygen contents of bulk Si. The larger the Si NCs with backbond oxidation are, the
smaller are the relative blue shifts of the onsets of absorption.
In Fig. 6, we present the optical absorption spectra of the capped and uncapped Si(Ge)
NCs. As for the DOS in Fig. 3, the absorption spectra in Fig. 6 show clearly the impor-
tance of quantum confinement in determining the HOMO-LUMO gap. The addition of Ge
capping shells to both Si and Ge NCs shifts the peaks of the absorption to red. Conversely
to what is depicted from Fig. 3, the absorption spectra of the Si-capped Ge NCs shows a
compensation effect between the composition of the NCs and their quantum confinement
properties given by their size. In the Si-capped Ge NCs the addition of Si atoms tends to
increase the value of the HOMO-LUMO gap due to the composition, whereas the increas-
ing number of shells and consequently the size of the NC tends to reduce its value. As a
result, the absorption peaks are not so shifted to red as in the case of uncapped Ge NCs
with the increasing of Si capping shells.
4 Summary and Conclusions
By means of an ab initio pseudopotential method based on density-functional theory we
investigated large semiconductor nanocrystallites concerning their structural, electronic
and optical properties, when they are oxidized, capped, and doped with impurities of the
groups III, IV, and V. The overall effect of capping with oxide shells in Si NCs is to narrow
the HOMO-LUMO gap and expand the Si-Si bonds at the core of the NC, in particular
when the Si NCs are oxidized via passivation with OH. Oxygen-related defects in oxidized
Si NCs may have influence on the spatial distribution of the HOMO and LUMO, though
their influence on the electronic properties is small. Capping of Si NCs with Ge shells
apparently leads to more strain than the capping of Ge NCs with Si shells. The onsets
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of absorption of Si (Ge) NCs capped with Ge (Si) shells shifts due to the contribution of
quantum confinement effects and overall composition of the capped NC. Except for Ge,
the formation energy of an impurity in doped Si nanocrystallites tends to be higher than in
bulk Si. The impurity formation energies depend significantly on the shape of the Si NCs.
As for bulk Si, B and Al introduce shallow acceptor levels and N and P introduce donor
levels in Si NCs. There is less dependence of the impurity energy levels with respect to the
shape of the Si NCs. Doping with C may narrow the HOMO-LUMO gap, whereas doping
with Ge practically does not change the gap. Our results help to clarify some aspects of
electronic structure and optical spectra of semiconductor nanocrystallites.
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In principle, any phenomena in condensed matter could be theoretically understood if one
were able to solve the many-body Schro¨dinger equation of electrons and nuclei (inter-
acting with just the appropriate Coulomb potentials) and use this solution as input to the
formalism of (quantum) statistical mechanics. Unlike elementary particle physics, where
the nature of some of the basic interactions are still debated, the starting point of the theory
of condensed matter is perfectly well defined. However, the problem posed is far beyond
reach even of the most powerful computers, also in the foreseeable future, and hence a
large variety of approximations is needed, where (i) the Hamiltonian is reduced to some
model Hamiltonian (often involving some unknown phenomenological parameters), and
the type of model depends very much on the systems one wants to describe, and (ii) im-
plicit approximations are necessary in the simulation methods used to study these models.
In fact, depending on the problems that are studied a wide variety of models and simu-
lation methods are encountered, and this fact will become apparent from the articles that
will follow in this section. Of course, these articles constitute only a small selection of
problems in the science of condensed matter that are studied using the resources of NIC;
in addition, we note that many articles that appear in the sections on chemistry, materials
science, polymers and soft matter also deal with condensed matter, of course.
Now progress in the simulation studies of condensed matter systems is gained by im-
provements of algorithms on the one hand, and by better computer hardware (faster pro-
cessors, larger memory, etc.) on the other hand. In favourable cases, these two aspects
combine and allow to deal with problems that were intractable so far.
An example for this statement is the article by Dolfen and Koch on the attempt of
a realistic description of the quasi-one-dimensional organic conductor TTF-TCNQ. This
system can be modelled as a strongly correlated organic metal, and hence a description in
terms of a (slightly extended) Hubbard model results. The appropriate parameters of this
model are estimated by all-electron density functional (DFT) methods. The hamiltonian
then is diagonalized applying the Lanczos algorithm, to obtain the ground state energy
and excitations. However, only finite clusters can be dealt with exactly, to deal with the
infinite chain hopping between clusters is treated by a “cluster perturbation theory”, which
allows to study fascinating physics like spin-charge separation in the excitation spectrum.
It should be emphasized that due to excessive memory requirements this approach was
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only feasible using a massively parallel implementation at the Blue Gene/L system JUBL.
Dealing with a strongly correlated electron systems is also the focus of the article by
Martin et al. on the numerical simulation of heavy fermion systems. A generic model for
such systems is the Kondo lattice model, which is tackled here by a dynamical cluster ap-
proximation (a finite sized cluster is embedded in a bath of the remaining electrons), using
a quantum Monte Carlo algorithm. Again use of a highly parallelized implementation on
high-performance computers is crucial for a success of this study, which allowed first steps
towards a study of the magnetic order-disorder transition of this model.
An interesting step on the (long) way towards the solution of the many-body
Schro¨dinger equation is also the Ab Initio Molecular Dynamics (AIMD) method, applied in
the chapter by Groß to study adsorption of hydrogen molecules on palladium surfaces. Us-
ing density functional theory within the generalized gradient approximation, the substrate
surface at T = 0K was prepared, and then at least 200 microcanonical Molecular Dy-
namics (MD) trajectories of the adsorption and desorption of the hydrogen molecules were
generated, for each choice of the initial kinetic energy of the molecule. The simulations
again need an efficiently parallelized code and unravel the crucial role of the substrate de-
grees of freedom (clean and hydrogen-precovered surfaces are studied) on the dissociative
adsorption process.
When one studies large systems at high temperatures, however, the above types of tech-
niques are still unfeasible, and one must rely on phenomenological potentials that are used
in classical MD methods. However, if these potentials are carefully chosen, a reasonably
good description of real systems is possible. This fact is demonstrated in the article by
Kerrache et al. on the simulation of multicomponent liquids. Two systems are studied:
molten silica and AlNi alloys, both in the crystalline state and in the melt. For silica, a new
and more accurate potential is defined, from a new fitting scheme to Car Parrinello Molec-
ular Dynamics (CPMD). Like AIMD, the starting point is also DFT, but the dynamics is
stochastic rather than microcanonical. For the metallic alloy, a standard embedded-atom
potential from the literature is used, but the new methodic aspect in this part of the study is
the very accurate estimation of the melting temperature from recording the temperature de-
pendence of the crystal-melt interface velocity. Due to the necessary sample averaging the
use of a high performance computer such as JUMP also was indispensable for the success
of this project.
While such a chemically realistic description of the dynamics of fluids on the atom-
istic scale requires MD methods, coarse-grained models of fluids can also be studied by
Brownian Dynamics (BD) or Lattice Boltzmann (LB) methods. The latter approach is im-
plemented in the article by Harting and Kunert, where flow in thin channels with rough
surfaces is studied, to find out how the slip length depends on the wall roughness. The
BD method is applied by Bu¨rzle et al. for the study of transport phenomena of colloids
in microchannels: the colloidal particles move as a regular array of several rows, but also
transitions from n to n − 1 in the number of “lanes” for this motion are observed. Other
coarse-grained models concern the phase behaviour of colloidal particles in the periodic
potential by laser fields (which is studied by Monte Carlo (MC)) and the structure of lipid
bilayers with incorporated proteins (a model for a biological membrane) in solution. Due
to the large number of particles (“only” 4800 lipid molecules but 90 000 solvent particles)
the need for (geometric) parallelization on a high-performance computer such as JUMP
again is clearly apparent.
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Advanced MC methods are also the technique of choice in the article by Bittner et al. on
free-energy barriers of spin glasses (Ising spins interact with random couplings, assuming
either infinite range (SK model) or nearest neighbour forces (EA model)). Due to the
extremely slow relaxation and the fact that the free energy barriers are not self-averaging,
this problem is by no means simple. Progress is obtained by combining the “multi-overlap
algorithm” with “parallel tempering”; thus again the need for a parallel implementation on
a high-performance computer such as JUMP immediately becomes apparent. In this way,
information can be extracted on how the barrier heights scale with the number of spins in
the system.
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The Kondo lattice model describes a lattice of magnetic impurities embedded in a metallic host
and is an appropriate starting point for the understanding of so-called heavy fermion systems.
Those systems show a plethora of competing phases: a metallic Fermi-liquid state with effective
mass exceeding by order of magnitudes the bare electron mass, magnetically ordered states
as well as the coexistence of superconductivity and magnetism. Quantum phase transitions
between the above mentioned phases as well as the mechanism triggering superconductivity
remain unresolved issues of great interest in solid state physics. With the use of large scale
numerical simulations in the framework of the Dynamical Cluster Approximation, we have
investigated the evolution of the Fermi surface across the magnetic order-disorder transition.
This is a central issue which lies at the heart of a theoretical understanding of this transition.
Here we summarize our results which show a change in the topology of the Fermi surface across
the transition thus supporting recent Hall effect experiments.
1 Introduction
In the 1960’s the study of localized magnetic moments was placed firmly in the emerging
field of strongly correlated electron systems when Anderson first identified interactions
between localized electrons as the driving force for local moment formation1. Early ex-
perimentalists realized that local moment formation on magnetic iron ions dissolved in
non-magnetic metals is dependent on the host2, 3. The magnetic susceptibility of a system
of iron dissolved in a niobium-molybdenum alloy was seen to follow a Curie-Weiss law
for compositions close to molybdenum, indicating the presence of local moments. The low
temperature limit of Curie-Weiss susceptibility is given by the Kondo temperature, the tem-
perature at which the local moment is screened due to the formation of an entangled spin
singlet state of the local moment and surrounding conduction electrons. Kondo physics
lies in direct analogy to the phenomena of asymptotic freedom that governs quark physics.
Like the quark, at high energies the local moment in the metallic host is free, but at energies
below the Kondo temperature, it interacts so strongly with the surrounding electrons that it
becomes screened or confined. The physics of local moment screening, manifests itself in
a variety of properties of correlated electron systems including the Kondo resistivity mini-
mum and also the formation of heavy fermion metals. With the latter, the presence of local
moments greatly changes the metals properties with quasi-particles developing which may
have an effective mass many times larger than the bare electron mass whilst still behaving
as a Fermi liquid at low temperatures.
Such behaviour led Doniach to propose that the huge mass renormalization has its roots
in a lattice version of the Kondo effect and that such heavy fermion systems should be mod-
elled by the Kondo lattice model (KLM)4. The mass renormalization can be attributed to
the coherent superposition of individual Kondo screening clouds and the resulting metallic
state is characterized by a Fermi surface with Luttinger volume (Fermi surface volume)
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containing both conduction and localized electrons. In its simplest form, the KLM de-
scribes a lattice of spin 1/2 magnetic moments coupled antiferromagnetically via an ex-
change coupling J to a single band of conduction electrons and is believed to capture the
physics of heavy fermion materials such as CeCu6.
Although the physics of the single impurity Kondo problem is well understood5 the
KLM still poses a problem half a century since its original conception. The difficulty with
the lattice problem arises due to the presence of two competing energy scales. The first
energy scale, given by the Kondo temperature, is associated with the screening of impurity
spins via the Kondo effect. However, in the lattice problem, polarization of the conduction
electron spins around a first magnetic impurity can couple to a second impurity leading
to an effective interaction between impurity spins, the Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction6–8, and an associated second energy scale. This RKKY scale dom-
inates at low values of the exchange coupling and is the driving force for the observed
magnetic order-disorder quantum phase transitions in heavy fermion materials. The na-
ture of this phase transition is of current interest following experimental results suggesting
a sudden change in the Fermi surface topology at the quantum critical point (QCP) for
the heavy fermion metal YbRh2Si29. Tuning this system from the non-magnetic heavy
fermion metallic phase to the antiferromagnetic metallic phase causes a rapid change in
the low temperature Hall coefficient which is extrapolated to a sudden jump at T = 0.
Since the low-temperature Hall coefficient is related to the Fermi surface volume the re-
sults are interpreted as showing a sudden reordering of the Fermi surface at the QCP from
a large Fermi surface, where the local moment impurity spins are included in the Luttinger
volume, to a small Fermi surface where the impurity spins drop out of the Fermi surface
volume.
This issue forms one of the central issues of our work. In this article we briefly present
this and other recent results of our numerical simulations of the KLM and attempt to high-
light the essential need for high performance computing in this project.
2 Numerical Solution of the Kondo Lattice Model
We take the KLM in two dimensions as our model heavy fermion system with Hamiltonian
given by
H =
∑
k,σ
ǫ(k)c†k,σck,σ + J
∑
i
Sci · Sfi (1)
with c†k,σ creating a conduction electron on an extended orbital with wave vector k and
a z-component of spin σ =↑, ↓. The spin 1/2 degrees of freedom, coupled via J , are
represented with the aid of the Pauli spin matrices σ by Sci = 12
∑
s,s′ c
†
i,sσs,s′ci,s′ or the
equivalent definition for Sfi using the localized orbital creation operators f
†
i,σ. The KLM
forbids charge fluctuations on the f -orbitals and as such the constraint of one electron per
localized orbital must be included.
A numerical approach to solving the model is advantageous because such an approach
will be non-biased. Due to the sheer size of the electron configuration (Hilbert) space
of even a moderately small lattice of interacting electrons, exact solution methods, for
example exact diagonalization, become impossible in practice. The quantum Monte Carlo
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(QMC) approach stochastically samples the configuration space according to the statistical
weight of a given configuration to arrive at an averaged solution with a statistical error
dependant on the number of samples taken. However a common problem of QMC based
simulations manifests itself as the minus sign problem in which the statistical weight of
a sampled configuration may be negative. For a given algorithm the problem becomes
severe if the average of this sign becomes small since then the number of stochastic samples
required to give decent statistics increases exponentially. Previous QMC calculations of the
KLM have been limited to finite sized lattices and in particular to particle-hole symmetry
(half-filling) due to a severe minus sign problem.
In our project we examine the KLM in the hole-doped regime. We do this by employing
the dynamical cluster approximation (DCA) in combination with a QMC algorithm for
solving the model on the cluster.
3 The Dynamical Cluster Approximation with a Quantum Monte
Carlo Cluster Solver
Within the DCA the originalN -site lattice problem is approximated by a finite sized cluster
of Nc sites embedded in a bath of the remaining electrons10, 11. Interactions within the
cluster are calculated exactly, whereas interactions between the cluster and the bath are
accounted for at a mean field level in space coordinates whilst retaining the full dynamics
in imaginary time. The approximation will be particularly valid for systems in which
spatial fluctuations are short-ranged. This equates to assuming only a weak momentum
dependency of correlation functions. In momentum space the Brillouin zone is divided into
Nc patches and strict momentum conservation is relaxed by only requiring conservation for
transfers taking the k-vector out of the patch.
Our implementation of the DCA does not suppress the development of antiferromag-
netic order as is the case with a standard DCA approach. Broken symmetry is taken into
consideration by defining a unit cell of two lattice sites containing, in total, two conduc-
tion electrons and two localized f-electron orbitals. This is the smallest cluster, which we
denote by NAFc = 1, with which we can capture antiferromagnetic ordering and is the
smallest cluster we consider in this article. Fig. 1 defines the basis vectors used, the unit
cell and site indices within a cell. Allowing for antiferromagnetic ordering, translational
symmetry is now only assumed for the new basis vectors a1 and a2 so that, in momentum
space, the Brillouin zone is reduced to the magnetic Brillouin zone (MBZ). Patching of the
MBZ is demonstrated in Fig. 1 for a cluster of size NAFc = 4. Importantly, the DCA self-
consistent equation for the lattice Green function becomes a matrix equation since each
site of the lattice defined by a1 and a2 is now a unit cell of four orbitals.
A basic requirement for using the DCA is the ability to effectively calculate the quantity
Σc[G¯(K, iωn)], the self-energy on the cluster. In our work we achieve this via the QMC
Hirsch-Fye impurity algorithm12 proceeding as in Ref.13.
From a technical point of view the bulk of the numerical effort lies within the calcula-
tion of the self-energy on the cluster via the QMC impurity algorithm. Here the compu-
tational time scales with (βNAFc )3 where β is the inverse temperature. Even for a small
cluster containing 16 orbitals the computational effort required to obtain decent statistics
is immense. High performance computing is at this stage essential and, since QMC meth-
ods are easily parallelized, highly applicable. Additionally, we note that during a typical
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Figure 1. (a) Definition of the real space basis vectors, unit cell and orbital indices (b) The reduced Brillouin
zone and k-space patching for a cluster with NAFc = 4
program run 90% of the time within the QMC algorithm is devoted to the calculation of
outer products which may be achieved by using a BLAS library routine. The algorithm
may therefore be highly optimized.
4 Results
As an initial test of our method we have carried out simulations at the particle-hole sym-
metric point (t′/t = 0 and 〈nc〉 = 1) and compared the results with previous lattice QMC
simulations13.
Figure 2. Left: DCA results for the staggered magnetization ms and quasi-particle gap ∆qp of the KLM at half-
filling. Right: DCA results for the same quantities but now the model includes a next-nearest neighbour hopping
term t′/t = −0.3
As shown in Fig. 2 (left side plot) the result for the staggered magnetization captures the
phase transition from a paramagnetic to an antiferromagnetic phase with decreasing J/t.
In addition, for small J/t the linear dependency of the quasi-particle gap, which appears
in the results of Ref.13, is well reproduced with the DCA results. At half-filling the Fermi-
surface exhibits perfect nesting, so to examine the influence of this on the magnetization
and quasi-particle gap we deformed the Fermi-surface by introducing a frustration term
into the Hamiltonian in the form of a nearest-neighbour hopping t′/t = −0.3. The results
(Fig. 2, right) still demonstrate a magnetically ordered phase, now at lower critical J/t, but
the linear behaviour of the quasi-particle gap is lost for small J/t and the gap now appears
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Figure 3. The single particle spectral function of the KLM at half-filling (t′/t = 0 and 〈nc〉 = 1) and with
coupling J/t = 1.2 resulting from (left) a 12 × 12-lattice QMC simulation using the projective auxiliary field
algorithm of Ref.13 and (right) the DCA with cluster size NAFc = 1 and βt = 40.0
to follow a Kondo-scale, ∆qp/t ∝ e−W/J . This is an important result which concludes
that a linear dependency of the quasi-particle gap is not generic to the system but rather is
a direct consequence of particle-hole symmetry.
Initially remaining at half-filling we are able to show, by comparison of our band struc-
ture results with those of previous QMC calculations, that already a two-site cluster cap-
tures the key elements (Fig. 3). The parameters chosen for the plots are for an antiferro-
magnetic insulating point in the magnetic phase diagram. Although antiferromagnetic, the
spectrum still retains a very flat heavy fermion band. This band, however, is then back-
folded according to the symmetry effects introduced by the reduction of the Brillouin zone
to a magnetic Brillouin zone as a direct result of antiferromagnetic ordering and break-
ing of the original translational symmetry. This behaviour is already well documented in
the half-filled KLM, and the agreement of our results with those of previous studies con-
firms our belief that our DCA variant contains the necessary ingredients to investigate the
delicate interplay between the RKKY interaction and Kondo physics.
In Fig. 4 we map out the ground state magnetic phase diagram of the KLM as a function
of coupling J/t and conduction band hole-doping. Since we are interested in ground state
properties the choice for the inverse temperature βt must be large enough to ensure we are
below the smallest scale in the problem which will either be the coherence temperature or
the RKKY scale. This requirement limits our simulations to the region J/t ≥ 0.8 since the
coherence scale decays exponentially with J/t and the computational time required by the
QMC cluster solver scales as (βNAFc )3. Quite generally the onset of magnetism at small
values of J/t is expected because the RKKY scale, set by J2χ(q, ω = 0), then dominates
over the Kondo scale given by TK ∼ e−t/J . We note that the sign problem which restricts
pure QMC simulations to the particle-hole symmetric case is not severe within the DCA
framework.
Having confirmed the existence of an antiferromagnetically ordered metallic phase we
now address the issue of the Fermi surface topology. In Fig. 5 we show results for the
single particle energy excitation spectrum for parameter points with constant coupling J/t
but on either side of the quantum phase transition. The energies ω/t are plotted relative to
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Figure 5. Left: DCA single particle spectrum for a simulation in the paramagnetic region (J/t = 1.0, 〈nc〉 =
0.855 and βt = 40.0). Centre: The spectrum of an antiferromagnetic point (NAFc = 4, J/t = 1.0, 〈nc〉 =
0.977 and βt = 40.0) across the phase transition but at the same coupling J/t. Right: Zoomed section of the
central plot along the path (0, 0) to (π, π) for energies around the Fermi energy
the Fermi energy and by observing where bands cross the Fermi energy we may deduce
the topology of the Fermi surface. Beginning with the paramagnetic point the presence
of very flat bands at the Fermi energy and around (π, π), and therefore a large effective
electron mass, is no surprise since this region of parameter space can be well understood by
considering a simple large-N mean field approach. The Fermi surface in this case is given
by the left hand plot in Fig. 6 with unoccupied states around (π, π) and equivalent points.
In the antiferromagnetic case we note the continued existence of flat heavy fermion bands
but also that these bands drop below the Fermi energy around (π, π) and give way instead to
pockets of unoccupied states around (π/2, π/2). The resultant Fermi surface is represented
in the right hand plot of Fig. 6. Evidently, the development of antiferromagnetic order is
related to a complete reordering of the Fermi surface. For a more detailed analysis of such
issues as whether the Luttinger volume counts the impurity orbitals in each case and other
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Figure 6. Depiction of the Fermi surface in the paramagnetic metallic state (left) and the antiferromagnetic metal-
lic state (right)
related issues we refer the interested reader to our recent paper14.
5 Conclusions
In this article we have reported on our current progress towards understanding the hole-
doped, two dimensional KLM ground state. The DCA approach is able to capture the
delicate interplay between Kondo screening and magnetic ordering, as demonstrated by
comparison with earlier finite lattice QMC data at half-filling but the DCA has the clear
advantage in the doped region since the sign problem is not severe. The central result
presented here is the change of topology in the Fermi surface — large Fermi surface to
hole pockets — when the system is tuned through the magnetic transition. This result has
profound implications on the theoretical understanding of the phase transition. It invali-
dates the generic Hertz-Millis approach which relies of a Fermi surface topology which
remains unchanged through the transition15, 16, and calls for alternative descriptions17, 18.
Clearly to pin down this important aspect, a more detailed investigation of the nature of
the phase transition as well as the transition from one Fermi surface topology to the other
in the region of the phase transition is required and ongoing. In parallel to this we are very
interested in the effect of temperature on the single particle spectrum and work is also cur-
rently in progress to follow the evolution of the single particle excitation spectrum through
different energy scales.
The statistically high quality data required to produce our current results and to achieve
the above goals in the future, represents a significant investment in terms of computational
cost. This ambitious project, which may be seen as a grand challenge in the field of cor-
related electron systems, would not be possible outside of the realms of high performance
computing.
Acknowledgments
We would like to thank the Forschungszentrum Ju¨lich for generous allocation of CPU
time on the IBM Blue Gene/L and the DFG for financial support. We thank K. Beach, S.
Capponi, S. Hochkeppel, T. C. Lang, T. Pruschke and M. Vojta for conversations.
References
1. P. W. Anderson, Localized Magnetic States in Metals, Phys. Rev., 124, no. 1, 41–53,
Oct 1961.
203
2. B. T. Matthias, M. Peter, H. J. Williams, A. M. Clogston, E. Corenzwit, and R. C.
Sherwood, Magnetic Moment of Transition Metal Atoms in Dilute Solution and Their
Effect on Superconducting Transition Temperature, Phys. Rev. Lett., 5, no. 12, 542–
544, Dec 1960.
3. A. M. Clogston, B. T. Matthias, M. Peter, H. J. Williams, E. Corenzwit, and R. C.
Sherwood, Local Magnetic Moment Associated with an Iron Atom Dissolved in Vari-
ous Transition Metal Alloys, Phys. Rev., 125, no. 2, 541–552, Jan 1962.
4. S. Doniach, The Kondo lattice and weak antiferromagnetism, Physica B, 91, 231–234,
Jul 1977.
5. A. C. Hewson, The Kondo Problem to Heavy Fermions, Cambridge Studies in Mag-
netism. Cambridge Universiy Press, Cambridge, 1997.
6. M. A. Ruderman and C. Kittel, Indirect Exchange Coupling of Nuclear Magnetic
Moments by Conduction Electrons, Phys. Rev., 96, no. 1, 99, Oct 1954.
7. Tadao Kasuya, A Theory of Metallic Ferro- and Antiferromagnetism on Zener’s
Model, Prog. Theo. Phys., 16, no. 1, 45–57, 1956.
8. Kei Yosida, Magnetic Properties of Cu-Mn Alloys, Phys. Rev., 106, no. 5, 893–898,
Jun 1957.
9. S. Paschen, T. Lu¨hmann, S. Wirth, P. Gegenwart, O. Trovarelli, C. Geibel, F. Steglich,
P. Coleman, and Q. Si, Hall-effect evolution across a heavy-fermion quantum critical
point, Nature, 432, 881, 2004.
10. M. H. Hettler, M. Mukherjee, M. Jarrell, and H. R. Krishnamurthy, Dynamical cluster
approximation: Nonlocal dynamics of correlated electron systems, Phys. Rev. B, 61,
12739, 2000.
11. T. Maier, M. Jarrell, T. Pruschke, and M. H. Hettler, Quantum cluster theories, Rev.
Mod. Phys., 77, 1027, 2005.
12. J. E. Hirsch and R. M. Fye, Monte Carlo Method for Magnetic Impurities in Metals,
Phys. Rev. Lett., 56, no. 23, 2521–2524, Jun 1986.
13. S. Capponi and F. F. Assaad, Spin and charge dynamics of the ferromagnetic and
antiferromagnetic two-dimensional half-filled Kondo lattice model, Phs. Rev. B, 63,
155114, 2001.
14. L. C. Martin and F. F. Assaad, Evolution of the Fermi Surface across a Magnetic
Order-Disorder Transition in the Two-Dimensional Kondo Lattice Model: A Dynam-
ical Cluster Approach, 2007, arXiv:0711.2235 (submitted to Phys. Rev. Lett.).
15. John A. Hertz, Quantum critical phenomena, Phys. Rev. B, 14, no. 3, 1165–1184,
Aug 1976.
16. A. J. Millis, Effect of a nonzero temperature on quantum critical points in itinerant
fermion systems, Phys. Rev. B, 48, no. 10, 7183–7196, Sep 1993.
17. Q. Si, S. Rabello, K. Ingersent, and J.L. Smith, Locally critical quantum phase tran-
sitions in strongly correlated metals., Nature, 413, 804, 2001.
18. T. Senthil, Matthias Vojta, and Subir Sachdev, Weak magnetism and non-Fermi liq-
uids near heavy-fermion critical points, Physical Review B (Condensed Matter and
Materials Physics), 69, no. 3, 035111, 2004.
204
Molecular Dynamics Computer Simulation of
Multicomponent Liquids: From Effective Potentials to
Crystallization from the Melt
Ali Kerrache1, Antoine Carre´ 1, Ju¨rgen Horbach1,2, and Kurt Binder1
1 Institut fu¨r Physik, Johannes-Gutenberg-Universita¨t Mainz
Staudinger Weg 7, 55099 Mainz, Germany
E-mail: kurt.binder@uni-mainz.de
2 Institut fu¨r Materialphysik im Weltraum, Deutsches Zentrum fu¨r Luft- und Raumfahrt (DLR)
51170 Ko¨ln, Germany
E-mail: juergen.horbach@dlr.de
The molecular dynamics (MD) simulation technique is a powerful tool for the investigation
of multicomponent liquids and solids. A realistic description of such systems relies on the
quality of the effective potential with which the interactions between the atoms are modelled
in a MD simulation. We propose a fitting scheme to derive effective potentials from ab initio
simulations. This scheme is used to parametrize a new potential for silica. In a second case
study, MD simulations are used to investigate crystallization in an AlNi alloy, elucidating the
crystal growth mechanism on an atomistic scale.
1 Introduction
Molecular dynamics (MD) computer simulations describe the structure and dynamics of
condensed matter systems on an atomistic scale1–4. In a MD simulation, Newton’s equa-
tions of motion are solved numerically for an interacting many particle system. As a result,
one obtains the trajectories of the particles from which one can calculate, in principle, any
static or dynamic quantity of interest. This allows to shed light, e.g., on microscopic trans-
port processes in binary (glassforming) liquids5.
But how realistic can one model a multicomponent liquid by MD simulation? This
depends on the quality of the effective potential that is used to model the interactions be-
tween the atoms. To obtain such a potential model for a given system, one usually fits the
parameters of some given functional form of the potential to ab initio calculations or to
experimental data. Very recently, we have proposed a fitting scheme to obtain an effective
potential from an ab initio MD simulation technique, the so-called Car-Parrinello molecu-
lar dynamics (CPMD)7. We have used this scheme to parameterize a new pair potential for
amorphous silica (SiO2)6. In Sec. 2, we show that our new potential provides an accurate
description of the tetrahedral network structure as well as the diffusion dynamics of SiO2.
With a reliable model potential, one can get insight into microscopic transport mech-
anisms of real materials. An old problem is to clarify the mechanism of crystal growth
from the melt (see, e.g., Ref.8, 9). In Sec. 3, we consider the crystal growth kinetics of the
binary alloy Al50Ni50. The experimental melting temperature for this system is at 1920 K
where it exhibits a first order phase transition from a liquid to an intermetallic B2 phase.
Recent experiments have shown that the crystal growth velocity for this transition is rela-
tively slow10. At an undercooling of about 60 K, growth velocities of the order of 0.1 m/s
were found. This value is about two orders of magnitude smaller than that found for pure
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Figure 1. a) Partial pair correlation functions at T = 3600K for the SiSi, SiO, and OO correlations, calculated
from CPMD and classical MD using the BKS and the CHIK potentials, as indicated. The inset shows an enlarge-
ment of the first peak in gSiSi(r). b) Angular distribution functions for the OSiO and SiOSi angle at T = 3600K,
as obtained from CPMD and classical MD with the BKS and the CHIK potential.
metals at comparable undercoolings. The MD simulation sheds light onto the nature of the
slow crystal growth in Al50Ni50, indicating that diffusion processes in the liquid-crystal
interface control the speed of the growth kinetics11.
2 A New Effective Potential for Silica
In a CPMD simulation, the electronic degrees of freedom are explicitly taken into account
on a quantum mechanical level in the framework of density functional theory12. Nowa-
days, systems of 100 to 200 particles can be simulated on a time scale of several tens of
picoseconds by CPMD. Apart from studying the structural and dynamic properties of a
material, one can also use this technique to derive effective potentials for classical MD
simulations, the latter technique providing simulations on much larger scales than CPMD.
To obtain an effective potential for a given system, one first has to decide about its func-
tional form. A pair potential model, the so-called BKS potential13, has been shown to give
quite an accurate description of amorphous silica, though it has some deficiencies (e.g., the
density of amorphous silica is not well reproduced). In this work, we aimed at developing
a pair potential model that is better than the BKS model, in particular with respect to the
density. The second step in the development of the potential is to fit the free parameters
to the CPMD calculations. This is a non-trivial task since one has to match the CPMD
trajectories to a high-dimensional fit parameter space. To this end, we have developed a
new iterative fitting scheme that is based on the matching of the partial pair correlation
functions from MD runs of the effective potential model with those from CPMD runs. The
details of the MD simulations and of the fitting scheme can be found in Refs.6, 14. As a
result, we obtained a new pair potential for silica that we call CHIK potential.
In the following, we compare structural and dynamic quantities, as calculated by
CPMD and classical MD, using the BKS and the CHIK model.
Figure 1a shows the partial pair correlation functions5 at T = 3600K, as calculated
from CPMD and classical MD using the BKS and the CHIK potential, as indicated. The
CHIK model yields good agreement with the CPMD results. The largest differences are
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Figure 2. Arrhenius plot of the self-diffusion constants obtained by simulations with the BKS and the CHIK
potential, as indicated. The bold solid lines are fits with Arrhenius laws (see text).
found in gSiSi(r), but also in this case the CHIK potential leads to a better agreement with
CPMD than the BKS potential (see the inset in Fig. 1a).
The partial pair correlation functions as obtained from the CPMD runs were used to
parameterize the CHIK potential. That these functions are well reproduced by the CHIK
potential is thus not that surprising. A less obvious test is provided by considering the
distribution functions Pαβγ(θ) of the bond angles (αβγ = OSiO, SiOSi) in comparison
to CPMD. As can be inferred from Fig. 1b, the average intra-tetrahedral OSiO angle is
around θ = 106◦ at 3600 K, both for CPMD and classical MD. However, in the case of
the BKS model the function POSiO is less broad and exhibits a significantly higher ampli-
tude than the CPMD and the CHIK model. Larger differences are seen in the distribution
function for the inter-tetrahedral SiOSi angle. While the BKS distribution shows a max-
imum around θ = 147◦, the CHIK model gives a maximum around θ = 141◦, in better
agreement with the CPMD value around θ = 136◦. All the three distribution functions
for the SiOSi angle exhibit also a shoulder around θ = 90◦ revealing the emergence of
edge-sharing tetrahedra at the relatively high temperature T = 3600K15. In the BKS case,
the latter shoulder has a lower amplitude which indicates a smaller number of edge-sharing
tetrahedra. Furthermore, as for POSiO the BKS function for PSiOSi is less broad and its
main peak has a higher amplitude. In this sense the BKS model leads to a less disordered
structure than the CPMD and the CHIK model.
Detailed comparisons between the CHIK and the BKS model have been also performed
with respect to dynamic quantities. Here, we discuss the behaviour of the self-diffusion
constants Dα (α = Si,O). In this case, we take results for the BKS model from a re-
cent simulation study16. Whereas the latter results were obtained at the constant density
ρ = 2.37 g/cm3, the simulation with CHIK potential were done at ρ = 2.21 g/cm3 (close
to the experimental density of amorphous SiO2 under ambient conditions which is almost
constant over the whole temperature range17). The self-diffusion constants were computed
from the long-time limit of the mean squared displacements 〈r2α(t)〉 via the Einstein rela-
tion Dα = limt→∞〈r2α(t)〉/6t5. In Fig. 2, the temperature dependence of these transport
207
Figure 3. Snapshot of a simulated configuration with two crystal–melt interfaces of the system Al50Ni50 at the
temperature T = 1500K. Al and Ni atoms are shown as grey and brown spheres, respectively.
coefficients is displayed in an Arrhenius plot. Obviously, the diffusion dynamics, as pre-
dicted by the CHIK model, appears to be faster than that of the BKS model. At low tem-
peratures, the self-diffusion coefficients are about a factor of 5 higher than those obtained
from the BKS model.
In agreement with various experimental studies17, at low temperatures the
self-diffusion constants can be well-described by an Arrhenius law, Dα =
Aα exp[−Eαa /(kBT )]. The activation energies Ea, that we find for the CHIK model,
are 4.51 eV for oxygen and 4.97 eV for silicon. These values are very similar to those
obtained for the BKS model16 and they are in good agreement with experimental results
(Ea = 4.7 eV for oxygen18 and Ea = 6.0 eV for silicon19). It is remarkable that the tem-
perature dependence of the self-diffusion constants of the CHIK model is very similar to
that of the BKS model, although the structure, as obtained from both models, shows sig-
nificant differences. A dynamic quantity, that is more sensitive to structural differences, is
the vibrational density of states. As discussed in Ref.6, the CHIK model for this quantity
yields better agreement with CPMD than the BKS model.
In conclusion, we have developed a new effective potential for silica. The main aim of
this work was to develop a fitting scheme for deriving effective (pair) potentials from ab
initio simulations (CPMD). The new CHIK potential is superior to the BKS model with
respect to various static and dynamic properties of amorphous silica. Moreover, as shown
in Ref.6, the CHIK potential has proved to be transferable also to crystalline SiO2 phases
such as α quartz, considering the quantitative agreement between the experimental data for
both cell parameters and elastic constants. In the future, our fitting scheme can be used to
parameterize potentials for other (amorphous) systems, in particular for mixtures of SiO2
with other oxides such as Al2O3, Na2O, or MgO.
3 Crystal Growth Kinetics of B2–Al50Ni50
To investigate the crystallization of Al50Ni50 from the melt, we have done extensive molec-
ular dynamics computer simulations in the NpT ensemble1–4, i.e., at constant particle
number N , constant temperature T and constant pressure (pext = 0). The interactions
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between the atoms were modelled by a potential of the embedded atom (EAM) type, pro-
posed by Mishin et al.20. Recent studies have shown that this potential gives a realistic
description of the diffusion dynamics in Al-Ni melts21, 22 as well as lattice parameters and
elastic constants of B2-Al50Ni5020.
At each temperature in the range 1600 K ≥ T ≥ 1200K, 12 independent samples
with solid-liquid interfaces were prepared. To this end, the B2 phase of Al50Ni50 was
equilibrated at the target temperature for 1 ns. The simulations were done for a system
of N = 3072 particles (NAl = NNi = 1536) in an elongated simulation box of size
L × L × D (with D = 3 × L), considering the (100) direction of the crystal. Periodic
boundary conditions were employed in all three spatial directions. Having relaxed the
crystal sample, one third of the particles in the middle of the box were fixed and the rest of
the system was melted during 500 ps at T = 3000K. Then, the whole system was annealed
at the target temperature for another 500 ps, before we started the production runs over 1 ns
in the NpT ensemble. A snapshot of the system with two interfaces at T = 1500K is
shown in Fig. 3.
The behaviour of samples as the one shown in Fig. 3 depends strongly on the tempera-
ture at which they are simulated. While below the melting temperature Tm, the crystal will
grow, it will melt above Tm. From the simulation, the velocity vI with which the liquid-
crystal interface moves can be determined. At T = Tm, the interface velocity vI vanishes.
Thus, by the extrapolation vI → 0, the melting temperature Tm can be estimated. In the
following, we show that this procedure yields a rather accurate estimate of Tm.
Figure 4 displays the partial number density profiles ρ(z) of Al and Ni at T = 1460K
along the z direction, i.e. perpendicular to the solid-liquid interfaces. The lower profiles in
Fig. 4 correspond to the starting configuration, while the second and the third ones corre-
spond to t = 560 ps and 994 ps. Note that in Fig. 4 the z coordinate is scaled by the factor
2/D, placing z = 0 in the middle of the simulations box. Whereas the crystal structure
leads to pronounced peaks in ρ(z), a constant density is observed for the liquid regions
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as a function of temperature (filled circles, the dashed line is a guide to the eye). The bold line is a linear fit,
VI = k(Tm − T ), yielding the kinetic growth coefficient k = 0.0025m/s/K and the melting temperature
Tm = 1520K. The inset shows the interface velocity as a function of undercooling Tm − T .
along the z direction, as expected. We can also infer from Fig. 4 that the intermetallic B2
phase (here in (100) orientation) exhibits a pronounced chemical ordering, characterized
by the alternate sequence of Al and Ni layers. This indicates that, different from one-
component metals, the crystal growth kinetics relies on local rearrangements in the liquid
structure. Thus, one may expect that diffusive transport is required to bring the atoms of
each species to a suitable site in the B2 crystal. As one can further see in Fig. 4, the crystal
is growing at T = 1460K. Thus, this temperature is below the melting temperature of our
Al50Ni50 model.
Since the density of the crystalline B2 phase is higher than that of the liquid phase, the
total volume of the system decreases at temperatures T < Tm whereas it increases above
Tm. Figure 5a shows the time dependence of the volume per particle, Vp, for different
temperatures between 1400 K and 1600 K. From this plot, one can infer that the melting
temperature is between 1500 K and 1530 K. Also shown in Fig. 5a are examples of linear
fits of the form f(t) = A − V˙pt. Such linear growth laws are expected for steady state
growth23. We use these fits to determine the change of the volume V˙ per unit time. The
deviations from the linear behaviour at short times reveal that the growth (or melting) of
the crystal is not yet in a steady state regime23. At high temperatures, we see a complete
melting of the crystal and thus the volume Vp reaches a constant at long times correspond-
ing to the specific volume of the liquid phase. Prior to this, the melting of the crystal is
faster than in the linear steady-state regime. In this intermediate regime the crystal has
shrunk to such small dimensions that we see essentially the interaction between the two
interfaces in the simulation box and thus strong deviations from steady state melting are
observed.
From the volume change V˙p, the velocity vI, with which the liquid-crystal interfaces
move, can be estimated as follows:
vI =
V˙p
2Nl(Vc − Vl)d (1)
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Here, the productNl(Vc−Vl) quantifies the increase of the volume caused by the addition
of a crystalline layer (with Nl the average number of particles in a layer, and Vc and Vl
the specific volumes of the crystal and the liquid phase, respectively). The length d is the
spacing between crystalline layers.
Figure 5b displays the interface velocity vI as a function of temperature. We see that vI
vanishes around 1520 K and thus this temperature is the estimate for the melting tempera-
ture Tm of our simulation model. Note that the experimental value for Tm is around 1920 K
and so our simulation underestimates the experimental value by about 20%. Around Tm,
the simulation data for vI can be fitted by the linear law VI = k(Tm − T ) where the fit
parameter k is the so-called kinetic coefficient. The fit, that is shown in Fig. 5b, yields the
value k = 0.0025m/s/K. This value is about two orders of magnitude smaller than the typ-
ical values for kinetic coefficients that have been found in simulations of one-component
metals24–27.
The inset in Fig. 5b shows the interface velocity as a function of undercooling
∆T = Tm − T . We see that vI increases linearly up to an undercooling of about 30 K.
At ∆T ≈ 180K, the interface velocity reaches a maximum value of about 0.15 m/s. Note
that our simulation data are in good agreement with recent experimental data on Al50Ni50,
measured under reduced gravity conditions during a parabolic flight campaign10.
The very low value of the kinetic coefficient indicates that the crystal growth in
Al50Ni50 is limited by mass diffusion in the liquid, as proposed by the classical model
by Wilson8 and Frenkel9. However, we show in Ref.11 that, based on sensible assumptions
of various parameters, even the Wilson-Frenkel model overestimates the kinetic coefficient
for Al50Ni50 by at least one order of magnitude. The reason for this can be elucidated
by the simulation which reveals that mass diffusion in the liquid-crystal interface controls
crystal growth. Since the diffusion in the interface region is much slower than in the bulk
liquid, the kinetic coefficient is much lower than expected from the Wilson-Frenkel model.
4 Conclusions
We have presented extensive MD simulation studies that address central issues of materials
modelling. The first part was devoted to the development of a new effective potential for
silica. We have presented a fitting scheme for deriving effective pair potentials from ab ini-
tio simulations (CPMD). The method may be used for various molecular systems for which
CPMD provides a realistic description. In the second part, the crystallization kinetics of
Al50Ni50 was investigated. We have shown that the MD simulation gives microscopic in-
sight into the growth kinetics. This is an example that demonstrates the importance of
simulation studies, since, at least for metallic alloys, the crystal growth on an atomistic
scale is almost not accessible experimentally.
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Ab initio Molecular Dynamics Simulations of the
Adsorption of H2 on Palladium Surfaces
Axel Groß
Institute of Theoretical Chemistry, University of Ulm, 89069 Ulm, Germany
E-mail: axel.gross@uni-ulm.de
The interaction of hydrogen molecules with clean and hydrogen-precovered Pd surfaces was
studied using ab initio molecular dynamics simulations based on density functional theory.
In particular, the dependence of the adsorption probability on the hydrogen coverage and the
relaxation of hot hydrogen atoms after dissociation were addressed. The simulations unravel
the crucial role of the substrate degrees of freedom in the dissociative adsorption process.
1 Introduction
The interaction of hydrogen with metal surfaces has been one of the benchmark system
for the understanding of gas-surface dynamics1, 2. This is due to the fact that this system is
well-suited for both experimental as well as theoretical studies. Furthermore, the hydrogen
adsorption on metal surfaces is also relevant from a technological point of view, in partic-
ular in the context of hydrogen storage, but also with respect to hydrogenation reaction in
heterogeneous catalysis.
Because of the light mass of hydrogen, the dynamics of H2 adsorption on low-index
metal surfaces has mainly been studied using a quantum mechanical treatment on param-
eterized potential energy surfaces derived from density functional theory (DFT) calcula-
tions3, 4. In these calculations, all six degrees of freedom of the H2 molecule were explicitly
considered, the substrate degrees of freedom, however, were kept frozen since otherwise
the calculations would have been computationally much too expensive. This was justified
by the large mass mismatch between hydrogen and metal atoms. In addition, compar-
isons between six-dimensional quantum and classical calculations showed that the role of
quantum effects in the hydrogen adsorption dynamics on surfaces is limited5, 6.
If more than six degrees of freedom are involved, quantum dynamical calculations are
computationally prohibitive. Furthermore, the parameterization of such high-dimensional
potential energy surfaces becomes quite cumbersome. Ab initio molecular dynamics
(AIMD) simulations of the adsorption dynamics represent an alternative approach. In these
simulations, the forces necessary to integrate the equations of motion are determined “on
the fly” by first-principles calculations. This does not require any parameterization of the
potential energy surfaces. However, up to recently AIMD simulations were restricted to a
small number of trajectories because of their high computational effort7, 8.
Previously, we had studied the adsorption and scattering of O2/Pt(111) using ab initio
derived tight-binding molecular dynamics (TBMD) simulations9–11. This method is about
three orders of magnitude faster than AIMD simulations, and it needs relatively little input
from ab initio total-energy calculations since the tight-binding Hamiltonian already takes
the quantum nature of bonding into account9. However, the TBMD method still involves
a fitting procedure which introduces a source of possible errors; this is true in particular, if
more than two different elements are included in the simulations.
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Fortunately, due to the increase in computer power and the development of more effi-
cient algorithms it has now become possible to determine a statistically meaningful num-
ber of AIMD trajectories12. In this contribution, this will be demonstrated using the H2
adsorption on precovered Pd surfaces and the relaxation of the hydrogen atoms after the
dissociation on clean surfaces as examples.
2 Theoretical Methods
Periodic DFT calculations were performed within the generalized gradient approximation
(GGA)13, 14 for the exchange-correlation functional using the VASP code15. The atomic
cores were represented by ultrasoft pseudopotentials16 allowing a small cutoff energy of
200 eV in the expansion of the one-electron valence states in plane waves. The surface was
modelled by slabs of three to five layers for the (100) surface and five layers for the (111)
surface. The uppermost layers were allowed to move in the simulations in order to enable
recoil and energy transfer processes at the surface.
Adsorption probabilities were determined by averaging over at least 200 trajectories
with random initial lateral configurations and molecular orientations for one particular ki-
netic energy. This leads to a statistical error of
√
s(1− s)/√200 ≤ 0.035, where s is the
adsorption probability. All the substrate atoms were initially at rest, i.e., the initial surface
temperature corresponded to 0 K. The MD simulations were performed using the Verlet al-
gorithm with a time step of 1 fs within the microcanonical ensemble. The parallel version
of the VASP code was written using a message-passing programming model relying on the
MPI library to deal with communications.
3 Hydrogen Dissociation on Hydrogen-Precovered Pd Surfaces
In a recent STM study addressing the formation of ordered hydrogen layers on Pd(111), it
was found that hydrogen molecules impinging on an almost complete hydrogen overlayer
did not adsorb dissociatively in hydrogen dimer vacancies17, 18. Instead, aggregates of
three or more vacancies were required for the dissociation of H2. As a consequence, it was
speculated that the accepted notion that two empty sites are needed for the dissociative
adsorption of diatomic molecules might not be correct17, 19. However, a subsequent DFT
study demonstrated that the dissociative adsorption of H2 in a hydrogen dimer vacancy
is still exothermic20. Nevertheless, because of repulsive interactions the presence of the
hydrogen overlayer leads to the formation of small energetic barriers. Thus the dissociative
adsorption of H2 on hydrogen-precovered Pd(111) is no longer spontaneous but becomes
an activated process by the so-called poisoning effect of the hydrogen overlayer.
Still, the H2 adsorption process requires the dissipation of more than 1 eV20. It has been
proposed that the energy transfer to substrate phonons or electron hole-pair excitations
could be suppressed due to surface stiffening or the modification of the electronic band
structure, respectively, caused by the hydrogen overlayer21. The magnitude of these effects,
however, could not be assessed so far. Therefore we have addressed the dynamics of
the H2 dissociative adsorption on hydrogen-precovered Pd surfaces by performing AIMD
simulations.
In a first step, we used a small initial kinetic energy of 0.02 eV as in the STM ex-
periments. And indeed, we did not find any single adsorption event in a hydrogen dimer
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Figure 1. Dissociative adsorption of hydrogen on hydrogen-covered Pd(100) and Pd(111). a) Calculated sticking
probability as a function of hydrogen coverage θH for an initial kinetic energy of 0.1 eV. 2V, 3VH and 3VT
denote the dimer vacancy and the trimer vacancy centred around a Pd hollow and a Pd top site, respectively. b)
Energy redistribution and H2 centre of mass distance from the surface along a particular trajectory for θH = 5/9.
vacancy (2V) on Pd(111) within a (3 × 3) surface geometry, thus confirming the experi-
ment17 and providing an explanation for the experimental findings: At the low temperatures
of 70 K used in the experiment17 the impinging H2 molecules had too little kinetic energy
to cross the dissociation barrier.
At higher kinetic energies, however, H2 molecules can adsorb dissociatively in a dimer
vacancy on hydrogen-covered Pd(111). This is shown in Fig. 1a where the sticking prob-
abilities for both Pd(111) and Pd(100) are plotted as a function of the hydrogen coverage
normalized to the value at the corresponding clean Pd surfaces for an kinetic energy of
0.1 eV. On Pd(111), a small, but non-vanishing relative adsorption probability of 0.05 is
found in the dimer vacancy (2V). At the trimer vacancies on Pd(111) centred either around
a hollow site (3VH) or a Pd top site (3VT), the adsorption probability is at least twice as
large as on the dimer vacancy (2V). Since the area of the trimer vacancy is only larger
by 50% compared to the dimer vacancy, this indicates that it is not only the area of the
vacancies that determines the adsorption probability.
In Fig. 1a, two curves corresponding to S(ΘH) = S(0)(1 − ΘH) and S(ΘH) =
S(0)(1 − ΘH)2 are included which would correspond to the sticking probability if it was
determined by pure site-blocking requiring one or two empty sites, respectively. At low
and intermediate coverages, the sticking probability of H2 at Pd(100) is significantly larger
than predicted from a simple site-blocking picture, in particular for ΘH = 0.5. Running
additional AIMD trajectories with the substrate kept fixed reveals that it is the energy trans-
fer from the impinging H2 molecule to the substrate and the rearrangement of the substrate
atoms that lead to this enhanced sticking probability compared to pure site blocking12.
These effects overcompensate the poisoning of the H2 dissociation caused by the presence
of the hydrogen overlayer atoms.
A rather surprising result is, however, that both the motion of the hydrogen atoms and
the Pd atoms contribute to the high sticking probability at the precovered surfaces, as the
simulations with only fixed Pd atoms and with only fixed hydrogen overlayer atoms show
(see the results in Fig. 1a for θH = 1/2). Not only energy transfer processes alone but also
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b) 2836 fs c) 3360 fsa) 720 fs
Figure 2. Snapshots of the AIMD trajectory of H2 impinging on hydrogen-precovered Pd(100) whose energy
distribution is plotted in Fig. 1b. The initial hydrogen coverage is θH = 5/9 within a (3× 3) surface periodicity,
i.e., there are four hydrogen vacancies in the surface unit cell.
substrate recoil and relaxation effects in the highly corrugated potential energy surface
enhance the sticking probability of H2 molecules, as a detailed analysis of the adsorption
dynamics indicates.
Details of the energy transfer along a particular trajectory for an initial hydrogen cover-
age of θH = 5/9 are presented in Fig. 1b, and three snapshots along this trajectory within
the (3 × 3) periodicity are presented in Fig. 2. This specific example furthermore demon-
strates that AIMD simulations do not only yield statistically reliable reaction probabilities,
but also allow for valuable microscopic insights into the dissociative adsorption dynamics.
At the hydrogen-covered Pd(100) surface, the impinging H2 molecules do not necessar-
ily either immediately dissociate or scatter back into the gas phase. In fact, there exists
a weakly bound molecular precursor state above the top sites which becomes stabilized
due to the poisoning effects of the pre-adsorbed hydrogen atoms, very similar to the one
already identified at the hydrogen-covered stepped Pd(210) surface22, 23. This state has not
been identified experimentally yet, however, it should be detectable at low surface temper-
atures by, e.g., isotope exchange experiments since it is bound by 0.1 eV. In the case of the
particular trajectory considered in Fig. 1b, after impinging on the surface the H2 molecule
becomes first trapped for more than 2 ps in the molecular precursor state about 2 A˚ above
a Pd atom (Fig. 2a).
At about 2.5 ps, one of the two hydrogen atoms enters the four-fold atomic adsorption
site which is associated with an energy gain of about 0.5 eV. This energy is first taken up
by the corresponding hydrogen atom but is then rapidly transfered to both the hydrogen
overlayer and the Pd substrate atoms. The other hydrogen atom remains at a bridge site
configuration where is stays for about 0.8 ps (Fig. 2b). The additional bridge-site hydrogen
atom can actually move in an exchange mechanism24 which is what happens after 3.3 ps:
the bridge-site hydrogen atom replaces one of the adsorbed hydrogen atoms at an adja-
cent four-fold hollow sites which is then pushed up to an adjacent empty four-fold hollow
site so that eventually all hydrogen atoms end up in the most favourable adsorption sites.
However, the replaced hydrogen atom can also end up in another bridge-site configuration
which corresponds to an exchange-diffusion of this hydrogen species.
Recently, there has been a renewed interest in the hydrogen absorption in metals25 in
the context of the hydrogen technology. It is important to realize that hydrogen storage still
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a) 310 fs b) 415 fs c) 760 fs
Figure 3. Snapshots of a AIMD trajectory of H2 impinging on hydrogen-precovered Pd(100) with a kinetic
energy of 1.0 eV. Initially, there is a hydrogen dimer vacancy, i.e., the coverage is θH = 7/9 within the (3 × 3)
surface periodicity.
remains a problem26. Experiments showed that on Pd hydrogen first adsorbs on the surface
before bulk absorption starts27. DFT calculations have confirmed this picture by showing
that hydrogen subsurface absorption is energetically less favourable than adsorption on
the surface23; furthermore, the penetration into the Pd bulk is hindered by a barrier of
considerable height25.
In the AIMD simulations of the hydrogen interaction with hydrogen-precovered Pd
surfaces with an initial kinetic energy of 0.1 eV, we did not find any subsurface adsorption
events. This is due to the fact that the subsurface penetration corresponds to a rare event
because of its activated nature. In order to obtain hydrogen penetration events, we ran tra-
jectories with the unrealistically high initial kinetic energy of 1.0 eV so that the chance is
higher that the hydrogen atoms have enough energy to overcome the barrier towards sub-
surface adsorption. And indeed, thus we observed several hydrogen subsurface adsorption
events. Interestingly, most of these events involved a concerted motion of hydrogen atoms
which is illustrated in Fig. 3.
Initially, one of the two atoms of the impinging H2 molecule enters a four-fold hollow
site while the other one is again trapped in a bridge configuration (Fig. 3a), as already
depicted in Fig. 2b. Note that because of the high initial kinetic energy of 1.0 eV there
is a large amount of excess energy available which is mainly transfered to the hydrogen
overlayer atoms. After about 400 fs, there is a concerted motion of the hydrogen bridge-
site atom and the H atom to its right in Fig. 3b at the adjacent four-fold hollow site. The
bridge-site atom replaces the other hydrogen atom, but this time the other atom does not
pop up to the surface, but is rather pushed into the subsurface layer. Thus it seems that
the subsurface penetration is facilitated when more than one hydrogen atom are involved
in this process. The elucidation of the mechanism of the hydrogen subsurface adsorption
certainly requires further studies.
After the one hydrogen atom has gone subsurface, the remaining hydrogen atoms on the
surface are still energetically hot which is reflected in the large amplitudes of the vibrational
motion of the hydrogen atoms with respect to their equilibrium positions that are visible in
Figs. 3b and c. Through interatomic collisions, one of the hydrogen overlayer atoms in fact
gains enough kinetic energy to cross the diffusion barrier and hops into the neighbouring
vacancy site (Fig. 3c).
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Figure 4. Calculated relaxation of dissociated H2 molecules on clean Pd(100) within a (6× 6) surface unit cell.
a) H-H distance, the displacement of the single H atoms from their initial lateral position, the kinetic energy of
the H2 molecules and of the Pd substrate as a function of the run time averaged over 80 AIMD trajectories with
an initial H2 kinetic energy of 200 meV. b) Illustration of a trajectory of the hydrogen atoms after dissociation.
The total run time was 2 ps. The surface unit cell of the simulations is indicated by the dashed blue line.
4 Relaxation Dynamics of Dissociated H2 Molecules
So far we have focused on the dissociation of H2 on hydrogen-covered Pd surfaces. We
were only interested in the question whether H2 dissociates on Pd or not, but we did not
consider the fate of the hydrogen atoms after the dissociation. However, directly after
the dissociation when the atoms enter the atomic adsorption wells, they gain a significant
amount of energy. For H2/Pd, this amounts to about 1 eV for the two H atoms together
and thus gives rise to the formation of “hot” atoms, i.e., atoms with energies much larger
than thermal energies. These atoms can use their kinetic energy in order to travel along the
surface. The mean free path of these hot atoms is for example relevant for catalytic reac-
tions on surfaces since it determines whether adjacent reactants can react directly after the
dissociative adsorption of one of the species or whether some diffusive motion is required
before any further reaction can occur. So far, simulations addressing the relaxation of hot
atoms after dissociation have only modelled the motion of single atoms with initial veloc-
ities considered to be typical for dissociation fragments directly after the bond-breaking
process28, 29. We have decided to model the full relaxation process including the interac-
tion of the two fragments after the dissociation. We have therefore run AIMD trajectories
of the dissociation of H2 on clean Pd(100). In order to minimize the interaction of the
hot hydrogen atoms with their periodic images, we have chosen a large (6 × 6) surface
unit cell. To reduce the computational cost, only three Pd layers were considered but test
calculations with five Pd layers yield hardly modified results.
Figure 4a shows the mean H-H distance and the mean displacement of the single H
atoms as a function of time averaged over 80 AIMD trajectories whereas in Fig. 4b one
specific trajectory is displayed that was run for 2 ps. The trajectory shows that the single
hydrogen atoms visit several surface sites. In this particular trajectory, the hydrogen atoms
approach each other again after an initial increase in the interatomic distance. At a certain
time, they are moving towards adjacent adsorption sites before they separate again. This
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shows that the mutual interaction can be important for the hot atom movement.
As for the mean distance between the two H atoms, after about 1.5 ps it reaches a value
of about 8.5 A˚ and does not increase any further. This corresponds to about three Pd lattice
units. It should be noted that the root mean square deviation in the H-H distance saturates
at about ±4 A˚, however, single trajectories show a maximum H-H distance of more than
20 A˚. In Fig. 4a, also the kinetic energies of the hydrogen and the Pd atoms, respectively,
are plotted. At about 100 fs, the hydrogen atoms gain on the average about 700 meV when
they enter the atomic adsorption well. This energy is then transfered from the hydrogen
atoms to the Pd substrate atoms. When the mean H-H distance does not change any more,
i.e., after 1.5 ps, the hydrogen atoms have only about 250 meV of kinetic energy left which
corresponds rather closely to the diffusion barrier for H atoms on Pd(100).
These results demonstrate that AIMD simulations are well-suited in order unravel de-
tails of reaction dynamics at surfaces that are not accessible by experiment.
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Due to large surface to volume ratios in microfluidic setups, the roughness of channel surfaces
must not be neglected since it is not any longer small compared to the length scale of the
system. In addition, the wetting properties of the wall have an important influence on the flow.
Even though these effects are getting more and more important for industrial and scientific
applications, the knowledge about the interplay of surface roughness and hydrophobic fluid-
surface interaction is still very limited because these properties cannot be decoupled easily in
experiments. We investigate the problem by means of lattice Boltzmann (LB) simulations of
rough microchannels with tunable fluid-wall interaction. We introduce an “effective no-slip
plane” at an intermediate position between peaks and valleys of the surface and observe how
the position of the wall may change due to surface roughness and hydrophobic interactions.
We find that the position of the effective wall, in the case of a Gaussian distributed roughness
depends linearly on the width of the distribution. Further we are able to show that roughness
creates a non-linear effect on the slip length for hydrophobic boundaries.
1 Introduction
The influence of the surface topologies and wetting behaviour of confining geometries in
microfluidic systems is of great importance for the understanding of novel techniques us-
ing micro- or nanoscale geometries. Such systems allow to handle microliter or nanoliter
quantities of liquid for production and analysis processes in the chemical and pharmaceuti-
cal industry, for scientific purposes or medical applications. Due to the small length scales
in the system, the surface to volume ratio becomes more important. Assuming the surfaces
to be perfectly flat and non-interacting is even on molecular scales an invalid assumption
which can lead to large errors in experimental measurements. In this report we utilize
lattice Boltzmann simulations to investigate the combined influence of roughness and wet-
tability on the fluid flow. This leads to the question which boundary condition has to be
applied at a surface in order to treat the surface topology properly. For more than a hundred
years the no-slip boundary condition was successfully applied in engineering applications.
Nevertheless, Navier1 introduced a slip boundary condition
v(x = 0) = β
∂v
∂x
saying that the fluid velocity v at the boundaryx = 0 is proportional to the velocity gradient
∂v
∂x . The constant of proportionality is given by the slip length β. β depends on many
parameters like the wettability, the surface roughness or fluid properties like the viscosity
or molecular interactions. Therefore, it has to be seen as an empirical length that contains
many to some extend unknown interactions. However, for simple liquids the measured slip
lengths are commonly of the order of up to some tens of nanometers.
The influence of surface variations on the slip length β has been investigated by numer-
ous authors. On the one hand roughness leads to higher drag forces and thus to no-slip on
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macroscopic scales. Richardson showed that even if on a rough surface a full-slip boundary
condition is applied, one can determine a flow speed reduction near the boundary resulting
in a macroscopic no-slip assumption2. This was experimentally demonstrated by McHale
and Newton3. On the other hand, roughness can cause pockets to be filled with vapour or
gas nano bubbles leading to apparent slip4. Varnik et al.5 applied the lattice Boltzmann
(LB) method to show that even in small geometries rough channel surfaces can cause flow
to become turbulent. Recently, Sbragaglia et al. applied the LB method to simulate fluids
in the vicinity of microstructured hydrophobic surfaces6. In an approach similar to the one
proposed by us, they modelled a liquid-vapour transition at the surface utilising the Shan-
Chen multiphase LB model7. The authors were able to reproduce the behaviour of the
capillary pressure as simulated by Cottin-Bizonne et al. using molecular dynamics (MD)
simulations quantitatively8.
During the last two years, we published a number of papers in which we presented a
model to simulate hydrophobic surfaces with a Shan-Chen based fluid-surface interaction
and investigated the behaviour of the slip length β9, 10. We showed that the slip length β
is independent of the shear rate, but depends on the pressure and on the concentration of
surfactant added. Recently, we presented the idea of an effective wall for rough channel
surfaces11 and investigated the influence of different types of roughness on the position
of the effective boundary. Further, we showed how the effective boundary depends on the
distribution of the roughness elements and how roughness and hydrophobicity interact with
each other12. In this report, we revise our previous achievements.
2 Simulation Method
We use a 3D LB model as presented in13, 9 to simulate pressure driven flow between two in-
finite rough walls that might be wetting or non-wetting. Since the method is well described
in the literature we only shortly describe it here.
The lattice Boltzmann equation,
ηi(x+ ci, t+ 1)− ηi(x, t) = Ωi, i = 0, 1, . . . , b , (1)
with the components i = 0, 1, . . . , b, describes the time evolution of the single-particle
distribution ηi(x, t), indicating the amount of quasi particles with velocity ci, at site x on
a 3D lattice of coordination number b = 19, at time-step t.
We choose the Bhatnagar-Gross-Krook (BGK) collision operator
Ωi = −τ−1(ηi(x, t)− η eqi (u(x, t), η(x, t))), (2)
with mean collision time τ and equilibrium distribution ηeqi 14. We use the mid-grid bounce
back boundary condition and choose τ = 1 in order to recover the no-slip boundary con-
ditions correctly. Interactions between the boundary and the fluid are introduced as mean
field body force between nearest neighbours as it is used by Shan and Chen for the inter-
action between two fluid species7, 9:
Ffluid(x, t) ≡ −ψfluid(x, t)gfluid,wall
∑
x′
ψwall(x′, t)(x′ − x) . (3)
The interaction constant gfluid,wall is set to 0.08 if not stated otherwise. The wall properties
are given by the so-called wall density ηwall. This enters directly into the effective mass
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ψi = 1−e−
ηi
η0 , with the normalized mass η0 = 1. With such a model we can simulate slip
flow over hydrophobic boundaries with a slip length β of up to 5 in lattice units9. It was
shown that this slip length is independent of the shear rate, but depends on the interaction
parameters and on the pressure.
Here, we model Poiseuille flow between two infinite rough boundaries as shown in
Fig. 1. Simulation lattices are 512 lattice units long in flow direction and the planes are
Figure 1. Poiseuille flow in between infinite rough boundaries. The colouring of the streamlines denotes the
parabolic velocity profile, while close to the boundary the otherwise laminar streamlines become distorted.
separated by 128 sites between the lowest points of the roughness elements hmin. Periodic
boundary conditions are imposed in the remaining direction allowing us to keep the res-
olution as low as 16 lattice units. A pressure gradient is obtained by setting the pressure
to fixed values at the in- and outflow boundary. The highest point of one plane gives the
height of hmax, while the average roughness is found to be Ra (see Fig. 2). In the case of
symmetrical distributions Ra = hmax/2.
The position of the effective boundary can be found by fitting the parabolic flow profile
vz(x) =
1
2µ
∂P
∂z
[
d2 − x2 − 2dβ] (4)
via the distance 2d = 2deff . With β set to 0 we obtain the no-slip case. The viscosity µ and
the pressure gradient ∂P∂z are given by the simulation. To obtain an average value for deff , a
sufficient number of individual profiles at different positions z are taken into account. The
so found deff gives the position of the effective boundary and the effective height heff of
the rough surface is then defined by dmax − deff (see Fig. 2).
3 Flow Along Rough Surfaces
Panzer et al. calculated the slip length β analytically for Poiseuille flow in the case of
small cosine-shaped surface variations15. It is applicable to two infinite planes separated
by a distance 2d being much larger than the highest peaks hmax. Surface variations are
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Ra
dmax deff
maxh
heff
hmin
Figure 2. The effective boundary height heff is found between the deepest valley at hmin and the highest peak
at hmax and corresponds to an effective channel width deff . For the utilized geometries the average roughness is
equal to half the maximum height Ra = hmax/2 (from12).
determined by peaks of height hmax, valleys at hmin and given by h(z) = hmax/2 +
hmax/2 cos(qz). Here, q is the wave number. Since the surfaces are separated by a large
distance, the calculated slip length is equal to the negative effective boundary heff that is
found to be
heff = −β = hmax
2
(
1 + k
1− 14k2 + 1964k4 +O(k6)
1 + k2(1− 12k2) +O(k6)
)
. (5)
The first and k independent term shows the linear behaviour of the effective height heff on
the average roughness Ra = hmax/2. Higher order terms cannot easily be calculated ana-
lytically and are neglected. Thus, Eq. 5 is valid only for k = qhmax/2≪ 1. However, for
realistic surfaces, k can become substantially larger than 1 causing the theoretical approach
to fail. Here, only numerical simulations can be applied to describe arbitrary boundaries.
In Fig. 3 the normalized effective height heff/Ra obtained from our simulations is plotted
versus k for cosine shaped surfaces with hmax/2 = k = 1, 12 ,
1
3 (symbols). The line is
given by the analytical solution of Eq. 5. For k < 1 the simulated data agrees within 2.5%
with Panzer’s prediction. However, for k = 1 a substantial deviation between numerical
and analytical solutions can be observed because Eq. 5 is valid for small k only. In the
case of large k > 1, the theory is not able to correctly reproduce the increase of β with
increasing hmax anymore. Instead, 2β/hmax becomes smaller again due to missing higher
order contributions in Eq. 5. Our simulations do not suffer from such limitations allowing
us to study arbitrarily complex surface geometries11.
We showed that the position of the effective boundary height is depending on the shape
of the roughness elements, i.e., for strong surface distortions it is between 1.69 and 1.90
times the average height of the roughness Ra = hmax/211. By adding an additional dis-
tance between roughness elements, heff decreases slowly, so that the maximum height is
still the leading parameter. We are also able to simulate flow over surfaces generated from
AFM data of gold coated glass used in microflow experiments by O.I. Vinogradova and
G.E. Yakubov16. We find that the height distribution of such a surface is Gaussian and
that a randomly arranged surface with a similar distribution gives the same result for the
position of the effective boundary although in this case the heights are not correlated. We
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Figure 3. Effective height heff normalized by the average roughness Ra versus k = hmax/2q for a cosine
geometry. Symbols denote numerical data and the line is given by Eq. 5. For k > 1 the theory fails simulations
are still valid in this regime (from12).
Figure 4. Simulated heff versus Ra for gold coated glass and a randomly generated surface with Gaussian
distributed heights. The background image shows the gold surface (left) and the artificially generated structure
(right)11 .
can set the width of the distribution σ and the average height Ra. By scaling σ with Ra we
obtain geometrically similar geometries. This similarity is important because the effective
height heff scales with the average roughness in the case of geometrical similarity11 (see
Fig. 4). As an extension of our previous work, we investigate Gaussian distributed heights
with different widths σ. In Fig. 5 the effective height heff is plotted over the average height
Ra for 0.054 < σ/Ra < 0.135. The height of the effective wall depends linearly on
σ in the observed range as can be seen in the inset12. The effective height heff ranges
from 1.15Ra to 1.45Ra. These values are lower than the effective heights for an equally
distributed roughness (1.84Ra).
4 Wettability and Roughness
We also investigate how roughness and the surface wettability act together by performing
simulations with rough channels to which we assign a fluid-wall interaction as given in the
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Figure 5. Effective height heff over average roughnessRa for Gaussian distributed height elements with different
width of the distribution σ. Symbols are the simulation results, lines are a linear fit to the data. The inset shows
the linear dependence of the effective height on σ12.
introduction (Eq. 3, ηwall= 0.5, 1, and 5). For perfectly smooth surfaces we determine β
to be 0.65, 1.13, and 1.3. Fig. 6 depicts the effective height of rough hydrophobic walls
versus Ra. For Ra > 4 we find a linear dependence between Ra and heff . The slope for
different ηwall varies because the fluid-surface interaction does not cause a simple offset
on the effective height heff . Instead, non-linear effects are playing a role.
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Figure 6. Effective height heff versus average roughness Ra with different fluid-wall interaction constant ηwall .
The position of the effective height heff spreads wider for higher Ra, because larger roughness increases the
fluid-wall interaction12 .
To decouple the effects of roughness and wettability we determine the slip length by
setting the effective distance deff in equation (4) to the effective distance for a rough no-slip
wall. We then fit the corresponding velocity profile via β. In Fig. 7 we can see that the slip
length β for the strong fluid-wall interaction (ηwall = 5) first decreases with the average
roughness and then rises. For a lower interaction, the slip length is constantly growing
and leads to an increase of the slip length for weak fluid wall interaction (ηwall = 0.5)
by a factor of more than three. There are two counteracting effects in this system and
their interplay can explain the observed behaviour. The decrease of the slip length β is
due to an increased friction near the boundary at moderate roughness. The increase has its
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reason in the reduced pressure near the hydrophobic rough surface, so that the fluid “feels”
a smoothed effective surface. For a more detailed study on superhydrophobic surfaces, the
strong surface variation as well as the liquid-gas transitions have to be taken into account.
This is ongoing work and will be reported on in the future.
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Figure 7. Slip length β over average roughness Ra for equally distributed height elements with different fluid-
wall interaction ηwall = 0.5, 1.0, 5.0. The position of the effective height heff is chosen as the value for
a non-interacting wall. The lines show the slip lengths for smooth boundaries. Error bars show the standard
deviation of results from four different random surfaces12 .
5 Conclusion
In this report we summarized our work on fluid flow along rough and hydrophobic surfaces
which has been performed during the last two years. We demonstrated that there is a linear
dependence of the effective height on the average roughness and that the average height
scales linearly with the width of the distribution of heights σ. We successfully applied our
simulations to experimental data and showed that neglecting roughness can lead to substan-
tial errors in experimental measurements. Currently, we investigate the interplay between
roughness and hydrophobic fluid-wall interactions and presented preliminary results. They
show that there exist non-linear interactions between roughness and hydrophobicity lead-
ing to an increase of the slip length and eventually to superhydrophobic effects.
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The Ising spin glass in the Sherrington-Kirkpatrick (SK) mean field and the three-dimensional
Edwards-Anderson (EA) nearest-neighbour formulations are investigated by means of Monte
Carlo simulations. To this end, we employ a combination of the multioverlap algorithm with
parallel tempering methods. In this report we focus on the finite-size scaling behaviour of the
free-energy barriers which are visible in the probability density of the Parisi overlap parameter.
Assuming that the mean barrier height diverges with the number of spins N as Nα, our data
for the SK model show good agreement with the theoretical prediction α = 1/3. We compare
the scaling behaviour to the data from the EA model.
1 Introduction
A major open problem in statistical physics is the nature of the “glassy” low-temperature
phase of finite-dimensional spin-glass systems. It is still unresolved whether the replica
symmetry-breaking theory or the phenomenological droplet picture yields the correct de-
scription (for reviews, see Refs. 1–4). Even at the mean-field level, only very recently
a mathematical proof5 of Parisi’s replica solution6 for the Sherrington-Kirkpatrick (SK)
model7 was given.
In the thermodynamic limit the frozen phase of the mean field spin glass shows many
stable and metastable states. Such a feature is the consequence of the disorder and the frus-
tration characterising spin glasses in general, leading to a rugged free-energy landscape
with probable regions (low free energy) separated by rare-event states (high free energy).
But also for finite systems the free-energy landscape shows an intricate, corrugated struc-
ture. Therefore, it is hard to measure the free-energy barriers by means of conventional
Monte Carlo simulations directly. The aim of this project is to study the free-energy bar-
riers of the SK mean field spin-glass model and the three-dimensional Edwards-Anderson
(EA) nearest-neighbour model8 using a combination of the multioverlap Monte Carlo al-
gorithm9 with parallel tempering methods10. By using this combined algorithm we are
able to perform simulations at much lower temperatures for the EA model than in previ-
ous studies11. This is necessary, because for temperatures close to the spin-glass transition
significant deviations from the theoretical mean-field prediction were found in both the
three- and four-dimensional EA model. Since one possible explanation for these devia-
tions are strong finite-size effects close to the spin-glass transition, by measuring at lower
temperatures these effects should become less pronounced.
2 Model and Simulation Techniques
The Hamiltonian of the Sherrington-Kirkpatrick mean-field model reads
HSK = −
∑
i<j
Jijsisj , (1)
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where si = ±1, i = 1,. . . , N , with N denoting the number of spins. The exchange
coupling constants Jij are quenched, independent random variables with a Gaussian dis-
tribution of zero mean and variance N−1. The critical temperature of the infinite sys-
tem is Tc = 1. The SK model gives a mean-field formulation of spin glasses, while the
Edwards-Anderson model describes a finite-dimensional spin glass. Here, the sum in the
Hamiltonian runs only over nearest-neighbour pairs of Ising spins,
HEA = −
∑
〈ij〉
Jijsisj , (2)
where we consider a simple cubic lattice with N = L3 spins and periodic boundary con-
ditions. In the EA model we draw the exchange coupling constants from a symmetric
bimodal distribution such that Jij = ±1, with equal probability. The spin-glass transition
temperature in the three-dimensional EA model was found to be Tc ≈ 1.15.12
The fact that there is no explicit order parameter which allows one to exhibit the free-
energy barriers led us to use the Parisi overlap parameter6,
q =
1
N
N∑
i=1
s
(1)
i s
(2)
i , (3)
where the spin superscripts label two independent (real) replicas for the same realization
of randomly chosen exchange coupling constants J = {Jij}. For given J the probability
density of q is denoted by PJ (q), and the function P (q) is obtained as
P (q) = [PJ (q)]av =
1
#J
∑
J
PJ (q) , (4)
where [. . . ]av symbolises the quenched average and #J is the number of realizations con-
sidered. For a given realization of J the nontrivial (i.e., away from q = ±1) minima are
related to the free-energy barriers of this disordered system. We are, therefore, interested
in the whole range of the probability density PJ (q). Conventional, canonical Monte Carlo
simulations are not suited for such systems because the likelihood to generate the corre-
sponding rare-event configurations in the Gibbs canonical ensemble is very small. This
problem can be overcome by non-Boltzmann sampling13, 14 with the multi-overlap weight9
wJ (q) = exp
β∑
ij
Jij
(
s
(1)
i s
(1)
j + s
(2)
i s
(2)
j
)
+ SJ (q)
 , (5)
where the sum runs over all pairs of spins for the SK model and only over nearest-
neighbour pairs for the EA model. The two replicas are coupled by SJ (q) in such a way
that a broad multi-overlap histogram PmuqJ (q) over the entire accessible range−1 ≤ q ≤ 1
is obtained. When simulating with the multi-overlap weight, canonical expectation values
of any quantityO can be reconstructed by reweighting,
〈O〉canJ = 〈O exp(−SJ )〉J /〈exp(−SJ )〉J . (6)
Ideally the weight function WJ ≡ exp(SJ ) should satisfy
PmuqJ (q) = P
can
J WJ = const. , (7)
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i.e., should give rise to a completely flat multi-overlap probability density PmuqJ (q). Of
course, P canJ (q) is a priori unknown and one has to proceed by iteration. An efficient way
to construct the weight function WJ is to use an accumulative recursion, in which the
new weight factor is computed from all available data accumulated so far15, 16. The multi-
overlap algorithm combined with this recursion allows an almost automatic simulation.
The efficiency of the multi-overlap algorithm decreases with lowering the temperature,
and since we are mainly interested in the low-temperature behaviour of the spin-glass mod-
els we had to seek for suitable algorithmic improvements. As a result of this investigation,
we developed a combination of the multi-overlap algorithm9 with the parallel tempering
(PT) update scheme10, where configurations simulated at different temperatures are tried to
be exchanged via a Monte Carlo process that typically follows the Metropolis acceptance
rules.17 This renders the combined algorithm particularly suited for a parallel computer
such as JUMP at NIC Ju¨lich. For the PT procedure we used a set of NT temperature val-
ues in the range Tmin < Tc < Tmax. Once for each temperature the entire range of q was
covered, the accumulative recursion for the weight functions was stopped. Due to large
differences in the free-energy landscape for different disorder realizations J , the number
of recursion steps varied for differentJ . After the weight functions were constructed, they
were kept fixed and we took our measurements. Thereby, we recorded time series of the
overlap parameter q and the canonical PJ (q) distribution for all temperature values, for an
EA example see Fig. 1.
3 Analysis Method
To analyse the low temperature behaviour we computed the barrier autocorrelation time τqB
for each of these samplesJ by employing the same method as Berg et al.11 used for the EA
Ising spin-glass model. For clarity, we recall the basic idea here. The free-energy barrier
F qB for a given PJ (q) is defined through the autocorrelation time of a one-dimensional
Markov process which has the canonical PJ (q) distribution as equilibrium state. The
transition probabilities Ti,j are given by
T =

1− w2,1 w1,2 0 . . .
w2,1 1− w1,2 − w3,2 w2,3 . . .
0 w3,2 1− w2,3 − w4,3 . . .
0 0 w4,3 . . .
.
.
.
.
.
.
.
.
.
.
.
.
 , (8)
where wi,j (i 6= j) is a probability a` la Metropolis to jump from state q = qj to q = qi
(qi = i/N , i ∈ [−N,−N + 2, . . . ,+N ]),
wi,j =
1
2
min
(
1,
PJ (qi)
PJ (qj)
)
. (9)
The transition matrix T fulfills the detailed balance condition (with PJ ), and as a con-
sequence it has only real eigenvalues. The largest eigenvalue (equal to one) is non-
degenerate, and the second largest eigenvalue λ1 determines the autocorrelation time of
the Markov chain,
τqB = −
1
N log(λ1)
. (10)
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The associated free-energy barrier for realization J is defined as
F qB = ln(τ
q
B) . (11)
Note that the definition of the autocorrelation time (10) takes only barriers in q into account,
but not other barriers which may well exist in the multidimensional configuration space.
4 Numerical Details and Results
Let us start with the SK model where we studied systems with N = 32, 64, 128, 256, 512,
and 1024 spins and used a set of 32 temperature values in the range T = 1/3− 1.6 for all
of our systems apart from the largest, where we used 64 temperature values for the same
temperature interval. We took about 100 000 measurements, with five sweeps between the
measurements. A sweep consisted of N spin flips with the multioverlap algorithm and one
parallel tempering update. To average over the disorder we used 1000 realizations of the
disorder for N ≤ 512 and 100 for N = 1024.
For the EA model we studied systems with N = 43, 63, 83, 103, and 123 spins within
a temperature range of T = 0.5 – 1.5. Up to N = 103 we used 11 equally spaced
temperature values and for the largest system the spacing below T = 1 was halved, leading
to 16 replicas. Due to the larger autocorrelation times for the EA model we took at least
107 measurements and for the disorder average we used more than 1000 realizations.
For each temperature value we performed least-squares fits of the finite-size scaling
(FSS) ansatz F qB = cNα which corresponds to the exponential FSS behaviour
τqB ∝ ecN
α
. (12)
The results for the SK model18 depicted in Fig. 2 are consistent with previous results in
the literature19–26 using analytical and different numerical methods. The horizontal line in
Fig. 2 indicates the theoretical prediction α = 1/3 of Ref. 24. The figure shows fits with
different lower boundsNmin of the fit range, while the upper bound was always our largest
system N = 1024. From these fits we observe a strong finite-size effect for T → Tc = 1.
At lower temperatures we find a linearly increasing deviation from the theoretical value.
This is presumably also a finite-size effect, because the slope of the deviation becomes
flatter when increasing the lower bound of the fit range and there is no physical reason
for a change of behaviour of the barrier autocorrelation time in the glassy phase. Using
ansatz (12) for the EA model, the value of the exponent α varies from 0.49 to 0.46 in the
interval Tc ≥ T ≥ 0.8, but the quality of the fits is unacceptably low. Only for the smallest
temperatures the goodness-of-fit parameter Q is significantly larger then zero, c.f. Fig. 2.
We therefore performed power-law fits as in Ref. 11,
τqB = cN
α, (13)
which corresponds to a fit of the form F qB = log(c) + α log(N). The Q-values for these
fits are much closer to unity, see Fig. 2. Our data favour them strongly over the exponential
finite-size scaling behaviour (12), which confirms previous results11 for T = 1 and extends
them to considerably lower temperatures.
One possible explanation for this deviation from the theoretical value is the lack of self-
averaging of the finite volume Parisi overlap parameter distribution PJ in the SK model.27
This has been confirmed numerically for the SK model18 as well as for the EA model11.
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Figure 1. EA model: The logarithm of the canonical P (q) distribution for a 83 lattice as a function of temperature
for a typical disorder realisation.
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Figure 2. SK model (left plot): Dependence of the exponent α on the lower bound of the fit range [Nmin, 1024]
as a function of temperature. The horizontal line indicates the theoretical value α = 1/3. EA model (right plot):
Goodness-of-fit parameter Q as a function of temperature for different types of fits.
We already mentioned that the distribution of the free-energy barriers becomes broader
for low temperatures. In recent work Dayal et al. have found that the tunnelling times
of their flat-histogram sampling simulations of the 2D ±J Ising spin glass are distributed
according to the Fre´chet extreme-value distribution for fat-tailed distributions.28 In general,
extreme-value statistics can be classified into different universality classes29, 30, depending
on whether the tails of the original distribution are fat tailed (algebraic), exponential, or thin
tailed (decaying faster then exponential). Assuming that the tunnelling times respectively
free-energy barriers are distributed according to an extreme-value distribution, we use the
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Figure 3. SK model (left plot): Distribution of free-energy barriers F q
B
for N = 256 at different temperatures.
The inset shows the distribution for T = 1/3 for different numbers of spins. EA model (right plot): The same
graph as for the SK model for N = 43 at different temperatures and the inset shows the distribution for T = 0.8
for different lattice sizes.
integrated probability density of the generalized extreme-value distribution (GEV),
Fξ; µ; σ(x) = exp
[
−
(
1 + ξ
x− µ
σ
)−1/ξ]
(14)
for 1 + ξ(x − µ)/σ > 0, to fit our data. We find that the free-energy barriers show fat
tails for T < Tc with shape parameter ξ > 0, i.e., a Fre´chet distribution. In Fig. 3 we
plot the resulting distribution for the SK model for different temperatures below the spin-
glass transition and find that the tails become fatter and fatter as the temperature goes to
zero. The histograms for low temperatures show deviations from the Fre´chet distribution
for small values of F qB , so a much larger number of disorder realizations would be needed
to determine both tails of the distribution properly. We determined the parameters σ, µ
and ξ for different temperatures and found that σ grows linearly and µ logarithmically
with inverse temperature 1/T , whereas ξ stays more or less constant at ξ ≈ 0.33. As an
example we show in Fig. 4 the results for N = 512. If we keep the temperature fixed and
look at the size dependence of the distribution, we find that for a larger number of spins
the distribution becomes broader, c.f. the inset of Fig. 3. To quantify this behaviour we
use the scaling relations σ ∝ Nα(σ) and µ ∝ Nα(µ), which lead to α(σ) ≈ 0.25 and
α(µ) ≈ 0.31 for our lowest temperatures, see the inset of Fig. 4. We find a temperature
dependence of the exponentsα(σ) and α(µ)with negative and positive slope for increasing
T , respectively. For the EA model we also find fat-tailed distributions, but the broadening
of the distribution with increasing number of spins is much weaker than for the SK model,
see Fig. 3.
5 Conclusion
We found that the free-energy barriers of the SK model are non-self-averaging and dis-
tributed according to the Fre´chet extreme-value distribution. These particular features were
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Figure 4. SK model: Temperature dependence of the parameters σ and µ of the Fre´chet distribution forN = 512.
The inset shows the size dependence of σ and µ for T = 0.394, indicated by the arrows.
also found for the EA nearest-neighbour model and such similarities support the position
that the Parisi replica symmetry breaking solution of the SK model is the limit of the
short-range model on a lattice in dimension d when d → ∞, with a proper rescaling of
the strength of the Hamiltonian. On the other hand, we also found that the free-energy
barriers diverge with the theoretically predicted value α = 1/3, which is in contrast to
our results for the EA model in three dimensions and previous findings for the three- and
four-dimensional EA model11.
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Understanding the physics of strongly correlated materials is one of the grand challenges in
condensed-matter physics. Simple approximations such as the local density approximation fail,
due to the importance of the Coulomb repulsion between localized electrons. Instead we have
to resort to non-perturbative many-body techniques. Such calculations are, however, only fea-
sible for quite small model systems. This means that the full Hamiltonian of a real material
has to be approximated by a model Hamiltonian comprising only the most important electronic
degrees of freedom, while the effect of all other electrons can merely be included in an aver-
age way in form of parameters. In this work we describe how to calculate those parameters
for the one-dimensional organic metal TTF-TCNQ. Having constructed the Hamiltonian we
calculate the ground state and dynamical properties with the Lanczos method. This method is
limited by the available main memory. We show how to make efficient use of the memory and
computational power of the massively parallel BlueGene/L system for such calculations. To
gain high-resolution angular-resolved spectral functions we employ cluster perturbation theory
(CPT) which helps identifying signatures of spin-charge separation also found experimentally
in TTF-TCNQ. Increasing the nearest neighbour interaction is studied using a periodic version
of CPT (kCPT).
1 Motivation
Essentially all of condensed matter physics is described by the non-relativistic Schro¨dinger
equation i~ ∂∂t |Ψ〉 = H |Ψ〉, with the Hamiltonian
H = −
Nn∑
α=1
~P 2α
2Mα
−
Ne∑
j=1
~p2j
2m
−
Ne∑
j=1
Nn∑
α=1
Zαe
2
|~rj − ~Rα|
+
Ne∑
j<k
e2
|~rj − ~rk| +
Nn∑
α<β
ZαZβe
2
|~Rα − ~Rβ |
where Zα is the atomic number, Mα the mass, ~Rα the position and ~Pα the momentum of
nucleus α. ~pj and ~rj denote the jth electron’s momentum and position and Ne, Nn the
number of electrons and nuclei, respectively. To accurately describe materials of techno-
logical interest and design new ones with superior properties, all we have to do is solve
this equation. There is, however, a severe problem which makes a brute-force approach to
the many-body Schro¨dinger equation infeasible. To illustrate this, let us consider a single
iron atom. With its 26 electrons the total electronic wave function depends on 26 times 3
spatial coordinates. Thus, even without spin, specifying the electronic wave function on a
hypercubic grid with merely 10 points per coordinate, we would have to store 1078 num-
bers. This is impossible in practice: Even if we could store a number in a single hydrogen
atom, the required memory would weight 1051 kg – far more than our home-galaxy, the
milky way.
Still, the quantitative description of solids is not an entirely hopeless enterprise. Even
though an exact treatment is a practical impossibility, there are successful approximations
that work for wide classes of materials. The most prominent examples are approxima-
tions to density functional theory.1 They effectively map the hard many-body problem to
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Figure 1. The molecular metal TTF-TCNQ. Centre: molecular levels of the isolated molecules; left: two TTF
molecules with the electron density of their highest occupied molecular orbital (HOMO); right: TCNQ with the
electron density of the lowest unoccupied molecular orbital (LUMO). The red arrow denotes the charge transfer
of 0.6 electrons from the TTF-HOMO to the TCNQ-LUMO.
an effective single-particle problem that can be efficiently solved numerically. Essential
to these approximations is that the Coulomb repulsion is described on a mean-field level.
Such an approximation fails, however, to capture the physics in systems with strong cor-
relations. In these systems the Coulomb repulsion between the electrons is so strong that
the motion of a single electron depends on the position of all the others. The electrons thus
lose their individuality and the single-electron picture breaks down. To accurately model
this, we have to solve the many-electron problem exactly. Clearly we cannot do this for
the full Hamiltonian. Instead, we consider a simplified Hamiltonian, which describes only
those electrons that are essential to the correlation effects.2 In this work we find the model
Hamiltonian for the one-dimensional organic metal TTF-TCNQ and solve it numerically.
As shown in figure 1, TTF and TCNQ are stable molecules with completely filled
molecular orbitals. The highest molecular orbital (HOMO) of TTF is, however, signifi-
cantly higher in energy than the lowest unoccupied molecular orbital (LUMO) of TCNQ.
Thus in a crystal of TTF and TCNQ, charge is transferred from the TTF-HOMO to the
TCNQ-LUMO. This leads to partially filled bands and thus metallic behaviour. In the
TTF-TCNQ crystal, like molecules are stacked on top of each other. Electrons can move
along these stacks, while hopping between different stacks is extremely weak. Thus the
material is quasi one-dimensional.
As pointed out above, we cannot treat all the electrons in the molecular solid. In-
stead, we focus our efforts on the most important electronic states: the partially filled TTF-
HOMO and TCNQ-LUMO. The effects of the other electrons are included by considering
their screening effects.3 The simplest model Hamiltonian which captures both effects, the
itinerancy of the electrons as well as the strong Coulomb interaction is the Hubbard model.
We present a slightly extended Hubbard model, it reads
H = −
∑
σ,i6=j
tijc
†
iσ cjσ + U
∑
i
ni↑ni↓ + V
∑
<ij>
ninj . (1)
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The first term gives the kinetic energy, where tij is the amplitude for an electron to hop
from the molecule at site i to lattice site j. Note that hopping does not change the spin
σ. The second and third terms represent the Coulomb repulsion between electrons in the
same molecular orbital (second term) and in neighbouring molecular orbitals (third term).
The values of U and V determine the strength of the Coulomb repulsion for two electrons
in the same molecular orbital or neighbouring ones, respectively. In the next section we
will address the problem of calculating those parameters.
Since the Hamiltonian does neither change the number of electrons nor their spin, we
need to consider (1) only on Hilbert spaces with a fixed number of electrons of spin up
N↑ and spin down N↓. For a finite system of L orbitals there are
(
L
Nσ
)
different ways
to arrange Nσ electrons of spin σ. Thus the dimension of the Hilbert space is given by(
L
N↑
) · ( LN↓). Even though we significantly simplified the problem, we still have to face the
many-body problem: increasing system size, the dimension of the Hilbert space increases
steeply. A system with 20 orbitals and 10 electrons of either spin already contains more
than 34 billion (34 134 779 536) different configurations. Storing a single many-body state
for this system takes about 254 GB.
2 Calculation of Parameters for a Realistic Description
For a realistic description of TTF-TCNQ we employ all-electron DFT using the Perdew-
Burke-Ernzerhof functional.4 We start with the hopping matrix elements t along stacks of
like molecules. Due to the relatively small overlap of the molecular wave functions the de-
scription in terms of the tight-binding model is a good approximation, for the same reason
nearest neighbour hopping suffices. Similar to atomic energy levels splitting in bonding
and anti-bonding levels when forming diatomic homonuclear molecules the molecular en-
ergy levels of isolated molecules split when two molecules approach one another. From
this bonding and anti-bonding splitting for a pair of like molecules we obtain the absolute
value of the hopping parameter. Let ν denote the molecular level for which we want to cal-
culate the hopping parameter, here either the HOMO of TTF or the LUMO of TCNQ, and
εν its molecular energy. In a specific dimer with states |φxν〉, where x = A,B distinguishes
the two molecules, the tight-binding Hamiltonian reads
HTBAν =
(
εν −tν
−tν εν
)
. (2)
Diagonalizing yields the symmetric/anti-symmetric state, i.e. |ϕs/aν 〉 =
1√
2
(∣∣φAν 〉± ∣∣φBν 〉) , with the corresponding energies, i.e. |ǫs/aν 〉 = εν ∓ tν . From
this we obtain the absolute value of the hopping parameter by dividing the splitting
|∆εν | = 2|tν | of the molecular energy levels by two. The sign of tν , however, is not
directly accessible by this method. It can be derived from the symmetry of the dimer
wavefunctions. If the bonding orbital (the lower one in energy) is symmetric (
∣∣∣ϕs/aν 〉)
then tν is positive. And correspondingly if the lower one is antisymmetric, t is negative.
For TTF-TCNQ we obtain: t = −0.15 eV for TTF and 0.18 eV for TCNQ.
The Coulomb parameters are harder to determine due to the screening processes inside
the crystal. We start with the bare Coulomb integrals of the molecular orbital ν for two
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TTF TCNQ TTF TCNQ
Ubare 5.9 5.4 Vbare 3.1 2.9
U0 4.7 4.3 V0 2.9 2.8
U 2 1.7 V 1 0.9
Table 1. Hubbard parameters for TTF-TCNQ. Ubare is the direct Coulomb integral, U0 includes intra-molecular
screening, and U is the screened on-site Coulomb term in the crystal whereas V denotes the screened nearest
neighbour parameter. All energies are in eV.
molecules a relative distance of ~l apart, i.e.
V ν,
~l
bare =
∫
d3~rd3~r′
ρ0ν(~r)ρ
~l
ν(~r
′)
|~r − ~r′| , (3)
where ρ~lν(~r) = |φ~lν(~r)|2 and φ~lν(~r) is the wave function of orbital ν at position~l. Obviously
the local Coulomb integral, the Hubbard-Ubare, is given by V ν,
~0
bare = Ubare. The bare pa-
rameters are, in general, too large since all screening effects are neglected. To calculate the
on-site Coulomb parameter U0 including intra-molecular screening we use (all-electron)
density functional theory total energy calculations for different additional charges q on a
single molecule. To obtain U0 for HOMOs electrons are taken away and similarly for LU-
MOs electrons are added to the molecule. The Kohn-Sham DFT total energy consists of
several contributions. It reads
Etotal[n] =
∑
i=1
εini−
∫
d3~r Vxcn(~r)− e
2
2
∫
d3~rd3~r′
n(~r)n(~r′)
|~r − ~r′| +Exc[n]+Vions , (4)
where the εi are the Kohn-Sham eigenenergies and ni the corresponding occupation num-
bers, Vions denotes the ion-ion interaction.
The terms behave differently when subjected to a change in electron density. Charging
up the molecule with q leads to a linear change in the occupation numbers nν for the orbital
ν with energy ǫν . The Hartree potential also has a linear contribution. This can be seen
when substituting ρ→ ρ+δρ, where δρ denotes the change due to the additional charge. Its
contribution however is mainly quadratic. The effects of the exchange-correlation potential
are usually small and therefore neglected. Thus, fitting the total energies for different
additional charges to the function
EUν
0
(q) = a0 + a1q + U
ν
0
q2
2
, (5)
yields the desired U0 and a0, a1 as further fit parameters. a0 should be about the energy
for EUν0 (0). a1 captures the linear effects in q. The factor 1/2 of the quadratic term stems
from the factor 1/2 in the Hartree potential in equation (4).
Similarly V ν,~l0 is calculated. We consider two molecules with an additional charge of
q/2 put on both of them. The total energy for different q is fitted to
E
V ν,
~l
0
(q) = 2EUν0 (q/2) + b0 + b1q + V
ν,~l
0
(q
2
)2
, (6)
yielding V ν,~l0 .
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Figure 2. (left) Transpose operation that makes memory access thread-local when calculating the operation of
the Hamiltonian on the state-vector. The communication (red arrows) is realized by a call to MPI alltoall,
which is very efficiently implemented on BlueGene/L. The small pink arrows indicate the local operations needed
to complete the matrix-transpose;(right) Speed-up of our Lanczos code on IBM Blue Gene/L JUBL in CO mode
for 20 sites half-filled Hubbard model.
To also include the inter-molecular screening contribution requires calculations of the
energy of an infinite lattice of molecules. We employ an electrostatic approach and rep-
resent the molecules by their polarizabilities. The polarizability tensor of the isolated
molecules is calculated with DFT, by evaluating the dipole moments in homogeneous ex-
ternal fields along the principal axes and extracting the linear response. Regarding the
molecules as point-polarizabilities we can calculate the fully-screened parameters3 with
the distributed dipole-approach. All parameters are compiled in table 1.
3 Computational Aspects
The key ingredient of the Lanczos algorithm, our eigenvalue solver, is the sparse matrix
vector multiplication. Already for quite small systems this operation takes most of the
execution time, and with increasing the size of the many-body vector it dominates even
more. Thus it will be in the focus of our parallelization efforts. On shared memory systems
this matrix-vector multiplication is embarrassingly simple but we are restricted to relatively
small memories. To use the memory that is needed to reduce finite size effects, we had to
find an efficient distributed memory implementation.
The kinetic energy term of the Hamiltonian (1) has non-diagonal terms and therefore
leads to non-local memory access patterns. To obtain an efficient distributed memory im-
plementation we use a simple yet important observation: As pointed out above, the kinetic
energy term conserves spin. Thus, performing the up-electron hopping takes only differ-
ent up-hopping configurations into account while the down-electron configuration remains
unchanged. If we group all up configurations for a fixed down configuration together in
a single thread this hopping can thus be carried out locally: for a fixed index i↓, all i↑
configurations follow and can be stored in a thread. We see, that this basis can be naturally
indexed by a tuple (i↓, i↑) instead of a global index We can therefore equivalently regard
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Figure 3. (first row) Angular-resolved spectral function obtained by CPT for a 20 sites TCNQ-like, i.e. six elec-
trons of either spin, t-U Hubbard model with U = 1.96 eV, t = 0.4 eV (left) and t-U -V Hubbard model with
U = 1.7 eV, t = 0.18 eV and V = 0.9 eV (right). The second row shows a magnification of the vicinity of the
Γ point. In the t-U model we clearly observe signatures of spin-charge separation, whereas for the t-U -V model
the lower branch is split. The green cosine shows the independent-particle band.
the vectors as matrices v(i↓, i↑) with indices i↓ and i↑. Now it is easy to see that a matrix
transpose reshuffles the data elements such that the down configurations are sequentially
in memory and local to the thread. Therefore, the efficiency of the sparse matrix-vector
multiplication rests on the performance of the matrix transpose operation. We implement
it with MPI Alltoall. This routine expects, however, the data packages which will be
sent to a given process to be stored contiguously in memory. This does not apply to our
case, since we would like to store the spin-down electron configurations sequentially in
memory. Thus, the matrix is stored column wise. For MPI Alltoall to work prop-
erly, we would have to bring the data elements in row-major order. This could be done by
performing a local matrix transpose. The involved matrices are, however, in general rect-
angular, leading to expensive local-copy and reordering operations. We can avoid this by
calling MPI Alltoall for each column separately. After calling MPI Alltoall for
each column (red arrows in figure 2) only a local strided transposition has to be performed
(small pink arrows) to obtain the fully transposed matrix or Lanczos vector.5, 6 The speed-
up (figure 2) shows that collective communication is indeed very efficient on BlueGene/L.
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Figure 4. kCPT angular-resolved spectral functions close to the Γ point for 20 sites TCNQ-like Hubbard
model with 6 electrons of either spin and different values of the nearest neighbour Coulomb repulsion V =
{0.0, 0.1, 0.2, 0.4, 0.6, 0.9}eV (U = 1.7eV, t = 0.18eV). We clearly observe the increase in the splitting of
the former holon and spinon branch with increasing values of V .
4 (k)Cluster Perturbation Theory and Spin-Charge Separation
Our parallel implementation of the Lanczos method enables us to efficiently calculate
angular-resolved spectral functions for quite large systems. However, we still can have
at most as many different momenta as we have sites. To resolve exciting physics like spin-
charge separation we need, however, a higher resolution. A way to achieve this is cluster
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perturbation theory (CPT).7 The general idea is to solve a finite cluster with open boundary
conditions exactly and then treat hopping between clusters in strong coupling perturbation
theory, leading to an effectively infinite chain.
Figure 3 shows the angular-resolved spectral function for TCNQ in a CPT calculation
for a 20 sites t-U Hubbard model. At the Γ-point we observe signatures of spin-charge
separation: The electron dispersion splits into a holon and a spinon branch. These features
are also observed in experiments. Usually the parameter set U = 1.96 eV, t = 0.4 eV
has been used in the calculations since they fit the experiments fairly well. The parameter
calculations, however, show that t should be smaller by a factor of more than two, but
on the other hand the nearest neighbour interaction V should not be neglected since it is
about half the value of U . We thus repeated the calculation with the realistic parameters
derived above and observe that V effectively doubles the bandwidth. At the same time
the spectral-weight of the holon-band spreads and the simple Luttinger liquid behaviour is
lost.
To study this transition we need several calculations for different values of V . CPT
calculations are, however, quite expensive. To generate the CPT plots about three Blue-
Gene/L rack-days are needed: The calculation of the ground state is negligible and takes
considerably less than half an hour on 2048 processors in VN mode on a BlueGene/L sys-
tem. To calculate the Green’s function for photoemission and inverse photoemission about
400 Green’s functions each have to be calculated, where the former calculation takes a
total of about 15 hours whereas the latter one takes about two days. We thus want to resort
to a computationally less demanding, however, more finite-size effect prone method – the
kCPT method. The key idea is to always keep translational symmetry by using periodic
boundary conditions. Figure 4 shows how increasing V shifts apart the spectral features
close to the Γ point.
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Soft matter systems have been investigated by Monte Carlo and Brownian Dynamics simula-
tions. In particular the behaviour of two dimensional binary hard disk mixtures in external
periodic potentials has been studied as well as the transport of colloids in micro-channels and
the features of proteins in lipid bilayers. Ni nanocontacts have been analyzed by Molecular
Dynamics simulations with respect to their conductance and structural properties under stretch-
ing. The properties of Si clusters in external fields have been computed by density functional
methods, and static and dynamic properties of magnetic model systems by the Landau-Lifshitz-
Gilbert equation. In the following sections an overview will be given on our recent results.
1 Two-Dimensional Model Colloids in External Periodic Fields
In monolayers on crystalline surfaces one can observe an intricate competition between
effects due to the interaction of components within the layer and those with the underlying
substrate.
Such complicated experimental systems can be modelled by two-dimensional colloidal
systems. The interactions within the monolayer can be altered by changing the interaction
potential of the colloids, while the shape and strength of the substrate potential can be
modelled by external light fields. The advantage of the model system is, that via laser
scanning microscopy direct access to the particle configurations is given. In this way it is
possible to gain insight in the relative importance of the various possible physical processes
that occur. From the theoretical point of view, even the relatively simple combination of
a monodisperse system in a one-dimensional, spatially periodic light field shows a highly
non-trivial phase behaviour as the amplitude of the external field is raised: Laser Induced
Freezing (LIF) and Laser Induced Melting (LIM).
The interesting LIF- and LIM- effects have been studied in the HPC project by Monte
Carlo simulations in two dimensions using commensurate1, 2 and incommensurate poten-
tials. In addition, interesting ordering phenomena of two-dimensional colloidal crystals
confined in strips of finite widths have been analysed by MC simulations3, 4.
In particular we explored5 a hard disk system with commensurability ratio p =√
3as/(2λ) = 2, where as is the mean distance between the disks and λ the period of the
external potential. Three phases, the modulate liquid, the locked smectic and the locked
floating solid have been observed, in agreement with other experimental6 and analytical7
studies. Various statistical quantities like order parameters, their cumulants and response
functions, have been used to obtain a phase diagram for the transitions between these three
phases.
For our analysis, we consider a system of hard disks with diameter σ. This system is
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Figure 1. Phase diagram in the ρ∗/V ∗0 plane. Transitions points have been obtained by considering order pa-
rameter cumulant intersection points.
subjected to an external potential
V (x, y) = V0 sin
(
2π
λ
x
)
(1)
Our system is characterized by the reduced density ̺∗ = ̺σ2 and the reduced potential
strength V ∗0 = V0/(kBT ), where kB is the Boltzmann constant and T the temperature.
For simplification, σ was set to unity in our simulation.
The resulting phase diagram shown in Fig. 1 was obtained by using the data from
the cumulant intersection points. As the most important result, we see that the melting
curves for both order parameters show a distinct remelting behaviour at higher V ∗0 , as
was expected by the theory of Radzihovsky et al.7. The melting curve from LFS to LSm
(open circles) resembles those obtained by Strepp et al.1 for p = 1 quite well. The other
transition curve from ML to LSm (closed circles) shows that here the global minimum of
the curve is slightly shifted to higher potential strengths. Also the minimum is located at
considerable lower densities. Finally, it must be emphasized that at V ∗0 → 0, the different
melting curves collapse into one single curve, as is expected for physical reasons.
In the studies of bi-disperse colloidal crystals our emphasis lies on the analysis of
their structural and elastic properties. Monte Carlo simulations are an effective means for
such analysis. We are interested in the dependence of these properties on the mixing ratio
and size ratio of the components8. Monte Carlo simulations for hard disk mixtures with
different diameter ratios σB/σA have been performed in the NPT- and NVT- ensemble in
order to analyze the structural properties and phase transition parameters. Another point
of interest is the phase behaviour of such systems in external, periodic light fields9. A
bi-disperse hard disk mixture (mixing ratio 50% and diameter ratio σB/σA = 0.414) was
exposed to an one dimensional, spatially periodic external light field. The wavelength of
the external field was chosen to be commensurate to the square lattice, which yields the
highest packing fraction for the given mixture. The commensurability ratio was set to
p = 2. In these studies one has to distinguish between three cases: (I) only the smaller
component interacts with the external field, (II) both components interact with the field and
(III) only the larger component interacts with the field.
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Figure 2. The ̺∗ − V ∗0 plane of the phase diagram of an equimolar binary mixture (σB/σA = 0.414) for the
case, when only the smaller component interacts with the external light field.
Figure 2 shows9 the phase diagram obtained for case (I). It was calculated by lowering
the dimensionless number density ̺∗ = ̺σ2A and taking a commensurate path through
phase space, meaning the wavelength of the external field λ = 1/(
√
2̺∗) changes with ̺∗.
Part of the phase diagram was obtained by raising the potential strength V ∗0 at constant ̺∗.
Simulations carried out in an incommensurate setting, i.e. λ is kept constant independent
of ̺∗, intersect the phase diagram consistently.
At low external fields (V0 ≤ 1.5) we observe a laser induced coexistence of a triangular
lattice of the larger component with a smaller component enriched binary fluid. In the field
free case the system does not expose phase separation. This phase separation is driven by
the attempts of the smaller components to form chains along the minima of the external
field. Case (II) and (III) also show a laser induced de-mixing at low potential strengths.
In these cases the larger component interacts directly with the external field. The phase
separation is now also driven by the attempt of the larger component itself to align with
the minima of the external field. The resulting coexisting monodisperse solid is a rhombic,
commensurate lattice.
At higher external fields as shown9 in figure 2 case(I), i.e. only the smaller component
interacts with the external field, exhibits a laser induced freezing transition into the the
commensurate S1(AB) square lattice. Depending on the overall density ̺∗ the S1(AB)
locked floating solid is either in the one phase regime or coexists with an equimolar bi-
nary fluid. These two regimes are separated by a fissuring region, in which the smaller
component is free to move perpendicular to the minima of the external field.
2 Transport of Colloids in Micro-Channels
We conducted Brownian dynamics (BD) simulations of a two-dimensional microchannel10
setup in order to investigate the flow behaviour of the colloidal particles within the chan-
nel systematically for various parameter values of constant driving force, overall particle
density, and channel width. The pair interaction V (r) = (µ0/4π)M2/r3 (M is the dipole
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Figure 3. (a) Video microscopy snapshot of colloidal particles moving along the lithographically defined channel.
(b) Simulation snapshots for a channel (692 × 60µm, Γ ≈ 2.5) with ideal hard walls (573.3 × 45µm, Γ =
115), (c) the same as in (b) with the particles at the walls (marked green) kept fixed (573.3 × 45µm, Γ = 902).
The blue rectangles mark the layer transition region.
moment) is purely repulsive and can be characterized by the dimensionless interaction
strength Γ = µ0M2ρ2/3/(4πkBT ).
Particles are confined to the channel by ideal elastic hard walls in y-direction and at
x = 0 (channel entrance). Also we performed simulations with the particles at the wall
kept fixed. The channel end is realized as an open boundary. To keep the overall number
density in the channel fixed, every time a particle leaves the end of the channel a new
particle is inserted at a random position (avoiding particle overlaps) within the first 10%
of the channel, acting as a reservoir. A cutoff of 10σ was used along with a Verlet next
neighbour list11. Checks of particle overlaps are included in the simulation, but for all
ordered systems we never found two overlapping particles.
A typical snapshot from the experiment10 of the particles moving along the channel is
shown in Fig. 3(a). Similar snapshots we get from simulations10 with co-moving (Fig. 3(b))
and fixed boundary particles (Fig. 3(c)), i.e., the velocity is kept to zero for the particles
at the channel wall. In most regions of the channel the particles are placed in a quasi-
crystalline order. This behaviour is due to the strength of the particle interactions caused
by the external magnetic field (high Γ-values), which leads to quasi-crystalline behaviour
in unbounded systems as well. The formation of this order naturally gives rise to the
formation of layers in the motion of the particles along the channel. A similar layering
phenomenon has been observed in channels under equilibrium condition12. Additionally
to this layer formation we observe, both in experiment and in simulation, a decrease of the
number of layers in the direction of motion. In between both regions therefore a region ex-
ists in which the particles cannot be well-ordered. This region is called the layer-reduction
zone. In Fig. 3 these regions have been marked.
The reduction of the number of layers originates from a density gradient along the
channel. The local particle density inside the channel is shown in Fig. 4(a) and (b) together
with the particle separations in x- and y-directions. In the experiment (Fig. 4(a)) the density
decreases monotonically along the direction of the motion of the particles by about 20%.
The average density in the channel shows fluctuations on the order of 10% as a function
of time. The total increase in density, however, is less than 3% during the total time of
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Figure 4. Local lattice constants dx and dy and local particle density (a) in the experiment and (b) in the BD
simulation. The results are obtained for the systems of Fig. 3(a) and (b) respectively. (c) Potential energies per
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point. (d) Plots of the layer order parameter for the configuration snapshot of Fig. 3(b).
the experiment. We therefore argue that the density gradient is formed in a quasi-static
situation. This argument is confirmed by results of BD simulations (Fig. 4(b)), where the
corresponding decrease of the particle density is observed.
3 Conductance and Structural Properties of Ni Nanocontacts
During the last years a lot of attention has been devoted to the analysis of contacts of
magnetic materials. In these nanowires the spin degeneracy is lifted, which can potentially
lead to interesting spin-related phenomena in the transport properties.
Here we address the issue of the conductance quantization and the spin polarization of
the current of Ni contacts. We have combined classical molecular dynamics simulations
of the breaking of nanocontacts with conductance calculations based on a tight-binding
model.13, 14 For Ni we have applied our method to a Hamiltonian with spin-dependent
matrix elements.15
We analyzed the evolution of the conductance during the formation of a Ni dimer struc-
ture, which is the most common geometry in the last stages of the breaking process. In
addition to the evolution of the conductance and transmission eigenchannels for both spin
components separately, we computed the MCS radius, the strain force, and the spin polar-
ization of the current, which is defined as P = (G↑−G↓)/(G↑+G↓)× 100%, where Gσ
is the conductance of the spin component σ. Here, spin up (σ =↑) means majority spins
and spin down (σ =↓) minority spins. In the last stages of the stretching the conductance
for the majority spins lies below 1.2e2/h and is dominated by a single channel, while for
the minority spin there are still up to four open channels and the conductance is close to
2e2/h, adding up to a total conductance of around 1.2–1.6G0.
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Figure 5. Left: Binding energy of Si atoms as function of distance over certain sites of a graphite surface Right:
Potential energy for two Si4 clusters as function of distance in an external parabolic potential.
For ferromagnetic Ni, we have shown that the contacts behave as a mixture of a noble
metal (such as Ag) and a transition metal (such as Pt). While the 4s orbitals play the main
role for the transport of the majority-spin electrons, the conduction of the minority-spin
electrons is controlled by the partially occupied 3d orbitals. This follows from the position
of the Fermi energy, which lies in the s band for the majority spins and in the d bands
for the minority spins. Our results indicate the absence of any conductance quantization,
and show how the spin polarization of the current evolves from negative values in thick
contacts to even positive values in the tunneling regime after rupture of the contact.
4 Sin Clusters, Magnetic Model Systems and Membranes under
Tension
We computed the properties of selected Sin clusters approaching each other and the effect
of external fields and surfaces17, 18 by DFT methods19.
One example shown here is the approach of Si-atoms to a graphite surface. The re-
sulting binding energy as function of distance over certain sites16 is shown in Fig. 5. It
follows that the site above the C-C bonds is energetically preferred. Another example18 is
the effect of an external parabolic potential, V (x, y, z) = k2y2 on the potential energy of
two Si4 clusters as a function of distance, s. Fig. 5. Two nearest atoms of the two clusters
are fixed at a distance R, the other atoms are allowed to move freely. For increasing k
values the potential energy develops a fusion barrier at a distance of about 3 A˚.
Using the Heisenberg Hamiltonian and the Landau-Lifshitz-Gilbert equation interest-
ing insight into the behaviour of domain walls in confined geometry at finite temperature
has been computed20–22.
The dynamics of the spin reversal processes in systems with moments attached to caps
of (colloidal) spheres have been computed22 for different system sizes and external mag-
netic fields. Fig. 6 shows the hysteresis effect of external magnetic fields at angle ϑ relative
to the x-axis.
Lipid bilayers and incorporated proteins form biological membranes. These barriers
define the inside and the outside of a cell and are indispensable for live. Usually the
microscopic surface tension of membranes is small or vanishes altogether. One aim of
our work23 is to study the effect of an applied tension to a model bilayer, unsing the lipid
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Figure 6. Left: Sketch of the geometry; Right: Hysteresis for different angles ϑ relative to the x-axis. The caps
have a diameter of 48 nm and a height of 12 nm.
Figure 7. Left: Snapshot of a double bilayer configuration; Right: Tether consisting of 4,800 lipids
model of Ref.24, 26. Does this tension cause a change in the behaviour of incorporated
model proteins, e.g. lead to an increasing lipid mediated attraction or repulsion between
two proteins?
Other points of interest in our project are the examination of membrane multi layers
(Fig. 7) and tethers (Fig. 7) within and without an applied tension, respectively. These
configurations23 require high computing capacities due to the system size. The shown
tether, e. g., consists of 4800 lipids and more than 90,000 solvent particles. The program
has been parallelized and technical details about that can be found in Ref.25.
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Synthetic polymers, bio membranes, proteins, colloids and many other systems are char-
acterized by characteristically low modulii and therefore are also termed “soft matter”. In
turn “soft matter” means, that thermal fluctuations play an important role for the struc-
ture and properties of these materials and consequently conformational and structural fluc-
tuations have to be considered. The material properties are intimately linked to both,
mesoscopic generic aspects, such as molecular architecture (chain molecules, branched
molecules etc.) and details of the chemical building unit. Since both aspects play an
equally important role, models of both kinds are treated extensively within theoretical
studies and nowadays in many cases these scales are also directly linked to each other.
On the other hand, the complicated nature of the structure units combined with the above
mentioned fluctuations makes it almost impossible up to some very specific exceptions to
arrive at truly quantitative predictions on the basis of analytic theory only. Because of that
computer simulations have already for many years played a very significant role in the
theoretical study of soft matter. In this context, the NIC was instrumental for many groups
throughout Germany to provide CPU power which fits the specific needs of this commu-
nity. This is also reflected by the contributions to the NIC Symposium Volume 2008, which
reflects this range of this theoretical description from mesoscopic simple generic models
all the way to poly-atomistic descriptions. The present chapter of soft matter simulations
contains three rather different contributions.
Free Energies of Self-Assembling Systems
The first contribution by Mu¨ller and Daoulas deals with the problem of self-assembly in
soft matter. Different polymeric systems are usually very difficult to mix. Because of the
high conformational entropy which to a first order is the same in the mixed and the phase-
separated state only very small unfavourable interactions (of the order of the thermal en-
ergy over molecular size) are sufficient to drive phase segregation. This is a characteristic
problem of high technical and simultaneously of theoretical interest. Combining different
polymeric structures into one macromolecule then leads to very interesting morphologies
with nano- or microscopic patterns due to the tendency of self-aggregation of chemically
identical parts. However, to find these different phases and to estimate the free energy
differences between them is quite difficult. In the present approach the SCMF (Self Con-
sistent Mean Field) method is known to be a numerically very efficient method to study
phase transitions and dense polymeric systems and is extended to provide free energy dif-
ferences between different morphologies. The idea is to couple the density field of the
macromolecular system to an ordering field which one can slowly switch on or off. By
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this effectively a thermodynamic integration can be performed in order to obtain the free
energies of different morphologies. The present example of lamellar diblock-copolymers
displays the potential power of the approach. The method is easily parallelized which
will allow the authors to study much more complicated and larger systems with the new
machines recently arrived in Ju¨lich.
Molecular Dynamics Simulations of PVA/Pt(111) Interfaces
While the first one was a study on the mesoscopic generic level, the second contribution by
Tarmyshov and Mu¨ller-Plathe deals with very local atomistic properties of small macro-
molecules close to a metal surface. They study a melt of PVA (poly(vinyl alcohol)) on
platinum Pt(111) and compare this to an earlier study of liquid isopropanol on the same
platinum surface. While the isopropanol molecule close to the surface becomes weakly
bonded to the platinum via the hydroxyl oxygen this is somewhat restricted in the case of
PVA. Here, the steric properties of the chain molecule come into play and prevent a per-
fect link to the surface as it was found for isopropanol. Still, the PVA molecules coat the
surface and form a rather compact layer, separating the surface linked molecules from the
other bulk molecules.
Effective Protein Interactions in a Coarse-Grained Model for Lipid
Membranes
Again, a completely different problem is addressed in the contribution by West and
Schmid. Biological membranes are prototypical soft matter systems, and here especially
the properties and function of membrane embedded proteins is of high interest to both,
biologists as well as physicists. However, studies on that problem by atomistic simulations
up to some very short time runs are beyond the capabilities even of the newest generation
of supercomputers. Because of that scientists constructed reduced models which are as
simple as possible in order to provide a realistic spectrum of the membrane fluctuations.
West and Schmid study such a generic model where the lipids of the membrane are re-
placed by a simple sixmers and the embedded proteins are treated as simple cylindrical
objects. The solvent is treated as an ideal gas of “head groups” of the simplified lipid
molecules. By this the authors study the interaction of two embedded cylinders and, what
is especially important, the coupling of this interaction to the capillary wave spectrum of
the membranes. Besides extending these studies it is one of the challenges for the future to
link such kind of computations to a more detailed understanding of membrane properties.
Outlook
Beyond the here described three projects the NIC provided CPU time grants for a number
of further soft matter projects also including colloid physics and chemistry.
All the presented problems significantly benefitted from the CPU power of the Ju¨lich
supercomputers and are especially suitable for moderately parallel computing. This is
the case because system sizes typically reach up to 1 Mio. particles and then have to be
followed for a long time.
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A method for calculating free energy differences between disordered and ordered phases of
self-assembling systems is discussed. Applying an external, ordering field, we impose a pre-
defined structure onto the fluid in the disordered phase. The structure in the presence of the
external, ordering field closely mimics the structure of the ordered phase (in the absence of an
ordering field). Subsequently, we gradually switch off the external, ordering field and, in turn,
increase the control parameter that drives the self-assembly. The free energy difference along
this reversible path connecting the disordered and the ordered state is obtained via thermody-
namic integration or expanded ensemble simulation techniques in conjunction with successive
umbrella sampling.
1 Introduction
Computer simulations provide accurate information about the statistical mechanics and
thermodynamics without the need to invoke approximations that are often required to make
progress in analytical calculations. The measurement of free energies, however, is a chal-
lenge because free energy differences cannot simply be expressed as functions of the parti-
cles’ coordinates. Special simulation techniques have to be devised in order to extract free
energy differences from particle simulations.1
In this report, we present a method that enables us to accurately calculate the free en-
ergy differences between self-assembled morphologies in amphiphilic systems. This is a
computationally difficult problem for two reasons: (i) Due to the mismatch of the period-
icity of the self-assembled morphology with the size of the simulation cell, there are strong
finite-size effects.2 Calculations with variable box shape can mitigate this problem,3, 4 and
we do not consider this important aspect further here. (ii) Another problem stems from
the absence of a well-ordered reference state – the analog of a crystal – for which the free
energy can be accurately calculated. If the absolute free energy of such a reference state in
the ordered phase was known, one could utilize thermodynamic integration to calculate the
free energy at different state points (e.g. temperatures) and accurately map out the phase
diagram without relying on the observation of hysteresis.
It is interesting to draw a comparison between self-assembly in soft matter (e.g., lamel-
lar ordering in a diblock copolymer melt) and crystallization in simple, hard condensed
matter systems (e.g., a Lennard-Jones crystal). The local difference of volume fraction,
φ(r), of the two species of the amphiphilic system plays a similar role as the density of
a hard crystal. Its dominant Fourier mode is the order parameter of the transition. In a
well-ordered, hard crystal, each particle fluctuates little around its corresponding crystal
lattice position. Thus, the system resembles an Einstein crystal, in which non-interacting
particles are tethered by harmonic springs to their ideal lattice positions. Frenkel and Ladd
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have used thermodynamic integration from this Einstein crystal to the well-ordered solid
for calculating the absolute free energy of a hard crystal.5
In a self-assembling soft matter system, the composition also fluctuates little around
the ideally ordered value, however, the molecules are in a liquid state, i.e. they diffuse and
are not “tethered” to ideal positions. Therefore, there exists no well-defined reference state
and previous simulation techniques for calculating the absolute free energy of hard crystals
do not straightforwardly carry over to self-assembling soft matter systems.
In fact, even calculating the free energy of a homogeneous melt without repulsion be-
tween the two different monomeric species (i.e., χN = 0), which would be the analog
of an ideal gas in a simple, hard condensed matter system, is a formidable task. In a liq-
uid, the (bonded and non-bonded) interactions of a segment with its surroundings are of
the order kBT , where kB and T are Boltzmann’s constant and temperature, respectively.
Thus, the free energy per molecule is proportional to kBTN where N denotes the num-
ber of segments (or coarse-grained interaction centres) each molecule is comprised of. In
order to accurately determine the location of phase boundaries, calculate the free energy
costs of defects or grain boundaries, and assess the thermodynamic stability of morpholo-
gies, one needs to know the free energy per molecule with an accuracy of O(10−3kBT ).
Therefore the absolute free energy would be required to be known with a precision of the
order 10−3/N ≈ 10−5. The free energy difference between the disordered phase and a
self-assembled structure, however, is only of the order χNkBT ∼ kBT . Thus, it is advan-
tageous to directly calculate the free energy difference between the disordered and ordered
state rather than to determine it as a difference of two large absolute free energies.
Here we present a general thermodynamic integration scheme that enables us to calcu-
late the free energy difference between a disordered and a spatially structured phase. We
illustrate the method by studying a symmetric diblock copolymer melt. We convert the dis-
ordered melt (χinitN < χODTN ) into the spatially structured phase (χfinalN > χODTN )
via a reversible path. Our method is inspired by the work of Sheu, Mou and Lovett cal-
culating the absolute free energy of a Lennard-Jones solid6. Related reversible integration
paths between a solid and a liquid have been used by others7, 8 for calculating the free
energy difference between a solid and a liquid.
First, as illustrated in Fig. 1, we structure the homogeneous, disordered melt at low
incompatibility, χinitN , between the two species by applying an external, ordering field,
h(r), conjugated to the order parameter of the transition. Ref. 6 demonstrated that the
optimal choice of this ordering field, h, is such that the order parameter at χinitN in the
presence of the ordering field closely mimics the order parameter at the final self-assembled
state, χfinalN , in the absence of the ordering field. The structure formation in response
to the ordering field is completely gradual and free of any thermodynamic singularities.
Second, we gradually reduce the ordering field and, in turn, increase the incompatibility
between the two species. Optimally, the spatial order parameter does not vary along this
path. The absence of abrupt changes in the order parameter, φ(r), or any other quantities
indicates the lack of thermodynamical singularities along the second branch of the path.
Thus, one turns a disordered system into a spatially ordered one without passing through a
first-order transition.6
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Figure 1. Sketch of the reversible path that connects the homogeneous, disordered state, the externally ordered
and the self-assembled state. Configuration snapshots of a symmetric diblock melt illustrate the different states. In
the snapshots three-dimensional contour plots of the composition are shown. The B-rich component is removed
for clarity and the interface between the different components is coloured blue. χinitN = 0, χfinalN = 20,
and the maximal strength of the ordering field is ΛN = 20. The linear extension of the simulation cell is
L = 7.77Reo and the lamellar spacing is Lo = L/(2
√
2) = 1.686Reo .
2 Model and Technique
Our thermodynamic integration scheme can be applied to different models including
coarse-grained, particle-based models of amphiphilic systems and membranes9 as well
as field-theoretic representations10. It can be implemented in Monte Carlo or Molecular
Dynamics or DPD simulations, as well as Single-Chain-in-Mean-Field (SCMF) simula-
tions,11, 12 field-theoretic simulations10, and external potential dynamics13, 14 or dynamic
density functional theory.15
In the following, we consider a liquid of n diblock copolymer molecules in a volume,
V . Let the order parameter, φ(r), denote the difference of the local volume fractions of the
two components, and χN the incompatibility of the two components per molecule. The
energy of the system takes the formH = Hliq +Hord +Hext.
Hliq = Hb +Hnb with Hb
kBT
=
n∑
i=1
N∑
s=1
3(N − 1)
2Reo
2 [ri(s)− ri(s+ 1)]2 (1)
The bonded, intramolecular interactions, Hb, take the form of a discretized Edwards-
Hamiltonian. The shape of a flexible macromolecule is Gaussian and characterized by
its mean squared end-to-end distance, Reo. We discretize the contour of the symmetric
diblock copolymer into N = 16 + 16 coarse-grained segments. The coarse-grained pa-
rameter of relevance for matching our simulation data to experiments is the invariant degree
of polymerization, N¯ = (nR3eo/N)2 = 14 884. This value lies in the typical experimental
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range, and we achieve this large value not by using a particularly fine discretization, N ,
along the molecules but rather by increasing the polymer density, n/V .
We calculate the coarse-grained compositions from the microscopic molecular con-
formations, {Ri}, using a simple cubic grid with mesh size, ∆L, i.e., the grid contains
Ncells = V/∆L
3 cells. ∆L = 0.19875Reo provides sufficient spatial resolution. The
local composition, φA(j), at a grid point, rj = jxxˆ+ jyyˆ+ jzzˆ (jx, jy, jz , being multiples
of ∆L, index the grid point and xˆ, yˆ, zˆ denotes the unit cell vectors of the simple cubic
lattice, respectively) is given by φA(j) = VnN∆L3
∑n
i=1
∑fN
s=1m(ri(s) − rj), and a sim-
ilar expression holds for the local volume fraction of the B component. The assignment
function, m, characterizes the mapping of the continuous, off-lattice segment coordinates
onto the coarse-grained grid and we utilize a linear particle-mesh extrapolation.16
The small compressibility of a dense polymer liquid is captured by the non-bonded
interactions of Helfand-type: HnbnkBT =
κoN
2
1
Ncells
∑
j [φA(j) + φB(j)− 1]2. The value
κoN = 50 is sufficient to suppress fluctuations of the total density on the length scale of a
small fraction of Reo.
The incompatibility between unlike segments, A and B, is described by the most sym-
metric choice: HordnkBT = −
χN
Ncells
∑
j φ
2(j) with φ(j) = φA(j)−φB(j)2 . In addition, we apply
an external, ordering field, h(r) = −λNfext(r), that linearly couples to the order param-
eter. It results in an energy contribution of the form HextnkBT = −λNV
∫
V d
3r fext(r)φ(r)
where λN characterizes the strength and fext the spatial variation of the ordering field.
These interactions define a coarse-grained model that can be very efficiently studied
by computer simulations because (i) the interactions are soft, (ii) the absence of harsh
excluded volume interactions allows for a high polymer density and an invariant degree of
polymerization that is comparable to experimental values, and (iii) the calculation of the
non-bonded interactions via a coarse-grained grid speeds up the calculation of the energy
by about two orders of magnitudes in dense systems.12 The model is simulated by Single-
Chain-in-Mean (SCMF) simulations12, 11 where the explicit chain conformations evolve in
time via a Smart Monte Carlo algorithm.17
For this model, the free energy changes along the two branches depicted in Fig. 1 take
the simple, explicit form
∆F1
nkBT
= −
∫ ΛN
0
dλN
〈
1
Ncells
∑
j
fext(j)φ(j)
〉∣∣∣∣∣∣
χinitN
(2)
∆F2
nkBT
= −
∫ 0
ΛN
dλN
〈
1
Ncell
∑
j
(
fext(j)φ(j) − φ2(j)
)〉 (3)
We simulate the systems for different state points along the integration path, measure
the integrands of Eqs. (2) and (3), and evaluate the free energy changes by numerically
evaluating the integrals. This provides a first estimate for the free energy changes along
the path. Subsequently, we employ an expanded ensemble18 where the incompatibility,
χN , and the strength of the external field, λN , vary along the integration path. Within a
single simulation run the system will visit different state points along the integration path.
To this end, the Monte Carlo algorithm comprises additional moves that alter χN and λN .
The expanded partition function takes the form
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Figure 2. a) Evolution of the ordering field, λN , in the course of the expanded ensemble simulation along both
branches. The “time” is measured in units of the Rouse-time of the macromolecules. The inset presents the
probability distribution, Pexp(χN, λN). b) Changes of the free energy along the two branches of the integration
path.
Zexp =
∑
(χN,λN)
exp
[
w(χN, λN)
kBT
] ∫
D[{Ri}] exp
[
−Hliq +Hord(χN) +Hext(λN)
kBT
]
(4)
The pre-weighting factors, w(χN, λN), facilitate transition between different states,
(χN, λN), along the integration path. The probability, Pexp, of finding the system in
a state characterized by χN and λN is related to the free energy via Pexp(χN, λN) =
1
Z exp
[
−F (χN,λN)−w(χN,λN)kBT
]
. The choice, w(χN, λN) ≈ F (n, V, T, χN, λN), for the
pre-weighting factors ensures that the different state points are sampled with approximately
equal probability. Initial estimates of the pre-weighting factors are obtained by thermody-
namic integration and successive umbrella sampling19 but alternative schemes20, 21 can be
envisioned. Note that compared to other re-weighting techniques (utilized e.g., to cal-
culate phase diagrams, interface tensions, or potentials of mean force)1 the free energy
difference along the integration path is large, O(104kBT ), and a systematic method for
obtaining/improving the pre-weighting factors is required.
3 Results
In order to calculate the free energy difference between the disordered state, χN = 0, and
the lamellar ordered structure at χN = 20, we discretize both branches of the integration
path. The variation of the integrands along both branches of the path is completely gradual,
indicating the absence of a first-order transition. The absence of a first-order transition is
corroborated by Fig. 2a, where we show the evolution of the strength of the ordering field,
λN , during the course of the expanded ensemble simulation. The simulation data presented
correspond to a single configuration that samples all different external field strengths, λN ,
of a branch.
The system freely diffuses along the λN -axis and there is no “kinetic barrier” between
neighbouring λN -states. This observation demonstrates that the regions of configuration
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space associated with neighbouring λN -values overlap. We also observe that the system
visits all λN -states with roughly equal probability (see inset). This demonstrates that the
pre-weighting factors are very accurate and the error in the free energy difference is of the
order of a few kBT which, in turn, is much smaller than the total free energy difference,
O(104)kBT .
The SCMF simulations can be very efficiently implemented on a parallel computer
because we simulate an ensemble of independent molecules in fluctuating fields.11, 12 Even
for the rather small system size considered in this work, 32 processors can be used. If
one takes the absence of a free energy barrier along the thermodynamic integration path
for granted, it would be beneficial to subdivide the range of external field strength and
use a successive umbrella sampling technique.19 In this case, the ∼ 400 points along the
two branches can be divided into several sub-branches (typically, we use 32) that overlap
at their boundaries. Each sub-branch can be assigned to a different group of processors.
Additionally, we have implemented a parallel-tempering scheme to facilitate the relaxation
of the systems by exchanging configurations between different sub-branches. This allows
us to efficiently employ 322 = 1024 processors.
In Fig. 2b, the variation of the free energy along the two branches is presented. Since
we calculate free energy differences, we arbitrarily set the free energy of the initial, dis-
ordered state (χN = 0) to zero, and we have matched the free energy at the end of the
first branch with that of the beginning of the second one. From the data we obtain a free
energy difference of ∆F/kBT = 11607(10) or ∆F/nkBT = −0.87659(75) for a lamel-
lar spacing, Lo = 1.686Reo. The error estimate refers to the statistical error of the result
but does not include a possible systematic over-estimation of the free energy because of
the deviation of the lamellar spacing from its equilibrium value due to the finite size of the
simulation cell.
4 Outlook
This new simulation technique permits us to accurately calculate free energy differences
in self-assembling soft matter. Potential application encompass the determination of phase
diagrams and the identification of stable phases. Applying the scheme to a perfectly or-
dered system and a system with an interface (e.g., between self-assembled phases with
different orientations), one can calculate the free energy of grain boundaries and defects.
The calculation of the free energy of a grain boundary is illustrated in Fig. 3. Calcu-
lating the free energy difference between a disordered system, χN = 0, and an or-
dered system, χN = 20 with and without grain boundary we obtain the free energy
difference ∆F = 0.032kBT /chain. This value corresponds to an interface free energy,
γR2eo
kBT
√
N¯ = 0.16. This value is slightly smaller than the value 0.21 predicted by SCF the-
ory.22 This deviation is due to (i) fluctuations that tend to reduce the free energy and (ii) the
differences in the models used in SCF theory and SCMF simulations. While SCF theory
assumes zero-ranged interactions, the spatial range of interactions in the SCMF simulations
is set by the rather coarse grid spacing, ∆L.
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Figure 3. Illustration of the thermodynamic integration path for calculating the free energy difference of a T-
junction between two lamellar domains of perpendicular orientation at χN = 20 and N¯ = 14 884. The
simulation cell of geometry 4× 10.2× 6.8R3eo contains 33 848 polymers with N = 32 segments.
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Molecular dynamics simulations are used to study the structure and dynamics of the interfaces
between the platinum (111) [Pt(111)] surface and liquid isopropanol or polyvinyl alcohol (PVA)
melt oligomers (10 monomers long). The mass and number atoms distributions were found
to be very similar. The small discrepancies between isopropanol and PVA are introduced by
the chemical bonds between monomers within PVA chains. The differences in orientational
structure of O-H and O-C(CH) bond vectors are significantly stronger in immediate proximity
to the Pt(111) surface. The chemical bonds between the monomers are also the main reason for
such differences. Further from the surface, the orientational structures of Pt(111)/isopropanol
or PVA melt are similar. The PVA chains that are directly adsorbed on the surface protrude into
the bulk up to 2.25 nm. There exists a region, where adsorbed and non-adsorbed chains mix
with each other and, very likely, form hydrogen bonds. One can expect that PVA melt, unlike
lqiuid isopropanol, attaches relatively strongly onto the Pt(111) surface.
1 Introduction
Properties of metal/polymer interfaces are crucial to a large number of industrial applica-
tions. For instance, coating and adhesion are important in car production, machinery, food
packaging, solar power cells, and many others. Thin films with metal nanoparticles dis-
tributed in them attract much attention due to their prospective applicability in electronics,
optical materials, and sensors.1 Different polymers, in particular polyvinyl alcohol, are
used for stabilizing of metal nanoparticles.2–5
Understanding the behaviour of polymers near metal surfaces can provide us with the
ability to control necessary interfacial properties in existing applications. This knowledge
can also help us to choose components for new uses more effectively. Available experi-
mental techniques can be used to obtain energetic, electronic, and structural information
of molecules adsorbed on metal surfaces.6–9 These techniques are used to study very thin
films of molecules (from monolayer to few nanometers) on the surface. Experimental con-
ditions here are usually limited to low temperatures and ultra-high vacuum, as one wants
to perform experiments free of any contaminants and in stabilized conformation.
Along with the experimental research molecular simulations have also been used to
study interfaces between metals and other organic or inorganic materials. Energetic, elec-
tronic, structural, and dynamic properties of interfaces obtained from these theoretical stud-
ies can be used to complement experimental results. Molecular simulations can also probe
systems and conditions that are inaccessible to experimental techniques. There have been
already many attempts to study interfaces of metals with other organic, including poly-
mers, and inorganic molecules by means of quantum calculations (QC)10–16 and molecular
dynamics (MD).17–24 However, quantum or quantum-hybrid calculations can be used only
for a relatively small number of atoms (up to few thousands). Classical MD simulations
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cannot be used unmodified for simulations of metal/organic interfaces, and especially for
transition metals. The complications in MD simulations are caused by the complex chem-
ical and electrostatic interactions between metals and organic matter, for which there are
no simple physical laws. Metal/organic interfaces cannot, therefore, be easily (and system-
atically) parameterized and simulated in a way as it is done, for instance, in the case of
purely organic systems. One has to introduce and parameterize a specific (state-of-the-art)
treatment of the interactions between organic matter and transition metal surface.
Delle Site et al. have already studied bisphenol-A-polycarbonate melt near a Ni(111)
surface via coarse-grained molecular dynamics simulations.25 In their system, only ends of
polymer chains could be adsorbed on the metal surface chemically. This specific adsorption
was found to influence the structure and dynamics of the interface, which are quite different
from the interface where no chemical bonding occurs. Schravendijk et al. studied hydrated
amino acids at the nickel metal surface using MD simulations, where chemical binding
was fitted to the reference quantum calculations.26
In our previous contribution we studied Pt(111)/isopropanol (2-propanol) interface,27
where isopropanol molecules bind to the platinum surface through a weak chemical bond
between the hydroxyl oxygen and one of platinum atoms. The purpose of the current work
is to make the next step and to study the properties of the interface between the Pt(111)
surface and polyvinyl alcohol (PVA) oligomers of different length and at different temper-
atures. It is also of interest to see how the properties of the interface change depending on
the tacticity of oligomers and regular appearance of hydroxyl group in the chains.
2 Motivation for Usage of High Performance Computers
In order to estimate properties of interfaces between organic polymers and metal surfaces
using molecular dynamics simulations, one must build a molecular model that represents
the real system of interest. For this, it is necessary to create a large enough system that
contains not only the immediate interface, but also the bulk region of the polymer above
the metal surface (Fig. 1). This must to be done, since one is interested in the properties of
the interfacial region that is located between the metal surface and the polymer bulk.
To determine if the simulated interface contains the bulk region, one has to calculate
certain properties of the bulk that are then compared to those properties of the interface in
regions at different distance to the surface. A match between the properies of the bulk and
the chosen region must be found. These properties can be static, dynamic, or both. In our
previous studies, in which interfaces between liquid isopropanol or PVA melt and platinum
(111) [Pt(111)] surface were studied, we have used the profile of the density as a function
of the distance from the surface to confirm the presence of the bulk region.27, 28 Ideally, the
choice of properties, which are used to determine the bulk region in the simulated system
and, therefore, the size of this system, should depend on the properties of the interface that
one wants to investigate. However, in the case of polymeric materials near a solid surface,
the relaxation times of the polymer can be extremely long22, 27 and, therefore, can pose
very high computational demands.
Interactions in coarse-grained simulations are usually short ranged and, thus, can be
parallelized using the distributed-memory model and the Domain Decomposition (DD)
approach. In atomistic simulations, long range (electrostatic) interactions may be present,
which basically ban the usage of the DD strategy for parallelization. In such situation,
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Figure 1. A screenshot of the simulated PVA/Pt(111) interface. The bulk region, which is identified via structural
and dynamic properties, must be present in any polymer/metal interface system.
the use of shared-memory high performance computers (like ones located at Ju¨lich) for
atomistic simulations of interfaces between polymer melts and metal surfaces becomes a
very attractive option.
3 Current Work and Results
The interfaces between the Pt(111) surface and liquid isopropanol and melt of PVA
oligomers with chain length N=10 have been investigated.27, 28 It was found from the
comparison of various structural properties that the structure of the Pt(111)/PVA-melt in-
terface at 400K is similar to that of the Pt(111)/liquid-isopropanol interface at 300K28. The
distributions of mass density (Fig. 2) and of number density of different atom types (Fig.
3) in PVA melt corespond, generally, to those of liquid isopropanol. The differences in
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these distributions can be traced to the chemical bonds between monomers in PVA chains
that are absent in the case of isopropanol.
Figure 2. The mass density distribution of PVA melt at 400K and liquid isopropanol at 300K along the surface
normal normalized by the corresponding bulk density. The 0 value of the distance axis corresponds to the position
of the surface atoms of the platinum slab.
Figure 3a Figure 3b
Figure 3. The number density distribution of hydroxyl oxygen (a) and carbon (b) of PVA melt at 400K and liquid
isopropanol at 300K along the surface normal normalized by the corresponding bulk number densities. The 0
value of the distance axis corresponds to the position of the surface atoms of the platinum slab.
This connectivity has substantially stronger impact on the orientational structure. A
small change in the distribution of methine carbone atoms (Fig. 4) causes a strong change
in the preferred orientation of the O-C(CH) molecular vector (Fig. 5). In the case of
isopropanol one can consider that each hydroxyl-methine couple has only methyl groups
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as neighbours. For PVA, each of hydroxyl-methine couple (except at the ends of chains) is
connected over a methylene bridge to two other hydroxyl-methine couples. It is clear that
these hydroxyl-methine couples are larger than methyl groups. Therefore, they introduce
additional sterical constraints that result in the sign change of the order parameter S2 of
the O-C(CH) bond vector directly at the surface (Fig. 5).
Figure 4a Figure 4b
Figure 4. The number density distribution of the methine carbons for PVA and isopropanol (a), and the hydroxyl
oxygens and methine carbons of PVA melt at 400K (b) along the surface normal normalized by the corresponding
bulk densities. The 0 value of the distance axis corresponds to the position of the surface atoms of the platinum
slab.
The PVA chains adsorbed onto the Pt(111) surface were found to extend into the bulk
for up to a few nanometers. There is also an overlap region, where both adsorbed and
nonadsorbed chains co-exist and mix with each other (Fig. 6). Hydrogen bonds are
very likely formed between adsorbed and nonadsorbed chains in this region. For the
Pt(111)/isopropanol interface, interactions between molecules that adsorb directly on the
surface (and create hydrophobic methyl brush) and the next layer are weak (Fig. 7). Unlike
Figure 5a Figure 5b
Figure 5. The order parameter S2 = 1/2 < 3cos2θ − 1 > as a function of distance of molecular vectors
O-H (a) and O-C(CH) (b) for melt PVA oligomers at 400K and liquid isopropanol at 300K. The position of the
oxygen atom was used to calculate the distance. θ is the angle between the vector being analyzed and the surface
normal. S2 < 0 signifies a preferential orientation in the surface plane, S2 > 0 an orientation perpendicular to
the surface, and S2 = 0 a random orientation. The 0 value of the distance axis corresponds to the position of the
surface atoms of the platinum slab.
267
in the case of Pt(111)/liquid isopropanol, mixing between adsorbed and non-adsorbed PVA
chains will cause stronger attachment of PVA bulk to the adsorbed chains and, therefore,
to the Pt(111) surface. However, to quantify this, the non-equilibrium shear molecular
dynamics should be carried out.
Figure 6a Figure 6b
Figure 6. The number density distribution of hydroxyl oxygen atoms along the surface normal for all chains and
only those that have at least one oxygen atom adsorbed onto the Pt(111) surface (PVA melt at 400K) (a). An
oxygen atom was considered as adsorbed if its distance was the first minimum of the oxygen density distribution
(< 0.32 nm). Both distributions are normalized by the oxygen bulk density in melt of PVA oligomers at 400K.
The 0 value of the distance axis corresponds to the position of the surface atoms of the platinum slab.
A snapshot of PVA chains adsorbed on the surface and in the mixing region above the surface (b).
4 Future Work
Currently the bulk properties of PVA oligomers with chain length N=2,3,5, and 7 are being
investigated. These studies can be considered as the preliminary step towards the investiga-
tion of the properties of interfaces between the Pt(111) surface and mono- and bi-dispersed
PVA melts.29 The obtained properties of the bulk will then be used to build molecular
systems with the required bulk region present. These systems will then be used to study
the properties of PVA/Pt(111) interfaces and the influence of chain length and mixture
composition on these properties.
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Figure 7. A snapshot of liquid isopropanol adsorbed on the surface. The molecules that are adsorbed directly on
the surface create a hydrophobic brush of methyl groups.
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A simple coarse-grained model for self-assembling lipid membranes is presented. The “lipids”
are represented by short linear spring-bead chains, which self-assemble to membranes due to
the presence of a computationally cheap “phantom” solvent environment. These membranes
may contain “transmembrane proteins”, represented by cylinders with diameters corresponding
to the diameter of an α-helix. The system is studied by Monte Carlo simulations at constant
pressure using a parallel code with a newly devised domain decomposition scheme. The effec-
tive interactions between two proteins are calculated for different lipid-protein interactions and
compared with the predictions of an elastic theory.
1 Motivation
Biomembranes play a central role in both the structure and function of all biological cells8.
They serve as an interface between different areas within a cell. A biomembrane, however,
is not only a passive interface, but it plays an active role in the transport of molecules and
information from one side of the cell to the other.
The biomembrane consists of a liquid-like bilayer of amphiphile lipids, into which
membrane-proteins and other macromolecules are inserted. These proteins, e.g. receptors,
enzymes and ion channels, are the biochemically active components. Their functions are
very versatile: transport (exchange of material through the membrane), enzyme activity,
signal transmission (receptors), cell connection, cell-cell recognition.
Both lipid-mediated interactions between proteins included in the membrane and the
influence of such inclusions on lipid bilayers, have been intensively investigated for some
time9, 15, 16. On the one hand the indirect interaction effects obtained by the lipids contribute
significantly to the entire interaction between membrane proteins3, 11. On the other hand
the direct electrostatic interaction effects in biologically relevant constellations become
predominantly shielded by the aqueous environment of the membrane2, 22.
Proteins affect the lateral structure of the lipid membrane: the number of possible con-
formations of the lipids in the proximity of proteins is reduced3. In multicomponent mem-
branes, some lipid components are enriched7. Particularly dramatic effects can occur in
two-phase areas – with the presence of sufficiently many proteins, the two phases may mix
under certain circumstances, and one observes instead of a phase separation a heteroge-
neous structure of small domains17, 18. A protein-induced phase separation is also possible
under certain circumstances19. Such phenomena have great practical importance, since
the lateral structure of membranes is closely connected to its functionality. Apart from
direct protein-protein interactions there are also different factors that can induce indirect
interactions9. These are in particular:
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1. Hydrophobic mismatch. This factor will come into play, if the length of the hydropho-
bic region of a transmembrane protein and the thickness of the membrane do not fit.
2. Disturbance of the local structure. The lipids in the environment of a protein lose their
freedom of translation or conformation.
3. Membrane fluctuations. Proteins or other inclusions affect the fluctuation spectrum
of membranes and limit it.
Different kinds of membrane proteins provide different characteristics of biomem-
branes. Protein interactions are of great importance to the functionality of the membrane.
The indirect, lipid mediated interactions contribute significantly to the entire interaction
between membrane proteins.
2 Coarse-Grained Bilayer Model
Our model consists of a self-assembled bilayer of lipids in a solvent environment6. The
lipids are represented by chains of six tail beads of diameter σt and one slightly larger
head-bead of diameter σh.
Beads not connected with each other interact via a truncated and shifted Lennard-Jones
potential:
VLJ, shifed(r) =
{
ǫ
((
σ
r
)12 − 2 (σr )6 + Vshift) , if r < rc
0 , otherwise
(1)
The parameter σ is the mean value of the diameters of the interacting beads. Head-head
and head-tail interactions are purely repulsive (rc = σ) and tail-tail interactions also have
an attractive part (rc = 2σ). The adjacent beads of the lipid chain are bound to each other
by a finite extensible nonlinear elastic potential (FENE potential):
VFENE(r) = −1
2
ǫ(∆rmax)
2 log
(
1−
(
r − r0
∆rmax
)2)
(2)
Additionally, chains are given a bending stiffness by a bond-angle potential:
VBA(θ) = ǫ(1− cos(θ)) (3)
The solvent environment is represented by explicit solvent beads13. They behave like
unbounded head beads, except for not interacting with each other. Figure 1 shows the
phase diagram of our model12.
3 Coarse-Grained Protein Model
The proteins are modelled as cylinders. The diameter of these cylinders correspond to
that of an α-helix. The proteins are free to move in the xy-plane. The interaction in the
xy-plane is represented by a Lennard-Jones kind of potential:
VLJ, shifed(r) =
 ǫ
((
σ
r−rir
)12
− 2
(
σ
r−rir
)6
+ Vshift
)
, if r − rir < rc
0 , otherwise
(4)
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Figure 1. Phase diagram of our lipid model.
The interaction between the proteins and the head and solvent beads is purely repulsive.
The interaction with the tail beads is also repulsive. For the tail-protein interaction there
is an additional attractive component that depends on the z-distance between the tail bead
and the protein.
4 Methods
The system is simulated using Monte Carlo methods at constant pressure and temperature
with periodic boundary conditions. The simulation box is allowed to fluctuate during the
simulation, i.e., we have additional volume and shape moves besides the moves of the
beads.
The programme is parallelised using a geometrical decomposition20, 21. The idea is to
define “active regions”, represented by the light blue areas in figure 2. Each processor gets
one of these active regions. The distance between the regions is a little bit larger than the
maximum interaction range of the beads. This is important to avoid interactions between
beads in various active regions. Only the particles inside the active regions will be moved
during a Monte Carlo step. Moves out of the active region will be rejected. To make sure
that ergodicity is fulfilled, the offset of the active regions, represented by the red arrow in
figure 2, is regularly moved randomly.
5 Lipid Bilayer with Two Proteins in the Fluid Phase
We simulate a lipid bilayer with two proteins in the fluid phase Lα for different protein-
tail interaction strengths ǫpt, figure 3. The initial distance of the proteins is chosen such
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Figure 2. Parallelisation using a geometrical decomposition scheme.
Figure 3. Lipid bilayer with two proteins in the fluid phase Lα: (a) weak interaction between proteins and tails
(b) strong interaction between proteins and tails.
that they just touch each other. If the protein-tail interaction is weak, the proteins will
stay next to each other and move together during the whole simulation. If the protein-tail
interaction is stronger, the proteins will remain separated by a layer of one or two lipids.
The membrane clearly is curved around the proteins.
From the pair distribution function g(r) as a function of the protein-protein distance
we can calculate the effective pair protein-protein interaction via:
w(r) = −kBT ln g(r) (5)
w(r) is the effective pair potential, kB is the Boltzmann constant and T is the tempera-
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Figure 4. Effective pair potential between two proteins in the fluid phase.
ture. The pair distribution function is obtained by an umbrella sampling procedure as a
function of the protein-protein distance. We first make several independent simulations
i (preruns), where we contrain the protein-protein distance to stay within a given range
r ∈ [rmin,i, rmax,i]. The windows [rmin,i, rmax,i] overlap. From these prerun simula-
tions, we deduce an estimate for the distribution of distances h(r) in each window. Then
we make a second run in each window, using 1/h(r) as a reweighting function to improve
the statistics in the valleys. This gives us unnormalized pieces of g(r) in each window. Fi-
nally, we put all these pieces together. The result is shown in Figure 4 for different values
for the protein-tail interactions strength.
When analysing the effective pair potential different mechanisms seem to be important.
On the one hand there is a layering effect. The proteins prefer distances where they are sep-
arated by a layer of one, two, ... lipids. On the other hand, there is a smoother interaction
contribution, which presumably comes from a hydrophobic mismatch – the configuration
snapshots (Figure 3) show that the membrane thickness is enhanced in the vicinity of the
proteins. This lowers the curves if the protein-tail interaction is high. The first minimum
corresponds to the region where the proteins are in direct contact. Note that the direct in-
teraction between proteins is purely repulsive; however, an attractive depletion interaction
is mediated by the solvent and the lipids. The final behaviour of the proteins is determined
by the interplay of the different factors. If the tail-protein interaction is low, the effec-
tive contact interaction dominates. If the tail-protein interaction is high, the hydrophobic
mismatch energy seems to dominate.
To assess the latter more quantitatively, we relate our results with the predictions of the
elastic theory of membrane-induced interactions between inclusions by Aranda-Espinoza
et al1. This theory describes a membrane as a system of two coupled elastic sheets (mono-
layers), taking into account their area compressibility, bending rigidity, and the individual
spontaneous curvature. To extract the elastic parameters in our system, we have determined
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Figure 5. Capillary wave spectrum < |hq|2 > (black circles) and thickness fluctuation spectrum < |tq |2 >
(red diamonds) of pure lipid membrane with fit to the elastic theory4(dashed lines). Both curves have been fitted
simultaneously.
the fluctuation spectra of membrane position (capillary waves) and membrane thickness in
pure membranes and fitted them to the elastic theory of Brannigan and Brown4. Figure
5 shows that the fit works very nicely. It provides values for the bending rigidity and
the compressibility modulus. The latter is consistent with independent measurements of
the lipid area as a function of membrane tension10. The remaining elastic parameter, the
spontaneous curvature, has been calculated from the first moment of the pressure profile14.
The elastic theory not only makes predictions for the interaction between two proteins,
but also for the distortion of the membrane close to a single protein. Therefore, we have
also studied a system with only one protein, and evaluated the thickness profile u(r), i.e.,
the distance between head beads in the upper and lower layer, as a function of the distance
to the protein r. Figure 6 (left) shows that the hydrophobic mismatch seems to play an
important role. At strong protein-tail interaction the membrane gets distorted.
The theory captures the distortion, but quantitatively, it does not agree with the simu-
lation data. It predicts strong oscillations, which are not seen in the simulations. We have
also evaluated the effective interaction potential (Figure 6, right). Even taking into account
that the theory is not designed to capture layering effects, the agreement is still not good.
Hence the simple, straightforward application of the elastic theory fails to explain the
findings of our simulation. More refined versions of the theory5 might provide a remedy.
It is also possible that additional factors have to be taken into account. For example, the
vicinity of the protein will most likely affect the spontaneous curvature locally.
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Figure 6. Comparison of the simulation data with the predictions of the elastic theory. Main panel: Thickness of
a lipid bilayer depending on the distance to the protein for different protein-lipid interactions as indicated. Points
are simulation data, dashed lines correspond to the theory with one fitting parameter, the relative distortion ∆0
at contact. Inset: Effective protein-protein interactions for the same parameter values. Data are the same as in
Figure 4 (solid lines). Dashed lines indicate theoretical prediction for the same values of ∆0 as in the main panel.
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Climate change is clearly the phenomenon at the centre of research efforts in environmen-
tal sciences at the moment. We have discovered that the climate is changing and that in
fact it seems to change faster than ever. The reasons behind the climatic variations are not
clear yet and are still debated. Especially the impact of man on the climate, or on System
Earth, in a broader sense, is subject of converse discussions. “The footprint of mankind
upon Earth is too deep” is one opinion, as correspondingly formulated by the Nobel lau-
reate Al Gore. Others favour the view, that the variations, as momentarily witnessed, are
simply due to natural fluctuations in a complex system. These rather opposing perspectives
reflect, that our understanding of System Earth is far from being complete. One particular
reason is, that we are affected by processes occurring on an immense spectrum of spatial
and temporal scales. Furthermore, we begin to understand that the different geospheres,
i.e. hydrosphere, atmosphere and the interior of the Earth are closely coupled. A strong
volcano eruption can significantly influence atmospheric conditions on Earth. On the other
hand, the presence of an early atmosphere would have influenced the thermal evolution of
our planet’s interior. Besides changes in climate we have recently experienced a series of
events, dramatically influencing human life and habitat. Especially the big Sumatra Earth-
quake on December 26 th 2006 has given us an idea, of how violent “natural fluctuations”
can be. Such an event unhinges the view of an Earth, peaceful, if not brought out of bal-
ance by it’s inhabitants. Going back through Earth’s history reveals several global events
which have been termed “Evolutionary Catastrophes”. At least twice, 250 and 65 Million
years ago, the vast majority of all inhabitants disappeared from the Earth’s surface. Up
to now it is unclear if these mass extinctions were caused externally, by for example an
asteroid impact, or, if the forces originated from deep within the Earth. Seemingly it does
not take humans to generate hazards of even global scale. There is in fact little hope that
such events can be influenced by any means, hopefully being different from the threads
arising from climatic changes. Still, research has tremendously improved our knowledge
with respect to the dynamics of our habitat.
Powerful computers have become the most important research tools. While laboratory
experiments hardly allow to encompass all scales involved, this becomes more and more
feasible in numerical models. Even today’s most up-todate models can not resolve all rel-
evant scales. However, together with a further developed understanding of fundamental
properties of complex systems, one can hope for models which are able to capture the es-
sential dynamics of Oceans, Atmosphere and Earth’s interior. Computers also allow to take
a look into the interior of our planet, possibly inaccessible forever. Tomographic methods
have been developed, making use of waves generated by earthquakes, much as using X-
rays in medical tomography. But the quest goes further. We do not only want to understand
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what the structure is - we want to understand what processes are operating and what are
the consequences and results of these processes. The behaviour of the material under such
extreme conditions is one key ingredient towards an understanding of this processes.
The contribution of Jahn, “Fluids Under Extreme Conditions of Pressure and Tem-
perature and their Role in Geological Processes”, aims at a deeper understanding of geo-
materials at high pressure and high temperatures. Atomic structures of geomaterials vary
significantly from metallic iron, deep in the Earth’s core, to silicates and oxides in the
Earth’s mantle and crust. In the presence of fluids ionic and molecular species do coexist.
High pressure fluids can have a strong influence of dynamic processes within the Earth. For
example, they can strongly influence the viscosity of the mantle material and locally facil-
itate creeping flows in the mantle. Another topic concerns the investigation of the silicate
melts. Material properties of silicate melts, again especially the viscosity, play a key role
for geodynamical processes on all scales, ranging from the thermochemical evolution of a
magma chamber and its implications for the formation of igneous deposits to the evolution
of the Earth’s mantle on a global scale.
The second contribution by Vo¨lker “High-Resolution Modelling of Phytoplankton Dis-
tribution and Adaptation” aims at the investigation of possible consequences of a climatic
change. By means of a high resolution model the impact of a change in the circulation
in the Southern Ocean on the composition of plankton shall be investigated. The main
focus will be on variations of the circulation patterns as caused by climatic changes within
the next century. The composition of the plankton is closely related to the distribution
of carbon between the ocean and the atmosphere. A close investigation of the conditions
in the Southern Ocean is only a first step. In further efforts the authors aim to develop a
state-of-the-art-model, in order to address similar question for other oceanic areas.
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The knowledge of phase equilibria and geomaterials properties is essential for understanding
the complex physics and chemistry of the Earth. Among the different geomaterials, fluids play
a crucial role in many geological processes, but their behaviour at the conditions of the Earth’s
interior, i.e. at high pressures P and high temperatures T , is not well known. We use ab initio
molecular dynamics (AIMD) simulations to study the atomic structure and dynamics of such
fluids to complement experimental approaches. The simulations do not only help to interpret
experimental data but they can predict material behaviour under conditions not accessible to
experiment. Due to the substantial computational demand of AIMD simulations, this method
has only become feasible with the use of supercomputing facilities.
1 Introduction
Geomaterials, i.e. minerals, melts and volatile fluids, exhibit complex atomic structures.
Whereas the Earth’s core is supposably composed mainly of metallic iron, the crust and
mantle consist mainly of silicates and oxides1. Different types of atomic structures and par-
ticle interactions pose a great challenge for computer modelling in Geomaterials Science.
The substantial increase in computing power during the last decades provides the base for
a realistic modelling of geologically relevant materials and processes. A first prerequisite
for atomic-scale modelling is an accurate and reliable representation of the particle inter-
actions. Electronic structure methods, e.g. using density functional theory (DFT)2, 3, have
proven reliable in this respect since they are transferable between many different types of
materials. However, they are computationally very demanding which limits the maximum
system size, i.e. number of atoms in the simulation cell, and time scales for dynamic sim-
ulations. With the availability of supercomputing facilities, ab initio molecular dynamics
(AIMD) simulations have become feasible. This provides access to chemically complex
systems that are not well described by classical interaction potentials.
We are interested in properties of geomaterials and geological processes at conditions
of the Earth’s interior, i.e. at high pressure and high temperature. Generally, geologic for-
mations are complex composites of different crystalline (minerals) and disordered (melts,
glasses, fluids) materials. Their properties are ultimately determined by the bulk properties
of the individual constituents and by the interfacial properties at phase boundaries. Both
aspects are subject of our research. Especially for melts and fluids, experimental studies
under these extreme conditions are very difficult, and important data, e.g. on the atomic
structure and dynamics, are still missing. Molecular modelling is a powerful complemen-
tary approach, by which structural and physical properties may be studied simultaneously.
Melts and fluids are especially important for processes in the Earth’s crust and upper
mantle, which is illustrated in figure 1. When an oceanic plate is subducted beneath the
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Figure 1. Schematic cross-section through the subduction zone of the Central Andes. Fluids are released at depth
due to mineral phase transformations, in particular dehydration reactions, at high pressure and high temperature.
The ascending fluids interact with the rocks of the mantle wedge and the continental crust, which leads e.g. to
magma formation, volcanism and hydrothermal ore deposit formation.
continental crust, P and T increase with depth. As a result, water and other volatiles are
released when low P −T minerals become instable and transform into high P −T phases.
The ascending volatiles then cause a partial melting of the mantle wedge or the continental
crust. Eventually, fluids and magmas reach the surface again, e.g. during volcanic erup-
tions. The most important water-bearing liquids of this process contain substantial amounts
of silicate and/or electrolyte components. Due to the much lower viscosity, the latter type
of fluid is more easily accessible by AIMD. Recently, we have studied the speciation of
ions and molecules in aqueous fluid at high pressure and high temperature using super-
computing facilities at NIC Ju¨lich and GFZ Potsdam. The results of these studies will be
used to develop a better understanding of the role of fluids on geochemical processes and
physical properties of geomaterials.
2 Simulation Method and Usage of HPC Facilities
For a reasonable representation of melt or fluid structure, the simulation cells have to con-
tain at least a few hundred non-identical atoms. Even at high temperature where equilibra-
tion is relatively fast, simulation times of at least a few picoseconds are required to obtain
converged averages of structural properties. Long simulation times are especially needed
when properties of species with low concentration are studied, as for instance ions in so-
lution. The electronic structure calculations are based on density functional theory (DFT)
using planewave basis sets4 as implemented in the CPMD code5. The Car-Parrinello MD
simulations are performed with a fictitious electron mass of 600 a.u.6, time steps of 0.12 fs
and the BLYP exchange-correlation functional7, 8. Periodic boundary conditions are ap-
plied to represent a bulk system. The CPMD code is used by a number of groups on the
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NIC supercomputers JUMP and JUBL and shows good scaling behaviour up to at least 512
processors for the type of calculation that is performed within this project.
In the next section we will present results of two case studies with different system size.
The first set of simulations is performed on systems with 64 water molecules and one LiF
(or LiOH). Hence the total number of particles is 194 (195), respectively. A typical CPMD
calculation with 10000 time steps (corresponding to a time of 1 ps) takes about 19 hours
on 32 processors on JUMP. After equilibration, a minimum of five to ten picoseconds are
needed to get reasonable averaging, i.e. about one week of continuous computing time for
one state point. Using 512 processors on JUBL, 10000 time steps run in about two hours,
which gives a speed-up of about 10 although the code runs slightly slower on JUBL than
on JUMP using the same number of processors. Comparing the time needed for a single
CPMD time step on JUBL, the code scales very well (see table 1).
np real time [s] CPU seconds
32 7.30 234
128 2.11 270
512 0.72 369
Table 1. Scaling behaviour with number of processors (np) on JUBL. The times given refer to one CPMD time
step of the 194 atom simulation cell (64 H2O + 1 LiF) at ambient conditions.
In the second study, a considerably larger number of particles is used. The correspond-
ing simulation cell contains 120 H2O and 4 MgSO4 molecules, which gives a total of 384
atoms. A single CPMD time step takes between 4.65 s and 6.26 s of real time on JUBL
using 512 processors, depending on the specific P/T conditions.
3 Atomic Structure of High Pressure Fluids
3.1 Li+ Coordination Change in Aqueous Fluid with Pressure
A key parameter for a quantitative understanding of fluid properties and their influence on
geological processes is the structural arrangement of particles in the fluid. This includes the
structure of the majority species or solvent but also the complexation of minority species
or solutes. Simple model systems for lithospheric fluids are dissolved salts in aqueous
solutions. These systems are quite well known at ambient conditions but not at high P and
T . We have used AIMD simulations to study the hydration of a Li cation in H2O fluid
in the NVT ensemble9. All simulations are run at constant temperature (T = 1000 K).
The pressure is adjusted by changing the volume (density) of the cubic simulation cell
according to the equation of state of pure H2O fluid. As already mentioned above, the
simulation cells contain 64 water molecules and one LiF (or LiOH).
The calculations show that structural changes in the fluid influence the first hydration
shell of the Li ion. With increasing pressure, the average number of H2O molecules in the
first hydration layer increases considerably from of about three at the lowest simulation
pressure (0.3 GPa) to about five at 6 GPa. The distribution of coordination numbers at
these two conditions is shown in figure 2. Since there is only a single Li ion in the sim-
ulation cell it is apparent that the hydration shell is not a static structural feature but it is
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Figure 2. Distribution of the number of anions in the nearest neighbour coordination shell of the Li ion at two
different pressures.
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Figure 3. Snapshots from the AIMD simulations demonstrating the increase of Li coordination with increasing
pressure. Grey bonds are shown between the Li and the anions of the nearest neighbour shell. Color code:
Li-blue, O-red, H-white and F-green.
subject to fast dynamic changes even on the short time scale of AIMD. In figure 3 a few
snapshots from the AIMD simulations at different pressures are shown. The compression
of the simulation cell with increasing pressure and the increase in Li coordination is read-
ily identifiable. An interesting observation is the tendency of association of LiF or LiOH
at low pressures whereas the neutral complexes dissociate at high pressures, which is in
qualitative agreement with experiment.
The results of these studies may have impact on the understanding of the geochemical
cycles of light elements. For example, the Li+ coordination change in the fluid has an
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effect on the isotopic fractionation between Li-bearing minerals and fluid at high pressure.
Experimental studies suggest that different local coordinations in the mineral phases lead
to different trends in the fractionation behaviour10 but so far the pressure induced structural
changes are not considered in the geochemical models.
3.2 Speciation of Dissolved MgSO4 in Aqueous Fluid
While the previous study was focused on the hydration of a single ion, real fluids often
contain larger ionic or molecular species. Moreover, thermodynamic modelling requires
a representative sampling of configurational space, which may be difficult to obtain using
single ions. However, the modelling of molecular complexation or polymerization requires
much larger simulation cells and hence computing power. In a pilot study we are currently
investigating complexation of MgSO4 dissolved in aqueous fluid. This study is in close
collaboration with spectroscopists and involves the dissociation and association process
of molecular species as a function of pressure and temperature and their relation to the
liquid-liquid transition in H2O fluid.
Figure 4. Snapshot from an AIMD simulation of magnesium sulfate in aqueous solution at T = 1000 K and
P = 0.5 GPa. Color code: S-yellow, O-red and blue, H-white, Mg-green. H2O or OH− molecules in the first
Mg coordination shell are shown as balls and sticks (blue O if they are also in the first hydration shell of the
SO2−4 molecule). For associated MgSO4 a bond between S and Mg is drawn.
The speciation of sulfates in water at ambient conditions has been subject to a num-
ber of experimental studies11–14 and quantum chemical calculations of molecular clus-
ters11, 15, 16. The results of the simulations have been used e.g. to identify peaks in the
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Raman spectrum with molecular species in the solution11. It is not evident how specia-
tion changes at high P/T . It is expected that at high temperature and low pressure ionic
species tend to associate12 and perhaps to polymerize whereas the high pressure behaviour
is almost completely unknown. Figure 4 shows a snapshot of an AIMD simulation at
T = 1000 K and P = 0.5 GPa. Three of the four MgSO4 molecules are associated,
which is consistent with the expected behaviour. In the simulation we observe some proton
jumps from H2O to SO2−4 which leads to the formation of species containing [MgOH]+
and [SO3OH]−. These species do not seem to occur in appreciable quantity at ambient
conditions. Thus further experimental and simulation studies are needed to understand this
observation.
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Figure 5. Power spectra of the velocity autocorrelation function representing the vibrational states of the indi-
vidual species, from AIMD simulations of magnesium sulfate in aqueous solution at T = 1000 K. Left: Partial
spectra for P = 0.5 GPa. Right: Partial spectrum of sulphur at two different pressures.
In order to compare with experimental data, the vibrational spectrum is calculated.
Here we present the power spectra of the velocity autocorrelation function
zX(ω) =
1
2π
∫ ∞
−∞
dt
1
3
〈
vX1 (0)v
X
1 (t)
〉
exp(−iωt) (1)
where vX1 (t) is the velocity of a single atom of species X at time t and ω is the angular
frequency. The power spectra yield the characteristic frequencies of the individual parti-
cles. In figure 5, the H spectrum shows peaks at wave numbers typical for OH stretching
and HOH bending modes. Due to the small number of Mg and S atoms, their correspond-
ing spectra are still quite noisy. However, comparing the S spectra at different pressures,
clear differences are observed around 1000 cm−1, which can be related to changes in the
speciation. The shift of the spectral peak to lower wave numbers with increasing pressure
indicates a tendency of the MgSO4 molecules to dissociate, which is in qualitative agree-
ment with expectations from experiment. A more quantitative analysis of the speciation
requires still longer simulation runs, which are currently being performed.
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4 Conclusions and Perspectives
The exploratory studies presented here have convinced us that AIMD simulations have
great potential to study fluids at geologically relevant conditions and to reveal structural in-
formation that is difficult or impossible to access experimentally. These studies are needed
not only for thermodynamic modelling of geological systems but they are a prerequisite
for understanding the complex processes of fluid-rock interaction. The computational ap-
proach to Geomaterials research benefits greatly from HPC facilities such as NIC.
While the accuracy of DFT based simulations is well known for crystalline phases up to
extreme conditions of P and T , the respective comparison between model and experiment
is much more challenging for fluids and melts. This is partly due to the lack of high quality
experimental data at high P and T but also due to the limited length and time scales of
the simulations. It is therefore highly desirable to push the limits of both simulation and
experiment to allow for maximum overlap and to make best use of the complementary
nature of the two approaches.
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A state-of-the-art eddy-resolving ocean general circulation model has been coupled to a newly
developed ecosystem and biogeochemical model that attempts to describe the physiology of
phytoplankton cells, their adaptation to changing external conditions and the separate cycling of
several phytoplankton nutrients (C, N, Si, Fe). In its initial state the advection of a large number
of tracers in the model caused an increase in MPI-exchange costs that inhibited a good scaling
behaviour with increasing number of processors used. This has been overcome by bundling the
MPI exchange for all tracers. First results from the model show a much improved representation
of small-scale biological features, e.g. along the axis of the Antarctic Circumpolar Current, a
decoupling of the C and N cycles in nitrogen-limited subpolar gyres, and an increased Si:N
ratio in iron-limited regions.
1 Introduction
The marine biology, especially the phytoplankton (suspended microscopic algae and pho-
tosynthesizing bacteria), is tightly involved in the geochemical cycling of many elements,
especially of carbon, but also compound substances that may have climatic impacts, such
as dimethylsulfide or organohalogens. The ocean contains approximately 50 times as much
carbon as the atmosphere, and over time-scales longer than a few decades the CO2 partial
pressure of the atmosphere is tightly coupled to the distribution of carbon within the oceans.
An important process in regulating this distribution is the so-called ’biological pump’, the
fixation of carbon through photo-synthesis close to the ocean surface, and the subsequent
sinking and decomposition of parts of the produced biological material in the deep ocean.
Changes in the growth, mortality and sinking of phytoplankton therefore have the potential
to act as a strong feedback on the change in climate that is induced by the anthropogenic
accumulation of greenhouse gases in the atmosphere1–3.
The Southern Ocean is a place of extremely strong exchange fluxes between ocean and
atmosphere and plays an important role also for the global carbon cycle4. At the same time,
it is also a place where strong changes in the ocean circulation are expected under global
warming, e.g. a southward shift and strengthening of the Antarctic Circumpolar Current
(ACC)5, a reduction in sea ice cover6 and a warming of the water column7.
A good understanding of the feedbacks in this system can only be gained by the use of
computer models that allow to predict the physical background that the biology operates
in, i.e. the ocean circulation and other external factors that influence phytoplankton growth
(nutrients, light), but also the internal regulations within the planktonic ecosystem. Ow-
ing to their often large number of advected tracers (and therefore memory requirements)
and the longer integration times required, coupled physical-biogeochemical models of the
ocean are still often relatively coarsely resolved (on the order of 100-200 km spatial resolu-
tion in the horizontal), i.e. they are unable to represent the action of the energetic mesoscale
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eddy field that has lengths scales on the order of the Rossby radius of deformation (10-40
km). The mesoscale eddies have been shown to exert a strong influence of the mean circu-
lation, especially in the Southern Ocean8. Model predictions of atmosphere-ocean carbon
fluxes differ most between different models in the Southern Ocean, owing to a poor rep-
resentation of the physics there in coarse-resolution models4. It is therefore desirable to
run coupled physical-biogeochemical ocean models at the state-of-the-art spatial resolution
that is used in purely physical modelling.
There are also new challenges for the biogeochemical and ecosystem part of the cou-
pled models. Marine ecosystem models have traditionally worked on the assumptions of
a single limiting nutrient, usually nitrogen, for phytoplankton growth, and a constant car-
bon:nitrogen ratio in biomass9, 10. However, over the last decade it has become clearer
that (i) different phytoplankton functional groups (diatoms, coccolithophorids) have dif-
ferent effects on the carbon flux through the system, (ii) that other nutrients, such as iron
and silicate are important regulators of ecosystem structure and functioning, and (iii) that
there is some plasticity in phytoplankton physiology, allowing the cells to adapt to different
light/nutrient conditions and resulting in variable elemental stoichiometry. We have devel-
oped an ecosystem model that focuses mainly on the two last challenges, by implementing
a model for diatoms with variable C:N:Si:chlorophyll ratio that depends on the availability
of the nutrients N, Si, and Fe. Here we show some results from implementing this model
into both a coarser-resolution and a high-resolution global circulation model that have been
run on the IBM system JUMP at NIC.
2 The Model
2.1 Biogeochemical Model
The ecosystem model is based on the physiological model for the adaptation of algal cells
to light, nutrient and temperature by Geider et al.11 that describes the variation of the cells
C:N:chlorophyll ratios with varying conditions assuming balanced growth. This model
has been somewhat extended and implemented into a full marine ecosystem model, which
describes also the mortality of phytoplankton from zooplankton grazing, the formation of
detritus (also through the excretion and aggregation of transparent exopolymeric particles),
and other processes by Schartau et al12.
We have extended this Regulated Ecosystem Model (REcoM)12 to a model for diatom
growth that also includes limitations by silica and iron availability. The parameterization
for the uptake of silica and the dependence of growth on the silica quota is based on phys-
iological observations. It results in increased Si:N ratios in the cells under iron-limiting
conditions without prescribing this effect explicitly (Hohn et al., in preparation).
2.2 Physical Model and CS510 Configuration
The simulation of the ocean circulation is done using the Massachusetts Institute of
Technology general circulation model (MITgcm)13, 14 which solves the time-dependent,
Boussinesq-approximated Navier-Stokes equations with or without hydrostatic approxi-
mation, and conservation equations for salinity and energy (in the form of an equation for
potential temperature). Turbulent diffusion and viscosity are parameterized following the
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Figure 1. Relative execution times for certain/different parts of the MITgcm model. Here the biogeochemistry
module (including 16 tracers) has been switched on. The diagonal lines show an ideal scaling behaviour (com-
puting time inversely proportional to the number of CPUs).
scale-dependent Smagorinsky approach. For the vertical mixing in the surface layer, the
KPP model by Large et al.15 is used.
The equations are discretized using a finite-volume method on an orthogonal grid. To
avoid the singularity of a latitude-longitude grid at the poles and to ensure an approximately
homogeneous spatial resolution, we have used the ’cubed sphere’ grid configuration pro-
vided my the MITgcm, which is obtained by mapping a regular grid on the surface of a
cube onto a sphere. The high-resolution runs were performed with a horizontal resolution
of 510 × 510 grid points on each of the 6 sides of the cube.
3 Scalability
The MITgcm model has been chosen among other reasons, because of its known good
multi-processor scalability over a large range of processor numbers and computer archi-
tectures. However, contrary to our previous experiences, the coupled system MITgcm +
REcoM shows a bad scaling behaviour on the IBM system JUMP with increasing number
of processors used. The wall-clock time only weakly decreases with increasing processor
number, and even slightly increases in the simulation with 360 processors, compared to a
216-processor configuration. An analysis of the execution times for individual parts of the
program (Figure 1) shows the reason for this scaling behaviour. While the main parts of the
model (dynamical, thermodynamical and biogeochemical) scale approximately linearly,
the required computing time for MPI interprocessor exchange increases with increasing
number of processors used. The fact that the execution time for the pressure solver also
does not decrease linearly with processor number does not influence the overall execution
time significantly, as it is only a small fraction of the total.
A comparison to test without the biogeochemical module (Figure 2) shows that it is
the MPI-communication for the 16 passive tracers that is responsible for the bad scaling
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Figure 2. Same as Figure 1, but the biogeochemistry module has been switched off (no passive tracers).
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Figure 3. Same as Figure 1, but now including the biogeochemistry module and an optimized passive tracer
communication.
behaviour of the model. Without the additional biogeochemical tracers the MPI exchange
(and therefore the model as a whole) scales reasonably linear.
This showed that the MPI communication for the advection of the passive tracers had
to be optimized. Instead of sending the data packages for the advection of each tracer
over the halo boundaries of each model time individually, a new communication scheme
was implemented that is adapted to the properties of the network, where the data for all
passive tracers is exchanged jointly with one MPI SEND/MPI RECV statement. As Figure
3 shows, this decreased the time for the MPI exchange in the target model configuration
with 216 processors significantly (by about 60%), which also resulted in an overall gain in
efficiency.
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Figure 4. Modelled ratio between carbon and nitrogen (mol:mol) in the biomass within the oceanic surface mixed
layer. At a sufficient supply of light and nutrients, phytoplankton cells tend toward a C.N ratio of around 6.6. The
elevated values in the subtropical gyres are a consequence of strong nutrient limitation.
4 Results
Our main goal, a high-resolution run of the coupled physical-biogeochemical model over
a decade, has not been reached during the first phase of the project due to the described
scaling problems. We therefore just briefly demonstrate the potential of the model with
some results from a coarse-resolution run and from the spinup phase of a high-resolution
run.
The coarse-resolution model runs show that the representation of phytoplankton phys-
iology in the model and the resulting decoupling of the elemental cycles of Si, C and N
lead to new insights. In the subtropical gyres, which are biological ’deserts’ due to the
scarcity of nutrients, significantly elevated C:N ratios are modelled in the biomass (Fig-
ure 4). This would imply that these regions would contribute more that hitherto assumed
to the vertical export of carbon into the deep ocean, given a fixed N and Si supply. This has
consequences for the strength of the feedback between climate change and the marine car-
bon cycle through changes in stratification and therefore nutrient supply. The model also
is able to reproduce the so-called ’opal-belt’, a region of high deposition of diatom silica
in the sediment around Antarctica, a feature that is usually not found in fixed-composition
models (not shown).
At the same time, Figure 4 clearly shows deficits in the representation of the ocean
circulation, such as an overestimate of nutrient upwelling along the equator. It will be very
interesting to see whether the better reproduction in the high-resolution model of sharp
fronts between nutrient-rich and nutrient-poor waters, e.g. in the ACC, will lead to an
enhanced export of high C:N biomass into the deep ocean.
Model results from the high-resolution run (Figure 5) are not yet in equilibrium. How-
ever, they clearly show that the activity of eddies is reflected in the distribution of chloro-
phyll, especially along the ACC, and that the overly strong primary production around
upwelling regions in the coarse-resolution run has been reduced and is much more in line
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Figure 5. Results from a high-resolution run after 7 months of integration. Above: vertically integrated primary
production on July 30, 1992. Below: mean concentration of chlorophyll-a at the sea surface for July, 1992.
with satellite-based estimates.
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5 Concluding Remarks and Outlook
In spite of initial problems with scalability, the coupled MITgcm-REcoM model shown
here shows some promise regarding the model-based description of the decoupling be-
tween the elemental cycles of carbon, nitrogen, silica and iron in a high-resolution model
setup. Further model experiments will start from an optimized set of ecosystem parame-
ter values that has been obtained by tuning the coarse-resolution model to observations of
chlorophyll and export production, and will increasingly focus on the role of inter-annual
variability on biogeochemical fluxes.
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Computer science aspects and numerical simulation on modern large scale parallel hard-
ware platforms such as the JUBL are discussed in the following section. Here, we put
the emphasis on the fast solution of large linear systems of equations by a parallel alge-
braic multigrid method, on the analysis of the scaling behaviour and the subsequent opti-
mization of various software packages on the JUBL and on the performance-analysis tool
SCALASCA and its properties to diagnose performance problems in large-scale parallel
applications.
In their contribution Coarse Grid Classification: AMG on Parallel Computers, M.
Griebel, B. Metsch, and M.-A. Schweitzer discuss their version of a parallel algebraic
multigrid method (AMG) for the fast solution of large systems of linear equations. Here, in
contrast to other algebraic multigrid methods, the creation of the coarse grids in the AMG
approach is parallelized by means of a new coarse grid classification algorithm (CGC-ML).
It is based on a graph agglomeration process using heavy edge matching, collapsing and
merging edges in a multilevel fashion. The resulting parallel method is perfecly suited to
very large numbers of processors and scales favourably on parallel computing systems like
the JUBL.
In their contribution Ju¨lich Blue Gene/L Scaling Workshop 2006, W. Frings, M.-A.
Hermanns, B. Mohr, and B. Orth report on the main results of the first Blue Gene/L Scal-
ing Workshop which took place in Ju¨lich in December 2006. The areas of applications
comprise the molecular dynamics study of radiation materials by the code DL Poly3, the
large scale ab initio DFT calculation of functional materials by the VASP program, the
calculation of turbulent Rayleigh-Be´nard convection by a pseudospectral code and numer-
ical simulations of QCD by the BQCD package. Emphasis was put on the analysis of the
scaling behaviour and the subsequent further optimization of these application packages
on the JUBL.
In their contribution Scalable Performance Analysis Methods for the Next Generation
of Supercomputers, F. Wolf, D. Becker, M. Greiner, and B. Wylie discuss the challenge
which is posed by the actual trend in supercomputing architecture, i.e. using larger num-
bers of moderately fast processor cores rather than increasing the speed of uni-processors.
Here, with an exponentially rising number of cores, the gap between peak performance
and the performance actually sustained by production codes tends to widen even further.
To overcome this problem, the performance-analysis tool SCALASCA has been designed.
It is specifically suited for the use on large-scale systems such as the Blue Gene/L JUBL
and its successor Blue Gene/P JUGENE and allows to identify wait states on systems with
presently up to 16,383 processors. SCALASCA is explained in detail and it is demon-
strated how this tool can be used to diagnose performance problems in large-scale parallel
applications.
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1 Introduction
Many phenomena in science and engineering can be described by a mathematical model.
Such a model describes the relations between the variables and constants that are impor-
tant for this problem, like velocities, forces or material properties. In many cases, these
relationships are expressed by partial differential equations (PDEs).
Often it is not possible to obtain an analytical solution for these PDEs. Hence, one has to
compute an approximate numerical solution. To this end, the underlying domain is dis-
cretized using a finite grid Ω. On this grid, the PDE is discretized using finite differences,
finite elements of finite volumes. This results in a sparse (i.e. only few entries per row are
different from zero) linear system of equations Au = f .
Multigrid Methods (MG)1, 6 are known to be optimal methods for such kind of linear sys-
tems. Algebraic Multigrid Methods (AMG)2, 10 extend the multigrid idea to a purely alge-
braic setting, i.e. the only input they need is the matrix A. They can be used if a geometric
multigrid hierarchy is not available. This flexibility has a price: A setup phase, has to
be carried out in which the multigrid hierarchy, i.e., the sequence of grids, transfer opera-
tors and coarse grid operators, is constructed automatically from A, before the well-known
multigrid cycle (the solution phase) can be started.
For linear systems with millions of unknowns, parallel computation is necessary to speed
up the computation and to be able to store the system in the memory. While the paral-
lelization of geometric multigrid and hence the solution phase of algebraic multigrid is
straightforward, the algorithms for creating the coarse grids in AMG are inherently se-
quential.
Various approaches for the parallelization of this step have been proposed over the
years7, 8, 3. In this paper, we briefly describe the Coarse Grid Classification algorithm4, 5, as
well as its extension CGC-ML to very large numbers of processors.
2 Algebraic Multigrid
In this section we give a short review of the algebraic multigrid (AMG) method. We
consider a linear system Au = f , which comes from a discretization of a PDE on a grid
Ω = {1, . . . , N}a, with A = (aij)Ni,j=1 being a large sparse real matrix, u = (ui)Ni=1
and f = (fi)Ni=1 vectors of length N . We assume that A is a symmetric, positive definite
M -matrix or an essentially positive matrix. To be able to solve this equation using the
multigrid scheme6, we need to specify the sequence of coarse grid operators Al, transfer
aWe denote grid points with their respective counting index in any dimension.
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operatorsP l andRl = (P l)T , the smoothing operatorsSl and the sequence of coarse grids
Ωl. To this end, in an algebraic multigrid method, we choose a simple smoothing scheme
Sl, e.g. Gauss–Seidel or Jacobi relaxation. Then, we construct the grids {Ωl}Ll=1, the
transfer operators {P l}L−1l=1 and the coarse grid operators {Al}Ll=1 in a recursive fashion
depending on the fine grid operator A = A1 only. This construction is carried out in the
so-called setup phase which consists of three steps: the selection of an appropriate coarse
grid
Ωl+1 := Cl =: Ωl \ F l,
the construction of a stable prolongation operator P l, and the computation of the Galerkin
coarse grid operator Al+1 := (P l)TAlP l. In the following, we omit the level index l
where possible to simplify the notation.
Essential to many AMG schemes is the notion of a strong coupling between the grid
point i and the grid point j. A grid point i is called strongly coupled to a grid point j if the
corresponding matrix entry aij is relatively large. In the Ruge–Stu¨ben coarsening (RSC)
algorithm9, 10 for instance the coarsening (see Program 1) is based on the sets
Si := {j 6= i : −aij ≥ αmax
k 6=i
|aik|}, STi := {j 6= i : i ∈ Sj}, (1)
(typically α = 0.25) which describe the strong connectivity graph of a matrix A. Along
these strong couplings, the smooth parts of the error vary slowly. For an efficient coarse-
grid correction of these parts, interpolation must also follow these couplings. This leads to
three criteria for the choice of the coarse grid,
1. Let i ∈ F . Then for each j ∈ Si holds either i ∈ C or Sj ∩ (C ∩ Si) 6= ∅.
2. For all i ∈ C and j ∈ Si ∪ STi holds j 6∈ C
3. C is a maximal set satisfying these properties.
In general, it is not possible to fulfill all these criteria. We choose to enforce the first one,
as the stability of the interpolation depends on it. The coarsening process is carried out in
Program 1 AmgPhaseI (Ω, S, ST , C, F )
begin
U ← Ω; C ← ∅; F ← ∅;
for i ∈ Ω do λi ← |STi |; od;
while maxi∈U λi 6= 0 do
i← argmaxj∈U λj ; (∗)
C ← C ∪ {i};
for j ∈ STi ∩ U do F ← F ∪ {j};
for k ∈ Sj ∩ U do λk ← λk + 1; od;
od;
for j ∈ Si ∩ U do λj ← λj − 1; od;
od;
F ← F ∪ U ;
end
two phases. In the first phase, see Program 1, an independent set C of coarse grid points
is determined. Observe that we have a degree of freedom while choosing the first coarse
grid point i (see the line indicated by (∗)). After the first phase is carried out, a second
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Figure 1. Resulting coarse grids for a 5-point discretization of the Laplace operator constructed by three different
initial choices. The blue points indicate the respective coarse grid points, the red point indicates the first coarse
grid point chosen.
coarsening phase checks that Criterion 1 is satisfied for all pairs i, j ∈ F of fine grid
points. If the condition Sj ∩ (C ∩ Si) 6= ∅ is not fulfilled for a certain pair, then one of
these points is added to the set of coarse grid points C.
Note that in Program 1 each point i chosen for the coarse grid C results in a change of
the weights λj of all points j within two layers around the grid point i. This shows the se-
quential character of this coarsening algorithm, as the weight updates propagate throughout
the whole domain during the coarsening loop. Hence, the parallelization of Ruge–Stu¨ben-
based AMG schemes is not straightforward.
3 Coarse Grid Classification
As can be seen from Figure 1, different choices for the first coarse grid point yield different
coarse grids. There is no special advantage of using either one of these coarse grids in
a sequential computation. In parallel computations, however, this gives us a degree of
freedom to consistently match the coarse grids obtained on each processor individually by
the RSC scheme at processor subdomain boundaries. This observation is the starting point
for our coarse grid construction algorithm.
The CGC coarsening scheme employs a two-stage coarsening algorithm. First, we
construct multiple coarse grids on each processor domain Ωp independently by running
the RSC algorithm multiple times with different initial coarse grid points. After the con-
struction of these coarse grids on all processors, we need to select exactly one grid for each
processor domain such that the union of these coarse grids forms a suitable coarse grid for
the whole domain.
For details of the first stage, we refer to Program 2. Note that the number of iterations
is bounded by the maximal number of strong couplings |Si| over all points i ∈ Ωp, which
in turn is bounded by the maximal stencil width. Hence, the number of constructed grids
ngp per processor p is independent of the number of unknowns N and the number of pro-
cessors P . The later constructed coarse grids may be of inferior quality but the selection
mechanism described in the following will avoid them.
We now have obtained ngp valid coarse grids {C(p),i}ngpi=1 on each processor p. To de-
termine which grid to choose on each processor, we construct a directed, weighted graph
G = (V,E) whose vertices represent the candidate coarse grids,
Vp := {C(p),i}i=1,...,ngp , V := ∪Pp=1Vp.
The set of edges E consists of all pairs (v, u), v ∈ Vp, u ∈ Vq such that q ∈ Sp is a
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Program 2 CGC (S, ST , ng, {Ci}ngi=1, {Fi}ngi=1)
for j ← 1 to |Ω| do λj ← |STj |; od;
C0 ← ∅; λmax ← argmaxk∈Ω λk;
do
U ← Ω \Si≤it Ci;
if maxk∈U λk < λmax then break; fi;
it← it+ 1; Fit ← ∅; Cit ← ∅;
do
j ← argmaxk∈U λk;
if λj = 0 then break; fi;
Cit ← Cit ∪ {j}; λj ← 0;
for k ∈ STj ∩ U do
Fit ← Fit ∪ {k}; λk ← 0;
for l ∈ Sk ∩ U do λl ← λl + 1; od;
od;
for k ∈ Sj ∩ U do λk ← λk − 1; od;
od;
od
ng ← it;
(a) candidate coarse grids
−18
−18
−18
−18
−18−18
−18 −18
0 0 00
0 0
00
(b) consistent coarse grid
Figure 2. Discretization of the Laplace operator using finite differences. The left figure shows the candidate
coarse grids indicated by different colours, the right figure shows the CGC graph.
neighbouring processor of p,
Ep := {∪q∈Sp ∪v∈Vp, u∈Vq (v, u)}, E := ∪Pp=1Ep,
where Sp is defined as the set of processors q with points j which strongly influence points
i on processor p, i.e.
Sp := {q 6= p : ∃i ∈ Ωp, j ∈ Ωq : j ∈ Si}.
To each edge e = (v, u) we assign a weight γ(e) which measures the quality of the
composed coarse grid if v and u are chosen to be part of it4. Figure 2 shows an example of
the candidate coarse grids and the respective graph. After we have constructed the graphG
of admissible local grids, we can use it to choose a particular coarse grid for each processor
such that the union of these local grids automatically matches at subdomain boundaries.
To this end, we transfer the whole graph onto a single processor. On this processor, we
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Program 3 AmgCGCChoose (V,H, C)
begin
C ← ∅; U ← V ;
for v ∈ U do λv ← |Hv|+ |HTv |; od;
for p ∈ {1, . . . , P} do
if λv = 0 for all v ∈ Vp
then C ← {v | arbitrary v}; U ← U \ Vp; fi;
od;
while U 6= ∅
do
v ← argmaxw∈U λw;
C ← C ∪ {v}; U ← U \ Vp such that v ∈ Vp; λmax ← maxw∈U λw;
for w ∈ `Hv ∪HTv
´ ∩ U do λw ← λmax + 1; od;
od;
end
choose exactly one node vp from each subset Vp ⊂ V with the following scheme: We first
define heavy edges,
Hv := ∪q∈Sp{w |γ(v, w) = max
u∈Vq
γ(v, u)}, and HTv := {w | v ∈ Hw}.
that indicate which candidate coarse grids can be fitted best to the coarse grid represented
by v ∈ Vp. We then employ Program 3 to create the global coarse grid. This procedure
takes up to P steps, one for each processor domain, see Program 3 for details. After
running the algorithm, we transfer the choice vp ∈ C ∩ Vp back to processor p.
4 Multilevel Coarse Grid Classification
The main advantage of CGC over other parallel AMG is that the constructed coarse grids
are very close to those a sequential AMG would produce. However, the original CGC
has one major drawback: The graph representing the candidate coarse grids needs to be
transferred to a single processor. For large numbers of processors (P ' 1000) this leads
to large communication costs as well as a significant run-time for the coarse grid selection
algorithm AmgCGCChoose.
To overcome this issue, we have developed the CGC-ML algorithm which carries out the
coarse grid selection procedure in a recursive, multilevel manner. We construct the graph
G = (V,E) as described in the last section. In addition, we assign a weight to each vertex
which denotes the number of processor subdomains covered by the coarse grid represented
by this vertex. Naturally, this weight is initialized with 1.
We do not transfer the whole graph onto a single processor. Instead, we proceed as follows:
1. We agglomerate the graph on a subset of the processors, see Figure 3(b). Hence, a part
of the edges (in this case, the vertical edges) do not cross the processor boundaries
any more.
2. We can now employ a heavy matching on the inner edges of each processor subdo-
main, see Figure 3(c). Note that all edge weights are negative, so in fact the selected
edge is the one with the smallest absolute weight.
3. We collapse the matched vertices and merge the edge sets, see Figure 3(d). Each
vertex now represents a candidate coarse grid on an union of processor subdomains.
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Figure 3. Graph clustering process. The graph is constructed by the CGC algorithm to a 5-point finite-difference
discretization of the Laplace operator, distributed among four processors (cp. Figure 2(a)). The numbers in the
vertices denote the number of subdomains covered by the coarse grid which is represented by the respective
vertex. the number at each edge denotes the edge weight.
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Figure 4. CGC-ML refinement process.
Accordingly, we update the vertex weights. The edge set of each vertex u is the union
of the edge sets of the vertices v, w that were collapsed into u: Eu ← Ev ∪ Ew.
However, we never create an edge between two vertices which represent candidate
coarse grids on the same processor subdomain. If two edges are collapsed into the
same edge, we add their edge weights.
4. We proceed matching and collapsing the graph. If no further matching is possible, we
again agglomerate the graph on a smaller subset of processors. If we are already on a
single processor, we stop, see Figure 3(e) – 3(f).
We have now obtained a small set of vertices on a single processor. Now, we choose one
vertex u such that it covers a maximal number of processor subdomains and mark it, see
Figure 4(a). Then, we mark the vertices v and w that were collapsed into u. We recursively
proceed refining this choice until we have reached the original graph, see 4(b) – 4(c). Now,
on each processor subdomain, the candidate coarse grid represented by the marked vertex
is selected as coarse grid for this processor subdomain and we obtain a coarse grid for the
global discretization domain as depicted in Figure 4(d).
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Figure 6. Number of iterations (left) and overall timings (right) for the model problem
During this refinement process, we must ensure that one vertex is marked per processor
subdomain on each level of the graph hierarchy. In consequence, this will guarantee that
after finishing the refinement, we have selected one candidate coarse grid on each processor
subdomain. In our implementation, we proceed as follows. At each step in the refinement
process where more processors are involved as in the previous step (i.e. a processor ag-
glomeration was performed in the matching phase), we determine if a vertex is marked on
each processor. If this is not the case, we mark the vertex that is most heavily coupled to
the marked vertices on neighbouring processors.
Hence, on each level of the AMG multilevel hierarchy, we employ a multi-level graph
coarsening algorithm.
5 Numerical Results
In this section, we present first numerical results obtained on the JUBL supercomputer. In
particular, we employ AMG as a preconditioner for the conjugate gradient method and we
compare the CGC-ML algorithm with the original CGC algorithm as well as the HMIS
parallel coarsening algorithm3.
We consider an model problem in three spatial dimensions,
1 11000
1
1
0 0.90.1 1
0.01 0.01
Figure 5. Values of the dif-
fusion coefficient for Eq. 2
−∇ · (a∇u) = f (2)
on [0, 1]3 with Dirichlet boundary conditions. The diffusion
coefficient a depends on (x, y, z) as depicted in Figure 5. We
employ a 7-point finite difference scheme to discretize the prob-
lem on 31× 31× 31 points per processor subdomain.
As strength threshold in (1), we set α = 0.25. We omit the sec-
ond coarsening pass of the RSC scheme as we use AMG as pre-
conditioner only. Furthermore, we use the modified classical interpolation, see Ref. 7. On
each level of the multigrid hierarchy, we employ a hybrid Gauss-Seidel/Jacobi smoother.
We start the iterations with a zero initial vector u0. The iteration is stopped if the residual
rit = f −Auit drops below 10−8 measured in the l2-norm.
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In Figure 6 we give the plots of the number of iterations and overall run-time for the consid-
ered parallel AMG schemes. From these plots we see that the CGC-ML algorithm achieves
robust preconditioning for this problem up to thousands of processors. In contrast, the it-
eration numbers for HMIS coarsening increase significantly and the algorithm does not
converge within 1000 steps for more than 512 processors. We see an increase of the total
wall time requirements beyond 1024 processors which is caused by the slower communica-
tion between the racks. However, The CGC-ML algorithm shows a significantly improved
scale-up behaviour compared with the original CGC algorithm.
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From December 5-7, 2006, John von Neumann Institute for Computing, IBM, and the Blue
Gene Consortium jointly held the first “Blue Gene/L Scaling Workshop” at Ju¨lich. The aim
of this workshop was to provide participants the chance to scale their codes across an 8-rack
Blue Gene/L system. Besides the hardware, appropriate software and support personnel were
provided to accomplish this task. Ju¨lich provided about 800,000 CPU hours on the 16,384-
processor Blue Gene/L system JUBL over a three-day period for the scaling runs. The par-
ticipants of the workshop were selected by a peer review team. Selection criteria were (i) the
confidence that the code would scale across 8 racks, (ii) the prospect that the JUBL infrastruc-
ture (OS, compilers, libraries) would meet the user’s requests, and (iii) the scientific impact
that the code could produce. Applicants selected were paired up with assigned advisors from
Argonne National Laboratory, IBM, and NIC, who assisted in administrative (log-on, moving
data, storing data) and scaling issues. This article highlights some of the results of running,
scaling and optimising the participating applications on JUBL.
1 Introduction
In this article we summarise a selection of the results of the first “Blue Gene/L Scaling
Workshop” which took place at Forschungszentrum Ju¨lich from December 5-7, 2006. The
aim of this workshop was to give both users and the support personnel from Argonne Na-
tional Lab, IBM, and JSC/NIC the opportunity to investigate the performance and scaling
behaviour of selected applications on JUBL, the 8-rack IBM Blue Gene/L system in Ju¨lich.
Unfortunately, the limited space here does not allow for a complete account of all
the valuable results and experiences gained during the three days of the workshop. Besides
those participants whose results are described below, others have contributed equally to the
workshop’s big success. Among them were A. Dubey from the University of Chicago, who
investigated the performance and scaling of the FLASH code from the field of astrophysics,
and A. Nishida from Chuo University, Japan, who studied the scalability of a numerical
software library for large scale scientific simulations. The performance analysis of the CFD
package XNS with SCALASCA, a tool developed at JSC, proved especially successful for
M. Nicolai and M. Probst from the group of M. Behr at RWTH Aachen University. Not
only did it result in a significant improvement of the code, it also marked the beginning
of a still ongoing, fruitful collaboration between this group and the parallel performance
analysis group at JSC.
The following sections describe the outcome of running, scaling and optimising the
four remaining participating applications. They are based on the participants’ own work-
shop reports, collected in a JSC Technical Report1. For further details, also on the applica-
tions omitted here, please consult this reference and the references therein.
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2 Molecular Dynamics Studies of Radiation Hard Materials
DL POLY3 is a classical molecular dynamics package developed at CCLRC Daresbury
Laboratory, from where it was brought to the workshop by I. J. Bush. Prior to the work-
shop, the code had never been run on systems with significantly more than 1000 processors.
The system investigated at the workshop was a model of radiation damage in a fluoritized
Zirconium pyrochlore. One of the native Gadolinium ions in the system was replaced by
Uranium, which was then given a velocity consistent with a 100 keV recoil after an alpha
decay. Due to the very high velocity of the Uranium ion it was necessary to study very
large supercells, and the total system size used was approximately 14.6 million particles.
The power of the Ju¨lich Blue Gene/L allowed, for the first time, to model this system with
a realistic recoil.
The DL POLY3 code is a totally distributed memory code which uses a link-cell al-
gorithm that scales approximately like O(N). The various terms of the force field can be
generalised as (i) short range repulsion, (ii) Van Der Waal’s (VDW) attraction, and (iii)
Coulomb forces.
The first two are both short range terms, and are handled together in DL POLY3. Sub-
sequent references to VDW terms therefore include both these terms. Due to the short
range of these forces they are expected to scale very well with processor count due to their
spatial locality (compare halo exchange algorithms). On the other hand, Coulomb forces
are long range terms, and have to be handled differently. The Ewald sum technique used in
DL POLY3 splits the evaluation into two terms – one short ranged, one long ranged. While
the former is evaluated in real space (very similar to the VDW terms), the long range term
has to be handled differently. DL POLY3 uses the Smooth Particle Mesh Ewald (SPME)
algorithm, the key feature of which is a Fast Fourier Transform (FFT). For this DaFT is
used, a package written at Daresbury Laboratory that is novel in that it avoids performing
‘all-to-all’ operations by parallelising the individual 1D FFTs.
Results
Once ported, the code ran and scaled very well “out of the box”. The good scaling for MD
of the test system is shown in Fig. 1. All jobs were run in virtual node mode.
Of the various elements of the force field the VDW and short range Ewald terms both
scale almost perfectly, and at least for VDW terms the expected deviation from ideal be-
haviour at 16384 processors is not very apparent. As expected, the long range Ewald terms,
i.e. those terms that require an FFT, scale less well. However, given the comparatively
small size of the FFT grid, 512× 512× 512, the scaling is still good.
The absolute times per time step for each of the components of the execution showed
that, at these processor counts and for this system, the dominant term was the long range
component of the Ewald summation. The most important result, however, was that the time
for an MD time step on 16,384 processors was sufficiently small to allow full simulations
to be performed in a realistic amount of time.
The one major problem that was experienced was I/O, which was prohibitively slow.
This was due to the fact that, at the time of the workshop, all I/O in DL POLY3 was
performed in serial, i.e. all through one processor, and to/from formatted files. The reasons
for this were simplicity and portability of the files, and that the time taken for I/O had
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Figure 1. Scaling of DL POLY3 on JUBL. ”MD” shows the scaling of the total computation time, ”Link” refers
to the time taken at each time step to implement the link-cell algorithm (and build the Verlet neighbour list), and
the remainder are the components of the force field terms outlined above.
always been small compared to the compute time. However, it became very clear during
the workshop that the large system sizes enabled by the massively parallel Blue Gene/L
require new, parallel ways of implementing I/O.
Summary
DL POLY3 was demonstrated to scale well out to 16,384 processors on Blue Gene/L. Port-
ing was straightforward. It was shown that the code runs fast enough on 8 racks to allow a
detailed scientific study of the system. Two candidates for optimisation which were found
using Xprofiler and explicit timings were the loop nest that interpolates the ionic charges
onto the regular grid, and the message passing time in the FFT.
3 Large Scale Ab Initio Calculations of Functional Materials
Ab initio Density Functional Theory (DFT) codes have become a widely used tool for the
investigation of unusual materials properties and the prediction of novel functional ma-
terials. Unlike empirical and semi-empirical methods their accuracy is not hampered by
simplifying assumptions about the interatomic interactions, so that their use becomes in-
evitable where electronic and structural properties become closely interrelated, as it is often
the case for modern functional materials. Off-the-shelf DFT codes like VASP (Vienna Ab
initio Simulation Package), which was investigated at the workshop by M. E. Gruner from
the group of P. Entel at the University of Duisburg-Essen, were historically not designed to
run large problems on a vast number of processors. However, a complete redevelopment
appears infeasible due to their complexity. The readiness of existing codes for modern mas-
sively parallel supercomputer architectures is therefore pivotal for the question whether ab
initio materials science on the mesoscopic scale will become possible in near future.
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In previous tests it could be shown that the code scales well up to 1,024 nodes. How-
ever, further scaling was hampered by parts of the code which make heavy use of the
SCALAPACK eigensolver pdsyevx and the parallel 3d Fast Fourier Transforms (FFT).
One strategy to circumvent this limitation is the tackling of larger systems, where the rel-
ative amount of time spent for interprocess communication will be reduced. The option to
optimise the communication structure in the code was not projected at this stage, but may
become a target for future efforts. Therefore, three questions were at the centre of interest
during the scaling workshop: (i) Is the VASP code capable of running on 8k nodes? (ii)
How severe is the limitation of 512 MB per node for larger problems on several thousand
nodes? (iii) What is the maximum system size that can be tackled on the Blue Gene/L?
To answer these questions, realistic test systems were simulated. The first system con-
sisted of super-cells of the magnetic shape alloy Ni2MnGa of various sizes (576, 672, 720,
768, 800, 896 and 1024 atoms), sufficiently large to contain a martensitic twin boundary.
These twin boundaries can be shifted in realistic magnetic fields which gives rise to the
so-called ferromagnetic shape memory effect, which makes these alloys interesting for a
new class of magneto-mechanical actuators. In addition, calculations of large super-cells
of the dilute magnetic semiconductor ZnO:Co and GaN:Gd were performed. Three dif-
ferent system sizes were categorised, consisting of a total number of 432, 864 and 1296
atoms. In both cases, due to the large super-cells, integration in k-space was restricted to
the Γ-point.
Results
During the workshop it became evident that only 512 MB of memory per node represent a
severe limitation. To alleviate this restriction, the coprocessor mode was used throughout
all of the calculations.
The largest system that could be simulated on one and two racks was a Ni2MnGa super-
cell consisting of 672 atoms (6720 spin-polarised valence electrons). Here, a speedup of
1.73 between one and two racks could be achieved. The largest system that could be tested
successfully on the full 8 racks was an 800 atom Ni2MnGa supercell comprising 8000
spin-polarised valence electrons. Here, a few self-consistency steps could be achieved,
which gave enough data for a timing analysis. On a cube (2 × 2 racks) this problem was
brought to complete self-consistency. The measured speedup between four and eight racks,
however, was only 1.22. Reasonable timing data could not be obtained for two racks and
less due to memory restrictions. However, for a previous test case (561 iron atoms), which
was not hampered by memory limitations down to 128 nodes, a speedup of 1.31 between
one and two racks was achieved, while on 1024 nodes an efficiency of 70% of the ideal
performance, extrapolated from 128 nodes, was measured. It appears plausible to expect
an overall efficiency of above 50% for the 800 atom super-cell on the cube. For the doped
ZnO the largest system calculated consisted of 864 (7725 valence electrons) atoms which
could be computed on one rack.
Summary
From the experience gained at the workshop it was concluded that on a Blue Gene/L sys-
tem with 512 MB per node the maximum partition that can be used efficiently is four racks.
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The largest problems that were manageable with VASP on such an installation contained
800-900 atoms and up to 8000 (spin-polarised) valence electrons. On Blue Gene (L or P)
systems with 1 GB per node larger systems can be treated, and efficient scaling will prob-
ably be achieved even on 8 or 16 racks. Improvements in the FFT communication scheme,
which are planned in close cooperation with IBM, might result in significant performance
gains.
4 Turbulent Convection with Very Large Aspect Ratios
Turbulence often occurs in geometries where the lateral dimensions exceed the vertical
dimension by orders of magnitude. For example, atmospheric mesoscale layers typically
have lateral extensions of up to 1000 km and are characterised by aspect ratios L : W :
H = 1000 : 1000 : 1.
At the workshop, J. Schumacher from the Technical University of Ilmenau studied
turbulent Rayleigh-Be´nard convection, which represents one particular process in such
mesoscale layers. His three-dimensional pseudospectral simulation code advances the
Boussinesq equations for an incompressible fluid in time by means of a second-order
predictor-corrector scheme. Lateral boundary conditions are periodic; vertical boundary
conditions are free-slip.
One of the core parts of the numerical scheme used in this simulation is the Fast Fourier
Transform (FFT). The classical parallel implementation of three-dimensional FFTs uses a
slab-wise decomposition of the simulation domain. For a simulation with N3 grid points,
the method allows a parallelisation on up to N processors. Due to the rather small memory
size per core, the Blue Gene/L requires a volumetric FFT which decomposes the three-
dimensional volume into cuboid-like rods and hence allows a parallelisation degree of N2.
The prime requirement for a simulation with a large grid is that the subdomains of the
grid (including buffers and temporary storage) fit into the 512 MB of memory on a single
Blue Gene/L node. At the same time the FFT algorithm should of course be scalable, i.e.
increasing the number of CPUs to solve the problem should also substantially decrease the
time-to-answer.
Results
Three FFT packages were compared during the workshop: the old slab-wise method, the
BGL3DFFT by M. Eleftheriou et al., and the P3DFFT package by D. Pekurovsky. After
some tests the P3DFFT package turned out to be the best solution in terms of performance.
Moreover, its interface and implementation met the application’s needs in an optimal way
(real-to-complex/complex-to-real).
In addition to the inclusion of the P3DFFT package, further optimisations contributed
to the improvement of the code performance. These include the optimisation of the process
topology, loop-splittings to enable code vectorization in the calculation of the r.h.s. of the
Boussinesq equations, and the use of non-blocking point-to-point communication instead
of MPI Reduce and MPI Bcast.
Further analysis indicated that with these improvements almost all of the remaining
communication overhead is related to calls to MPI Alltoallv required by the FFT algo-
rithm. They are thus the only limiting factor for strong scaling. Future improvements
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CPUs processor mode iproc× jproc time
1024 co 32× 32 205.7 s
2048 vn 32× 64 183.3 s
4096 co 64× 64 90.66 s
4096 vn 128× 32 109.6 s
4096 vn 64× 64 118.6 s
8192 co 128× 64 60.5 s
8192 co 512× 16 74.0 s
8192 vn 128× 64 77.8 s
16384 vn 128× 128 62.6 s
Table 1. Runtime tests for the aspect ratio Γ = 32. The CPU time was measured with MPI Wtime() for a loop
of 5 time steps.
of the implemenation of MPI Alltoallv will therefore have an immediate impact on the
performance of this application.
Table 4 summarizes the findings for a grid resolution intended for production runs:
Nx ×Ny ×Nz = 4096× 4096× 256 at Γ = 32. For such a large grid it turned out to be
necessary to implement some internal summation loops in double precision.
The parameters iproc and jproc in the table represent the two dimensions of the pro-
cessor grid that has to be generated for the volumetric FFTs. The differences in execution
time for coprocessor or virtual node mode are small for large problem sizes, which is due
to the fact the local subdomains no longer fit into the L3 cache of a Blue Gene/L node, so
that the two cores compete for the memory bandwidth.
Summary
The use of the P3DFFT package and a number of further improvements in the communica-
tion overhead improved significantly the performance of this code on Blue Gene/L. These
efforts allowed to run production jobs on at least two racks. Since the code performance is
bound by the memory bandwidth for problem sizes of interest, VN mode does not result in
a significant speedup compared to CO mode.
5 Numerical Simulations of QCD
The objective of current projects of the QCDSF collaboration is to better constrain the ex-
trapolation of lattice results to the chiral and continuum limits by performing simulations at
more realistic quark masses and at smaller lattice spacings. This has become possible due
to substantial improvements in the Hybrid Monte Carlo (HMC) algorithm and a significant
increase in computing power.
The program investigated by H. Stu¨ben from ZIB Berlin is called BQCD (Berlin QCD).
It is a Hybrid Monte Carlo code that simulates quantum chromodynamics (QCD) with Wil-
son gauge action and non-perturbativelyO(a) improved Wilson fermions. The program is
written in Fortran 90 and uses MPI. For Blue Gene/L the most compute intensive part has
been implemented in assembler.
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Lattice QCD is defined on a four-dimensional regular lattice with (anti-)periodic
boundary conditions. The kernel of BQCD is a standard conjugate gradient solver with
even/odd preconditioning. Typically, 80 % of the execution time is spent in this solver.
The dominant operation is the matrix-vector multiplication. In the context of QCD the
matrix is called fermion matrix. This fermion matrix is sparse with eight entries per row.
The entries in row i are the nearest neighbours of entry i of the vector.
The entries of the fermion matrix are 3 × 3 complex matrices and the entries of the
vector are 3× 4 complex matrices. Experience on current machines shows that the perfor-
mance of the Fortran code for the matrix-vector multiplication is about 10 % of peak, and
approximately 20 % in case of the assembler version. On the Hitachi SR8000-F1, which
was one of the main production machine for the QCDSF collaboration from 2000–2006,
the Fortran code ran at about 40 % of peak.
Parallelism of the program is achieved using domain decomposition. In the parallelised
cg-kernel ghost cells of the input vector have to be exchanged before the vector can be
multiplied with the fermion matrix. In order to scale QCD programmes up to high numbers
of processes an excellent communication network is required because the lattice volume
per core becomes small. On the other hand small lattice volumes per core improve the
utilisation of data caches and hence improve performance.
For the floating point operations of the fermion matrix multiplication the SIMD (double
hummer) instructions of the floating point units are used, which can perform four floating
point operations per clock cycle. The communication is done in parallel with the computa-
tion, so that in principle computation and communication can overlap. For the communi-
cation between nearest neighbours in three of the four directions the torus network is used.
The network is accessed from the nodes via memory-mapped fifos. Because of the simple
communication pattern (of nearest neighbour data exchange only), no dynamical routing
is necessary. Furthermore, each node receives the data packets in the order in which they
are needed, so that no reordering of packets is necessary. Each node sends a packet to its
neighbour one iteration before the neighbouring node needs the data, so that the network
latency can be hidden.
In the fourth direction, which corresponds to the x-direction of the lattice, the lattice
is split between the two CPUs in one node, so that the communication can be done via
the shared memory. However, since the L1 caches are not coherent, the straightforward
approach of simply reading data from the other CPU’s memory does not work. At present,
a memory region in the L3 cache (the scratchpad area) is used, which is marked L1-caching
inhibited for data exchange between the two cores.
Results
In scaling tests during the workshop the performance of the cg-kernel was measured. To
this end the code was instrumented with timer calls, and for the kernel all floating-point
operations were counted manually.
In order to get good performance it is important that the lattice fits the physical torus
of the machine. In order to achieve this, MPI process ranks have to be assigned prop-
erly. On Blue Gene/L this can be accomplished by setting the environment variable
BGLMPI MAPPING appropriately.
The results of the performance tests are illustrated by double logarithmic plots in Fig. 2
(the dotted lines indicate linear scaling). As can be seen from the plots the Fortran/MPI
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version exposes super-linear scaling on the 483 × 96 lattice. Even the 323 × 64 lattice
scales quite well given the fact that the lattice volumes per core are tiny. For the same tiny
local lattices the scaling of the assembler version is even better than that of the Fortran/MPI
version. This means that in the assembler version computation and communication really
overlap.
5.1 Summary
At the workshop it was found that the BQCD code scales up to the full 8 racks of the
Ju¨lich Blue Gene/L. The highest performance measured was 8.05 TFlop/s on the whole
machine. This high performance could be obtained by using double hummer instructions
and techniques to overlap communication and computation.
Figure 2. Scaling of the cg-kernel of BQCD in the Fortran 90/MPI version (left), and in the assembler version
(right).
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Facing increasing power dissipation and little instruction-level parallelism left to exploit, com-
puter architects are realizing further performance gains by using larger numbers of moderately
fast processor cores rather than by further increasing the speed of uni-processors. As a conse-
quence, supercomputing applications are required to harness much higher degrees of parallelism
in order to satisfy their growing demand for computing power. However, writing code that runs
efficiently on large numbers of processors remains a significant challenge.
To address this challenge, the Helmholtz-University Young Investigators Group Performance
Analysis of Parallel Programs at the Ju¨lich Supercomputing Centre develops performance-
analysis tools to diagnose inefficiencies in supercomputer applications and works with appli-
cation developers to analyze and improve the performance of their codes. In this contribution,
we highlight the research activities of our group during the past two years and give an outlook
on future work. At the centre of our report lies the development of SCALASCA, a performance-
analysis tool that has been specifically designed for large-scale systems and that allows the
automatic identification of harmful wait states in applications running on thousands of proces-
sors.
1 Introduction
Supercomputing is a key technology pillar of modern science and engineering, indispens-
able to solve critical problems of high complexity. The extension of the ESFRI road map to
include a European supercomputer infrastructure in combination with the creation of the
PRACE consortium acknowledges that the requirements of many critical applications can
only be met by the most advanced custom-built large-scale computer systems. However,
as a prerequisite for their productive use, the HPC community needs powerful and robust
development tools. These would not only help improve the scalability characteristics of
scientific codes and thus expand their potential, but also allow domain scientists to concen-
trate on the underlying models rather than to spend a major fraction of their time tuning
their application on a particular machine.
As the current trend in microprocessor development continues, this need will become
even stronger in the future. Facing increasing power dissipation and little instruction-level
parallelism left to exploit, computer architects are realizing further performance gains by
using larger numbers of moderately fast processor cores rather than by further increas-
ing the speed of uni-processors. As a consequence, supercomputer applications are being
required to harness much higher degrees of parallelism in order to satisfy their growing
demand for computing power. With an exponentially rising number of cores, the often
substantial gap between peak performance and the performance level actually sustained
315
by production codes is expected to widen even further. Finally, increased concurrency
levels place higher scalability demands not only on applications but also on parallel pro-
gramming tools. When applied to larger numbers of cores, familiar tools often cease to
work in a satisfactory manner (e.g., due to escalating memory requirements or limited I/O
bandwidth).
To overcome this challenge, the Helmholtz-University Young Investigators Group Per-
formance Analysis of Parallel Programs at the Ju¨lich Supercomputing Centre develops
performance-analysis tools to diagnose inefficiencies in supercomputer applications run-
ning on thousands of processors and works directly with application developers to improve
the performance of their codes. The main product of the group is the software package
SCALASCA1, a comprehensive performance-analysis tool that has been specifically de-
signed for use on large-scale systems, such as the Blue Gene/L JUBL in Ju¨lich and its
successor Blue Gene/P JUGENE. When scaling message-passing applications to thousands
of processors, their performance is often affected by wait states that occur when processes
fail to cooperate efficiently. Building upon earlier experience obtained during the KOJAK
project2, SCALASCA is able to efficiently identify such wait states at the previously inac-
cessible scale of 16,384 processes and shows potential even for larger configurations.
In this article, we highlight the research accomplishments of our group during the past
two years. We explain SCALASCA in detail and demonstrate how it can be used to diagnose
performance problems in large-scale parallel applications. We also make a side trip to
computational grids and demonstrate that SCALASCA’s novel architecture proves beneficial
there as well. At the end, we outline our research goals for the coming years.
2 SCALASCA
In message-passing (i.e., MPI) applications, which still constitute the major portion of
large-scale applications running on systems such as IBM Blue Gene or Cray XT, processes
often require access to data provided by remote processes, making the progress of a re-
ceiving process dependent upon the progress of a sending process. As a consequence, a
significant fraction of the time spent in communication and synchronization routines can
often be attributed to wait states that occur when processes fail to reach implicit or explicit
synchronization points in a timely manner, for example, as a result of unevenly distributed
workloads. Especially when trying to scale communication-intensive applications to large
processor counts, such wait states can present severe challenges to achieving good per-
formance. As a first step in reducing the impact of wait states, application developers
need a diagnostic method that allows their localization, classification, and quantification
especially at larger scales. Because wait states cause temporal displacements between pro-
gram events occurring on different processes, their identification can be accomplished by
logging those events with timestamps into so-called event traces and then searching these
traces for patterns indicating situations where a process waits for input from one or more
other processes.
2.1 Scalability
Compared to SCALASCA’s predecessor KOJAK, the novel approach taken in SCALASCA
is that the event traces are searched in a much more scalable way by exploiting both dis-
tributed memory and parallel processing capabilities available on the target system. Instead
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of sequentially analyzing a single global trace file, as KOJAK does, SCALASCA analyzes
separate process-local trace files in parallel by replaying the original communication on
as many CPUs as have been used to execute the target application itself. Since trace pro-
cessing capabilities (i.e., processors and memory) grow proportionally with the number of
application processes, we can achieve good scalability at previously intractable scales. In
brief, to meet the scalability requirements of next-generation supercomputers, SCALASCA
is a parallel program in its own right.
Instrumented
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library
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analysis
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summary
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Figure 1. Parallel trace analysis in SCALASCA.
Figure 1 shows the basic analysis workflow carried out by SCALASCA. Before any
performance data can be collected, the target application must be instrumented, that is,
extra code must be inserted to record the events whenever they occur. On some systems
including Blue Gene, this can be done completely automatically using compiler support;
on other systems a mix of manual and automatic instrumentation mechanisms is offered.
When running the instrumented code on the parallel machine, the user can choose between
two options: (i) generating a runtime summary with aggregate performance metrics for
individual function-call paths or (ii) generating event traces to record individual runtime
events. The first option is useful to get an overview of the performance behaviour and also
to optimize the instrumentation for later trace generation. Since traces tend to become very
large, this step is usually recommended before choosing the second option. When tracing
is enabled, each process generates a trace file containing records for all its process-local
events. After program termination, SCALASCA loads the trace files into main memory and
analyzes them in parallel using as many CPUs as have been used for the target application
itself. During the analysis, SCALASCA classifies detected pattern instances by category
and quantifies their significance for every function-call path and system resource involved.
Both results of the trace analysis as well as runtime summaries can be interactively ex-
plored in a graphical browser (Figure 5).
To demonstrate the scalability of the parallel analysis approach taken in SCALASCA, we
compared it to the sequential approach taken in KOJAK. The ASCI SMG2000 benchmark,
a parallel semi-coarsening multigrid solver that uses a complex communication pattern,
served as a test case. SMG2000 performs a large number of non-nearest-neighbour point-
to-point communication operations and can be considered to be a stress-test for the network
subsystems of a machine. Applying a weak scaling strategy, a fixed 64×64×32 problem
size per process with five solver iterations was configured, resulting in a nearly constant
application runtime as further CPUs were added.
Figure 2 charts wall-clock execution times for the uninstrumented benchmark and the
analyses of trace files generated by an instrumented version with a range of process num-
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Figure 2. Comparison of application execution, sequential trace analysis (KOJAK) and parallel trace analysis
(SCALASCA) times for the ASCI SMG2000 benchmark on up to 16,384 processors of Blue Gene/L. Linear
scaling is represented by the bold dotted line.
bers on JUBL. The 8-fold doubling of process numbers necessitates a log–log scale to
show the corresponding range of times, particularly for the old sequential analysis (which
furthermore becomes impractical for the largest traces). The figure shows the total time
needed for the parallel analysis and the time taken by the parallel replay itself without file
I/O. It can be seen that the total analysis time including loading the traces into the analyzer
never exceeded 30 minutes.
The actual procedure of replaying and analyzing the event traces without file I/O ex-
hibits smooth scaling behaviour up to very large configurations. Because of its replay-
based nature, the time needed for this part of the analysis depends on the communication
behaviour of the target application. Since communication is a key factor in the scaling
behaviour of the target application as well, similarities can be seen in the way both curves
evolve as the number of processes increases. Notably, the total time for the new analysis
approach is orders of magnitude faster than the sequential analysis based on KOJAK even
at modest process counts, making it possible to examine traces at previously intractable
scales in a reasonable time.
2.2 Clock Synchronization
Identifying wait states in event traces of message-passing applications requires measuring
temporal displacements between concurrent events, although many parallel systems, such
as PC clusters, do not provide synchronized hardware clocks. In these cases, linear inter-
polation techniques can already account for differences in offset and drift, assuming that
the drift of an individual processor is not time dependent. However, inaccuracies and drifts
varying in time can still cause violations of the logical event ordering that are harmful to
the accuracy of our analysis. The controlled logical clock algorithm by Rabenseifner3 com-
pensates for such violations in point-to-point communication by shifting message events
in time as much as needed while trying to preserve the length of intervals between lo-
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cal events. Our group extended this method to collective communication to enable a more
complete correction of realistic message-passing traces. In addition, we designed a parallel
version of the algorithm that scales to thousands of application processes.4
2.3 Computational Grids
If a single machine does not provide enough CPUs to solve a given problem, multiple in-
dependent parallel machines can be combined into a so-called metacomputer that appears
to the application as a single coherent system. However, achieving satisfactory applica-
tion performance on such a metacomputer is hard, because high latency of inter-machine
communication as well as differences in hardware of constituent machines may introduce
various types of wait states. Since the analyses offered by SCALASCA could prove espe-
cially beneficial in such a grid-like environment, we extended5 our tool in such a way that
it can cope with typical metacomputer limitations, such as a missing global file system
and varying network latencies. In addition, we added metacomputing-specific patterns to
SCALASCA’s pattern base. Using this grid-enabled version of SCALASCA, we were able
to remove harmful wait states from an environmental-science application running on the
VIOLA6 grid testbed.7
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Figure 3. Performance improvement of XNS after removing redundant message traffic.
3 Application Engagement
In addition to engineering performance tools, our group also actively works with applica-
tion developers to analyze and improve the performance of their codes. A recent example
is the XNS fluid dynamics application being developed at the Chair for Computational
Analysis of Technical Systems at RWTH Aachen University. XNS can be used for effective
simulations of unsteady fluid flows, including microstructured liquids, in situations involv-
ing significant deformations of the computational domain, as they occur in blood pumps
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deployed to support human heart function. The algorithm is based on finite-element tech-
niques on irregular three-dimensional meshes8.
Initially, XNS was successfully running on JUBL, however, its scalability was unsatis-
factory and resisted scaling beyond approximately 900 processes until the first Ju¨lich Blue
Gene Scaling Workshop in December 2006 provided an opportunity for the application
developers and our group to start working together. After a first investigation of the solver
using basic profiling tools already hinted toward redundant message traffic (i.e., zero-sized
messages), a statistical trace analysis using the SCALASCA infrastructure showed that the
number of zero-sized messages were rapidly growing with the number of processes em-
ployed. Subsequent remediation9 allowed the application to continue scaling with a four-
fold simulation performance improvement at 4,096 processes (Figure 3), demonstrating
the benefits of interdisciplinary collaboration between domain scientists and performance
analysts.
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Figure 4. Performance behaviour of XNS (tuned version) at a range of scales from 256 to 4096 processes. The
bars show the percentage of time the application spent in communication & synchronization operations including
associated wait states.
Continuing our investigation, we applied our trace analysis to the tuned version, which
exhibits almost perfect scaling behaviour on up to 512 processors. However, as the num-
ber of processors is raised further, the parallel efficiency continuously degrades, although
even at the largest configuration of 4096 processes a clear speedup can still be observed
(Figure 3). Beyond 512 processes, as we can see in Figure 4, the communication and
synchronization overhead grows steeply. Yet the primary result of our analysis is that the
biggest fraction of this overhead is actually waiting time, in the 4096 CPU case amounting
to roughly 40 % of the total time (at least 25 % when accounting for intrusion overhead),
illustrating that the wait states we are targeting can constitute principal performance prob-
lems at larger scales. The SCALASCA display in Figure 5 shows a function-call path that
appears to be a major source of the wait states diagnosed during our analysis. Of course,
with this finding we hope that the performance of XNS can be further improved.
320
4 Outlook
Potential causal connections between different wait state instances or related phenomena,
such as load imbalance, are currently not covered in a systematic way. Understanding such
connections, however, could prove essential for more effective scaling strategies. One
approach of establishing links between different wait-state instances would be to define
hypotheses and subsequently verify them using a trace-based simulator. Similar in spirit to
approaches such as Dimemas10, the simulator could leverage SCALASCA’s parallel archi-
Figure 5. XNS (tuned version) wait states with 4096 processes in ewdscatter2(). The middle pane shows
the distribution of waiting times across the call tree as the percentage of the time spent in the time step loop. The
right pane visualizes how the time incurred by the selected call path is spread across the physical Blue Gene/L
torus topology.
321
tecture to achieve the required scalability.
To institutionalize our major national and international collaborations on HPC program-
ming tools, we recently founded the Helmholtz Virtual Institute - High Productivity Super-
computing together with the Technical University of Dresden, RWTH Aachen University,
and the University of Tennessee. The mission of VI-HPS is devoted to the development and
deployment of advanced and integrated performance analysis and error detection tools for
high-performance computing applications. A significant portion of our resources is also
assigned to support and training activities. We expect that this initiative will further pro-
mote the quality and accelerate the development process of complex simulation codes in
science and engineering.
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Although the contributions to this section all deal with turbulence and with the instabilities
of spatially extended systems, they cover a wide range of subjects. They reflect well the im-
portance of turbulence, both in technological applications and in pure science. Turbulence
has been since the 19th century the prototype of an inherently nonlinear phenomenon.
While some understanding had been achieved in seminal works by Helmholtz, Kelvin,
Prantl, Kolmogorov, Heisenberg, and others, it had been understood from very early on
that the best one can reach is a statistical description. And even that is far from easy.
While turbulence (and hydrodynamics in general) had always been an important subject
in engineering and in applied sciences, it had been less important in the physics curriculum
after the revolution brought about by quantum mechanics. With the recent emphasis on
nonlinear phenomena and with the ability to study them numerically on electronic com-
puters, the emphasis on turbulence is also back in physics. Not the least this is also due to
the power of modern computational tools, without which the modern revival of turbulence
would not have been possible.
Although there are only four contributions to this section, they illustrate well the range
of problems and of motivations encountered in turbulence studies. Let us first discuss the
paper on ventricular assist devices by M. Behbahani et al. It deals with blood flow in
artifical organs, i.e. with hydrodynamic turbulence in medicine. This reflects the increased
importance of biomedical technology. It might not seem as big a challenge as the flow
around an aircraft or inside a combustion engine, but it poses similar difficulties as far as
complexity of the geometry and non-stationarity of the flow boundaries are concerned. An
added problem is the frailty of red blood cells which requires a delicate balance between
efficiency and smoothness of the flow. It also requires a detailed understanding of the
flow down to the smallest length scales. As the authors show, their simulations can be
done efficiently on the Ju¨lich Blue Gene/L supercomputer, but they also show that the full
power of modern state-of-the-art supercomputing is needed.
The next paper, by H. Homann et al., is on plasma turbulence, i.e. on magnetohy-
drodynamics. This is of relevance for nuclear fusion reactors and for astrophysics, and it
poses even more challenges due to the added degrees of freedom. Although the authors
restrict themselves to rather simple boundary conditions, they are still haunted by geomet-
rical complexities, this time due to the need for adaptive mesh refinements. One particular
achievement of their simulations is that they are able, for the first time, to see a clear scal-
ing regime in the Eulerian framework. As in the previous case, this would not have been
possible without the massively parallel supercomputers in Ju¨lich.
Understanding the scaling structure of fully developed hydrodynamic turbulence is the
subject of the third paper, by J. Schumacher et al.. This deals with the central theoretical
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question, of whether there are universal scaling laws similar to those which are at the
core of the theories of critical phenomena and of relativistic quantum field theory. Due
to the absence of a usable perturbation theory, analytic progress has been much slower in
turbulence than in these other fields, and all recent achievements rely on the careful analysis
of wet lab and numerical “experiments”. Although the Reynolds (resp. Rayleigh) numbers
reached in the simulations cannot yet compete with those reached in real experiments, this
is compensated by the accessibility of noise-free and precise measurements on even the
finest scales. Accordingly, simulations like those discussed in the paper by Schumacher et
al., which use the most sophisticated modern hardware, represent a priceless window into
this terra incognita.
The last of the four papers, “Lyapunov Instabilities of Extended Systems” by H.-L.
Yang et al., is somewhat different from the others. It does not deal with turbulence proper,
but with the slowest response of spatially extended chaotic systems to perturbations. In a
chaotic system the response to a perturbation typically grows exponentially in time, with
different Lyapunov exponents for different perturbations. If such a system is translationally
invariant, one expects the ‘Lyapunov modes’ with slowest growth to be related to hydro-
dynamic modes. This is indeed seen in simulations and in analytic calculations, but details
had previously been obscured by the difficulty to simulate large enough systems for long
enough time. It seems that this is now overcome by the simulations of Yang et al.. In par-
ticular, they do not confirm a strange difference between hard and soft core fluids claimed
by previous authors. Unfortunately, however, this chapter is not yet closed. As shown
recently by F. Ginelli et al. (arXiv:0706.0510), the entire concept of Lyapunov modes has
to be reconsidered. It might be that the results obtained so far survive unchanged, but it
might also be that we are in for major surprises.
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Over the last decade, computer simulations of fluid flow have steadily gained acceptance as an
effective tool for evaluation of design modifications. The flow features in complex geometries
such as blood pumps, as well as the evolution of those features resulting from design changes,
are hard to predict even by experienced design engineers. Linking a suitable mathematical
framework with appropriate models in order to evaluate shape modifications will ultimately
allow not only to analyze flow features but also to compute an optimal design directly. Such
a framework requires an immense amount of computing power, which makes it a perfect can-
didate to exploit the potential of parallel processing on high-performance systems such as the
Ju¨lich Blue Gene/L.
1 Introduction
Diseases of the heart are a leading cause of death in the industrialized nations. The most
reliable therapy for end-stage heart failure—heart replacement via a transplant—can be
applied only in a fraction of the cases because of dramatic shortage of suitable donor hearts.
Since 1960’s, attempts are being made to design a mechanical solution to heart failure;
such a solution can take the form of a full replica of the heart—dual pumping chambers
and complex valves—or, more commonly, of an assisting device, which pumps the blood
from the existing failing ventricle into the aorta. The latter is referred to as Ventricular
Assist Device, or VAD.
The Chair for Computational Analysis of Technical Systems (CATS) at the RWTH
Aachen University, under the direction of Prof. M. Behr, is specializing in Computational
Fluid Dynamics (CFD) analysis and has been working on simulation of blood flow in VADs
since 2000, with the latest analyses focusing on the miniature MicroMed DeBakey VAD,
see Fig. 1. The DeBakey pump is an axial pump that provides a countinuous flow. Its
design renders it suitable for both long-term and pediatric use.
2 Simulation
The computational flow analyses described here are performed with XNS, an in-house CFD
code for simulations of unsteady fluid flows in situations involving significant deformations
of the computational domain. The underlying equations are the incompressible Navier-
Stokes equations. Although solving these equations analytically remains out of reach, there
has been considerable progress in the development of numerical methods that can provide
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Figure 1. DeBakey VAD geometry. From right to left: inflow cannula, straightener, impeller and diffuser.
reliable approximations of the solution. XNS uses stabilized finite element (FE) formula-
tions together with a space-time discretization on unstructured three-dimensional meshes.
Important features for simulating the flow in a VAD include the ability to handle rapidly
translating or rotating boundaries using the shear-slip mesh update method (SSMUM), as
well as simulating flows of microstructured (in particular viscoelastic) liquids.
Simply computing the flow field inside the VAD presents a formidable challenge re-
garding the required computing power. Resolving the flow characteristics appropriately
necessitates a high-resolution mesh with millions of elements, see Fig. 4. The use of hun-
dreds or even thousands of processors is inevitable; the pump’s impeller operates at speeds
up to 10,000 rpm necessitating simulations that span thousands of time steps.
In the following sections, we report on two crucial aspects in the design of VADs that
can be investigated by numerical simulations. As the most basic requirement, the pump
has to be able to operate against a certain pressure head to provide a desired flow rate
of 2–5 l/min. Another concern is biocompatibility after implantation; the flow patterns
should not induce blood cell damage (hemolysis) above a critical level where it can cause
multiple-organ failure, and recirculation zones should be minimized to prevent blood clot-
ting (thrombosis).
Hydraulic Performance
The function of a blood pump is to provide the human body with the required blood flow
volume of typically 5 l/min for an adult. Simulations aim to predict the performance of
a pump under operating conditions. In order to confirm numerically obtained results it is
possible to compare them to measured values from in-vitro experiments, i.e., experiments
in a closed mock-up flow loop using an original blood pump.
From a point of view of pump performance it is important to determine the pressure
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Figure 2. Sample pressure distribution on DeBakey VAD.
head (pressure difference between in- and outflow) and the flow rate at a given rotational
speed of the impeller. In the case of the Debakey pump the Particle Image Velocimetry
(PIV) method was used to achieve data points which define the hydraulic performance
curves for rotational speeds of 7500, 8500 and 9500 rpm. First data points obtained from
numerical simulations show good agreement with the experimental curves at a rotational
speed of 7500 rpm where computed pressure heads at a given flow volume are within 5%
of experimental values. A visualization of the pressure distribution on the surface of the
pump can be seen in Fig. 2. The red colour on the top of the impeller vanes indicates high
pressure due to the small gap between vanes and housing. At 9500 rpm the agreement is
not so good with computed head being about 80% of the experimental one; one possible
reason for this could be imperfections in the turbulence model used.
A new simulation series on the Blue Gene with an improved geometry model is now
being conducted. We typically use 2048 processors, which permits to compute one pump
revolution in about 3 hours. For visualization purposes, it may be necessary to store all
of the computed pressure and velocity values for one revolution, corresponding to data
amounts of up to 30 GB. To receive a quasi-stationary flow condition up to twenty revolu-
tions can be required. By mesh refinement it can be confirmed if a reduction of the mesh
size has no further influence on the outcome of the computations, which is a prerequisite
for convergence. Former simulations were performed with a 5.5 million element mesh and
the new series uses 7.5 million elements.
Blood Damage
Blood is a highly-complex fluid, a suspension of red and white blood cells (RBC, WBC)
and platelets in a plasma. The volume fraction of RBC is about 45%, and blood damage,
or hemolysis, can be caused by prolonged elevated stresses acting on those cells.
With increasing levels of shear stress the coin-stacked arrangement of the RBCs
breaks up, the membrane starts rotating around the encapsulated fluid until, eventually,
its hemoglobin contents are partly released into the plasma through small pores. This is il-
lustrated in the upper sequence of Fig. 3. Up to a certain amount this so-called plasma-free
hemoglobin can be filtered by the kidneys; higher concentrations lead to intoxication and,
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in a worst-case scenario, death.
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Figure 3. Behaviour under shearing: RBCs (top), droplet model (bottom).
Our group uses a novel approach to assess hemolysis. Instead of simply using exposure
time and the flow-induced shear stress, the RBCs are modelled as droplets. As shown in the
lower sequence in Fig. 3, hemolysis is initiated when the increase of the surface area of the
droplet (which takes an ellipsoidal shape under shearing) and of a hemolyzing RBC match.
Tracking the deformation along flow pathlines enables us to capture important physiologi-
cal properties of the cells, such as membrane rotation (tank-treading) and relaxation in low
shear regions.
Since these phenomena contribute to reduction of hemolysis, our deformation-based
model showed good correspondence with experimentally-diagnosed hemolysis values1
while the conventional stress-based models are known to overpredict hemolysis.
3 Parallel Computing
As already mentioned in Sec. 2, efficient simulations of the DeBakey VAD rely strongly on
high-performance computing on powerful machines like the 8-rack Blue Gene/L system
at Research Centre Ju¨lich. The parallel implementation of XNS is based on message-
passing communication libraries and exploits graph-based mesh-partitioning techniques.
This means that the computational mesh is divided into subsets of elements which are then
assigned to the available processors. A sample partitioning of the DeBakey blood pump is
shown in Fig. 4.
After distributing the elements among the processors, a discrete form of the Navier-
Stokes flow equations is solved simultaneously on all processors. While parts of the com-
putation can be carried out within a single partition, others require communication between
the processors and the exchange of data buffers. Since this inter-processor communication
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Figure 4. DeBakey blood pump: element partitions for 1024 processors.
is limited to the subdomain boundaries, the element subsets should be assigned in a way
that reduces the overall boundary size to a minumum.
There are also different ways of storing the flow information during the simulation,
each of which can be advantageous depending on the operation that has to be performed
with the data. Fig. 5 gives an impression about the storage modes used in XNS for a
triangular two-dimensional mesh. The nodal data is assigned to the processors accord-
ing to the element partitioning and can be used to obtain element-based values. Moving
from one level to another requires information about the element distribution as well as a
connectivity matrix that specifies for each element the nodes it is composed of.
no
de
s 
(a) node-based
pa
rti
tio
ns
(b) partition-based
ele
m
en
ts
(c) element-based
Figure 5. Storage modes for finite element data.
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Performance on Ju¨lich Blue Gene/L
In December 2006, a scaling workshop2 for applications running on the 8-rack Blue
Gene/L system in Ju¨lich was organized and sponsored jointly by the John von Neumann
Institute for Computing (NIC), IBM and the Blue Gene Consortium. Prior to the work-
shop, one could observe an acceptable scaling of XNS up to 1024 processors while there
was no significant speed-up above that (see Fig. 6). To find the bottlenecks in the code,
the communication between the processes during the simulation runs was analyzed, both
with XNS internal time measurements and the SCALASCA package3. After improving the
communication patterns of XNS, the simulation performance could be improved remark-
ably up to 4096 processes (see Fig. 6). A good scaling is expected also for 8192 processes;
this is to be analyzed in future test runs.
The possibility to make efficient use of up to one fourth of the processors available on
the Ju¨lich Blue Gene/L is of great value for the simulations, because it allows to generate
the required data in a reasonable time. Going towards the ultimate goal of the DeBakey
project – the computation of an optimal design with respect to criteria mentioned in Sec. 2 –
one could profit from the good scalabilty of XNS and make efficient use of even bigger
machines.
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Figure 6. Performance of XNS on Ju¨lich Blue Gene/L.
As outlined in Sec. 4, the computational demands and memory requirements in de-
sign optimization are much higher compared to plain simulations since the Navier-Stokes
equations have to be solved several times on different geometries.
4 Shape Optimization for Fluids
As already mentioned, we aim to use an optimization framework that is capable of achiev-
ing an optimal design in an iterative, but automatic way, i.e., without a need for user in-
teraction. Using such a framework, the user only needs to specify areas of the geometry,
for example the impeller of the pump, that should be subjected to optimization and define
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a so-called objective function to judge the quality of a design modification. This can be a
difficult task: for blood pumps, an objective function that relates to hemolysis seems most
reasonable, but it is important that a gradient of this function can be computed which again
limits one’s choice.
The state-of-the-art approach is to couple a flow solver with a grid generation tool
which are both driven by an optimization algorithm. This approach has several drawbacks.
Normally it is not possible to get the exact gradient in such an environment; therefore, the
gradient has to be calculated with finite differences or gradient-free methods must be used.
Both approaches are very costly with respect to computing time. Also, the parallelization
cannot be done uniformly because the three components – mesh generator, solver, opti-
mizer – normally use different parallelization strategies. Nevertheless, this approach can
be used for some simple problems, but it is not applicable to real-world problems such as
blood pumps.
We are solving the shape optimization for fluids problem within one program. We
already demonstrated that this is possible for steady4 as well as for unsteady5 flows. In
these cases we were able to show an influence of the constitutive model with respect to
the optimal solution. This result showed clearly the demand for appropriate blood consti-
tutive models as well as blood damage models. We have coupled an optimization driver
with XNS, using a line search algorithm with a BFGS update method as the optimization
strategy. The same approach was then used without significant changes to perform parallel
optimization.
Our current work is focussed on the complex geometry deformation and new blood
damage models which are more amenable to gradient computation.
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Some of the outstanding problems in space- and astrophysical plasma systems include hydro- or
magnetohydrodynamic (MHD) turbulence (e.g. in the interstellar medium). In many situations
the region under consideration contains particles advected by the turbulent flow. The statistics
of these particles (Lagrangian statistics) such as scaling behaviour or mass density distributions
is an active field of research. Numerical simulations of fully developed turbulence demand for
high resolution, an efficient parallel implementation and a powerful computational infrastruc-
ture. The main focus of this work lies on flows which can be considered as incompressible.
Nevertheless, some comparisons to compressible turbulence will be drawn. We will describe
the physics behind these problems and present the numerical frameworks for solving them on
massive parallel computers, such as the IBM Blue-Gene architecture.
1 Introduction
In this paper we will present numerical simulations of turbulence in plasmas and neutral
flows. The focus hereby is on the computation of the Lagrangian statistics, i.e. statistical
properties of particles suspended in an incompressible turbulent flow.
Turbulence is one of the most important unsolved problems in classical physics. Co-
herent non-linear structures in turbulent flows, such as vortex filaments (see left part in
Fig. 4) and current sheets play a crucial role for the subtle statistical properties. Under-
standing the statistics of particles advected by a turbulent flow is a challenging theoretical
and numerical problem. Simulations of fully developed turbulence make great demands on
the computational infrastructure and numerical methods, especially in the case of plasma
turbulence.
The incompressible simulations are carried out using a pseudo-spectral solver, called
LATU. This solver will be presented in detail in the following section and demands on the
computational infrastructure will be discussed. Results obtained from high-resolution nu-
merical simulations using the LATU solver will be presented in section 4. Although, most
of the research on turbulence deals with incompressible flows, one encounters compress-
ible flows in many physical circumstances. Simulations of compressible turbulence, which
develop shocks (see right part in Fig. 4) need a completely different numerical solver. We
use an adaptive mesh refinement framework for hyperbolic conservation laws, racoon. It
will be presented in section 3 and results are summarized in section 4.
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2 LATU: An Incompressible MHD Solver with Passive Particles
In this section a highly parallel pseudo-spectral solver, called LATU, will be presented.
The code solves the magnetohydrodynamic (MHD) equations
∂t~ω = ∇×
[
~v × ~ω −~b× (∇×~b)
]
+ µ∆~ω, (1)
∂t~b = ∇× (~v ×~b) + η∆~b, (2)
∇ · ~v = 0, ∇ ·~b = 0, (3)
~v denoting the velocity field, related to the vorticity by ~ω = ∇ × ~v, and ~b the magnetic
field which is given in non-dimensional multiples of a reference Alfve´n speed. µ, η are
the kinematic viscosity, magnetic diffusivity, respectively. This set of equations regards a
plasma as a conducting fluid, which is appropriate in many physical situations such as in
the solar wind. The left equation of (3) establishes the condition of incompressibility.
Setting~b = 0 in the Equations (1) to (3) one obtains the Navier-Stokes equations, which
describe the motion of a neutral fluid. These equations are commonly used for studying
fully developed turbulence.
The set of equations (1)–(3) are solved using a pseudo-spectral method. The underlying
equations are treated in Fourier-space, while convolutions arising from non-linear terms are
computed in real-space. A Fast-Fourier-Transformation (FFT) is used to switch between
these two spaces. The time scheme is a (low storage) Runge-Kutta of third order. The inter-
process communication uses the Message Passing Interface (MPI). More than half of the
computational time is spend on the FFTs. Therefore, an efficient implementation deserves
attention. The LATU-code is able to use different implementations for the FFT-algorithm.
First, it can use the MPI-parallel, portable FFTW library1 (version 2.1.5). This library
decomposes the entire domain via slab-geometry, depicted in the left part of Fig. 1. Every
CPU processes an ensemble of 2D-slices. This FFT parallelizes very efficiently on mid-
size computers, with up to several hundred CPUs. Apparently the number of used CPUs
is limited to the number of grid points in each direction. To overcome this restriction, the
LATU-code uses in addition to the FFTW the San-Diego P3DFFT library. This is a parallel
interface to 1D-FFT routines. For these one dimensional FFTs one can use for example
the ESSL library or the FFTW3 library. The P3DFFT permits a 2D-decomposition of the
computational domain, depicted in the right part of Fig. 1. Hence, the limiting restriction
concerning the number of used CPUs is weakened.
Simulations of Navier-Stokes and MHD turbulence with 10243 collocation points each
were performed using up to 512CPUs on the IBM p690 machine of the John von Neumann
Institute in Ju¨lich. Results of scaling tests with collocation points ranging from 5123 to
2048 on BlueGene/L using up to 16384 processors are depicted in the left part of Fig. 2.
All tests were done in the virtual node mode, i.e. both cores are used for computation.
By doubling the number of processes, the performance increases by 80%, the remainder
is spend on the inter-process communication. A better scalability might be achieved in
the communication mode. However, the overall performance of the virtual node mode is
better.
A pseudo-spectral scheme is very accurate and produces negligible numerical dissipa-
tion. This is because derivatives are computed in Fourier-space and are therefore exact.
Only the need for removing aliasing errors from convolutions sums and the time scheme
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Figure 1. Partitioning of the domain for four processes. Left: slab-geometry (FFTW). Right: 2D-decomposition
(P3DFFT).
yield a tiny source of dissipation. In order to choose the most adapted method of dealias-
ing for simulations of turbulence we compared three different strategies in the case of the
Euler-equations2. These are obtained from the Navier-Stokes equations by neglecting vis-
cosity and are very sensitive to the small scale accuracy of the numerical scheme. The
main result is that a high-exponential cut-off is the most appropriate dealiasing strategy
because it on the one hand suppresses almost all Gibbs-oscillations and on the other hand
allows for significantly more physically relevant grid points than the classic 2/3-Rule.
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Figure 2. Left: Mixture of strong and weak scaling of the LaTu code on BlueGene/L. Right: energy-spectra for
single floating-point precision simulations with an artificially reduced number of bits.
Because simulations of fully developed turbulence demand for the highest achievable
computational resources, we analyzed the influence of the floating-point precision on the
obtained statistical results. Therefore we artificially reduced the number of bits in the
floating-point representation and compared the results to a double floating-point precision
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computation. It turns out3 that single floating-point precision is sufficient up to 40963
collocation points (see right part of Fig. 2) and therefore allows for a larger number of grid
points by a given amount of memory. In addition many super-computers process single-
precision code faster than double-precision computations.
Besides solving the Navier-Stokes and MHD equations the LATU-code is able to advect
a passive scalar field according to
∂tΘ+ ~v∇Θ = κ∆Θ.
The passive scalar Θ streams according to the velocity field and is subject to diffusion with
a constant parameter κ.
An important subject in the field of turbulence is the Lagrangian statistics. This statis-
tics deals with quantities recorded along a trajectory of a fluid element (tracer particle)
exposed to a turbulent flow. In order to sample the numerical domain homogeneously and
to obtain reliable statistical result within a few large-eddy turn-over times, millions of par-
ticles have to be integrated. The LATU-code is able to advect tracers and particles lighter
or heavier than the surrounding fluid. This provides the possibility to analyze the influence
of inertia on certain statistical quantities with a single run. All particles are treated in a
parallel way using MPI. We performed simulations with up to 107 particles on the IBM
p690 machine.
The crucial point is the interpolation scheme needed in order to obtain the velocity field
at the particle positions from the numerical grid. The code uses a tri-cubic interpolation
scheme which on the one hand provides a high degree of accuracy3 and on the other hand
parallelizes efficiently.
In conclusion, the LATU-code provides the opportunity to gather a lot of important
quantities with a single parallel high-resolution numerical simulation of fully developed
turbulence both for neutral as for conducting flows. As state of art simulations demand for
resolutions of 20483 and millions of advected particles in order to shed light on the subtle
non-linear features of self-organization of turbulence, the Blue-Gene architecture provided
by the John von Neumann Institute is a key infrastructure for such simulations.
3 The Framework racoon
All simulations of compressible turbulence use finite volume methods and are performed
using the framework racoon4. Instead of taking into account the equation, ∇ · v = 0 (in
the incompressible case), in addition to the momentum equation one now solves
∂tρ+∇ · ρ~v = 0.
The pressure p is given by an isothermal equation of state.
racoon is a computational framework for the parallel, mesh-adaptive solution5 of sys-
tems of hyperbolic conservation laws like the time-dependent Euler equations in com-
pressible gas dynamics or Magneto-Hydrodynamics (MHD) and similar models in plasma
physics. Local mesh refinement is realized by the recursive bisection of grid blocks
along each spatial dimension, implemented numerical schemes include standard finite-
differences as well as shock-capturing central schemes6, both in connection with Runge-
Kutta type integrators. Parallel execution is achieved through a configurable hybrid of
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tion, Right: Strong scaling for different block sizes (bs) varying from 163 to 643.
POSIX-multithreading and MPI distribution with dynamic load balancing based on space-
filling Hilbert curves7 (see left part of Fig. 3).
Incompressible flows are conveniently solved using pseudo-spectral codes. Neutral
incompressible flows develop coherent vortex filaments shown in the left part of Fig. 4. The
formation of strong shocks in compressible gas dynamics (see right part of Fig. 4) needs
a shock capturing central scheme and allows the application of adaptive mesh refining
techniques (AMR)9, so this problem is predestined to the racoon framework (see below).
With this we examined isothermal Euler turbulence up to an effective resolution of 10243
cells. The right part of Fig. 4 shows the vorticity of a high Mach number compressible
simulation.
Figure 4. Dissipative structures in turbulent flows Left: Isosurface of vorticity showing vortex filaments. Right:
Volume rendering of vorticity of compressible turbulence showing shock-like structures.
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In compressible MHD simulation an additional problem is to assure ∇ · ~b = 0. A
proper way to do this seems to be the constraint transport method10 on a staggered grid in
combination with divergence-free reconstruction11 for the AMR.
racoon also has the ability to advect tracer particles with the flow using the same paral-
lelization strategy as for the blocks. The main numerical work for the particle integration
is spent in the interpolation routines from cell values to the actual particle positions.
Benchmarks on IBM p690 machines with 32 CPUs show that the hybrid concept in
fact results in performance gain over a pure MPI parallelization, which, however requires
a careful optimization of the multi-threaded implementation.
On very massively parallel machines such as the IBM BlueGene, a MPI only version
is used. Scaling tests on the BlueGene/L JUBL at the FZ Ju¨lich reveal linear scaling up to
2048 processors (see left part of Fig. 3).
4 Turbulence
Turbulence is an important and wide spread matter in today’s research. From gas in molec-
ular clouds to blood streaming through a heart valve one has to deal with turbulent flows
and their properties. Although their generation is based on different forces and although
they are enclosed by specific boundaries, there are features which all turbulent flows have
in common.
Figure 5. Particle trajectories near singular events (left: Navier-Stokes, right: MHD)
The forces and boundaries naturally act on the large scales of the motion. From these
scales turbulence generates a whole range of structures of different sizes down to the small-
est scales where the dissipation transforms the kinetic energy into heat. The universality
sets in at scales smaller than the boundary or forcing scale down to scales larger than
the dissipation scales. Here the information of the geometry and the specific dissipation
mechanism of the flow is lost and the motion is completely determined by the non-linear
inertial interaction of the eddies. This range is called inertial range. Physical theories often
deal with fundamental features such as scaling behaviour and intermittency of this range
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of scales. In order to analyze its properties numerically it is necessary to provide a large
amount of scales. Numerical simulations of Euler- and Navier-Stokes-turbulence revealed
that a resolution of at least 5123 collocation points is needed to obtain an inertial range of
scales within a turbulent flow.
Lagrangian statistics of turbulent neutral and magnetohydrodynamic flows has under-
gone a rapid development in the last 6 years to enormous progress in experimental tech-
niques measuring particle trajectories12. Lagrangian statistics is not only interesting for
obtaining a deeper understanding of the influence of typical coherent or nearly-singular
structures in the flow but also of fundamental importance for understanding mixing, clus-
tering and diffusion properties of turbulent astrophysical fluid and plasma flows.
Concerning the incompressible case we computed the Lagrangian statistics of MHD-
and neutral turbulence. The comparison revealed the intriguing and differing influence of
the flow structures on the Eulerian and Lagrangian statistics13 (see Fig. 5). The issue of
intermittency was addressed by the computation of probability density functions (PDFs)
and structure functions and comparison to a multifractal model14.
An up to now poorly understood problem in the measured Lagrangian statistics is the
absence of a clear scaling range. Even the largest numerical simulations, which do show
a spatial scaling range in the Eulerian framework, lack of a temporal scaling range. We
addressed this issue by introducing a new time increment15, which shows a clear scaling
range (see left part in Fig. 6) and identified the large scale sweeping as a possible cause of
the spoiled scaling range of the standard increment.
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Figure 6. Left: Logarithmic derivative of structure functions of the novel time increment showing plateau and
therefore a clear scaling range in incompressible turbulence, Right: The mass density PDFR(ρ) (x), the measured
particle distribution T (+) and the theoretical prediction Tˆ (solid line) in compressible turbulence.
A significant difference in the Lagrangian statistics between the incompressible and
compressible case is found for the mass distribution of the tracers. While one finds Poisson-
distributions resembling homogeneity for incompressible flows, tracers cluster in com-
pressible flows. We found an explanation16 for the PDF of the spatial particle distribution
as a counterpart of the mass density field (see right part in Fig. 6).
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The fine-scale structure of turbulence is studied in three systems: fluid turbulence, scalar mix-
ing, and turbulent convection. It is always characterized by large fluctuations of the correspond-
ing field gradients which are probed by dissipation rate fields. We discuss the statistics of these
quantities and the associated characteristic scales of the most intense dissipation fluctuations.
1 Introduction
Turbulence remains an outstanding fundamental problem of classical physics because of its
disordered, unsteady and nonlinear dynamics which covers a wide range of scales in length
and time. These variations also give rise to large fluctuations of steep gradients, which
appear preferentially at the smallest scales of the flow. The amplitudes of the gradients
do not follow a Gaussian distribution, and extremal values frequently exceed the mean
values by orders of magnitude. This phenomenon is known as small-scale intermittency1–3.
It is believed that these intense fine-scale fluctuations are intimately connected with the
nonlinear cascade-like transfer of energy through the hierarchy of turbulent structures. In
order to arrive at a better understanding of turbulence as a whole, we here present results
from a high resolution study of the intermittent dynamics at the small-scale end of the
cascade range. Such analysis is also important for the mixing in reacting and non-reacting
flows, especially when a significant fraction of stirring of the concentration field takes
place at the small scales of the flow. This is the case when the scalar diffusivity is small in
comparison to the viscosity of the fluid.
In the absence of an analytical theory, direct numerical simulations (DNS) of the under-
lying fluid transport equations are the most promising approach to uncover these statistical
and structural properties of turbulence, where the steepest gradients and their statistics can
be resolved. Experiments cannot yet reach the finest scale filaments, despite significant
progress in measurement techniques.
A fundamental quantity which probes the gradient magnitudes and displays the small-
scale intermittency is the dissipation rate. In the following, we study the statistics and
geometry of dissipation rate fields in three different turbulent flows: fluid turbulence, pas-
sive scalar mixing and turbulent Rayleigh-Be´nard convection. For fluid turbulence, we
take the energy dissipation rate of the velocity field u(x, t), given by
ǫ(x, t) =
ν
2
(∂iuj + ∂jui)
2 , (1)
where ν is the kinematic viscosity of the fluid and i, j = x, y, z. Our second example is
the passively advected concentration field θ(x, t), with dissipation rate
ǫθ(x, t) = κ(∂iθ)
2 , (2)
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where κ is the diffusivity. Our final example is thermal convection, where the temperature
field T (x, t) represents an active scalar field that can react back onto the flow by buoyancy.
The corresponding thermal dissipation rate is given by
ǫT (x, t) = κ(∂iT )
2 . (3)
with κ the thermal diffusion constant.
As we will see, extremal values of the dissipation field occur preferentially in form
of thin sheets. A characteristic scale which is associated with the dissipation maxima
is therefore the cross-section thickness scale of the sheets. The fluctuating nature of the
dissipation generates a whole range of these scales, thus replacing the mean dissipation
scale usually considered by a distribution of dissipation scales.
2 Fluid Turbulence
The continuity and Navier-Stokes equations for an incompressible fluid are given by
∇ · u = 0 , (4)
∂u
∂t
+ (u · ∇)u = −∇p+ ν∇2u+ f . (5)
Here, u is the three-dimensional turbulent velocity field, f is a forcing field which sustains
the statistical stationarity of turbulence and p is the (kinematic) pressure field. The dimen-
sionless parameter that characterizes the flow is the Reynolds number based on the velocity
fluctuations,
Re =
〈u2〉1/2L
ν
. (6)
The equations are solved by a pseudospectral method in a periodic box of side length
L = 2π. More details are given in Schumacher et al.4. In contrast to many other large
scale simulations with a similar number of nodes, the highest Reynolds numbers studied
here are moderate: since we are interested in the small scales we cannot sacrifice small
scale resolution in order to achieve high Reynolds numbers, as often done (some of the
problems with such an approach are illustrated using shell models in Ref. 5). But the
simulations do set a record in that they reach down to the smallest scales ever resolved.
Kolmogorov refined his classical hypothesis by incorporating the fluctuating nature
of the dissipation rate field and predicted a log-normal statistics for ǫ (see Refs. 1 and
2). This is the point of reference for studies of small-scale intermittency in turbulence.
Fig. 1 shows a snapshot of the dissipation field. The intermittent nature of the quantity
is reflected in the few localized very-large amplitude regions which are embedded in an
ambient and less strongly varying dissipation background. The extreme events will be
found in the tails of the probability density function of the dissipation field. In Fig. 2,
we show the PDFs of the dissipation field obtained from our high-resolution simulations
for different Reynolds numbers. We see that systematic deviations of the statistics from
log-normality appear in the far tails, i.e. for extremely small and large amplitudes. In other
words, the log-normal model will differ for higher-order moments of the dissipation rate
field. The dependence of these moments on the Reynolds number Re was derived recently
by Yakhot and Sreenivasan6. The approach starts from the Navier-Stokes equations and
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gives a relation between moments of the energy dissipation and the scaling of the structure
functions in the inertial range:
〈ǫn〉 ∼ Ren+
ζ4n
ζ4n−ζ4n+1−1 . (7)
where ζn are the scaling exponents of the velocity structure function in the inertial cascade
range of turbulence. Relation (7) connects the physics at small scales –the scales where the
dissipation field fluctuates– with the velocity statistics in the inertial range. Such relations
are also known as bridge relations. The strong resolution requirements are reflected in the
large order of ζn. A dissipation moment of order 4 is not converged before the analytic
range of the velocity structure function of order 16 is resolved! This justifies the resolution
and the numerical efforts taken here. Table 1 compares our simulation results with the clas-
sical theory and Ref. 6. The recent approach agrees quite well with the simulation results
while the log-normal model deviates as already seen in Fig. 2. A further consequence of
Ref. 6 is that a whole range of characteristic dissipation scales exists instead of one mean
scale as in the classical theory of turbulence7.
Figure 1. Contour plots of the energy dissipation rate field ǫ taken at the sideplanes of the cube. Data are from a
simulation with a resolution of N3 = 20483 grid points for a volume V = (2π)3 .
3 Passive Scalar Turbulence
In passive scalar turbulence, the concentration field θ(x, t) is advected by a turbulent flow
according to the advection-diffusion equation,
∂θ
∂t
+ (u · ∇)θ = κ∇2θ + fθ . (8)
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Figure 2. Probability density functions of the energy dissipation rate field at different Taylor microscale Reynolds
numbers. The data are compared to the log-normal distribution which was suggested by Kolmogorov and
Oboukhov in 1962. Systematic deviations from this small-scale intermittency model can be seen in particular
for the rare low- and large-amplitude events which are found in the tails of the distribution.
Theory (Yakhot) Simulation Kolmogorov (1962)
d2 0.157 0.152 0.173
d3 0.489 0.476 ± 0.009 0.465
d4 0.944 0.978 ± 0.034 0.844
Table 1. Comparison of scaling exponents for energy dissipation rate moments of order 2, 3 and 4 with theories.
In the simulations the moments and their dependence on the Reynolds number can be directly measured. Expo-
nents are given by dn = n + ζ4n/(ζ4n − ζ4n+1 − 1) in Ref. 6. and dn = 3(n − ζ3n)/4 in Refs. 1 and
2.
Here, fθ is a force that sustains statistically stationary scalar fluctuations. Boundary con-
ditions, numerical scheme and geometry are the same as for the pure fluid case. The
dimensionless parameter of interest is the Schmidt number. It is given by
Sc =
ν
κ
. (9)
For Sc > 1, a significant fraction of the scalar is advected by the small-scale velocity
field, very similar to chaotic advection8, 9. The resulting scalar dissipation field is shown in
Fig. 3. The local maxima of the dissipation field are curved sheets which result in the red
coloured filaments for a plane cut as in the left panel10. The local cross-section thickness
of these filaments was detected by a fast multiscale image segmentation algorithm5. Its
application to the simulation data is demonstrated in the right panel. The local thickness
is given then by the second principal component value which is calculated for each of the
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differently coloured subfilaments. The distribution of the scales ld is shown in Fig. 4 for
different Reynolds and Schmidt numbers. Rescaling of the distributions by the correspond-
ing mean dissipation scale (Kolmogorov scale η for the Reynolds number dependence and
the Batchelor scale ηB = η/
√
Sc for the Schmidt number dependence at fixed Reynolds
number) results in a collapse of the data for different parameters. As in the case of fluid
turbulence, we can find a whole range of local dissipation scales which are here directly
determined from the largest amplitudes of the dissipation field.
  
 
 
  
 
 
Figure 3. Left: Contour plot of a two-dimensional slice cut through the instantaneous three-dimensional scalar
dissipation rate field ǫθ. Local maxima are replotted in red. The Schmidt number is 32 and the Taylor microscale
Reynolds number is 24. The mean Batchelor scale is resolved with 2 grid cells in the simulation. Right: Recon-
struction of the red coloured filaments as shown to the left by means of the fast multiscale clustering algorithm.
Long filaments are composed of several subfilaments that are coloured differently.
4 Turbulent Rayleigh-Be´nard Convection
In our final example we study turbulent convection, and take the influences from confining
boundaries into account. We describe the temperature field within the Boussinesq approx-
imation, and assume that the mass density of the fluid varies linearly with temperature.
Temperature fluctuations drive the fluid motion by a buoyancy term that has to be substi-
tuted in the Navier-Stokes equations (5). It is given by
f(x, t) = gαT (x, t)ez . (10)
α is the thermal expansion coefficient and g the gravity acceleration. The equation for the
temperature field is the same as in the passive scalar case. It is given by
∂T
∂t
+ (u · ∇)T = κ∇2T . (11)
The Boussinesq equations are solved in a cylindrical cell with solid walls by a finite dif-
ference scheme. No-slip boundary conditions hold for the velocity field. The hot bottom
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Figure 4. Distribution of the local cross section thickness ld of the scalar dissipation rate filaments as highlighted
in Fig. 3. Left panel: PDF of local dissipation scales for three different Schmidt numbers at a fixed Reynolds
number. The dashed line corresponds with the theoretical value of the most probable thickness scale. Right panel:
PDF of the thickness scales for two different Reynolds numbers at a fixed Schmidt number.
plate and the cold top plate are held at fixed temperatures. The side walls are adiabatic.
The dimensionsless parameters are the Prandtl numberPr (equivalent to Sc), the Rayleigh
number Ra which measures the magnitude of the temperature drop between top and bot-
tom plate in z direction and the aspect ratio Γ which relates diameter D and height H
Pr =
ν
κ
, Ra =
αgH3∆T
νκ
, Γ =
D
H
. (12)
Fig. 5 shows instantaneous snapshots of the total thermal dissipation rate ǫT (bottom) and
the corresponding temperature T (top). A typical feature of turbulent convection are so-
called thermal plumes which consist of hot blobs detaching from the boundary layer and
rising into the cell. They are connected with large local thermal dissipation rate amplitudes
which give the main contribution to the turbulent heat transport through the convection
cell.
The temperature field is decomposed into a z-dependent mean profile 〈T 〉A(z) and
the fluctuations about the mean θ(x, t). Consequently, the thermal dissipation rate can be
decomposed into two contributions,
〈ǫT 〉A(z) = ǫ〈T 〉(z) + 〈ǫθ〉A(z) , (13)
where 〈·〉A is a time-plane average at fixed z ∈ [0, H ]. Fig. 6 shows the vertical profiles
of the three different terms in (13). It can be seen that the dominant part of the thermal
dissipation close to the plates comes from the mean profile term. This suggests that the
plumes affect the cell to a certain height only, an open question of present research on the
subject. Towards the centre of the cell the total magnitude of the dissipation drops and
is mainly due to the thermal fluctuations. Our present studies indicate that the statistical
properties of the thermal dissipation rate field in the centre of the cell are very similar to
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Figure 5. Snapshots of the temperature field T (top) and the corresponding thermal dissipation rate field ǫT
(bottom) for turbulent convection in a cell with aspect ratio Γ = 5 at a Rayleigh number Ra = 107. The
temperature level T = 0.75Tbottom is shown. The isolevel of the thermal dissipation rate field is 0.02.
those of the passive scalar dissipation rate9. In both cases we find again deviations of the
PDF from log-normality as shown for the velocity field in Fig. 2. The detailed study of the
statistics of the thermal dissipation rate in the boundary layers is currently in progress.
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Here we review our current results on Lyapunov spectra and Lyapunov vectors (LVs) of various
extended systems with continuous symmetries. The major part of the article is devoted to the
study of Lennard-Jones fluids in one- and two-dimensional spaces. By using the newly intro-
duced LV correlation functions, we demonstrate that the LVs with λ ≈ 0 are highly dominated
by a few components with low wave numbers, which implies the existence of hydrodynamic
Lyapunov modes in soft-potential systems. Despite the wave-like character of the LVs, no
step-like structure exists in the Lyapunov spectrum of the systems studied here, in contrast to
the hard-core case. Studies on dynamical LV structure factors conclude that HLMs in Lennard-
Jones fluids are propagating. We also briefly outline our current results on the universal features
of HLMs in a class of spatially extended systems with continuous symmetries. HLMs in Hamil-
tonian and dissipative systems are found to differ both in respect of spatial structure and in the
dynamical evolution.
1 Introduction
One of the most successful theories in modern science is statistical mechanics, which al-
lows us to understand the macroscopic (thermodynamic) properties of matter from a sta-
tistical analysis of the microscopic (mechanical) behaviour of the constituent particles. In
spite of this, using certain probabilistic assumptions such as Boltzmann’s Stosszahlansatz
causes the lack of a firm foundation of this theory, especially for non-equilibrium statistical
mechanics. Fortunately, the concept of chaotic dynamics developed in the 20th century is
a good candidate for accounting for these difficulties. Instead of the probabilistic assump-
tions, the dynamical instability of trajectories can make available the necessary fast loss
of time correlations, ergodicity, mixing and other dynamical randomness. It is generally
expected that dynamical instability is at the basis of macroscopic transport phenomena and
that one can find certain connections between them. Some beautiful theories in this di-
rection were already developed in the past decade1, where the Lyapunov exponents were
related to certain transport coefficients.
Very recently, molecular dynamics simulations on hard-core systems revealed the ex-
istence of regular collective perturbations corresponding to the smallest positive Lyapunov
exponents (LEs), named hydrodynamic Lyapunov modes2. This provides a new possibil-
ity for the connection between Lyapunov vectors, a quantity characterizing the dynamical
instability of trajectories, and macroscopic transport properties. A lot of work3–8 has been
done to identify this phenomenon and to find out its origin. The appearance of these modes
is commonly thought to be due to the conservation of certain quantities in the systems
studied3–7. A natural consequence of this expectation is that the appearance of such modes
might not be an exclusive feature of hard-core systems and might be generic to a large
class of Hamiltonian systems. However, until very recently, these modes have only been
identified in the computer simulations of hard-core systems3, 8.
In this article, we give an overview of our recent results on Lyapunov instabilities
of various extended systems with continuous symmetries, especially on the identification
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and characterization of hydrodynamic Lyapunov modes. The major part of the article is
devoted to the investigation of Lennard-Jones fluids, wherein the HLMs are, for the first
time, identified in systems with soft-potential interactions9, 10. Our new technique, based
on a spectral analysis of LVs, shows strong evidence that hydrodynamic Lyapunov modes
do exist in these cases. In section 6, we will go beyond the many-particle systems and
show some universal features of HLMs in a large class of extended systems. Details of
these investigations can be found in our publications11–13.
2 Numerical Method for Determining Lyapunov Exponents and
Vectors
2.1 Standard Method
The equations of motion for a many-body system may always be written as a set of first
order differential equations Γ˙(t) = F (Γ(t)), where Γ is a vector in the D-dimensional
phase space. The tangent space dynamics describing infinitesimal perturbations around a
reference trajectory Γ(t) is given by
δΓ˙ =M(Γ(t)) · δΓ (1)
with the Jacobian M = dFdΓ . The time averaged expansion or contraction rates of δΓ(t) are
given by the Lyapunov exponents. For a D−dimensional dynamical system there exist in
total D Lyapunov exponents for D different directions in tangent space. The orientation
vectors of these directions are the Lyapunov vectors e(α)(t), α = 1,· · · ,D.
For the calculation of the Lyapunov exponents and vectors the offset vectors have to be
reorthogonalized periodically, either by means of Gram-Schmidt orthogonalization or QR
decomposition14. To obtain scientifically useful results, one needs large particle numbers
and long integration times for the calculation of certain long time averages. This enforces
the use of parallel implementations of the corresponding algorithms. It turns out that the
repeated reorthogonalization is the most time consuming part of the algorithm.
2.2 Parallel Realization
As parallel reorthogonalization procedures we have realized and tested several parallel
versions of Gram-Schmidt orthogonalization and of QR factorization based on blockwise
Householder reflection. The parallel version of classical Gram-Schmidt (CGS) orthogo-
nalization is enriched by a reorthogonalization test which avoids a loss of orthogonality
by dynamically using iterated CGS. All parallel procedures are based on a 2-dimensional
logical processor grid and a corresponding block-cyclic data distribution of the matrix of
offset vectors. Row-cyclic and column-cyclic distributions are included due to parameter-
ized block sizes, which can be chosen appropriately. Special care was also taken to offer
a modular structure and the possibility for including efficient sequential basic operations,
such as those from BLAS, in order to efficiently exploit the processor or node architecture.
Performance tests of parallel algorithms have been done on a Beowulf cluster, a cluster
of dual Xeon nodes, and an IBM Regatta p690+. Results can be found in15.
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3 Correlation Functions for Lyapunov Vectors
In the spirit of molecular hydrodynamics16, we introduced in9, 10 a dynamical variable
called LV fluctuation density,
u(α)(r, t) =
N∑
j=1
δx
(α)
j (t) · δ(r − rj(t)), (2)
where δ(z) is Dirac’s delta function, rj(t) is the position coordinate of the j-th particle,
and {δx(α)j (t)} is the coordinate part of the α-th Lyapunov vector at time t. The spatial
structure of LVs is characterized by the static LV structure factor defined as
S(αα)u (k) =
∫
〈u(α)(r, 0)u(α)(0, 0)〉e−jk·rdr, (3)
which is simply the spatial power spectrum of the LV fluctuation density. Information on
the dynamics of LVs can be extracted via the dynamic LV structure factor, which is defined
as
S(αα)u (k, ω) =
∫ ∫
〈u(α)(r, t)u(α)(0, 0)〉e−jk·rejωtdrdt. (4)
With the help of these quantities the controversy2, 3 about the existence of hydrodynamic
Lyapunov modes in soft-potential systems has been successfully resolved9.
4 Numerical Results for 1d Lennard-Jones Fluids
4.1 Models
The Lennard-Jones system studied has the HamiltonianH =
∑N
j=1mv
2
i /2+
∑
j<l V (xl−
xj). where the interaction potential among particles is V (r) = 4ǫ
[
(σr )
12 − (σr )6
] − Vc if
r ≤ rc and V (r) = 0 otherwise with Vc = 4ǫ
[
( σrc )
12 − ( σrc )6
]
. Here the potential is
truncated in order to lower the computational burden.
The system is integrated using the velocity form of the Verlet algorithm with peri-
odic boundary conditions. The standard method invented by Benettin et al. and Shimada
and Nagashima14 is used to calculate the Lyapunov characteristics of the systems studied.
Other technical details can be found in Ref.9. Throughout this paper, the particle number
is typically denoted by N , the length of the system by L and the temperature by T .
4.2 Smooth Lyapunov Spectrum with Strong Short-Time Fluctuations
The Lyapunov spectrum for the case N = 100, L = 1000 and T = 0.2 is shown in Fig. 1.
Only half of the spectrum is shown here, since all LEs of Hamiltonian systems come in
pairs according to the conjugate-pairing rule. In the enlargement shown in the inset of
Fig. 1 for the part near λ(α) ≈ 0, one can not see any step-wise structure in the Lyapunov
spectrum, in contrast to the case of hard-core systems3. This is the typical result obtained
for our soft potential system.
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Figure 1. Left: Lyapunov spectrum. Right: Distribution of the finite-time Lyapunov exponent λ(α)τ where τ is
equal to the period of re-orthonormalization.
The fluctuations in local instabilities of trajectories is demonstrated by means of the
distribution of finite-time LEs. By definition, finite-time Lyapunov exponents λτ measure
the expansion rate of trajectory segments of the duration τ . In Fig. 1, such distributions
are presented for some LEs in the regime λ ≈ 0. Fluctuations of the finite time Lya-
punov exponents are quite large compared to the difference between their mean values,
i.e., σ(λ(α)τ ) ≡
√
〈λ(α)τ
2〉 − 〈λ(α)τ 〉
2 ≫ |λ(α) − λ(α+1)|. Here, 〈· · · 〉 means time average.
The strong fluctuations in local instabilities constitute one of the possible reasons for the
disappearance of the step-wise structures in the Lyapunov spectra. They could also cause
the mixing of nearby Lyapunov vectors. The mixing may be at the basis of the intermit-
tency observed in the time evolution of the spatial Fourier transformation of LVs (see Sect.
4.2.1).
4.2.1 Intermittency in Time Evolution of Instantaneous Static LV Structure Factors
Based on the spatial Fourier transformation of u(α)(x, t)
u˜
(α)
k (t) =
∫
u(α)(x, t) exp(−ikx)dx =
N∑
j=1
δx
(α)
j · exp[−ik · xj(t)] (5)
we introduce a quantity called instantaneous static LV structure factor, which reads
s(α)uu (k, t) ≡ |u˜(α)k (t)|2. (6)
It is nothing but the instantaneous spatial power spectrum of u(α)(x, t).
The time evolution of the instantaneous static LV structure factor s(95)uu (k, t) for Lya-
punov vector No. 95 is shown in Fig. 2 as an example. Two quantities are recorded as
time goes on. One is the peak wave-number k∗, which marks the position of the highest
peak in the spectrum s(α)uu (k, t) (see Fig. 2). The other is the spectral entropy Hs(t), which
measures the distribution property of the spectrum s(α)uu (k, t). It is defined as:
Hs(t) = −
∑
ki
s(α)uu (ki, t) ln s
(α)
uu (ki, t). (7)
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Figure 2. Left: Intermittent behaviours of the peak wave-number k∗ and spectral entropy Hs(t) for the spatial
Fourier spectrum of u(95)(x, t). Right: a) Variation of the peak wave number k∗ with time. b),c) Two typical
snapshots of LV95, off and on state at t = 44 and 176 respectively. d),e) their spatial Fourier transform.
A smaller value of Hs(t) means that the spectrum s(α)uu (k, t) is highly concentrated on a
few values of k, i.e., these components dominate the behaviour of the LV. Both of these
quantities behave intermittently, as shown in Fig. 2. Large intervals of nearly constant low
values (off state) are interrupted by short period of bursts (on state) where they have large
values. Details of typical on and off states are shown in the right part of Fig. 2. One can
see that the off state is dominated by low wave-number components (see the sharp peak at
low wave-number k∗), while the on state is more noisy and there are no significant dom-
inant components. This intermittency in the time evolution of the instantaneous static LV
structure factors is a typical feature of soft potential systems. It is conjectured that this is a
consequence of the mixing of nearby LVs caused by the wild fluctuations of local instabil-
ities. Due to the mutual interaction among modes, the hydrodynamic Lyapunov modes in
the soft potential systems are only of finite life-time. In the dynamic Lyapunov structure
function estimated, the peak representing the propagating (or oscillating) Lyapunov modes
is of finite width. This is support for our conjecture that the hydrodynamic Lyapunov
modes are of finite life-time.
4.2.2 Dispersion Relation of Hydrodynamic Lyapunov Modes
Now, we consider the static LV structure factor S(α)uu (k), which is the long-time average of
the instantaneous quantity s(α)uu (k). Two cases withL = 1000 and 2000 are shown in Fig. 3.
It is not hard to recognize the sharp peak at λ ≈ 0 in the contour plot of the spectrum. With
increasing Lyapunov exponents, the peak shifts to the larger wave number side. A dashed
line is plotted to make clear how the wave number of the peak kmax changes with λ(α).
All of our results shown above provide strong evidence of the fact that the Lyapunov
vectors corresponding to the smallest positive LEs in our 1d Lennard-Jones system are
highly dominated by a few components with small wave numbers, i.e, they are similar to
the Hydrodynamic Lyapunov modes found in hard-core systems. The wave-like character
becomes weaker and weaker as the value of the LE is increased gradually from zero.
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4.3 Dynamic LV Structure Factors
More detailed information about the dynamical evolution of Lyapunov vectors can be ob-
tained from the dynamic LV structure factors S(αα)u (k, ω), which encode in addition to
the structural also the temporal correlations. In Fig. 4 we show a typical example for
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S
(αα)
u (k, ω). It consist of a central “quasi-elastic” peak with shoulders resulting from dy-
namical excitations quite similar to the dynamic structure factor S(k, ω) of fluids16. In
order to extract the dynamical information we use a 3-pole approximation for S(αα)u (k, ω),
which amounts to fitting the latter by a superposition of three Lorentzians, one central peak
at ω = 0 and two symmetric peaks located at ω = ±ωu(k). The fits are also shown in the
figure. They describe the frequency dependence of S(αα)u (k, ω) quite well. These fits al-
low us to extract the dispersion relations ω(α)(k) for each of the hydrodynamic Lyapunov
modes with index α. The results are shown in Fig. 4 for several of the Lyapunov modes.
Clearly, this tells us that a Lyapunov mode corresponding to exponent λ is characterized,
apart from the dominating wave number k(λ), by a typical frequency ω(k(λ)). Because
dω
dk is non-vanishing, this implies propagating wave-like excitations. The full LV dynamics
of the soft-potential system treated here, however, is more complex than that of the hard-
core systems. For instance, the peaks in S(αα)u (k, ω) are of finite width (see Fig. 4). This
fact is consistent with our observation that several quantities characterizing the dynamical
aspect of Lyapunov vectors evolve erratically in time (see Sec. 4.2.1).
5 Lyapunov Modes in 2d Lennard-Jones Fluids
In isotropic fluids with d > 1 the static LV structure factor S(αα)u (~k) becomes a sec-
ond rank tensor. Cartesian components S(αα)µν (~k) of S(αα)u (~k) can be expressed in terms
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S
(αα)
u (k, ω) for a) coupled standard maps, Eq.(8) with ǫ = 1.3; b) coupled circle maps, Eq.(10) with ǫ = 1.3.
of longitudinal and transverse correlation functions S(αα)L and S
(αα)
T as S
(αα)
µν (~k) =
kˆµkˆνS
(αα)
L (k) + (δµν − kˆµkˆν)S(αα)T (k) with kˆµ = (~k/k)µ. As an example, we presented
in Fig. 5 the contour plot of the two correlation functions SL and ST for LV No. 140 of a
two-dimensional Lennard-Jones system with N = 100, T = 0.8 and Lx × Ly = 20× 20.
The difference between the two components is quite obvious. However, as can be seen
from Fig. 6, S(αα)L (k) and S
(αα)
T (k) for two-dimensional cases behave similar to the one-
dimensional case shown in Fig. 3. This fact implies the existence of hydrodynamic Lya-
punov modes also in two-dimensional cases. In addition, both the longitudinal and trans-
verse components are characterized by a linear dispersion relation, which has been found
to be typical of Hamiltonian systems12, 13. Further numerical simulations show that the
transverse modes are non-propagating , in contrast to the longitudinal components.
6 Universal Features of Lyapunov Modes in Spatially Extended
Systems with Continuous Symmetries
Relying on the LV correlation function method, we have up to now successfully identified
the existence of HLMs in the following spatially extended systems:
Coupled map lattices (CMLs) with either Hamiltonian or dissipative local dynamics
vlt+1 = (1− γ)vlt + ǫ[f(ul+1t − ult)− f(ult − ul−1t )] (8)
ult+1 = u
l
t + v
l
t+1 (9)
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and
ult+1 = u
l
t + ǫ[f(u
l+1
t − ult)− f(ult − ul−1t )]. (10)
Dynamic XY model with the Hamiltonian
H =
∑
i
θ˙i + ǫ
∑
ij
[1− cos(θj − θi)]. (11)
Kuramoto-Sivashinsky equation
ht = −hxx − hxxxx − h2x. (12)
A common feature of these systems is that they all hold certain continuous symme-
tries and conserved quantities, which have been shown to be essential for the occurrence
of Lyapunov modes12. Our numerical simulations and analytical calculations indicate that
these systems fall into two groups with respect to the nature of hydrodynamic Lyapunov
modes. To be precise, the dispersion relations are characterized by λ ∼ k and λ ∼ k2 in
Hamiltonian and dissipative systems respectively, as Fig. 7 indicates. Moreover, the HLMs
in Hamiltonian systems are propagating, whereas those in dissipative systems show only
diffusive motion. Examples of dynamic LV structure factors for two CMLs are presented
in the right row of Fig. 7. In a), each spectrum has two sharp symmetric side-peaks located
at ±ωu. Furthermore, ωu ≃ ±cuk for k ≥ 2π/L. These facts suggest that the HLMs in
coupled standard maps are propagating. The spectrum of coupled circle maps in b) has
only a single central peak and can be well approximated by a Lorentzian curve12, which
implies that the HLMs in this system fluctuate diffusively. In addition, no step structures
in Lyapunov spectra have been found in contrast to the hard-core systems. The quanti-
ties characterizing the dynamical evolutions of LVs in these systems exhibit intermittent
behaviour.
7 Conclusion and Discussion
We have presented numerical results for the Lyapunov instability of Lennard-Jones sys-
tems. Our simulations show that the step-wise structures found in the Lyapunov spectrum
of hard-core systems disappear completely here. This is presumed to be the result of the
strong fluctuations in the finite-time LEs3. A new technique based on the spatial Fourier
spectral analysis is employed to reveal the vague long wave-length structure hidden in LVs.
In the resulting spatial Fourier spectrum of LVs with λ ≃ 0, a significantly sharp peak with
low wave-number is found. This serves a strong evidence of the existence of hydrodynamic
Lyapunov modes in soft-potential systems18. The disappearance of the step-structures and
the survival of the hydrodynamic Lyapunov modes show that the latter are more robust and
essential than the former. Studies on dynamical LV structure factors provide evidence that
longitudinal HLMs in Lennard-Jones fluids are propagating. Going beyond many-particle
systems, we have shown that, for a large class of extended systems, HLMs of Hamiltonian
and dissipative cases are different both in respect of spatial structure and in the dynamical
evolution.
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