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THE MONOMIAL IDEAL OF INDEPENDENT SETS
ASSOCIATED TO A GRAPH
OANA OLTEANU
Abstract. Independent sets play a key role into the study of graphs and impor-
tant problems arising in graph theory reduce to them. We define the monomial
ideal of independent sets associated to a finite simple graph and describe its ho-
mological and algebraic invariants in terms of the combinatorics of the graph.
We compute the minimal primary decomposition and characterize the Cohen–
Macaulay ideals. Moreover, we provide a formula for computing the Betti num-
bers, which depends only on the coefficients of the independence polynomial of
the graph.
Keywords: independent set, linear quotients, linear resolution, primary decom-
position, Cohen–Macaulay ring, Betti number, Alexander dual.
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Introduction
Graph theory has various applications in many fields, such as computer sciences,
statistics and also biology or chemistry. Let G be a simple graph on the vertex set
V (G) and the set of edges E(G). An independent set of G is a set of vertices such
that there are no two vertices adjacent in G. In the literature, independent sets are
also called stable sets, and many important problems arising in graph theory can be
stated in terms of them.
We consider two polynomial rings R = K[rS : S independent set of G] and T =
K[si, ti : i ∈ V (G)] over a field K, and the ring homomorphism ϕ : R → T
given by ϕ(rS) =
∏
i∈S
si
∏
i/∈S
ti. It is customary to define the toric ideal IG = ker(ϕ),
which generalizes several classical examples of toric ideals. These ideals have been
intensively studied and have important applications in algebraic statistics.
In this paper we define the monomial ideal of independent sets associated to the
graph G to be the squarefree monomial ideal generated by the monomials ϕ(rS),
where S are independent sets of G. In fact, the name of these ideals was suggested
by [5]. In their paper [5], Engstro¨m and Nore´n described the independent sets of G
as graph homomorphisms from G to the graph with two vertices, one edge and a loop
(also called the independence target graph). The ideal of graph homomorphisms is
the ideal of independent sets.
For monomial ideals of independent sets, we aim at studying the homological and
algebraic invariants of them.
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The paper is structured as follows. The first section represents an overview of the
notions and concepts that will be used in this paper. We briefly recall the definition
of some numerical invariants attached to a monomial ideal, expressed in terms of
the minimal graded free resolution of the ideal, and some useful results related to
them.
Section 2 is the main section of this paper and we describe the properties of
the monomial ideals of independent sets. Throughout Section 2, we characterize
the algebraic and homological invariants of the monomial ideal of independent sets
associated to graphs. We begin by determining the minimal primary decomposition
in Theorem 2.1. The minimal primes correspond to the sets of vertices and edges,
being of the form (si, ti), with i ∈ V (G) and (ti, tj), with {i, j} ∈ E(G). Next, we
prove in Theorem 2.2 that the monomial ideal of independent sets associated to a
finite simple graph has linear quotients with respect to a given order of its minimal
monomial generators, hence it has a linear resolution. As a consequence, in Corollary
2.3, for the monomial ideal of independent sets of a graph we determine the Krull and
projective dimensions, the Betti numbers and the Castelnuovo–Mumford regularity.
Moreover, we characterize the monomial ideals of independent sets which are Cohen–
Macaulay, by using Alexander duality, in Theorem 2.4. We pay a special attention
to the combinatorial information stored by the graph, thus all the invariants are
expressed in terms of the combinatorics of the graph.
In the last section, Section 3, we analyze some particular classes of graphs. As
it follows from previous section, the Betti numbers and the projective dimension of
monomial ideal of independent sets are characterized by the number of independent
sets of a given cardinality. This information is stored by the independence polyno-
mial, more precisely, by the coefficients of the independence polynomial associated
to a graph. Unfortunately, these coefficients are not known for an arbitrary graph.
Hence we will apply in our study the results obtained in [1], [2], [9] and [10] for
paths, cycles, powers of cycles and centipede graphs. These will allow us to explic-
itly compute the Betti numbers and the projective dimension of the monomial ideal
of independent sets for the mentioned particular classes of graphs.
1. Preliminaries
Let G be a simple graph on the vertex set V (G) = [n] = {1, 2, . . . , n} and the
set of edges E(G). We recall that a set S of vertices of G is independent if there
are no two elements i and j of S such that {i, j} ∈ E(G). We denote by Ind(G)
the set of all the independent sets of G. Let α(G) be the maximal cardinality of an
independent set of G, called the independence number of the graph G.
Important aspects of the combinatorial information of a graph are stored by the
independence polynomial, defined by Gutman and Harary [6]. The independence
polynomial of the graph G is I(G; x) =
α(G)∑
i=0
sjx
j , where sj is the number of in-
dependent sets of cardinality j in the graph G and s0 = 1. The independence
polynomial was defined as a natural generalization of the matching polynomial of a
graph. Independence polynomials play a key role in studying statistical physics and
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combinatorial chemistry. This notion will be useful in Section 3. We refer the reader
to [6], [9], [10] for more information concerning the independence polynomial.
In the sequel, we consider the polynomial rings over a field K:
R = K[rS : S ∈ Ind(G)] and T = K[si, ti : i ∈ V (G)],
and the ring homomorphism ϕ : R → T given by ϕ(rS) =
∏
i∈S
si
∏
i/∈S
ti. Let I ⊂ T
be the squarefree monomial ideal generated by the monomials ϕ(rS), where S is
an independent set of G. We call the ideal I the monomial ideal of independent
sets associated to the graph G. We will characterize the homological and algebraic
invariants of the ideal I, using the combinatorial data enclosed by the graph G.
Furthermore, we recall the main invariants of the monomial ideals, which we
will study later in this paper. Let S = K[x1, . . . , xn] be the polynomial ring in
n variables over the field K. We order the monomials in S lexicographically with
x1 >lex · · · >lex xn. For a monomial ideal I ⊂ S, we will denote by G(I) the set of
minimal monomial generators of I. The minimal graded free resolution of I over S
is:
0→
⊕
j
S(−j)βp,j → . . .→
⊕
j
S(−j)β1,j →
⊕
j
S(−j)β0,j → I → 0.
The Betti numbers of I are defined by βi(I) =
∑
j βi,j(I). The projective dimension
of S/I is proj dim(S/I) = max{i : βi,j(S/I) 6= 0, for some j} = p + 1, and the
Castelnuovo–Mumford regularity of I is given by reg(I) = max{j − i : βi,j(I) 6= 0}.
We recall that a monomial ideal I ⊂ S has linear quotients if there is an order of
the minimal monomial set of generators of I, u1, . . . , us such that for all 2 ≤ i ≤ s
the colon ideals (u1, . . . , ui−1) : ui are generated by variables. In this case, we will
denote by set(ui) = {xj : xj ∈ (u1, . . . , ui−1) : ui}.
A useful formula to compute the Betti numbers of ideals with linear quotients was
given in [7]:
Proposition 1.1. [7] Let I ⊂ S be a graded ideal with linear quotients, generated
in one degree. Then
βi(I) =
∑
u∈G(I)
(
| set(u)|
i
)
.
In particular, it follows that proj dim(I) = max{| set(u)| : u ∈ G(I)}.
It is known that any monomial ideal generated in one degree, which has linear
quotients, has a linear resolution, [3]. In [8], the monomial ideals generated in degree
2 with a linear resolution are described.
Theorem 1.2. [8] Let I be a monomial ideal generated in degree 2. The following
conditions are equivalent:
(a) I has a linear resolution;
(b) I has linear quotients;
(c) Each power of I has a linear resolution.
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A very useful tool in characterizing the squarefree monomial ideals which are
Cohen–Macaulay is the Eagon–Reiner theorem [4]. The result uses concepts such as
simplicial complex, Stanley–Reisner ideal and Alexander duality, for which we refer
the reader to [7].
Theorem 1.3 (Eagon–Reiner, [4]). Let ∆ be a simplicial complex on [n]. Then
the Stanley–Reisner ideal I∆ ⊂ S has a linear resolution if and only if S/I∆∨ is
Cohen–Macaulay. More precisely, I∆ has a q−linear resolution if and only if S/I∆∨
is Cohen–Macaulay of dimension n− q.
Here ∆∨ means the Alexander dual of ∆. In this paper, we will also denote I∆∨
by I∨.
2. Invariants of the monomial ideal of independent sets
This section is devoted to determining some algebraic and homological invariants
of the monomial ideal of independent sets associated to a graph G. The characteri-
zations aim to point out the combinatorial aspects of the graph. We start our study
with the standard decomposition of monomial ideals of independent sets.
Theorem 2.1. Let G = (V (G), E(G)) be a finite simple graph and I ⊂ T be the
monomial ideal of independent sets, with its minimal monomial generating set
G(I) = {mS =
∏
i∈S
si
∏
i/∈S
ti|S ∈ Ind(G)}.
Then the minimal primary decomposition of I is
I =
⋂
i∈V (G)
(si, ti) ∩
⋂
{i,j}∈E(G)
(ti, tj).
Proof. Let p be a minimal prime ideal which contains I. There is an integer i ∈ V (G)
such that ti ∈ p, since ∅ is an independent set of the graph G. The set {i} being
independent implies that si ∈ p or si /∈ p and tj ∈ p, for some j ∈ V (G). We analyze
these two cases:
Case 1: If si ∈ p, then we conclude that p ⊇ (si, ti) ⊃ I, and the equality follows
by the minimality of p.
Case 2: Assume that si /∈ p and tj ∈ p, for some j ∈ V (G).
We claim that (ti, tj) is a minimal prime ideal of I if and only if {i, j} ∈ E(G).
Indeed, assume by contradiction that {i, j} /∈ E(G). Then there is an independent
set S of the graph such that {i, j} ∈ S. These implies that the monomial mS ∈ I
and mS /∈ (ti, tj), contradiction. Conversely, if {i, j} ∈ E(G), then i and j cannot
be both in the same independent set. Hence any monomial mS ∈ G(I) is divisible
at least by one of ti or tj , thus (ti, tj) ⊃ I is a minimal prime ideal.
Therefore p ⊇ (ti, tj) ⊃ I, which ends the proof. 
One may note that the minimal primary decomposition of a monomial ideal of
independent sets associated to a graph G can be written just looking to the sets of
edges and vertices of the graph, as it follows from Theorem 2.1.
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Furthermore, we will use the following notations. Let G = (V (G), E(G)) be a
finite simple graph and I ⊂ T = K[si, ti : i ∈ V (G)] be the squarefree monomial
ideal with
G(I) = {mi =
∏
r∈Si
sr
∏
r /∈Si
tr|Si ∈ Ind(G)}
its minimal monomial generating set. For a monomial mi =
∏
r∈Si
sr
∏
r /∈Si
tr ∈ G(I), we
denote by m
(s)
i and m
(t)
i the s−part and t−part, namely m
(s)
i =
∏
r∈Si
sr, m
(t)
i =
∏
r /∈Si
tr
respectively. Moreover, by degs(mi) and degt(mi) we refer to the degree of the
monomials m
(s)
i and m
(t)
i . We consider the lexicographical order on the monomials
in K[si : i ∈ V (G) = {1, 2, . . . , n}] with s1 >lex s2 >lex . . . >lex sn. By mi >lex mj
we mean that m
(s)
i >lex m
(s)
j . Next, we define the following monomial order on
the monomials in T : mi ≻ mj if and only if degs(mi) < degs(mj) or, degs(mi) =
degs(mj) and mi >lex mj .
With these notations, one has:
Theorem 2.2. Let I ⊂ T be the monomial ideal of independent sets whose minimal
monomial generating set G(I) = {mi =
∏
r∈Si
sr
∏
r /∈Si
tr : Si ∈ Ind(G)} is ordered
decreasing in the ≺ order. Then (m1, . . . , mi−1) : (mi) = (tr : r ∈ Si), for all i > 1.
Proof. Let i > 1 and M be a monomial in the colon ideal (m1, . . . , mi−1) : (mi).
Then there is some j < i such that mj | Mmi, where mj ∈ G(I). Since mj ≻ mi,
we have to distinguish between the following two cases:
Case 1: If degs(mj) < degs(mi), then there is an integer r ∈ Si such that r /∈ Sj.
We obtain that tr | mj and tr ∤ mi. Therefore tr |M and M ∈ (tr : r ∈ Si).
Case 2: If degs(mi) = degs(mj) and mj >lex mi, then we denote m
(s)
j = sr1 · · · srp
and m
(s)
i = sq1 · · · sqp. Since mj >lex mi, it follows that r1 = q1, . . . , rc = qc and
rc+1 < qc+1 for some c > 0. By degree consideration, srl ∤ m
(s)
j , for some l ≥ c + 1.
It results that trl | mj and trl ∤ mi, thus M ∈ (tr : r ∈ Si).
Conversely, let r ∈ Si and consider the monomial mj = trmi/sr. Then it is
clear that mj ∈ G(I) since Si \ {r} it remains an independent set of G. Moreover,
degs(mj) < degs(mi) implies that mj ≻ mi. Therefore tr ∈ (m1, . . . , mi−1) : (mi),
which ends the proof. 
As a consequence, one may note that if we order the minimal monomial generating
set G(I) = {mi : Si ∈ Ind(G)} decreasing in the ≺ order, then | set(mi)| equals the
cardinality of the independent set Si. We denote by sk the number of independent
sets with k elements of the graph G.
From the previous two results, we obtain the following characterization of the
numerical invariants of the monomial ideal of independent sets associated to the
graph G.
Corollary 2.3. In the same hypothesis, one has:
(a) I has a linear resolution;
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(b) The Castelnuovo–Mumford regularity of I is reg(I) = |V (G)|;
(c) The Betti numbers of I are βi(I) =
α(G)∑
k=0
sk
(
k
i
)
, for i ≥ 0;
(d) The projective dimension of T/I is proj dim(T/I) = α(G) + 1;
(e) The Krull dimension of T/I is dim(T/I) = 2|V (G)| − 2;
(f) T/I is Cohen–Macaulay if and only if G is the complete graph.
Proof. The statement (a) follows by Theorem 2.2. In particular, we immediately
obtain the formula for the Castelunovo–Mumford regularity.
In order to prove (c), we apply Theorem 1.1 and use the notations mentioned
above.
For (d), we have
proj dim(T/I) = max{i : βi(T/I) 6= 0} = max{i : βi−1(I) 6= 0} = α(G) + 1.
The statement (e) is a consequence of the primary decomposition, Theorem 2.1.
At (f), one has that T/I is Cohen–Macaulay if and only if α(G) + 1 = 2, equiva-
lently G is the complete graph. 
As it follows from the previous result, the invariants of the monomial ideal of in-
dependent sets can be computed if one knows all the cardinalities of the independent
sets of the graph, respectively its independence number. Actually, the problem of
computing the independence number of an arbitrary graph is fundamental in theo-
retical computer science. In fact, for the maximum independent set problem, some
approximation algorithms were given only for particular classes of graphs. A more
difficult question is to determine the number of all the independent sets in a graph,
on the same cardinality.
Furthermore, the Cohen–Macaulay monomial ideals of independent sets can be
characterized, using Alexander duality:
Theorem 2.4. Let I ⊂ T be the monomial ideal of independent sets associated to
a graph G. The following statements are equivalent:
(a) G is the complete graph;
(b) T/I is Cohen–Macaulay;
(c) The Alexander dual of I, I∨, has a linear resolution;
(d) I∨ has linear quotients;
(e) All the powers of I∨ have a linear resolution.
Proof. By Corollary 2.3 (f) and Eagon–Reiner Theorem [4], we obtain (a)⇔ (b)⇔
(c). The equivalences (c)⇔ (d)⇔ (e) follows by Theorem 1.2. 
3. Applications on some classes of graphs
In this section, we will analyze some particular classes of graphs. As it follows
from Corollary 2.3, the invariants of the monomial ideal of independent sets of a
graph may be computed if the cardinalities of independent sets are known. Since all
the information concerning the number of the independent sets of a given cardinality
in a graph is enclosed in the independence polynomial, we have to consider some
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particular classes of graphs for which the independence polynomial was computed.
We will use especially the results from [1], [2], [9] and [10].
3.1. The path graph Pn. Let G = Pn be the path graph on the vertex set [n],
with n ≥ 1. In [1], J.L. Arocha derived a formula for the independence polynomial
of this class of graphs, in terms of Fibonacci polynomials. In the following, we will
use the description given in [9, pp. 234], for the coefficients of the independence
polynomial of the graph Pn:
sk =
(
n+ 1− k
k
)
, for 0 ≤ k ≤
⌊
n+ 1
2
⌋
.
By applying this result we obtain:
Proposition 3.1. Let G = Pn be the path graph on n vertices, n ≥ 1. Let I ⊂ T =
K[si, ti : 1 ≤ i ≤ n] be the monomial ideal of independent sets, with the minimal
monomial generating set G(I) = {mi =
∏
r∈Si
sr
∏
r /∈Si
tr|Si ∈ Ind(Pn)}. Then the Betti
numbers of I are
βi(I) =
⌊n+12 ⌋∑
k=0
(
n+ 1− k
k
)(
k
i
)
, for i ≥ 0,
and the projective dimension of the quotient ring T/I is proj dim(T/I) =
⌊
n+1
2
⌋
+1.
3.2. The centipede graph. The centipede graph Wn, with n ≥ 1, is the graph on
the vertex set {a1, . . . , an} ∪ {b1, . . . , bn}. The set of edges of the centipede graph is
given by E(Wn) = {ai, bi : 1 ≤ i ≤ n} ∪ {{bj , bj+1 : 1 ≤ j ≤ n− 1}.
a1 a2 a3 a4 an−1 an
bnbn−1b4b3b2b1
The centipede graph Wn
For this class of graphs, we will apply the results given in [9, pp. 235] and [10,
pp. 486] for the independence polynomial. That is, the number of independent sets
of cardinality k of the centipede graph is
sk =
k∑
j=0
(
n− j
n− k
)(
n + 1− j
j
)
, k ∈ {0, 1, . . . , n}.
As before, using this formula in Corollary 2.3, we obtain the following:
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Proposition 3.2. Let G = Wn be the centipede graph, with n ≥ 1, and let I ⊂
T = K[si, ti : 1 ≤ i ≤ n] be the monomial ideal of independent sets of Wn, with the
minimal monomial generating set G(I) = {mi =
∏
r∈Si
sr
∏
r /∈Si
tr|Si ∈ Ind(Wn)}. Then
βi(I) =
n∑
k=0
k∑
j=0
(
n− j
n− k
)(
n + 1− j
j
)(
k
i
)
, for i ≥ 0 and proj dim(T/I) = n + 1.
3.3. Powers of the cycle graph. Let G = (V (G), E(G)) be a graph with the
vertex set V (G) = [n] and let d be a positive integer. We recall that the the d−th
power of G is the graph denoted by Gd, which have the same vertex set V (G) and
two distinct vertices i and j are adjacent in Gd if and only if their distance in G is
at most d.
In the last years, the powers of cycles and their natural generalization, the circu-
lant graphs, were intensively studied. We will pay attention to the d−th power of
the cycle graph Cn.
✟✟
✟✟
❍❍
❍❍
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
❈
❈
❈
❈
❈
❈
1
2
3
4
5
6
7
8
9
10
The graph C210
In [2, Theorem 3.3] it was computed the independence polynomial for the powers
of cycles:
Lemma 3.3. [2] Let n and d be integers with n ≥ d + 1 and d ≥ 1. Then the
independence polynomial of the d−th power of Cn is
I(Cdn; x) =
⌊ nd+1⌋∑
k=0
n
n− dk
(
n− dk
dk
)
xk.
This result allows us to compute the invariants described in Corollary 2.3 for the
powers of cycles:
Proposition 3.4. Let G = Cdn be the d−th power of the cycle graph Cn, n ≥ d+ 1
and d ≥ 1. Let I ⊂ T = K[si, ti : 1 ≤ i ≤ n] be the monomial ideal of independent
sets. Then
βi(I) =
⌊ nd+1⌋∑
k=0
n
n− dk
(
n− dk
dk
)(
k
i
)
, for i ≥ 0 and proj dim(T/I) =
⌊
n
d+ 1
⌋
+ 1.
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For the particular case d = 1, we obtain the graph G to be the cycle graph
on n vertices. Therefore, the invariants of the monomial ideal of independent sets
associated to the cycle graph Cn are of the form:
Corollary 3.5. Let G = Cn be the cycle graph, with n ≥ 2 and let I ⊂ T = K[si, ti :
1 ≤ i ≤ n] be the monomial ideal of independent sets of G. Then
βi(I) =
⌊n2 ⌋∑
k=0
n
n− k
(
n− k
k
)(
k
i
)
, for i ≥ 0 and proj dim(T/I) =
⌊n
2
⌋
+ 1.
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