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Abstract
The main result in this paper is the following multiplication identity for the characteristic polyno-
mial χ(G;λ) of a rank-r matroid G: χ(G;λξ)=∑X: X∈L(G) χ(G/X;λ)ξr−rank(G|X)χ(G|X; ξ),
where the sum ranges over all flats of G, the matroid G|X is the restriction of G to X, and the ma-
troid G/X is the contraction of G by X. We give three proofs. One proof is algebraic and applies
to all matroids. The other two proofs, less general but giving more insight and meaning, are count-
ing arguments based on the critical problem for representable matroids and the coloring problem for
graphs.
 2003 Elsevier Inc. All rights reserved.
1. An addition identity
Among the many remarkable formulas and identities in the paper “On dichromatic
polynomials” [8] of Tutte is the following addition identity for the chromatic polynomial
P(Γ ;n) of a graph Γ :
P(Γ ;m+ n)=
∑
S: S⊆V
P (Γ |S;m)P (Γ |(V \S);n), (1)
where the sum ranges over all subsets S of the vertex set V of Γ, and for S a subset of V ,
the graph Γ |S is the vertex or induced subgraph with vertex set S and edge set all the
edges in Γ with both endpoints in S. The simple proof consists of counting the number of
colorings of Γ with m+ n colors in two different ways. A starting point of this paper is
the question whether there is an analogue of Tutte’s addition identity for matroids.
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interpreted, is a coalgebra map. More precisely, the map S 
→ P(Γ |S;λ) is a coalgebra
map between the Boolean Hopf algebra on the vertex set V and the Hopf algebra of
polynomials in the variable λ, with comultiplication λ 
→ 1 ⊗ λ + λ ⊗ 1 making λ a
primitive element. Many polynomials in combinatorics are compatible with a coalgebra
structure. Another example is the order polynomial Ω(P ;n) of a partially ordered set P,
defined to be the number of order-preserving maps from P to a chain 1 < 2 < · · ·< n of
length n (see [6, p. 130]). R.T. Tugger [7] has observed that order polynomials satisfy the
identity
Ω(P ;m+ n)=
∑
I
Ω(I ;m)Ω(P\I ;n),
where the sum ranges over all order ideals of P. Thus, the order polynomial gives a
coalgebra map over suitably defined coalgebras. In this paper, we will show that the
characteristic polynomial of a matroid G is compatible with structures of the coalgebra
with comultiplication
G 
→
∑
X: X∈L(G)
[
0ˆ,X
]⊗ [X,G],
the sum ranging over all flats of G, and the Hopf algebra of polynomials in λ and λ−1,
with comultiplication λ 
→ λ⊗ λ making λ a group-like element.
2. Counting linear functionals
Is there an analogue of Tutte’s addition identity for matroids? One approach to
answering this question is to consider the critical problem for representable matroids, a
generalization of special cases of the coloring problem for graphs. Let G be a rank-r
representable matroid represented as a multiset of vectors in the dimension-d vector space
[GF(q)]d over the finite field GF(q). An n-tuple (L1,L2, . . . ,Ln) of linear functionals
distinguishes G if for each vector x in G, there is a linear functional Li such that
Li(x) = 0, or, equivalently, the intersection of the kernels of Li is disjoint from G. By a
theorem of Crapo and Rota [2], the number of n-tuples of linear functionals distinguishing
G equals
qn(d−r)χ
(
G;qn),
where χ(G;λ) is defined by the formula
χ(G;λ)=
∑
(−1)|A|λr−rank(A), (2)
A⊆S
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χ(G;λ) equals the characteristic polynomial,∑
X∈L(G)
µ
(
0ˆ,X
)
λrank(G)−rank(X),
of the lattice L(G) of flats of G if G has no loops, and the identically zero polynomial
otherwise. When G is the cycle matroid of a graph Γ represented in [GF(q)]d, finding a
distinguishing n-tuple for G is equivalent to coloring the graph with qn colors. Thus, a
reasonable way to obtain an analogue of Eq. (1) is to consider χ(G;λ) evaluated at qm+n.
Theorem 1. Let G be a rank-r matroid represented as a multiset of vectors in the vector
space [GF(q)]d . Then
q(m+n)(d−r)χ
(
G;qm+n)=∑
U
[
d−rank(U)−1∏
i=0
(
qm − qi)
]
qn(d−rank(G∩U))χ
(
G∩U ;qn),
(3)
where the sum ranges over all subspaces U in [GF(q)]d.
Proof. Given an (m+ n)-tuple (L1,L2, . . . ,Lm+n) distinguishing G, let
U = kerL1 ∩ kerL2 ∩ · · · ∩ kerLm, (4)
the intersection of the kernels of the initial segment (L1,L2, . . . ,Lm). We shall call U the
joint kernel of (L1,L2, . . . ,Lm). Being an intersection of subspaces (of codimension at
most 1), U is a subspace of [GF(q)]d. For each subspace U in [GF(q)]d, there are
d−rank(U)−1∏
i=0
(
qm − qi)
m-tuples (L1,L2, . . . ,Lm) satisfying Eq. (4). Next, observe that an m-tuple (L1,L2, . . . ,
Lm) satisfying Eq. (4) distinguishes the subset of vectors in G not in U. Hence, since the
(m+ n)-tuple (L1,L2, . . . ,Lm+n) distinguishes G, the final segment (Lm+1,Lm+2, . . . ,
Lm+n) must distinguish the subset G ∩ U. Conversely, any pair of m-tuple with joint
kernel U and n-tuple distinguishing G ∩ U can be concatenated to obtain an (m + n)-
tuple distinguishing G. Summing over all subspaces U, we obtain Eq. (3). ✷
Writing the left-hand side of Eq. (3) as (qmqn)d−rχ(G;qmqn) and observing that it
holds for all nonnegative integers m, we conclude that it holds as a polynomial identity in
the variable qm. Setting λ= qm, we obtain
(
qnλ
)d−r
χ
(
G;qnλ)=∑
[
d−rank(U)−1∏ (
λ− qi)
]
qn(d−rank(G∩U))χ
(
G∩U ;qn). (5)U i=0
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functions in λ. Since it holds for all nonnegative integers n, it also holds as a polynomial
identity in qn. Thus, we obtain the following multiplication identity for characteristic
polynomials of representable matroids.
Theorem 2. Let G be a matroid of rank-r represented as a multiset of vectors in the vector
space [GF(q)]d . Then
(λξ)d−rχ(G;λξ)=
∑
U
[
d−rank(U)−1∏
i=0
(
λ− qi)
]
ξd−rank(G∩U)χ(G∩U ; ξ), (6)
where the sum ranges over all subspaces U in [GF(q)]d.
The multiplication identity (6) is a generalization of a known identity for matroids.
Observe that χ(G;1) = 0 unless G is the matroid on the empty set, in which case it
equals 1. Thus, Eq. (6) specializes to the following special case of Crapo’s identity ([1];
see also [3, p. 77]):
λd−rχ(G;λ)=
∑
U : U∩G=∅
d−rank(U)−1∏
i=0
(
λ− qi).
In addition, taking G to be the set of nonzero vectors in [GF(q)]d, a basis of [GF(q)]d, or
the empty set, one obtains versions of the q-binomial identity and Cauchy’s identity (see,
for example, [3]).
The summands on the right-hand side of Eq. (6) can be grouped together to obtain a
sum depending only on the matroid structure of G. Observe that the intersection of G with
a subspace U of [GF(q)]d is a flat (that is, a closed set) of G. Thus, the collection of
subspaces of [GF(q)]d is partitioned according to their intersection with G. By Crapo’s
identity applied to the contraction G/X represented over the quotient of [GF(q)]d by the
subspace spanned by X, or Lemma 4.2 in [5] (which follows from the fact that an n-tuple
of linear functionals has joint kernel U if and only if it distinguishes the contraction G/X,
where X is the intersection G∩U ), we conclude that
λd−rχ(G/X;λ)=
∑
U : U∩G=X
[
d−rank(U)−1∏
i=0
(
λ− qi)
]
.
Grouping summands, we obtain another multiplication identity.
Theorem 3. Let G be a representable matroid of rank-r. Then
(λξ)d−rχ(G;λξ)=
∑
λd−rχ(G/X;λ)ξd−rank(G|X)χ(G|X; ξ), (7)
X: X∈L(G)
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the matroid G/X is the contraction of G by X.
3. An example
It might be worthwhile to work out an example of Theorems 2 and 3. Consider the Fano
plane F7 embedded in [GF(q)]3. (This can be done if and only if q is a power of 2, but this
condition seems to be irrelevant here.) The right-hand side is a sum of terms of six types.
When U is the entire vector space, it contributes
(ξ − 1)(ξ − 2)(ξ − 4).
There are three cases when rank(U)= 2. The first is when U intersects F7 at a line of F7.
There are seven such subspaces and they contribute
7(λ− 1)ξ(ξ − 1)(ξ − 2).
The second case is when U contains exactly one point of F7. For each point of F7, there
are q − 2 such subspaces. Thus, there are 7(q − 2) such subspaces and they contribute
7(q − 2)(λ− 1)ξ2(ξ − 1).
The third case is when U is disjoint from the Fano plane. There are q2 + q + 1− 7(q − 1)
such subspaces and they contribute
[
q2 + q + 1− 7(q − 1)](λ− 1)ξ3.
There are two cases when rank(U)= 1. There are seven subspaces U which are also points
of F7 and q2 + q − 6 subspaces U which are not points of F7. Their total contribution is
(λ− 1)(λ− q)[7ξ2(ξ − 1)+ (q2 + q − 6)ξ3].
Finally, when U is the zero subspace, its contribution is
(λ− 1)(λ− q)(λ− q2)ξ3.
It can be easily checked that these six terms add up, with some cancellation, to
(λξ − 1)(λξ − 2)(λξ − 4)
(which equals λ3ξ3 − 7λ2ξ2 + 14λξ − 8), as predicted by Theorem 2. Theorem 3 says that
(λξ − 1)(λξ − 2)(λξ − 4) is the sum of four terms:
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(λ− 1)(λ− 2)(λ− 4)ξ3,
as can be easily checked.
4. A multiplication identity
The identity in Theorem 3 involves only the matroid structure of G. It led to the
following multiplication identity valid for all matroids.
Theorem 4. Let G be a rank-r matroid. Then
χ(G;λξ)=
∑
X: X∈L(G)
χ(G/X;λ)ξr−rank(G|X)χ(G|X; ξ). (8)
As in the case of many identities associated with the Tutte polynomial, there are
many ways to prove Eq. (8). Two standard approaches are to use the contraction-deletion
recursion or the broken-circuit complex. There is a third approach which uses the old
method of changing the order of summation and it is this proof which we shall present in
this section. This proof is simpler and less restrictive than the counting proof given in the
previous section. This is not untypical; once an identity is discovered, it usually becomes,
as J.E. Littlewood put it, “trivial.”
Let G be a rank-r matroid on the set S of elements. Because χ(G/X;λ) is identically
zero if X is not a flat of G, we can write the right-hand side of Eq. (8) as
∑
T : T⊆S
χ(G/T ;λ)ξr−rank(G|T )χ(G|T ; ξ),
where the sum ranges over all subsets T in S. Using Eq. (2), this equals
∑
T : T⊆S
[ ∑
A: T⊆A⊆S
(−1)|A|−|T |λr−rank(A)
][ ∑
B: B⊆T
(−1)|B|ξr−rank(B)
]
.
Expanding each summand, the sum equals
∑
T : T⊆S
[∑
B,A
(−1)|A|+|B|−|T |λr−rank(A)ξ r−rank(B)
]
where the interior sum ranges over all pairs A and B of subsets of S such that B ⊆ T ⊆A.
Changing the order of summation, we obtain the sum
∑
(−1)|A|λr−rank(A)ξ r−rank(B)
[ ∑
(−1)|T |−|B|
]
.B,A T : B⊆T⊆A
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∑
T : B⊆T⊆A
(−1)|T |−|B|
equals 0 except when A= B, in which case the inner sum equals 1. Hence, the right-hand
side of Eq. (8) equals
∑
A: A⊆S
(−1)|A|λr−rank(A)ξ r−rank(A),
which is the left-hand side of Eq. (8). This completes the proof of Theorem 4.
Equation (8) is not obviously an analogue of Eq. (1). Whether a direct analogue exists is
open, but, as the counting of linear functionals is multiplicative, finding an addition identity
for characteristic polynomials would probably involve finding a new interpretation.
5. Chromatic polynomials
In this section, we reverse our heuristics and specialize Theorem 4 to graphs.
Theorem 5. Let Γ be a graph with no loops. Then
P(Γ ;λξ)=
∑
U
P(Γ/U ;λ)P (Γ ‖U ; ξ)
where the sum ranges over all edge subsets U which are closed in the cycle matroid M(Γ )
of Γ, the graph Γ/U is the contraction of Γ by the closed set U, and Γ ‖U is the graph
with the same vertex set as Γ and edge set U.
It might be worthwhile (especially for graph theorists) to give a independent coloring-
counting proof of Theorem 5. It suffices to prove the theorem for P(Γ ;mn) where m and n
are nonnegative integers. Let f be a coloring of Γ using colors from the cartesian product
{1,2, . . . ,m} × {1,2, . . . , n}. Projecting onto the first and second color coordinates, we
obtain two functions, f1 and f2, on the vertex set of Γ. Let U be the “kernel” of f1, that
is, the subset of edges whose endpoints are assigned the same first coordinate by f. The
kernel U is a closed subset of the cycle matroid M(Γ ) and f1 has kernel equal to U if
and only if f1 is a coloring of the contraction G/U. Since f is a coloring, the function
f2 must be a coloring of the graph G‖U. Conversely, given two such functions f1 and f2,
the function v 
→ (f1(v), f2(v)) is a coloring of G. Summing over all closed subsets U on
M(Γ ), we obtain the identity in Theorem 5. We note that when n is a positive integer, an
n-fold “convolution” for P(Γ ;nλ) as a sum of chromatic polynomials in λ can be obtained
by repeatedly applying Eq. (1). But this would not yield a polynomial identity in n.
We end with the remark that Theorems 2 and 4 in this paper can be generalized in a
straightforward way to Rédei functions of relations [4].
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