Abstract. We show that reachability and repeated reachability in parameterized one-counter automata with unary updates are NP-complete.
Introduction
In [3] , Demri and Sangnier showed that model checking flat freeze LTL on one-counter automata can be reduced to repeated reachability in parameterized one-counter automata (POCAs). A POCA is a one-counter automaton that, in addition, has parameterized equality and disequality tests. That is, parameters can be instantiated with (arbitrary but fixed) natural numbers that can henceforth be compared with the current counter value.
Decidability of repeated reachability on POCAs was left as an open problem. Recently, Lechner et al. showed decidability by reduction to satisfiability in Presburger arithmetic [8] .
As a corollary, they obtain a 2NEXPTIME-upper bound for model checking flat freeze LTL when counter updates are encoded in binary.
In this paper, we demonstrate that (repeated) reachability in POCAs with unary counter updates can be reduced, in polynomial time, to nonemptiness of alternating two-way automata over infinite words. This already implies decidability of the (repeated) reachability problem (in PSPACE) and of model checking flat freeze LTL on one-counter automata (in EXPSPACE).
Using this result, we then show that (repeated) reachability in parameterized one-counter automata is, in fact, NP-complete. As a corollary, we obtain that model checking flat freeze LTL on one-counter automata is in NEXPTIME when counter updates are encoded in unary. Moreover, this implies the upper bound from [8] . It is not clear, however, whether one can obtain our upper bound (for unary encoding) using the approach in [8] .
To summarize, our contributions are as follows:
• We provide a simple proof of decidability of (repeated) reachability in POCAs.
• Exploiting this proof, we establish NP-completeness in the unary case.
Outline. In Section 2, we define one-counter automata with parameterized tests. Section 3 presents our translation of parameterized one-counter automata into alternating two-way automata. We use this construction to establish, in Section 4, optimal NP-upper bounds for reachability and repeated reachability in POCAs.
One-Counter Automata with Parameterized Tests
We start by defining parameterized one-counter automata and the corresponding decision problems.
Definition 1.
A parameterized one-counter automaton (POCA, for short) is a tuple P = (Q, Θ, q in , E) where Q is a finite set of control-states, Θ is a finite set of parameters ranging over N, q in ∈ Q is the initial state, and E ⊆ Q × Op(Θ) × Q is a finite set of edges, where
The size of P is defined as |P| = |Q| + |Θ| + |E|.
The semantics of P is given with respect to a parameter instantiation γ : Θ → N as an infinite transition system. A configuration of this transition system is a pair (q, v) ∈ Q × N where q is the current state, and v is the current counter value. We define a transition relation −→ γ ⊆ (Q × N) 2 as follows. For two configurations (q, v) and (
there is an edge (q, op, q ′ ) ∈ E such that one of the following holds: A one-counter automaton is a POCA (Q, Θ, q in , E) such that Θ = ∅. As the global transition relation does not depend on a parameter instantiation anymore, we just write −→ instead of −→ γ . A one-counter net is a one-counter automaton without zero-transitions.
In this paper, we consider reachability and repeated reachability for POCAs. Let q ∈ Q. Given some parameter instantiation γ, we say that q is γ-reachable if there is a finite initialized run
The reachability problem asks, given a POCA and a control-state q f ∈ Q, whether q f is reachable. The repeated reachability problem asks, given a POCA and a set of control-states F ⊆ Q, whether there exist a parameter instantiation γ and an infinite initialized γ-run which visits some state from F infinitely often.
Reduction to Non-Emptiness of A2As
In this subsection, we reduce the reachability and the repeated reachability problem for POCAs to the non-emptiness problem for alternating two-way automata over infinite words. The main idea is to encode a parameter instantiation γ : Θ → N as a word w γ :
We call a word w ∈ (2 Θ ) ω a parameter word if w = w γ for some parameter instantiation γ. Given a finite set X of variables, we denote by B + (X) the set of positive Boolean formulas over X, including true and false. A subset X ′ ⊆ X satisfies a formula in B + (X) if this formula is satisfied by the valuation assigning true to every variable in X ′ , and false to every variable in X\X ′ . For β ∈ B + (X), let |β| denote the size of β, defined inductively by |β 1 ∧ β 2 | = |β 1 ∨ β 2 | := |β 1 | + |β 2 | + 1 and |β| := 1 for atomic formulas β.
Definition 2.
An alternating two-way automaton (A2A) is a tuple A = (S, Σ, s in , δ, S f ), where S is a finite set of states, Σ is a finite alphabet, s in ∈ S is the initial state, S f ⊆ S is a set of accepting states, and δ ⊆ S × ({true, first} ∪ Σ ∪ Σ) × B + (S × {0, +1, −1}) is the transition relation. A transition (s, test, β) ∈ δ will also be written s
While, in a POCA, +1 and −1 are interpreted as increment and decrement the counter, respectively, their interpretation in an A2A is go to the right and go to the left in the input word. Moreover, 0 means stay.
A run of A on an infinite word w
ω is a rooted tree (possibly infinite) whose vertices are labelled with elements in S × N. A node with label (s, n) represents a proof obligation that has to be fulfilled starting from state s and position n in the input word. The root of a run is labelled by (s in , 0). Moreover, we require that, for every vertex labelled by (s, n) with k ∈ N children labelled by (
A run is accepting if every infinite branch visits some accepting state from S f infinitely often. The language of A is defined as L(A) = {w ∈ (2 Σ ) ω | there exists an accepting run of A on w}.
The non-emptiness problem for A2As is to decide, given an A2A A, whether L(A) = ∅.
Next, we will show how to simulate a POCA by an A2A.
Proof. Let P = (Q, Θ, q in , E) be a POCA and let q f ∈ Q. We define the A2A A P = (S, Θ, s in , δ, S f ) as follows. The set of states comprises the set Q of control-states of P, as well as a distinguished initial state s in . We further introduce, for every parameter θ ∈ Θ, four states F θ , θ , t >θ , and t <θ . The first two states are used to check whether the input word is a parameter word. More precisely, F θ means that θ has yet to be seen in the future while scanning the input word from left to right, and θ means that it has been seen (and should not be seen again). The states t >θ and t <θ are used to handle inequality tests >θ and <θ occurring in edges of P. The transition function δ is defined as follows:
• From the initial state s in (and the first position in the input word), we initially branch into F θ , for all θ ∈ Θ, and into q in , without changing the position in the word:
• In state q f , we accept:
• If A P , while being in state F θ , reads a letter not containing θ, it stays in state F θ and moves one position to the right:
• If A P , being in state F θ , reads a letter containing θ, it changes to state θ and moves one position to the right:
• From θ , we move one position to the right and continue checking that θ does not occur anywhere else in the input word (θ cannot be read in state θ ):
• Incrementing the counter in P corresponds to moving one position to the right, and decrementing the counter in P corresponds to moving one position to the left:
• A zero test in P corresponds to checking whether A P is at the first position of the input word:
• An equality test =θ of P corresponds to checking whether θ ∈ Θ:
• For inequality tests of the form >θ in P, we branch into the original target state (without moving) and into the state t >θ (moving one step to the left):
• A P can only "leave" the state t >θ and accept if, while moving along the input word to left, it meets a letter which contains θ:
• Inequality tests of the form <θ in P are dealt with similarly:
It is now easy to prove the statement of the lemma.
A similar reduction takes care of repeated reachability:
Θ → N such that there exists an infinite initialized γ-run of P visiting some state in F infinitely often} .
Note that our definition of an A2A relies on a compact representation of the transition relation where we do not have to specify a whole set of propositions but can refer to single propositions instead. In other words, the actual input alphabet 2 Σ is of exponential size. Classical definitions of A2As consider the actual alphabet as part of the input. However, one can represent a subset of Σ as a sequence of length |Σ| of letters from 2 Σ ′ where Σ ′ = {1}. For example, for Σ = {σ 1 , σ 2 , σ 3 }, we would represent {σ 2 , σ 3 } as ∅{1}{1}. This allows us to encode a word w = {σ 1 
Finally, an A2A over Σ can be simulated by an A2A over Σ ′ = {1} of polynomial size.
Lemma 5. Let
Proof. Suppose Σ = {σ 1 , . . . , σ n }. Given β ∈ B + (S × {0, +1, −1}), letβ denote the Boolean formula that we obtain from β when we replace every atomic formula (s, +1) with (go-right(s, n), 0) and every atomic formula (s, −1) with (go-left(s, n), 0). Here, for each s ∈ S, go-right(s, n) (go-left(s, n), respectively) is a new state that lets A ′ move n steps to the right (to the left, respectively) before going to s. This is done using intermediate We can now immediately apply the following result for A2As:
Theorem 6 ([9]). The non-emptiness problem for A2As is in PSPACE.
Note that [9] uses a parity acceptance condition, but a Büchi acceptance condition can be readily expressed as a parity condition. It is worth noting that, in [9] , Serre also used two-wayness to simulate one-counter automata, but in a game-based setting (the latter is reflected by alternation).
From Theorem 6 and Lemmas 3 and 4, we obtain the following:
Corollary 7. The reachability problem and the repeated reachability problem for POCAs are both in PSPACE.
In the next section, however, we show that we can improve this upper bound to NP. It turns out that the translation from Lemma 3 will be useful for the proof. The NP-upper bound is then optimal: NP-hardness of both the reachability problem and the repeated reachability problem for POCAs with a single parameter can be proved using a straightforward reduction from the non-emptiness problem for nondeterministic two-way word automata, which is NP-complete [4] .
Altogether, our main result reads as follows:
Theorem 8. Reachability and repeated reachability for POCAs are both NP-complete.
NP-membership of (Repeated) Reachability for POCAs
In this section, we prove the NP-upper bounds for the two decision problems for POCAs. We start with the reachability problem.
In a first step, we exploit our reduction from POCAs to A2As to establish a bound on the parameter values. To solve the reachability problems, it will actually be sufficient to consider parameter instantiations up to that bound. Proof. According to Lemma 3, there is an A2A A P = (S, Θ, s in , δ, S f ) such that L(A P ) = {w γ | γ : Θ → N such that q f is γ-reachable} and |A P | = O(|P|).
Due to Lemma 5, there is an A2A A
. We omit the formal definition of a Büchi automaton.
Let d = |B|. Suppose q f is reachable in P. This implies that L(B) = ∅. But then, there must be a word u ∈ (2 {1} ) * such that |u| ≤ |B| and u∅ ω ∈ L(B). There is a unique parameter instantiation γ : Θ → N such that enc(w γ ) = u∅ ω . We have that q f is γ-reachable and γ(θ) ≤ |B| = d for all θ ∈ Θ.
As a corollary, we obtain that it is sufficient to consider bounded runs only:
such that the following holds: If q f ∈ Q is reachable, then q f is reachable within a d-bounded initialized run.
Proof. Consider d ∈ 2
O(|P| 4 ) due to Lemma 9. A standard argument in one-counter automata with n states is that, for reachability, it is actually sufficient to consider runs up to some counter value in O(n 3 ) [7] . We can apply the same argument here to deduce, together with Lemma 9, that (d + O(|Q| 3 ))-bounded runs are enough. 
Lemma 11 ([4]). The following problems can be solved in polynomial time:

Input:
A one-counter net M = (Q, E), q, q ′ ∈ Q, and v, v ′ ∈ N given in binary.
In [4] , the polynomial-time algorithms are used to show that nonemptiness of two-way automata on finite words over a unary alphabet is in NP (cf. the proof of the corresponding lemma on page 84 of [4] , where endmarkers of a given word correspond to v and v ′ ).
We are ready to show our main results, stated in Theorems 12 and 13.
Theorem 12. The reachability problem for POCAs is in NP.
Proof. Let P = (Q, Θ, q in , E) be a POCA with Θ = {θ 1 , . . . , θ n }, and let q f ∈ Q be a control-state of P.
We describe a nondeterministic polynomial-time algorithm to solve the reachability problem. Let Without loss of generality, we may assume n ≥ 1 and that
, where d 0 = 0 and d n+1 = d (otherwise, we can achieve this by renaming the parameters in P).
Without loss of generality, we suppose that v = 0. Then, there must also be a d-bounded γ-run of the form Note that, for such a run, we can assume k ≤ |Q| · (|Θ| + 2): in every longer run, the exact same configuration is encountered at least twice. As a matter of fact, such a run can be shortened. Hence, if we want to check whether there exists a finite initialized d-bounded γ-run (q in , v 0 ) −→ * γ (q f , 0), it is sufficient to guess 2k configurations, where k ≤ |Q|·(|Θ|+ 2), and to verify that these configurations contribute to constructing a run of the form described above. We will now see why such a verification can be done in polynomial time.
First, given q ∈ Q and v ∈ N, we can compute, in polynomial time, the set of states q ′ ∈ Q such that there is a run from (q, v) to (q ′ , v) that uses no counter value other than v. This takes care of the partial runs of the form ( • remove all edges where op is of the form -zero, -=θ for some θ ∈ Θ, ->θ j for some j ∈ {i + 1, . . . , n}, or -<θ j for some j ∈ {1, . . . , i},
• replace op in all edges by true, if op is of the form -<θ j for some j ∈ {i + 1, . . . , n}, or ->θ j for some j ∈ {1, . . . , i},
• keep all other edges.
It is easy to see that we have (q, v) −→ * γ (q ′ , v ′ ) in P such that (strictly) between the configurations (q, v) and (q ′ , v ′ ) the counter never takes a value in D if, and only if, there is
The latter condition, in a classical one-counter net, can be tested in polynomial time according to Lemma 11.
The other cases are handled similarly. We conclude that the reachability problem for POCAs is in NP.
We use Theorem 12 to show that repeated reachability is in NP, too:
Theorem 13. The repeated reachability problem for POCAs is in NP.
Proof. Let P = (Q, Θ, q in , E) be a POCA with Θ = {θ 1 , . . . , θ n } (without loss of generality, we suppose n ≥ 1), and let F ⊆ Q be a set of control-states of P. Guess a control-state q f ∈ F . We construct a POCA P ′ and a distinguished control state s such that there exist some parameter instantiation γ and some infinite γ-run in P visiting the control-state q f
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3) Figure 1 The POCA P ′ constructed from P in the proof of Theorem 13. The automaton in the left box corresponds to P and the automaton in the right part corresponds to a copy of P. We label the edges with the corresponding item number in the definition for E ′ .
infinitely often if, and only if, there exist some parameter instantiation γ ′ and some finite γ ′ -run in P ′ ending in s. First, define the one-counter automaton M obtained from P by removing all edges where op is of the form zero, =θ, or <θ, for some θ ∈ Θ, by replacing >θ (for some θ ∈ Θ) occurring in edges of P by true, and by copying all other edges without any changes. Then we compute the set R ⊆ Q of control-states r in M from which there is an infinite run starting in (r, 0) and visiting q f infinitely often. This can be done in NLOGSPACE [2] .
Second, define the POCA
. . , r n , s} where p, r 1 , . . . r n , s are fresh control-states. Recall that the control-state s will be the target control-state of the reachability problem we reduce to.
• Θ ′ = Θ ⊎ {θ ′ } where θ ′ is a fresh parameter, • q ′ in = q in , and • E ′ contains all edges from E and the following edges (cf. Figure 1 ): 1) (q f , =θ ′ , p) connecting the control-state q f of P with the fresh control-state p using an equality test for the fresh parameter θ ′ , 2) for every (q f , op, q) ∈ E, we define an edge (p, op, q ′ ), simulating the edges from q f to q in P by an edge from p to the copy q ′ of q, 3) for every (q 1 , op, q 2 ) ∈ E, we define a corresponding edge (q ′ 1 , op, q ′ 2 ) for the copies of q 1 and q 2 , 4) (q ′ f , =θ ′ , s), from the copy q ′ f of the target control-state q f , we go to s using an equality test for the fresh parameter θ ′ , 5) (r, true, r 1 ), for every control-state r ∈ R, and 6) (r 1 , >θ 1 , r 2 ), (r 2 , >θ 2 , r 3 ), . . . , (r n , >θ n , s).
Let us prove that our construction is indeed correct. for some r ∈ R and v ∈ N, and the corresponding edges in P ′ are labelled with inequality tests >θ for every θ ∈ Θ, which implies v > γ ′ (θ) for every θ ∈ Θ. By definition of R, there exists some infinite runρ in P starting in (r, 0) and visiting q f infinitely often. Further,ρ does not contain any transition originating from an edge in P with an operation of the form zero, =θ or <θ for some θ ∈ Θ. Hence, using the parameter
Conclusion
We established NP-completenss of reachability in POCAs with unary updates. As a corollary, we obtain that model checking flat freeze LTL on one-counter automata is in NEXPTIME (and in 2NEXPTIME when updates are encoded in binary; cf. also [8] ). The precise complexity of the model-checking problem remains open. It would also be interesting to consider a combination of POCAs with parameterized updates as considered in [5, 6] .
