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ABSTRACT  
   Recent  Next  Generation  Sequencing  methods  provide  a  count  of  RNA  
molecules  in  the  form  of  short  reads,  yielding  discrete,  often  highly  non-­normally  
distributed  gene  expression  measurements.  Due  to  this  feature  of  RNA  
sequencing  (RNA-­Seq)  data,  appropriate  statistical  inference  methods  are  
required.  Although  Negative  Binomial  (NB)  regression  has  been  generally  
accepted  in  the  analysis  of  RNA-­Seq  data,  its  appropriateness  in  the  application  
to  genetic  studies  has  not  been  exhaustively  evaluated.  Additionally,  adjusting  for  
covariates  that  have  an  unknown  relationship  with  expression  of  a  gene  has  not  
been  extensively  evaluated  in  RNA-­Seq  studies  using  the  NB  framework.  Finally,  
the  dependent  structures  in  RNA-­Seq  data  may  violate  the  assumptions  of  some  
multiple  testing  correction  methods.  In  this  dissertation,  we  suggest  an  alternative  
regression  method,  evaluate  the  effect  of  covariates,  and  compare  various  
multiple  testing  correction  methods.  We  conduct  simulation  studies  and  apply  
these  methods  to  a  real  data  set.  First,  we  suggest  Firth’s  logistic  regression  for  
detecting  differentially  expressed  genes  in  RNA-­Seq  data.  We  also  recommend  
the  data  adaptive  method  that  estimates  a  recalibrated  distribution  of  test  
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statistics.  Firth’  logistic  regression  exhibits  an  appropriately  controlled  Type-­I  
error  rate  using  the  data  adaptive  method  and  shows  comparable  power  to  NB  
regression  in  simulation  studies.  Next,  we  evaluate  the  effect  of  disease-­
associated  covariates  where  the  relationship  between  the  covariate  and  gene  
expression  is  unknown.  Although  the  power  of  NB  and  Firth’s  logistic  regression  
is  decreased  as  disease-­associated  covariates  are  added  in  a  model,  Type-­I  
error  rates  are  well  controlled  in  Firth’  logistic  regression  if  the  relationship  
between  a  covariate  and  disease  is  not  strong.  Finally,  we  compare  multiple  
testing  correction  methods  that  control  family-­wise  error  rates  and  impose  false  
discovery  rates.  The  evaluation  reveals  that  an  understanding  of  study  designs,  
RNA-­Seq  data,  and  the  consequences  of  applying  specific  regression  and  
multiple  testing  correction  methods  are  very  important  factors  to  control  family-­
wise  error  rates  or  false  discovery  rates.  We  believe  our  statistical  investigations  
will  enrich  gene  expression  studies  and  influence  related  statistical  methods.  
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Chapter  1   Introduction  
1.1   Gene  expression  studies  
   Gene  expression  studies  have  played  important  roles  to  understand  
phenotypic  variation  including  how  tissues  vary  in  gene  expression  and  how  
these  variations  are  related  to  biologic  function(Ramsköld  et  al.  2009).  Current  
next  generation  sequencing  (NGS)  genome-­wide  gene  expression  measurement  
methods  simultaneously  quantify  tens  of  thousands  of  unique  Ribonucleic  Acid  
(RNA)  molecules  extracted  from  biological  samples.  These  RNA  sequencing  
(RNA-­Seq)  methods  produce  data  that  can  be  transformed  into  numerical  values  
that  are  proportional  to  the  abundance  of  RNA  molecules  of  interest,  including  
protein-­coding,  processed  transcript,  pseudo-­genes,  miRNAs,  tRNAs,  rRNAs,  
snRNAs,  snoRNAs,  and  scRNAs(Tarazona  et  al.  2011),  and  represent  the  
amount  of  expression  of  those  molecules.  A  common  task  in  the  analysis  of  
RNA-­Seq  data  is  to  evaluate  the  statistical  differences  of  the  mean  expression  of  
genes  between  sets  of  samples  from  two  different  conditions,  e.g.  control  versus  
diseased  patients.  Identifying  differentially  expressed  genes  is  the  first  important  
step  to  understanding  the  molecular  mechanism  of  the  differentially  expressed  
genes  and  developing  novel  therapies  for  related  diseases.    
  
Microarray  technology  has  been  widely  used  to  measure  gene  expression  in  the  
past  decades.  Microarray  technology  quantifies  the  fluorescence  of  specific  RNA  
molecules  and,  after  processing  and  normalization,  expression  values  are  
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continuous  and  typically  approximated  by  a  normal  distribution.  Due  to  these  
characteristics  of  microarray  data,  well-­understood  methods  like  two  sample  t-­
tests  and  linear  regression  are  often  utilized  to  identify  the  association  between  
expression  level  and  disease  status.  In  contrast,  NGS  methods  provide  a  count  
of  RNA  molecules  in  the  form  of  short  reads,  which  are  discrete  measurements  
that  do  not  follow  a  normal  distribution.  Consequently,  statistical  methods  that  
assume  normality  are  inappropriate  for  the  analysis  of  these  count  data,  and  
therefore  the  development  of  appropriate  statistical  methods  is  necessary.  
  
Because  the  total  number  of  reads  of  each  sample  will  likely  be  different,  a  
normalization  step  is  required  before  analyzing  the  association  between  genes  
and  a  condition.  Anders  et  al.  proposed  a  normalization  method  that  divides  each  
count  by  the  geometric  mean  count  of  the  corresponding  gene  and  takes  the  
medians  of  these  scaled  counts  within  each  library(Anders  and  Huber  2010).  
Robinson  et  al.  developed  the  Trimmed  Mean  of  M  Values  (TMM)  method  that  
computes  each  normalization  factor  from  the  trimmed  mean  of  the  gene-­wise  log  
fold-­changes  of  the  current  library  to  a  reference  library(M.  D.  Robinson  and  
Oshlack  2010).  Mortazavi  et  al.  suggested  the  standard  reads  per  kilobase  of  
transcript  per  million  mapped  reads  (Mortazavi  et  al.  2008).  An  inappropriate  
normalization  method  may  result  in  a  biased  differential  expression  (DE)  
inference(Bullard  et  al.  2010).  Dillies  et  al.  comprehensively  evaluated  
normalization  methods  and  stated  that  TMM  and  Anders  et  al’s  methods  provide  
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similar  and  reasonable  results  in  their  evaluating  metrics(Dillies  et  al.  2013).  
Appropriately  normalized  data  allow  us  to  perform  unbiased  differential  
expression  inferences.  
  
1.2   Negative  Binomial  regression  
Poisson  models  are  a  popular  approach  to  analyze  count  data  observed  from  
experiments  or  epidemics.  Poisson  models  assume  that  the  data  follow  a  
Poisson  distribution,  where  the  mean  and  variance  are  the  same.  When  the  
variance  is  significantly  larger  than  the  mean,  alternative  models  are  required  to  
analyze  the  over-­dispersed  count  data.  A  common  alternative  approach  is  the  
Negative  Binomial  (NB)  model,  also  known  as  the  gamma-­Poisson  model.    
  
This  approach  fits  a  NB  generalized  linear  model  (McCullagh  and  Nelder  1989)  
to  the  data  with  estimated  or  fixed  value  of  a  dispersion  parameter.  Let  Y  be  the  
response  variable  and  𝑥  be  an  explanatory  variable.  The  marginal  distribution  of  
Y,  and  negative  binomial  likelihood  are    𝑌~	  NB 𝜇(𝑥), 𝜙 , 𝑤ℎ𝑒𝑟𝑒	  𝜇 ≥ 0	  𝑎𝑛𝑑	  𝜙 ≥ 0	  	  such	  that    
Pr 𝑌 = 𝑦|𝑥 = 	   @(ABCDE)@ CDE @(ABF) FFBCDEG(H) CDE CDEG(H)FBCDEG H A , 𝑦 = 0, 1, 2…  ,  E 𝑌|𝑥 = 	  𝜇, 𝑎𝑛𝑑	  VAR 𝑌|𝑥 = 	  𝜇 + 𝜇Q𝜙	  .    
When  𝜙  is  close  to  zero,  the  distribution  of  Y  becomes  a  Poisson  distribution.    
Let  𝑌S~	  NB 𝜇(𝑥S), 𝜙 , 𝑖 = 1,… , 𝑛	  be  independent,  where  𝜇 𝑥S = exp 𝑥S𝛽 	  and  𝑥S  is  
the  𝑝×1	  explanatory  vector.  The  likelihood  function  is  proportional  to    
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𝐿 𝛽, 𝜙 = @ A\BCDE@ CDE @ A\BF FFBCDEG H\ CDE CDEG H\FBCDEG H\ A\]S^F ,    
and  the  log	  𝐿 𝛽, 𝜙   is    𝑙 𝛽, 𝜙 = log 1 + 𝜙𝑗 +A\dFe^f 𝑦S log 𝜇 𝑥S − 𝑦S −	  𝜙dF log	  (1 + 𝜙𝜇 𝑥S]S^F .    
The  obtained  (𝛽hi, 𝜙hi)  maximize  𝑙 𝛽, 𝜙 	  through  scores  and  information  
iterations(McCullagh  and  Nelder  1989).  However,  in  general,  a  variance  
parameter  from  maximum  likelihood  estimators  is  underestimated  (M.  D.  
Robinson  and  Smyth  2007),  hence  alternative  methods  are  suggested  for  the  
estimation  of  𝜙.    
The  pseudo-­likelihood  model  (Breslow  1984)  estimates  the  variance  parameter  
using  a  distribution  free  goodness-­of-­fit  statistic  by  solving  the  moment  function  
A\dGjk,\ lG\(FBCmkDEGjk,\) = 𝑛 − 1]S^F .    
The  quasi-­likelihood  model  (J.  A.  Nelder  2000)  uses  a  deviance  statistic  rather  
than  the  Pearson  statistic  in  the  pseudo-­likelihood  model  to  estimate  dispersion  
using  a  function  
2 𝑦Slog A\Gjk,\ − (𝑦S + 𝜙nidF)log A\BCokDEGjk,\BCokDE = 𝑛 − 1.    
Nelder  and  Lee  (1992)  found  that  the  variance  parameter  from  the  quasi-­
likelihood  model  is  more  efficient  than  the  parameter  from  pseudo-­likelihood  
model(J  A  Nelder  and  Lee  1992).  
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1.3   Logistic  regression  
When  the  response  variable  is  binary,  binomial  regression  is  commonly  used  to  
model  the  probability  of  an  event  using  the  inverse  of  a  link  function  (𝑔dF)  to  a  
linear  combination  of  predictors.  The  logit  link  function  is  widely  adopted  in  social,  
genetic,  epidemiologic  studies  following  the  model,  Pr 𝑦S = Pr 𝑦S = 1 𝒙S = FFBrst d𝒙\u∗ ,      
where    𝛽∗  is  a  coefficient  vector  and  𝒙S  is  ith  row  of  a  design  matrix.    
This  model  fits  to  a  generalized  linear  model,  and  the  likelihood  function  is    
Pr 𝑦 𝛽∗ = 𝐿 𝛽∗ 𝑦 =	   FFBrst d𝒙\u∗ A\ 1 − FFBrst d𝒙\u∗ FdA\]S^F .    
  
When  the  likelihood  does  not  have  a  maximum,  the  numerical  procedure  
provides  an  unstable  erroneous  finite  value.  This  non-­existing  maximum  of  
likelihood  is  often  found  in  the  case  of  separation.  Complete  separation  occurs  
when  a  linear  combination  of  predictors  perfectly  predicts  the  response  variable,  
and  quasi-­complete  separation  occurs  when  data  is  close  to  complete  separation  
or  one  factor  in  the  response  variable  is  completely  predicted  (Albert  and  
Aanderson  1984).  Complete  or  quasi-­complete  separation  is  easily  found  in  
studies  having  a  small  sample  size.  Although  this  separating  predictor  must  be  
strongly  associated  with  response  variable,  due  to  infinite  coefficient  and  
standard  error  estimates,  the  inferences  could  lead  to  inappropriate  conclusions.    
(Zorn  2005).  
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An  alternative  approach  that  provides  stable  estimates  was  proposed  by  Firth  
(Firth  1993).  This  method  removes  first  order  bias  from  maximum  likelihood  
estimates  through  including  a  small  bias  term  in  the  likelihood  function.  log 𝐿∗ 𝛽∗ 𝑦 = log 𝐿 𝛽∗ 𝑦 +	  FQ log	   |𝐼 𝛽∗ |    
where  𝐼 𝛽∗   is  the  Fisher  information  matrix.  This  penalized  likelihood  approach  
is  equivalent  to  a  Bayesian  approach  with  a  Jeffrey’s  invariant  prior  in  
exponential  family  models.  Although  this  method  was  developed  to  reduce  small  
sample  bias,  the  method  performs  well  when  the  data  display  separation  (Heinze  
2006).  
  
Gelman  et  al.  (2008)  also  proposed  an  alternative  method  in  a  Bayesian  
framework.  They  suggested  standardizing  non-­binary  variables  having  a  mean  of  
0  and  a  standard  deviation  of  0.5  and  a  centering  binary  variable  with  a  mean  of  
0  and  range  of  1.  Then  independent  Student-­t  priors,  called  weakly  informative  
priors,  are  placed  on  the  coefficients.  The  student-­t  priors  are  recommended  
because  flat-­tailed  distributions  enable  for  robust  inference(Berger  and  Berliner  
1986).  Specifically,  Cauchy  (0,  2.5)  priors  are  suggested  as  a  default  choice  
followed  by  the  principle  of  weakly  informative  prior  distributions.  These  priors  
appropriately  estimate  coefficients,  even  when  separation  appears  in  the  data  
(Gelman  et  al.  2008).    
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1.4   Covariate  Analysis  
When  analyzing  genetic  or  genomic  association  studies,  deciding  whether  to  
include  covariates  and  which  covariates  to  include  in  a  model  is  an  important  
consideration.  Genetic  studies  often  are  structured  to  predict  a  trait  from  genetic  
variants,  meaning  that  genetic  variants  are  predictors  and  hence,  variables  of  
interest.  A  sample  model  is  shown  in  Model  1.A  Model	  1. A:	  𝑔 𝐸 𝑌S = 	  𝛽f + 𝛽F𝑋Se + 𝛽Q𝑋SQ    
where  𝑔  is  a  link  function,  𝑋Se is  𝑗th  genetic  variant  of  sample  𝑖  (𝑗 = 1…𝑚)  ,  and  𝑋SQ  is  a  covariate  of  sample  𝑖.  The  analysis  is  conducted  for  each  genetic  variant  
(𝑚  times).  The  same  covariate,	  𝑋SQ,  is  analyzed  with  each  genetic  variant  
because  of  a  relationship  between  the  covariate  and  the  response  variable,	  𝑌S.  
However,  the  relationships  between  each  genetic  variant  and  the  covariate  are  
not  known.  In  genomic  studies,  such  as  a  case-­control  study,  genomic  
expression  values  are  modeled  as  a  function  of  a  case-­control  status.  The  model  
is     Model	  1. B:	  𝑔 𝐸 𝑋Se∗ = 	  𝛽f∗ + 𝛽F∗𝑌S + 𝛽Q∗𝑋SQ.    
where  𝑋Se∗   is  the  𝑗th  gene  of  sample  𝑖  (𝑗 = 1…𝑚∗).    Case-­control  status,  𝑌S,  is  the  
variable  of  interest.  The  analysis  is  repeated  𝑚∗  times  with  different  response  
variables.  The  relationship  between  the  covariate,	  𝑋SQ,  and  the  case-­control  
status,  𝑌S,  is  known,  but  the  relationships  between  each  gene,	  𝑋Se∗ ,  and  the  
covariate  are  unknown.  
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When  the  response  variable  is  continuous,  a  covariate  that  is  not  associated  with  
the  variable  of  interest  but  associated  with  response  variable,  called  a  non-­
confounding  predictive  (NCP)  covariate,  often  increases  precision  of  the  variable  
of  interest,  because  NCP  covariates  explains  some  variability  of  a  trait  (L.  D.  
Robinson  and  Jewell  1991).  Such  NCP  covariates  are  commonly  found  in  studies  
using  Model  1.A.  However,  when  the  response  variable  is  binary,  including  NCP  
covariates  in  a  model  can  reduce  power  to  detect  associations(L.  D.  Robinson  
and  Jewell  1991;;  Pirinen,  Donnelly,  and  Spencer  2012).  Pirinen  et  al.  argued  that  
the  reduced  power  is  caused  by  ascertainment  of  samples(Pirinen,  Donnelly,  and  
Spencer  2012).  In  the  presence  of  correlation  in  samples,  they  showed  that  
omitting  covariates  could  improve  the  power.    
  
A  new  approach  was  suggested  by  Zaitlen  et  al.  (2012)  to  improve  the  power  in  
ascertained  case-­control  design.  This  new  method  estimates  the  parameters  of  a  
liability  model  utilizing  externally  identified  information  between  a  binary  trait  and  
covariates.  Then,  this  method  tests  association  between  a  genetic  variant  and  
residuals  of  the  liability  model  (Zaitlen  et  al.  2012).  Because  these  estimated  
effects  of  covariates  are  independent  from  the  case-­control  data,  this  approach  
prevents  the  loss  of  power  from  ascertained  covariates.  
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1.5   Multiple  testing  corrections    
Multiple  testing  corrections  are  a  crucial  procedure  when  multiple  hypotheses  are  
tested  simultaneously.  These  methods  are  important  in  genetic  or  genomic  
studies,  where  the  number  of  tests  may  range  from  tens  of  thousands  to  several  
millions.  As  the  number  of  tests  dramatically  increases,  the  importance  of  
controlling  Type-­I  errors  also  increases.  One  approach  to  handle  Type-­I  error  is  
to  control  the  family-­wise  error  rate  (FWER),  defined  as    FWER = P 𝑉 ≥ 1 ,  
where  V  is  the  number  of  Type-­I  errors.  In  other  words,  it  is  the  probability  of  one  
or  more  Type-­I  errors  among  a  family  of  hypothesis  tests.  Another  approach  to  
handle  Type-­I  error  is  controlling  the  false  positive  rate  (FDR),  defined  as    FDR = E  |𝑅 > 0 P(𝑅 > 0),  
where  R  is  the  number  of  rejected  hypotheses  (Benjamini  and  Hochberg  1995).  
FDR  is  developed  to  control  the  expected  proportion  of  Type-­I  errors  among  
rejected  hypotheses.  Because  FDR  is  less  stringent  in  controlling  Type-­I  errors  
compared  to  FWER,  FDR  is  more  powerful  than  FWER  but  allows  increased  
Type-­I  errors.    
  
Among  multiple  testing  correction  methods  assumptions  about  the  dependence  
structure  of  p-­values  under  the  null  hypotheses  may  vary.  Statistical  power  is  
generally  greater  for  those  methods  with  stronger  assumptions.  P-­values  from  
alternative  hypotheses  are  not  involved  in  this  dependence  assumption.  
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Multiple  testing  methods  that  do  not  make  any  assumptions  about  the  
dependency  structure  of  p-­values  utilize  the  Bonferroni’s  or  Hommel’s  
inequalities(Galambos  1977;;  Hommel  1986).  These  methods  are  applicable  to  p-­
values  even  when  there  is  correlation  among  the  tests  performed  (and  hence  the  
p-­values)  under  the  null  hypothesis.  Some  multiple  correction  methods  assume  
Positive  Dependence  through  Stochastic  Ordering,  also  known  as  the  Positive  
Regression  Dependence  on  Subset.  This  assumption  allows  independent  or  
positively  dependent  p-­values  of  null  hypotheses.  Some  methods  are  only  valid  
under  the  assumption  of  independent  p-­values,  and  this  independence  
assumption  is  the  strongest  assumption.  
  
Among  multiple  testing  correction  methods,  one  needs  to  consider  whether  a  
method  assumes  dependency  of  p-­values  before  determining  if  a  method  is  
appropriate  for  a  particular  data  set.  Because  dependency  structures  often  exist  
in  high-­dimensional  data  such  as  genetic  and  genomic  data,  appropriate  
selection  of  a  multiple  testing  correction  method  is  necessary.    
  
1.6   Dissertation  outline    
In  this  dissertation,  we  investigate  alternative  analysis  methods  and  evaluate  
important  aspects  in  RNA-­Seq  studies.  Our  research  focuses  on  statistical  
inference  methods  including  negative  binomial  and  logistic  regressions,  covariate  
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adjustment,  and  multiple  testing  methods.  Each  topic  describes  limitations  of  
current  methods,  effects  of  those  limitations,  and  an  alternative  method  of  
overcoming  those  limitations  that  is  evaluated  through  comprehensive  
simulations  and  a  real  data  application.  
  
In  Chapter  2,  we  suggest  an  alternative  regression  method  for  differential  
expression  studies  using  RNA-­Seq  data.  This  method  simplifies  the  analysis  
procedures  and  removes  non-­biological  assumptions  required  by  conventional  
methods.  We  expect  this  alternative  approach  to  reduce  complexities  presented  
in  RNA-­Seq  studies  while  maintaining  an  appropriate  Type-­I  error  rate  and  power  
comparable  to  current  methods.  
  
In  Chapter  3,  we  investigate  the  effect  of  non-­predictive  covariates  in  negative  
binomial  regression.  We  expect  this  investigation  of  non-­predictive  covariates  to  
demonstrate  that  researchers  should  be  cautious  about  selecting  covariates  to  
include  in  statistical  models  for  RNA-­Seq  data.  However,  this  effect  of  non-­
predictive  covariates  in  negative  binomial  regression  is  not  limited  to  RNA-­Seq  
studies.    
  
In  Chapter  4,  we  explore  multiple  testing  correction  methods  specific  to  the  
analysis  of  RNA-­Seq  data.  The  independence  assumption  in  some  multiple  
testing  correction  methods  precludes  application  to  correlated  data.  The  goal  of  
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this  investigation  is  to  identify  a  suitable  multiple  testing  method  for  correlated  
count  data,  such  as  RNA-­Seq  data.  
  
In  Chapter  5,  we  summarize  our  conclusions  and  recommendations,  and  provide  
future  directions.      
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Chapter  2   Evaluation  of  Logistic  Regression  Models  for  Case-­Control  
Study  in  RNA-­Seq  Analysis  
2.1   Introduction  
Recent  Next  Generation  Sequencing  (NGS)  technologies  generate  discrete  
counts  of  RNA  sequencing  (RNA-­Seq).  Several  characteristics  of  RNA-­Seq  count  
data  are  important  to  account  for  in  statistical  analysis.  The  count  of  a  particular  
gene  could  range  from  zero  to  several  thousand,  and  is  frequently  not  normally  
distributed.  The  initial  RNA-­Seq  studies  assumed  the  count  data  follow  Poisson  
distributions(Marioni  et  al.  2008;;  Mortazavi  et  al.  2008;;  Jiang  and  Wong  2009).  
However,  Poisson  models  cannot  appropriately  explain  biologic  dispersions  of  
genes  because  the  mean  is  equal  to  the  variance  in  Poisson  models.  The  
Negative  Binomial  (NB)  distribution  more  appropriately  models  the  biological  
dispersion  of  a  gene,  and  this  NB  model  has  been  generally  taken  to  analyze  
RNA-­Seq  data.  Additionally,  the  total  number  of  read  counts  can  differ  for  each  
sample,  making  an  appropriate  normalization  of  RNA-­Seq  data  necessary  prior  
to  statistical  analysis  of  associations  between  status  of  samples  (e.g.  disease  or  
not  diseased)  and  expression  level  of  genes.    
  
Even  if  the  normalization  issue  is  addressed  by  applying  an  appropriate  
normalization  method,  the  estimation  of  the  dispersion  parameter  (𝜙)  of  each  
gene  is  very  challenging  with  the  small  number  of  observations  typically  available  
in  RNA-­Seq  studies.  An  overestimated  dispersion  may  result  in  loss  of  power  to  
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detect  differently  expressed  genes  and  an  underestimated  dispersion  parameter  
may  increase  false  discoveries.  Many  methods  have  been  developed  to  
effectively  estimate  the  dispersion  parameters,  including  Quasi-­Likelihood  
(QL)(Si  and  Liu  2013),  Weighted  Quantile-­Adjusted  Conditional  Maximum  
Likelihood(M.  D.  Robinson  and  Smyth  2007;;  M.  D.  Robinson,  McCarthy,  and  
Smyth  2010),  Cox-­Reid  Adjusted  Profile  Likelihood(McCarthy,  Chen,  and  Smyth  
2012),  and  Empirical  Bayes  Shrinkage(Landau  and  Liu  2013;;  Love,  Huber,  and  
Anders  2014;;  Wu,  Wang,  and  Wu  2013)  methods.  Landau  and  Liu  reported  that  
the  selection  of  the  estimation  method  may  impact  the  test  performance(Landau  
and  Liu  2013).  Two  of  the  most  sophisticated  and  widely  used  software  packages  
for  identifying  differently  expressed  genes  are  DESeq2  and  edgeR(Love,  Huber,  
and  Anders  2014;;  M.  D.  Robinson,  McCarthy,  and  Smyth  2010).  These  two  
software  packages  estimate  dispersion  parameter  of  each  gene  using  Empirical  
Bayes  Shrinkage  and  Cox-­Reid  Adjusted  Profile  Likelihood  methods,  
respectively.  
  
Although  NB  regression  has  been  generally  accepted  in  the  analysis  of  RNA-­Seq  
data,  its  appropriateness  in  this  setting  has  not  been  exhaustively  evaluated.  
Furthermore,  computational  and  mathematical  complexity  and  an  absence  of  
consensus  concerning  appropriate  methods  challenges  researchers  conducting  
RNA-­Seq  studies(Landau  and  Liu  2013;;  Soneson  and  Delorenzi  2013).  Because  
many  RNA-­Seq  studies  are  designed  to  compare  cases  and  controls,  we  explore  
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logistic  regression  as  an  alternative  approach,  in  which  disease  status  is  
modeled  as  a  function  of  RNA-­Seq  reads.  Logistic  regression  is  a  standard  
method  in  the  context  of  Genome-­Wide  Association  Studies  (GWAS)  of  binary  
traits.  Execution  of  logistic  regression  becomes  possible  through  reversing  the  
experimental  and  explanatory  variables  in  the  NB  model  in  the  RNA-­Seq  setting.  
An  attractive  feature  of  the  logistic  framework  in  the  application  to  RNA-­Seq  data  
is  that  the  estimation  of  a  dispersion  parameter  for  gene  expression  is  not  
necessary.    
  
In  this  chapter,  we  investigate  this  alternative  approach.  We  reverse  the  
dependent  variable  and  independent  variable  specified  in  a  NB  model  and  
evaluate  logistic  regression  models  in  which  the  dependent  variable  is  disease  
status  and  gene  expression  is  the  independent  variable.  Specifically,  we  
compare  NB  regression,  as  implemented  in  the  DESeq2  package  with  Classical  
Logistic  (CL),  Bayes  Logistic  (BL),  and  Firth  Logistic  (FL)  regression  approaches.  
We  use  both  simulated  data  sets  and  an  application  to  a  real  Huntington’s  
disease  (HD)  mRNA-­Seq  data  set.  
  
2.2   Dispersion  estimation  methods  in  negative  binomial  framework  
This  study  treats  each  gene  as  a  unit;;  hence  various  gene-­based  scenarios  are  
considered.  Although  several  methods  implemented  in  the  RNA-­Seq  setting  
utilize  data  from  across  all  genes  to  improve  estimation,  we  did  not  use  those  
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methods  in  our  gene-­focused  simulations.  Maximum  likelihood  (ML)  and  Quasi  
likelihood  (QL)  methods  (methods  described  in  Chapter  1.2)  and  the  true  
parameter  value  used  in  simulation  are  used  in  NB  regressions  for  analysis  of  all  
simulated  data.  However,  in  our  real  data  application,  we  analyzed  the  HD  RNA-­
Seq  data  set  with  the  DESeq2  package  and  analyzed  the  whole  gene  set  at  
once.  This  statistical  package  implements  the  Empirical  Bayes  Shrinkage  
Estimation  method  to  estimate  gene  specific  dispersion  and  this  estimate  was  
used  for  all  data  analyses  including  permutation  analyses.    
  
2.3   Regression  methods  for  analyzing  RNA-­Seq  data  
The  following  section  describes  regression  methods  that  are  used  in  this  
comparative  study.  RNA-­Seq  reads  are  modeled  as  a  function  of  case-­control  
status  in  NB  models,  and  case-­control  status  is  modeled  as  a  function  of  RNA-­
Seq  reads  in  logistic  models.  
  
2.3.1   Negative  binomial  regression  
NB  regression  uses  the  same  ML  fitting  process  that  estimates  the  ML  
dispersion.  This  GLM  framework  is  used  by  the  leading  software  packages  
DESeq2  and  edgeR.  In  the  current  study,  GLM  was  implemented  using  the  
glm(,family=negative.binomial(1/ϕ))  function  in  R-­package  “MASS”  and  utilized  
either  the  estimated  dispersion  from  ML,  QL,  or  the  true  dispersion  value  from  
the  simulation  scenario.  In  our  real  data  application,  the  original  data  and  
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permuted  data  sets  was  analyzed  with  DESeq2.  DESeq2  incorporates  the  
Empirical  Bayes  Shrinkage  method  to  estimate  effect  sizes  of  gene  expression.  
Because  this  method  shrinks  some  large  effect  sizes  that  are  not  explained  well  
by  the  data  toward  zero,  the  shrunken  effect  sizes  are  more  reliable  than  the  
effect  sizes  from  ML(Love,  Huber,  and  Anders  2014).      
  
2.3.2   Classical  logistic  regression  
We  conducted  GLM  in  a  logistic  regression  framework  using  the  logit  link  
function.  The  glm(,family=binomial)  function  in  R  was  used.  Because  RNA-­Seq  
studies  are  commonly  designed  for  small  samples,  CL  regression  may  confront  
the  small  sample  bias.  Also,  complete  separation,  which  often  occurs  when  the  
effect  size  is  large,  may  prevent  utilizing  CL  regression  when  testing  for  
differential  expression  in  the  RNA-­Seq  setting.  If  the  expression  values  of  a  gene  
are  completely  or  nearly  completely  separated  between  case  and  control  groups,  
the  ML  estimation  from  CL  regression  may  fail  to  converge.  Because  observing  
complete  separation  for  genes  may  be  a  promising  indicator  of  differential  
expression,  we  implemented  Bayes  and  Firth’s  logistic  regressions,  which  
overcome  complete  separation  in  the  logistic  framework.  
  
2.3.3   Bayes  logistic  regression  
Gelman  et  al.  proposed  a  prior  to  estimate  stable  coefficients  in  a  Bayesian  
framework,  when  data  show  separation.  The  proposed  prior  is  the  Cauchy  
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distribution  with  center  0  and  scale  2.5(Gelman  et  al.  2008).  They  demonstrated  
that  this  flat-­tailed  distribution  has  robust  inference  in  logistic  regression  and  is  
computationally  efficient.  The  procedure  is  implemented  by  incorporating  an  EM  
algorithm  into  iteratively  reweighted  least  squares.  The  bayesglm  function  in  the  
R-­package  “arm”  was  used.    
  
2.3.4   Firth’s  logistic  regression  
The  ML  estimators  may  be  biased  due  to  the  small  sample  size  and  the  small  
total  Fisher  information.  Firth  proposed  a  method  that  eliminates  first-­order  bias,  𝑂(𝑛dF),  in  ML  estimation  by  introducing  a  bias  term  in  the  likelihood  function(Firth  
1993).  This  correction  is  also  equivalent  to  penalizing  likelihood  function  with  
Jeffery’s  invariant  prior  in  Bayesian  framework  if  the  target  parameters  follow  
canonical  parameters  of  an  exponential  family.  Heinze  and  Schemper  
demonstrated  that  Firth’s  method  is  an  ideal  solution  when  the  data  show  
separation  (Heinze  and  Schemper  2002).  Firth’s  method  was  motivated  to  
correct  the  bias  in  case-­control  samples  due  to  small  sample  size(Allison  2012).  
The  logistf  function  in  the  R-­package  “logistf”  was  used.  
  
2.4   Data  Adaptive  (DA)  distribution  of  test  statistics  
The  following  steps  describe  our  DA  method,  which  re-­estimates  a  distribution  of  
test  statistics  under  the  null  hypotheses  of  no  association  suggested  by  Han  and  
Pan(Han  and  Pan  2010).  The  DA  approach  enables  one  to  obtain  a  recalibrated  
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distribution  of  test  statistics  because  when  sample  size  is  small,  the  theoretical  
asymptotic  distribution  may  not  be  appropriate.  This  method  also  avoids  heavy  
computing  burden  compared  to  implementing  permutation  tests  with  all  possible  
permutations.  
  
To  implement  the  DA  approach  we  need  to  obtain  a  set  of  Wald  Chi-­square  test  
statistics   𝑈 F , . . , 𝑈    from  𝑚  number  of  null  data  sets.  We  calculate  the  
sample  mean  and  variance  of  this  null  test  statistic  as  𝑈f	  and  𝑉f.  Because  𝑈 F , . . , 𝑈    follow  a  null  empirical  distribution  	  𝑎𝜒F + 	  𝑏,  𝐸 𝑈 = 	  𝐸 𝑎𝜒F + 	  𝑏 = 	  𝑎 + 𝑏 = 	  𝑈f	  ,    var 𝑈 = 	  var 𝑎𝜒F + 	  𝑏 = 	  2(𝑎)Q = 	  𝑉f,    
We  can  solve  𝑎  and  𝑏  in  terms  of  𝑈f	  and  𝑉f,  so  that  
𝑎 = 	    Q = Q ,    
𝑏 = 𝐸 𝑈 −	    Q = 𝑈f − Q .    
Our  test  statistic  is  then  compared  to  the  null  empirical  distribution  𝑎𝜒F + 	  𝑏.  
  
2.5   Simulation  study  
The  simulations  varied  various  aspects  of  RNA-­Seq  data  properties  and  study  
design  including  sample  size,  mean  expression  value  (𝜇),  log2  fold-­change  (l2fc),  
and  dispersion.  The  performance  of  statistical  models  was  evaluated  through  
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different  Type-­I  error  and  power  scenarios  using  combinations  of  the  parameter  
values  in  Table  2.1.  
Table  2.1  Parameters  and  their  values  in  simulation  scenarios  
Parameter   Values  
Design   Balanced,  Unbalanced2,  Unbalanced4  
Number  of  cases   10,  25,  75,  500  
Mean  expression  value  in  controls(𝜇^f)   50,  100,  1000,  10000  
Dispersion   0.01,  0.01,  0.5,  1  
log2  fold-­change  (l2fc)   0,  0.3,  0.6,  1.2,  2  
Design:  Balanced  has  the  same  number  of  cases  and  controls.  Unbalanced2  (4)  has  the  2  (or  4)  
times  more  controls  than  cases.  log2  fold-­change:  The  l2fc  equals  to  logQ r	  rstr	  r	  	  r	  (GE)r	  rstr	  r	  	  	  (G) .  
 
2.5.1   Generation  of  simulated  RNA-­Seq  data  
For  each  scenario,  the  read  counts  (𝑦)  were  sampled  from  the  NB  distribution  
with  mean  and  dispersion  as  specified  in  in  Table  2.1.  We  simulated  10,000  
replicates  per  scenario  using  the  following  steps.    
  
First,  we  sampled  cases  and  controls  based  on  the  study  design.  Then,  a  gene  
expression  value  for  each  sample  (𝑌S)  was  sampled  from  the  NB  distribution  
conditioning  on  the  disease  status  of  the  sample.  The  l2fc  determined  the  mean  
expression  values  in  cases  (𝜇^F)  in  power  scenarios.  When  simulating  under  
the  null  hypothesis  (Type-­I  error  scenarios)  l2fc  was  equal  to  0  and  the  mean  
expression  value  (𝜇)  was  equal  for  cases  and  controls.  We  considered  only  the  
situation  in  which  the  gene  is  up-­regulated,  and  assumed  that  the  dispersion  
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parameter  was  the  same  for  cases  and  controls.  We  can  write  the  simulation  
model  for  the  RNA-­Seq  count  as  𝑌S~	  𝑁𝐵 𝜇, 𝜙 ,where	  𝜇 ≥ 0, 𝜙 ≥ 0  
where  𝐷  is  a  binary  case-­control  status  of  sample  𝑖,  𝜇  is  mean  expression  value  
of  gene  𝑔,  𝜇^Fis  the  mean  expression  value  for  cases  and  is  calculated  as  2Q¢×	  𝜇^f  
  
2.5.2   Analysis  of  simulated  RNA-­Seq  data  
The  NB  regression  modeled  gene  expression  values  as  a  function  of  case-­
control  status,  but  the  logistic  regressions  modeled  cases-­control  status  as  a  
function  of  gene  expression  values.  We  performed  the  NB  regression  with  Model  
2.A  and  performed  the  CL,  BL,  and  FL  regressions  with  Model  2.B.    Model	  2. A:	   log E[𝑌] = 𝛽f + 𝛽F𝐷,    Model	  2. B:	   logit E[𝐷] = 𝛽f∗ + 𝛽F∗𝑌.    
The  NB  regression  required  estimation  of  a  dispersion  parameter.  Three  different  
dispersions  were  used  in  analyses:  One  was  estimated  from  ML,  another  was  
estimated  from  QL,  and  the  other  was  assigned  to  the  true  value  from  the  
simulation  scenario.    
  
Scenarios  for  which  l2fc  is  zero  are  Type-­I  error  studies.  Otherwise,  the  
scenarios  are  power  studies.  Type-­I  error  rates,  at  significance  (alpha)  levels  
0.05  and  0.01,  were  calculated  based  on  replicates  with  converged  results.  For  
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power  studies,  different  Type-­I  error  rates  observed  among  the  distinct  
regression  methods  were  corrected  by  computing  the  empirical  power  with  an  
empirical  threshold  calculated  from  different  Type-­I  error  scenarios.  
  
      Type	  I	  error	  rate = 	   ©ªr	  «r	  ¢	  tdr¬tª	  	  rr­∗ ,        (2.1)  
      Empirical	  Power = 	   ©ªr	  «r	  ¢	  tdr¬¯t	  ªrª°­ ,     (2.2)  
   Empirical	  threshold = 	  Qª	  smallest	  p − value	  in	  null	  hypotheses,   (2.3)  
where  𝑚³  is  the  number  of  simulations,  𝑚³∗  is  the  number  of  converged  
simulations,  and  Q  is  alpha	  ×	  𝑚³∗  
  
2.5.3   Cross-­Validation  of  data  adaptive  method  in  simulated  RNA-­Seq  data  
The  results  from  each  Type-­I  error  scenario  were  randomly  and  evenly  
partitioned  into  10  groups.  Of  the  10  groups,  9  were  assigned  as  the  training  set  
(9000)  and  the  remaining  one  was  assigned  as  the  testing  (1000)  set.  Then,  the  
scale  (𝑎)  and  location  (𝑏)  parameters  were  estimated  from  test  statistics  using  
the  training  set.  
      𝜒	  ~	  𝑎𝜒F +	  𝑏	  where	  𝜒	  is	  a	  test	  statistic	  of	  scenario	  𝑔       
The  p-­values  were  re-­generated  using  a  scale  and  location  adjusted  chi-­square  
distribution.  For  all  10  combinations  of  testing  and  training  set  partitions,  we  
estimated  the  scale  and  location  parameter  and  re-­computed  p-­values.  Type-­I  
error  rates  were  re-­calculated  for  all  Type-­I  error  scenarios.  
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2.6   Simulation  result  
2.6.1   Simulation  Type-­I  error  result  
Type-­I  error  rates  from  the  simulated  results  of  the  scenarios  at  two  alpha  levels  
are  presented  in  Table  2.2  and  Table  2.3.  The  NB  regressions  using  ML,  QL  and  
true  dispersions  show  almost  identical  levels  of  performance  as  shown  in  Table  
2.2.  When  the  sample  size  is  small  or  the  dispersion  is  high,  the  NB  regression  
shows  inflated  Type-­I  error  rates  but  the  CL  and  BL  regressions  are  conservative  
(see  Table  2.3).  Large  sample  size  and  low  dispersion  generally  yielded  Type-­I  
error  rates  that  were  close  to  the  specified  alpha  levels.  The  increment  of  𝜇^f  is  
not  influential,  as  shown  in  Table  2.3.  The  FL  regression  performs  well  or  
presents  moderate  conservativeness  at  both  alpha  levels.  The  Type-­I  error  rates  
of  the  FL  regression  are  less  affected  by  the  small  sample  size  and  the  large  
dispersion  than  other  logistic  regressions.  The  Type-­I  error  rates  of  additional  
scenarios  exhibit  patterns  that  are  consistent  with  results  in  Tables  2.2  and  2.3.     
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Table  2.2  Type-­I  error  rates  of  the  NB  regressions  with  the  true  dispersion  and  
ML  and  QL  dispersions  from  the  balanced  design  
   𝜶 =	  0.05   𝜶 =	  0.01  
Ncase   mu   Disp   NB_MLD   NB_TD   NB_QLD   NB_MLD   NB_TD   NB_QLD  
10   50   0.01   0.066   0.067   0.066   0.021   0.020   0.020  
10   50   0.1   0.070   0.071   0.071   0.019   0.020   0.019  
10   50   0.5   0.080   0.080   0.080   0.027   0.027   0.027  
10   50   1   0.085   0.085   0.085   0.030   0.030   0.030  
10   1000   0.01   0.066   0.066   0.066   0.018   0.018   0.018  
10   1000   0.1   0.068   0.068   0.068   0.021   0.021   0.021  
10   1000   0.5   0.077   0.077   0.077   0.024   0.024   0.024  
10   1000   1   0.094   0.094   0.094   0.032   0.032   0.032  
10   10000   0.01   0.067   0.067   0.067   0.019   0.019   0.019  
10   10000   0.1   0.069   0.069   0.069   0.022   0.022   0.022  
10   10000   0.5   0.076   0.076   0.076   0.025   0.025   0.025  
10   10000   1   0.087   0.087   0.087   0.028   0.028   0.028  
25   50   0.01   0.056   0.056   0.056   0.014   0.014   0.014  
25   50   0.1   0.060   0.060   0.060   0.013   0.013   0.013  
25   50   0.5   0.060   0.060   0.060   0.016   0.016   0.016  
25   50   1   0.061   0.061   0.061   0.017   0.017   0.017  
25   1000   0.01   0.057   0.057   0.057   0.014   0.014   0.014  
25   1000   0.1   0.060   0.060   0.060   0.013   0.013   0.013  
25   1000   0.5   0.062   0.062   0.062   0.018   0.018   0.018  
25   1000   1   0.064   0.064   0.064   0.019   0.019   0.019  
25   10000   0.01   0.059   0.059   0.059   0.015   0.015   0.015  
25   10000   0.1   0.055   0.055   0.055   0.011   0.011   0.011  
25   10000   0.5   0.064   0.064   0.064   0.016   0.016   0.016  
25   10000   1   0.065   0.065   0.065   0.016   0.016   0.016  
75   50   0.01   0.051   0.051   0.051   0.012   0.012   0.012  
75   50   0.1   0.053   0.053   0.053   0.012   0.012   0.012  
75   50   0.5   0.050   0.050   0.050   0.011   0.011   0.011  
75   50   1   0.054   0.054   0.054   0.014   0.014   0.014  
75   1000   0.01   0.054   0.054   0.054   0.012   0.012   0.012  
75   1000   0.1   0.051   0.051   0.051   0.011   0.011   0.011  
75   1000   0.5   0.055   0.055   0.055   0.011   0.011   0.011  
75   1000   1   0.056   0.056   0.056   0.013   0.013   0.013  
75   10000   0.01   0.052   0.052   0.052   0.011   0.011   0.011  
75   10000   0.1   0.054   0.054   0.054   0.011   0.011   0.011  
75   10000   0.5   0.056   0.056   0.056   0.011   0.011   0.011  
75   10000   1   0.058   0.058   0.058   0.014   0.014   0.014  
Ncase:  The  number  of  cases  (equal  number  of  controls),  mu:  mean  expression  value  in  cases  
and  controls,  Disp:  Dispersion,  NB:    Negative  Binomial,  TD:  True  dispersion  specified  in  the  
simulation,  MLD:  Maximum  likelihood  estimated  Dispersion,  QLD:  Quasi-­likelihood  estimated  
Dispersion     
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Table  2.3  Type-­I  error  rates  of  the  NB  and  logistic  regressions  from  the  balanced  
design  
         𝜶 =	  0.05   𝜶 =	  0.01  
Ncase   mu   Disp   NB_TD   CL   BL   FL   NB_TD   CL   BL   FL  
10   50   0.01   0.066   0.026   0.026   0.045   0.021   0.000   0.001   0.008  
10   50   0.1   0.070   0.024   0.023   0.044   0.019   0.000   0.001   0.007  
10   50   0.5   0.080   0.023   0.022   0.043   0.027   0.000   0.001   0.008  
10   50   1   0.085   0.016   0.018   0.038   0.030   0.000   0.000   0.008  
10   1000   0.01   0.066   0.023   0.023   0.044   0.018   0.000   0.000   0.007  
10   1000   0.1   0.068   0.024   0.025   0.046   0.021   0.000   0.001   0.009  
10   1000   0.5   0.077   0.019   0.020   0.041   0.024   0.000   0.000   0.007  
10   1000   1   0.094   0.016   0.017   0.039   0.032   0.000   0.001   0.007  
10   10000   0.01   0.067   0.024   0.023   0.044   0.019   0.000   0.000   0.008  
10   10000   0.1   0.069   0.025   0.026   0.045   0.022   0.000   0.001   0.008  
10   10000   0.5   0.076   0.022   0.022   0.044   0.025   0.000   0.001   0.007  
10   10000   1   0.087   0.013   0.014   0.038   0.028   0.000   0.000   0.005  
25   50   0.01   0.056   0.042   0.039   0.047   0.014   0.004   0.004   0.010  
25   50   0.1   0.060   0.042   0.038   0.049   0.013   0.004   0.003   0.008  
25   50   0.5   0.060   0.038   0.035   0.047   0.016   0.004   0.003   0.009  
25   50   1   0.061   0.030   0.028   0.041   0.017   0.002   0.002   0.006  
25   1000   0.01   0.057   0.044   0.040   0.049   0.014   0.005   0.004   0.011  
25   1000   0.1   0.060   0.043   0.038   0.048   0.013   0.004   0.004   0.009  
25   1000   0.5   0.062   0.040   0.037   0.047   0.018   0.004   0.004   0.011  
25   1000   1   0.064   0.034   0.032   0.044   0.019   0.002   0.002   0.009  
25   10000   0.01   0.059   0.045   0.041   0.049   0.015   0.005   0.005   0.010  
25   10000   0.1   0.055   0.039   0.034   0.044   0.011   0.003   0.003   0.007  
25   10000   0.5   0.064   0.039   0.036   0.046   0.016   0.004   0.003   0.008  
25   10000   1   0.065   0.031   0.027   0.042   0.016   0.002   0.002   0.008  
75   50   0.01   0.051   0.046   0.045   0.048   0.012   0.009   0.008   0.010  
75   50   0.1   0.053   0.048   0.046   0.050   0.012   0.009   0.008   0.010  
75   50   0.5   0.050   0.042   0.040   0.044   0.011   0.006   0.005   0.008  
75   50   1   0.054   0.042   0.040   0.047   0.014   0.007   0.007   0.011  
75   1000   0.01   0.054   0.050   0.048   0.051   0.012   0.009   0.008   0.010  
75   1000   0.1   0.051   0.045   0.043   0.047   0.011   0.007   0.007   0.009  
75   1000   0.5   0.055   0.045   0.043   0.048   0.011   0.007   0.006   0.009  
75   1000   1   0.056   0.045   0.043   0.048   0.013   0.007   0.006   0.010  
75   10000   0.01   0.052   0.047   0.046   0.049   0.011   0.009   0.008   0.010  
75   10000   0.1   0.054   0.049   0.047   0.050   0.011   0.007   0.007   0.008  
75   10000   0.5   0.056   0.047   0.045   0.050   0.011   0.007   0.007   0.009  
75   10000   1   0.058   0.045   0.043   0.049   0.014   0.007   0.007   0.010  
Ncase:  The  number  of  cases  (equal  number  of  controls),  Disp:  Dispersion,  NB_TD:  The  Negative  
binomial  regression  with  the  true  dispersion  specified  in  simulation,  CL:  Classical  Logistic  
regression,  BL:  Bayes  Logistic  regression,  FL:  Firth’s  Logistic  regression     
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2.6.2   DA  Type-­I  error  simulation  results  
In  most  scenarios,  the  DA  method  reduces  the  inflation  observed  with  NB  
regressions  and  the  deflation  observed  with  the  CL,  BL,  and  FL  regressions  as  
presented  in  Table  2.4.  However,  when  the  DA  method  is  performed  with  CL  and  
BL  results  with  small  sample  size,  conservative  results,  especially  with  the  CL  
model,  are  still  exhibited  at  alpha  level  0.01.  The  DA  method  with  NB  and  FL  
regressions  showed  well-­controlled  Type-­I  error  rates  at  all  alpha  levels  even  
with  small  sample  size.         
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Table  2.4  Type-­I  error  rates  of  the  NB  and  logistic  regressions  with  the  DA  
method  from  the  balanced  design  
         𝜶 =	  0.05   𝜶 =	  0.01  
Ncase   mu   Disp   NB_TD   CL   BL   FL   NB_TD   CL   BL   FL  
10   50   0.01   0.039   0.049   0.045   0.041   0.012   0.003   0.007   0.011  
10   50   0.1   0.047   0.057   0.054   0.050   0.010   0.003   0.005   0.010  
10   50   0.5   0.046   0.068   0.061   0.054   0.010   0.004   0.007   0.011  
10   50   1   0.048   0.051   0.049   0.047   0.012   0.004   0.007   0.009  
10   1000   0.01   0.048   0.060   0.057   0.054   0.011   0.001   0.004   0.011  
10   1000   0.1   0.040   0.050   0.047   0.042   0.008   0.001   0.006   0.009  
10   1000   0.5   0.039   0.052   0.049   0.045   0.008   0.003   0.006   0.006  
10   1000   1   0.043   0.058   0.054   0.048   0.009   0.005   0.006   0.007  
10   10000   0.01   0.054   0.068   0.065   0.059   0.014   0.003   0.009   0.014  
10   10000   0.1   0.042   0.055   0.052   0.048   0.011   0.003   0.006   0.011  
10   10000   0.5   0.044   0.049   0.045   0.044   0.006   0.003   0.005   0.006  
10   10000   1   0.048   0.059   0.055   0.051   0.011   0.001   0.004   0.007  
25   50   0.01   0.051   0.056   0.055   0.053   0.013   0.010   0.011   0.013  
25   50   0.1   0.053   0.062   0.061   0.057   0.009   0.007   0.007   0.009  
25   50   0.5   0.045   0.048   0.048   0.045   0.011   0.006   0.006   0.008  
25   50   1   0.061   0.061   0.061   0.061   0.013   0.007   0.008   0.011  
25   1000   0.01   0.056   0.061   0.061   0.058   0.017   0.013   0.014   0.016  
25   1000   0.1   0.047   0.054   0.053   0.049   0.008   0.005   0.006   0.007  
25   1000   0.5   0.043   0.045   0.045   0.044   0.005   0.003   0.003   0.004  
25   1000   1   0.049   0.056   0.055   0.052   0.008   0.005   0.006   0.007  
25   10000   0.01   0.043   0.047   0.047   0.044   0.011   0.007   0.008   0.010  
25   10000   0.1   0.054   0.057   0.056   0.054   0.010   0.008   0.009   0.010  
25   10000   0.5   0.049   0.055   0.055   0.051   0.008   0.004   0.005   0.007  
25   10000   1   0.045   0.050   0.049   0.047   0.016   0.010   0.010   0.013  
75   50   0.01   0.039   0.041   0.041   0.040   0.008   0.007   0.007   0.008  
75   50   0.1   0.054   0.057   0.057   0.055   0.011   0.010   0.010   0.010  
75   50   0.5   0.048   0.053   0.053   0.050   0.008   0.006   0.006   0.007  
75   50   1   0.047   0.051   0.051   0.050   0.012   0.011   0.011   0.011  
75   1000   0.01   0.050   0.052   0.052   0.050   0.016   0.015   0.015   0.015  
75   1000   0.1   0.053   0.056   0.056   0.053   0.009   0.008   0.008   0.009  
75   1000   0.5   0.055   0.057   0.057   0.055   0.012   0.010   0.010   0.012  
75   1000   1   0.042   0.046   0.046   0.044   0.011   0.008   0.008   0.009  
75   10000   0.01   0.061   0.064   0.064   0.062   0.013   0.012   0.012   0.012  
75   10000   0.1   0.047   0.048   0.048   0.047   0.010   0.009   0.009   0.009  
75   10000   0.5   0.048   0.049   0.049   0.048   0.015   0.013   0.013   0.014  
75   10000   1   0.053   0.057   0.057   0.055   0.009   0.008   0.008   0.008  
Ncase:  The  number  of  cases  (equal  number  of  controls),  Disp:  Dispersion,  NB_TD:  The  Negative  
binomial  regression  with  the  true  dispersion  specified  in  simulation,  CL:  Classical  Logistic  
regression,  BL:  Bayes  Logistic  regression,  FL:  Firth’s  Logistic  regression     
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2.6.3   Empirical  power  simulation  results  
We  summarize  the  empirical  power  results  in  Tables  2.5  -­  2.9.  The  performance  
of  the  NB  regressions  with  ML,  QL  and  true  dispersions  are  almost  identical,  as  
seen  in  Table  2.5.  Larger  sample  sizes  increase  power  for  all  regression  
methods  as  shown  in  Tables  2.6  -­  2.9.  The  influence  of  mean  expression  in  
controls  appears  with  small  l2fc  (Table  2.6).  When  sample  size,  l2fc,  and  
dispersion  are  small,  increase  of  mean  expression  in  controls  leads  to  an  
increase  of  power  at  both  alpha  levels.  When  l2fc  is  large  and  dispersion  is  small,  
the  CL  regression  shows  very  low  power  as  seen  in  Table  2.9.  The  NB,  BL,  and  
FL  regressions  gain  more  power  with  large  l2fc  and  low  dispersion.  These  three  
regression  methods  have  comparable  empirical  power  in  all  scenarios.  The  CL  
regression  yields  the  lowest  power  among  all  methods  in  all  scenarios.       
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Table  2.5  Empirical  power  of  NB  regression  with  the  true  dispersion  and  ML  and  
QL  Dispersions  from  the  balanced  design  with  l2fc  of  0.3  
   𝜶 =	  0.05   𝜶 =	  0.01  
Ncase   mu   Disp   NB_MLD   NB_TD   NB_QLD   NB_MLD   NB_TD   NB_QLD  
10   50   0.01   0.781   0.781   0.780   0.503   0.504   0.503  
10   50   0.1   0.261   0.262   0.262   0.096   0.096   0.096  
10   50   0.5   0.089   0.089   0.089   0.021   0.021   0.021  
10   50   1   0.075   0.074   0.074   0.014   0.014   0.014  
10   1000   0.01   0.989   0.989   0.989   0.939   0.940   0.940  
10   1000   0.1   0.267   0.267   0.267   0.089   0.089   0.089  
10   1000   0.5   0.093   0.093   0.093   0.024   0.024   0.024  
10   1000   1   0.063   0.063   0.063   0.014   0.014   0.014  
10   10000   0.01   0.992   0.992   0.992   0.948   0.948   0.948  
10   10000   0.1   0.285   0.285   0.285   0.102   0.102   0.102  
10   10000   0.5   0.093   0.093   0.093   0.025   0.025   0.025  
10   10000   1   0.073   0.073   0.073   0.019   0.019   0.019  
25   50   0.01   0.992   0.992   0.992   0.962   0.962   0.962  
25   50   0.1   0.581   0.581   0.581   0.351   0.351   0.351  
25   50   0.5   0.169   0.169   0.169   0.054   0.054   0.054  
25   50   1   0.118   0.118   0.118   0.037   0.037   0.037  
25   1000   0.01   1.000   1.000   1.000   1.000   1.000   1.000  
25   1000   0.1   0.614   0.614   0.614   0.366   0.366   0.366  
25   1000   0.5   0.162   0.162   0.162   0.043   0.043   0.043  
25   1000   1   0.107   0.107   0.107   0.025   0.025   0.025  
25   10000   0.01   1.000   1.000   1.000   1.000   1.000   1.000  
25   10000   0.1   0.629   0.629   0.629   0.397   0.397   0.397  
25   10000   0.5   0.169   0.169   0.169   0.065   0.065   0.065  
25   10000   1   0.111   0.111   0.111   0.029   0.029   0.029  
75   50   0.01   1.000   1.000   1.000   1.000   1.000   1.000  
75   50   0.1   0.966   0.966   0.966   0.882   0.882   0.882  
75   50   0.5   0.461   0.461   0.461   0.234   0.235   0.234  
75   50   1   0.259   0.259   0.259   0.088   0.088   0.088  
75   1000   0.01   1.000   1.000   1.000   1.000   1.000   1.000  
75   1000   0.1   0.981   0.981   0.981   0.917   0.917   0.917  
75   1000   0.5   0.424   0.424   0.424   0.216   0.216   0.216  
75   1000   1   0.235   0.235   0.235   0.089   0.089   0.089  
75   10000   0.01   1.000   1.000   1.000   1.000   1.000   1.000  
75   10000   0.1   0.981   0.981   0.981   0.920   0.920   0.920  
75   10000   0.5   0.417   0.417   0.417   0.208   0.208   0.208  
75   10000   1   0.238   0.238   0.238   0.086   0.086   0.086  
Ncase:  The  number  of  cases  (equal  number  of  controls),  mu:  mean  expression  values  in  cases  
and  controls,  Disp:  Dispersion,  NB:    Negative  Binomial,  TD:  The  dispersion  is  used  for  the  
sampling,  MLD:  Maximum  likelihood  estimated  Dispersion,  QLD:  Quasi-­likelihood  estimated  
Dispersion     
	  	  
30  
Table  2.6  Empirical  power  of  NB  and  logistic  regressions  from  the  balanced  
design  with  l2fc  equal  to  0.03  
         𝜶 =	  0.05   𝜶 =	  0.01  
Ncase   Cont.mu   Disp   NB_TD   CL   BL   FL   NB_TD   CL   BL   FL  
10   50   0.01   0.781   0.740   0.779   0.776   0.503   0.384   0.497   0.510  
10   50   0.1   0.261   0.256   0.260   0.257   0.096   0.085   0.094   0.094  
10   50   0.5   0.089   0.089   0.088   0.088   0.021   0.020   0.020   0.019  
10   50   1   0.075   0.070   0.072   0.071   0.014   0.011   0.012   0.012  
10   1000   0.01   0.989   0.775   0.988   0.987   0.939   0.510   0.930   0.929  
10   1000   0.1   0.267   0.262   0.267   0.265   0.089   0.077   0.089   0.091  
10   1000   0.5   0.093   0.088   0.091   0.093   0.024   0.020   0.021   0.022  
10   1000   1   0.063   0.062   0.064   0.064   0.014   0.012   0.012   0.014  
10   10000   0.01   0.992   0.744   0.992   0.991   0.948   0.515   0.946   0.944  
10   10000   0.1   0.285   0.275   0.279   0.280   0.102   0.083   0.099   0.102  
10   10000   0.5   0.093   0.091   0.091   0.093   0.025   0.022   0.026   0.025  
10   10000   1   0.073   0.070   0.071   0.071   0.019   0.018   0.019   0.020  
25   50   0.01   0.992   0.992   0.992   0.992   0.962   0.963   0.962   0.962  
25   50   0.1   0.581   0.579   0.580   0.581   0.351   0.339   0.341   0.346  
25   50   0.5   0.169   0.171   0.172   0.170   0.054   0.048   0.050   0.053  
25   50   1   0.118   0.117   0.117   0.116   0.037   0.034   0.035   0.037  
25   1000   0.01   1.000   0.996   1.000   1.000   1.000   0.990   1.000   1.000  
25   1000   0.1   0.614   0.609   0.610   0.611   0.366   0.372   0.370   0.370  
25   1000   0.5   0.162   0.159   0.159   0.160   0.043   0.045   0.044   0.045  
25   1000   1   0.107   0.104   0.104   0.106   0.025   0.023   0.023   0.025  
25   10000   0.01   1.000   0.997   1.000   1.000   1.000   0.986   1.000   1.000  
25   10000   0.1   0.629   0.630   0.630   0.630   0.397   0.391   0.392   0.391  
25   10000   0.5   0.169   0.169   0.169   0.169   0.065   0.058   0.059   0.059  
25   10000   1   0.111   0.110   0.109   0.113   0.029   0.032   0.032   0.030  
75   50   0.01   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   50   0.1   0.966   0.966   0.966   0.966   0.882   0.883   0.883   0.883  
75   50   0.5   0.461   0.455   0.455   0.457   0.234   0.235   0.234   0.232  
75   50   1   0.259   0.253   0.253   0.255   0.088   0.083   0.083   0.083  
75   1000   0.01   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   1000   0.1   0.981   0.981   0.981   0.981   0.917   0.917   0.917   0.917  
75   1000   0.5   0.424   0.424   0.424   0.424   0.216   0.215   0.215   0.211  
75   1000   1   0.235   0.234   0.235   0.236   0.089   0.090   0.090   0.091  
75   10000   0.01   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   10000   0.1   0.981   0.980   0.980   0.980   0.920   0.920   0.920   0.921  
75   10000   0.5   0.417   0.414   0.415   0.415   0.208   0.211   0.211   0.214  
75   10000   1   0.238   0.239   0.239   0.239   0.086   0.087   0.087   0.091  
Ncase:  The  number  of  cases  (equal  number  of  controls),  Disp:  Dispersion,  NB_TD:  The  Negative  
binomial  regression  with  the  true  dispersion  specified  in  simulation,  CL:  Classical  Logistic  
regression,  BL:  Bayes  Logistic  regression,  FL:  Firth’s  Logistic  regression     
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Table  2.7  Empirical  power  of  NB  and  logistic  regressions  from  the  balanced  
design  with  l2fc  equal  to  0.06  
         𝜶 =	  0.05   𝜶 =	  0.01  
Ncase   Cont.mu   Disp   NB_TD   CL   BL   FL   NB_TD   CL   BL   FL  
10   50   0.01   1.000   0.497   1.000   0.998   0.995   0.303   0.995   0.995  
10   50   0.1   0.728   0.682   0.720   0.721   0.465   0.342   0.445   0.455  
10   50   0.5   0.222   0.210   0.210   0.215   0.076   0.055   0.063   0.064  
10   50   1   0.140   0.125   0.131   0.134   0.039   0.024   0.030   0.032  
10   1000   0.01   1.000   0.041   1.000   0.999   1.000   0.016   1.000   0.999  
10   1000   0.1   0.782   0.731   0.775   0.775   0.516   0.355   0.496   0.508  
10   1000   0.5   0.240   0.215   0.225   0.231   0.082   0.058   0.069   0.076  
10   1000   1   0.126   0.118   0.121   0.122   0.037   0.025   0.027   0.031  
10   10000   0.01   1.000   0.030   1.000   0.999   1.000   0.011   1.000   0.999  
10   10000   0.1   0.789   0.734   0.775   0.780   0.526   0.358   0.500   0.520  
10   10000   0.5   0.225   0.203   0.211   0.219   0.074   0.055   0.067   0.069  
10   10000   1   0.131   0.114   0.120   0.123   0.040   0.031   0.036   0.039  
25   50   0.01   1.000   0.950   1.000   0.999   1.000   0.887   1.000   0.999  
25   50   0.1   0.987   0.986   0.986   0.986   0.946   0.942   0.942   0.945  
25   50   0.5   0.519   0.509   0.510   0.512   0.267   0.243   0.248   0.267  
25   50   1   0.295   0.284   0.284   0.284   0.124   0.100   0.103   0.115  
25   1000   0.01   1.000   0.258   1.000   0.997   1.000   0.138   1.000   0.997  
25   1000   0.1   0.995   0.994   0.994   0.995   0.971   0.970   0.970   0.971  
25   1000   0.5   0.510   0.502   0.503   0.509   0.236   0.234   0.232   0.240  
25   1000   1   0.286   0.274   0.274   0.280   0.111   0.092   0.094   0.104  
25   10000   0.01   1.000   0.198   1.000   0.998   1.000   0.104   1.000   0.998  
25   10000   0.1   0.996   0.996   0.997   0.997   0.976   0.973   0.974   0.975  
25   10000   0.5   0.520   0.510   0.512   0.514   0.290   0.265   0.269   0.275  
25   10000   1   0.303   0.291   0.292   0.302   0.126   0.116   0.119   0.121  
75   50   0.01   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   50   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   50   0.5   0.942   0.940   0.940   0.941   0.831   0.828   0.827   0.828  
75   50   1   0.715   0.709   0.709   0.712   0.443   0.423   0.424   0.426  
75   1000   0.01   1.000   0.835   1.000   0.996   1.000   0.727   1.000   0.996  
75   1000   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   1000   0.5   0.947   0.945   0.945   0.946   0.842   0.840   0.840   0.838  
75   1000   1   0.709   0.704   0.704   0.707   0.448   0.446   0.446   0.451  
75   10000   0.01   1.000   0.763   1.000   0.995   1.000   0.634   1.000   0.995  
75   10000   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   10000   0.5   0.938   0.937   0.937   0.937   0.828   0.829   0.829   0.831  
75   10000   1   0.701   0.699   0.699   0.700   0.437   0.436   0.436   0.450  
Ncase:  The  number  of  cases  (equal  number  of  controls),  Disp:  Dispersion,  NB_TD:  The  Negative  
binomial  regression  with  the  true  dispersion  specified  in  simulation,  CL:  Classical  Logistic  
regression,  BL:  Bayes  Logistic  regression,  FL:  Firth’s  Logistic  regression     
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Table  2.8  Empirical  power  of  the  NB  and  logistic  regressions  from  the  balanced  
design  with  l2fc  equal  to  1.2  
         𝜶 =	  0.05   𝜶 =	  0.01  
Ncase   Cont.mu   Disp   NB_TD   CL   BL   FL   NB_TD   CL   BL   FL  
10   50   0.01   1.000   0.001   1.000   1.000   1.000   0.000   1.000   1.000  
10   50   0.1   0.999   0.566   0.999   0.998   0.992   0.331   0.986   0.988  
10   50   0.5   0.670   0.569   0.619   0.637   0.384   0.208   0.299   0.331  
10   50   1   0.401   0.323   0.349   0.367   0.161   0.084   0.110   0.133  
10   1000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
10   1000   0.1   1.000   0.493   1.000   0.999   0.995   0.258   0.990   0.992  
10   1000   0.5   0.696   0.584   0.638   0.656   0.398   0.219   0.318   0.358  
10   1000   1   0.382   0.304   0.332   0.350   0.168   0.087   0.111   0.137  
10   10000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
10   10000   0.1   1.000   0.486   1.000   0.998   0.996   0.253   0.992   0.994  
10   10000   0.5   0.681   0.585   0.629   0.651   0.400   0.220   0.321   0.357  
10   10000   1   0.390   0.303   0.332   0.349   0.175   0.097   0.138   0.159  
25   50   0.01   1.000   0.007   1.000   1.000   1.000   0.002   1.000   1.000  
25   50   0.1   1.000   0.971   1.000   1.000   1.000   0.934   1.000   1.000  
25   50   0.5   0.976   0.971   0.972   0.973   0.904   0.864   0.871   0.895  
25   50   1   0.810   0.781   0.785   0.792   0.593   0.498   0.510   0.566  
25   1000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
25   1000   0.1   1.000   0.951   1.000   1.000   1.000   0.899   1.000   1.000  
25   1000   0.5   0.979   0.975   0.976   0.977   0.895   0.865   0.869   0.891  
25   1000   1   0.800   0.767   0.771   0.785   0.560   0.468   0.480   0.531  
25   10000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
25   10000   0.1   1.000   0.953   1.000   1.000   1.000   0.906   1.000   1.000  
25   10000   0.5   0.979   0.975   0.975   0.977   0.921   0.892   0.896   0.909  
25   10000   1   0.815   0.790   0.794   0.807   0.588   0.519   0.533   0.559  
75   50   0.01   1.000   0.074   1.000   0.999   1.000   0.036   1.000   0.999  
75   50   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   50   0.5   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   50   1   0.999   0.998   0.998   0.999   0.990   0.986   0.987   0.988  
75   1000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
75   1000   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   1000   0.5   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   1000   1   0.999   0.999   0.999   0.999   0.991   0.989   0.989   0.991  
75   10000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
75   10000   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   10000   0.5   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   10000   1   0.999   0.999   0.999   0.999   0.990   0.988   0.988   0.990  
Ncase:  The  number  of  cases  (equal  number  of  controls),  Disp:  Dispersion,  NB_TD:  The  Negative  
binomial  regression  with  the  true  dispersion  specified  in  simulation,  CL:  Classical  Logistic  
regression,  BL:  Bayes  Logistic  regression,  FL:  Firth’s  Logistic  regression     
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Table  2.9  Empirical  power  of  NB  and  logistic  regressions  from  the  balanced  
design  with  l2fc  equal  to  2  
         𝜶 =	  0.05   𝜶 =	  0.01  
Ncase   Cont.mu   Disp   NB_TD   CL   BL   FL   NB_TD   CL   BL   FL  
10   50   0.01   1.000   0.001   1.000   1.000   1.000   0.000   1.000   1.000  
10   50   0.1   0.999   0.566   0.999   0.998   0.992   0.331   0.986   0.988  
10   50   0.5   0.670   0.569   0.619   0.637   0.384   0.208   0.299   0.331  
10   50   1   0.401   0.323   0.349   0.367   0.161   0.084   0.110   0.133  
10   1000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
10   1000   0.1   1.000   0.493   1.000   0.999   0.995   0.258   0.990   0.992  
10   1000   0.5   0.696   0.584   0.638   0.656   0.398   0.219   0.318   0.358  
10   1000   1   0.382   0.304   0.332   0.350   0.168   0.087   0.111   0.137  
10   10000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
10   10000   0.1   1.000   0.486   1.000   0.998   0.996   0.253   0.992   0.994  
10   10000   0.5   0.681   0.585   0.629   0.651   0.400   0.220   0.321   0.357  
10   10000   1   0.390   0.303   0.332   0.349   0.175   0.097   0.138   0.159  
25   50   0.01   1.000   0.007   1.000   1.000   1.000   0.002   1.000   1.000  
25   50   0.1   1.000   0.971   1.000   1.000   1.000   0.934   1.000   1.000  
25   50   0.5   0.976   0.971   0.972   0.973   0.904   0.864   0.871   0.895  
25   50   1   0.810   0.781   0.785   0.792   0.593   0.498   0.510   0.566  
25   1000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
25   1000   0.1   1.000   0.951   1.000   1.000   1.000   0.899   1.000   1.000  
25   1000   0.5   0.979   0.975   0.976   0.977   0.895   0.865   0.869   0.891  
25   1000   1   0.800   0.767   0.771   0.785   0.560   0.468   0.480   0.531  
25   10000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
25   10000   0.1   1.000   0.953   1.000   1.000   1.000   0.906   1.000   1.000  
25   10000   0.5   0.979   0.975   0.975   0.977   0.921   0.892   0.896   0.909  
25   10000   1   0.815   0.790   0.794   0.807   0.588   0.519   0.533   0.559  
75   50   0.01   1.000   0.074   1.000   0.999   1.000   0.036   1.000   0.999  
75   50   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   50   0.5   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   50   1   0.999   0.998   0.998   0.999   0.990   0.986   0.987   0.988  
75   1000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
75   1000   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   1000   0.5   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   1000   1   0.999   0.999   0.999   0.999   0.991   0.989   0.989   0.991  
75   10000   0.01   1.000   0.000   1.000   1.000   1.000   0.000   1.000   1.000  
75   10000   0.1   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   10000   0.5   1.000   1.000   1.000   1.000   1.000   1.000   1.000   1.000  
75   10000   1   0.999   0.999   0.999   0.999   0.990   0.988   0.988   0.990  
Ncase:  The  number  of  cases;;  and  the  number  of  controls  are  the  same,  Disp:  Dispersion,  
NB_TD:  The  Negative  binomial  regression  with  the  dispersion  used  for  the  sampling,  CL:  
Classical  Logistic  regression,  BL:  Bayes  Logistic  regression,  FL:  Firth’s  Logistic  regression     
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2.7   Application  to  RNA-­Seq  data  of  Huntington’s  Disease  (HD)  
A  real  RNA-­Seq  data  set  was  analyzed  using  the  DESeq2  R-­package,  which  
implements  a  NB  generalized  linear  model.  The  data  set  was  also  analyzed  
outside  the  package  utilizing  R  (v3.0.0)  to  implement  CL,  BL,  and  FL  regressions.  
DESeq2  was  not  used  to  analyze  our  simulated  data  sets  because  DESeq2  was  
designed  for  analyzing  a  set  of  genes  whereas  our  simulations  focused  on  
evaluating  a  scenario  (gene)  with  a  specified  mean  and  dispersion.  Although  
DESeq2  introduced  the  empirical  Bayes  shrinkage  method  for  estimating  
dispersion  and  effect  size,  results  from  DESeq2  would  be  similar  to  those  from  
the  NB  regression  used  to  analyze  our  simulated  data,  if  all  genes  in  a  data  set  
come  from  the  same  distribution.  The  logistic  regressions  modeled  case-­control  
status  as  a  function  of  normalized  counts  of  a  gene  and  covariates.  The  
normalization  was  performed  using  DESeq2.  
  
We  examined  a  publicly  available  HD  data  set(Labadorf  et  al.  2015)  downloaded  
from  the  GEO  database (GSE64810).  RNA  was  extracted  from  frozen  brain  
tissue  in  prefrontal  cortex  Brodmann  Area  9  from  20  HD  cases  and  49  controls  
who  were  neurologically  normal  at  death  and  sequenced  using  Illumina  
HiSeq2000  technology  for  100nucleotide  paired-­end  reads.  These  reads  were  
aligned  to  the  human  reference  genome  (hg19)  and  annotated  with  Gencode  
database  (v17).  Only  genes  that  have  non-­zero  counts  in  more  than  half  of  the  
samples  were  kept  for  analysis,  and  extreme  outliers  in  the  raw  counts  were  
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trimmed.  After  filtering,  there  were  28,087  genes  in  the  final  data  set.  Age  at  
death  (AAD)  categorized  into  4  groups  and  the  RNA  Integrity  Number  (RIN)  
defined  as  a  binary  variable  specifying  RIN  >  7  or  <=  7)  were  included  in  the  
model  as  covariates  to  prevent  spurious  associations.  Because  AAD  was  
considered  a  non-­ordinal,  categorical  variable,  the  total  number  of  covariates  is  4  
in  this  model.  The  outlier  correcting  method  implemented  in  DESeq2  was  not  
applied  because  the  outliers  were  already  trimmed  in  the  raw  data.  
  
2.8   Permutation  design  
Permutations  produce  multiple  null  data  sets  from  real  data,  and  these  null  data  
sets  allow  us  to  generate  a  null  test  statistic  distribution  for  each  gene.  
Permutation  tests  compared  with  our  alpha  levels  enable  evaluation  of  Type-­I  
error  rates  of  each  gene.  This  analysis  allows  us  to  assess  whether  the  results  
from  our  simulations  can  be  validated  in  real  data.  Permutation  tests  compared  
with  results  from  the  original  HD  analysis  obtain  exact  p-­values  of  genes.  Specific  
details  of  the  permutations  performed  are  provided  in  Section  2.8.1.  
  
We  also  applied  the  DA  method  used  in  our  simulation  studies  to  the  real  data.  
The  test  statistic  distribution  of  each  gene  is  re-­estimated  using  the  test  statistics  
from  permuted  data  sets.    
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2.8.1   Generation  of  permuted  RNA-­Seq  data  
It  is  important  that  the  permuted  data  sets  are  sampled  from  the  distribution  
under  the  null  hypotheses.  The  following  describes  steps  to  generate  a  
completely  null  permuted  data  set  considering  the  effect  of  covariates.  The  
original  study  used  RIN  and  AAD  as  covariates  in  the  model.  RIN  was  adjusted  in  
a  model  due  to  the  potential  confounding  effect  between  HD  and  the  abundance  
of  RNAs.  To  remove  the  effect  of  RIN  in  our  permutations,  at  first,  samples  were  
divided  by  RIN  categories.  Then,  each  gene  is  resampled  within  each  category  of  
RIN.  Because  AAD  was  included  in  the  regression  model  due  to  its  association  
with  HD,  the  relationship  between  HD  and  AAD  was  preserved  during  the  
permutation  process.  We  generated  10,000  Monte-­Carlo  permutations.  
  
2.8.2   Analysis  of  permuted  HD  RNA-­Seq  data  
For  the  original  HD  data  and  each  permutated  data  set,  DE  genes  between  HD  
cases  and  controls  were  identified  using  the  NB  model  (Model  2.C)  as  
implemented  in  DESeq2.  We  also  implemented  the  CL,  BL,  and  FL  regressions  
analyzing  association  between  normalized  gene  counts  and  HD  status  with  
Model  2.D  to  compare  statistical  models.  Model	  2. C:	   logQ 𝐸[𝑌] = 𝛽f + 𝛽F𝐷 + 𝛽Q𝐴𝐴𝐷F	  ¸³	  Q + 	  𝛽¹𝐴𝐴𝐷F	  ¸³	  ¹ + 	  𝛽º𝐴𝐴𝐷F	  ¸³	  º + 𝛽»𝑅𝐼𝑁,  Model	  2. D:	   logit 𝐸[𝐷] = 𝛽f∗ + 𝛽F∗𝑌 + 𝛽Q∗𝐴𝐴𝐷F	  ¸³	  Q + 	  𝛽¹∗𝐴𝐴𝐷F	  ¸³	  ¹ + 	  𝛽º∗𝐴𝐴𝐷F	  ¸³	  º + 𝛽»∗𝑅𝐼𝑁,  
where  AAD  consists  of  4  groups  and  group  1  is  the  reference  group.  
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The  Type-­I  error  rates  at  our  alpha  levels  and  the  exact  p-­values(Phipson  and  
Smyth  2010)  were  calculated  with  the  results  from  the  10,000  permutations.  Type	  I	  error	  rate = 	   ©ªr	  «r	  ¢	  tdr	  ¬	  tª	  	  rr¼∗ ,    
Exact	  p − value	   = 𝑃 𝑅 < 𝑟 𝑅¿ = 𝑟¿ 𝑃 𝑅¿ = 𝑟¿ 𝐻f¼,ÁÂÁ^f = Ã(Â;¼,ÅÁ)Æ¼,ÁÇÁ¼,ÁBF ,    
where  𝑚Å  is  the  number  of  permutations,  𝑚Å∗   is  the  number  of  converged  
permutation  results,  𝑅  is  the  number  of  p-­values  less  than  or  equal  to  the  
observed  p-­value(𝑟),  𝑅¿is  the  total  number  of  possible  p-­values  less  than  or  
equal  to  the  observed  p-­value,  𝑝¿  is(𝑅¿ + 1) (𝑚Å,¿ + 1),  𝑅  assumes  a  binomial  
distribution  with  size  of  𝑚  and  probability  of  𝑝¿  conditioning  on  𝑅¿ = 𝑔¿,  and  𝑅¿  
follows  a  discrete  uniform  distribution  on  (0,𝑚Å,¿)  (Phipson  and  Smyth  2010).  
  
The  DA  method  was  applied  using  our  permutation  results(Han  and  Pan  2010)  to  
measure  Type-­I  error  rates  and  to  obtain  adjusted  p-­values  of  each  gene.  The  
same  cross-­validation  procedures  conducted  in  our  simulation  study  were  
applied  to  each  gene  at  our  alpha  levels.  The  p-­values  of  each  gene  in  the  
original  results  were  re-­computed  with  scale  (𝑎)  and  location  (𝑏)  parameters  as  
follows    𝜒	  ~	  𝑎𝜒F +	  𝑏, where	  𝜒	  is	  the	  test	  statistic	  of	  𝑔¿È	  gene, and	  𝑔 = 1, . . ,28087.  
These  parameters  were  estimated  using  1,000  randomly  selected  permutation  
results.  
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Asymptotic,  exact,  and  DA  p-­values  were  corrected  for  multiple  testing  by  
imposing  a  False  Discovery  Rate  (FDR)  of  0.05.  To  assess  the  adequacy  of  our  
models,  QQ-­plots  of  original,  exact  and  DA  p-­values  were  generated,  and  the  
genomic  inflation  factors,  𝜆Ì,  were  calculated.  The  genomic  inflation  factor  
quantifies  how  closely  a  distribution  of  observed  p-­values  is  to  a  null  distribution  
of  expected  p-­values.  Thus,  a  high  genomic  inflation  factor  may  suggest  
evidence  of  inflation  in  the  test  statistics(Devlin  and  Roeder  1999)  
  
2.9   Permutation  result  
2.9.1   Permutation  Type-­I  error  result  
The  Type-­I  error  rates  from  the  permuted  data  sets  at  two  alpha  levels  are  shown  
in  Figure  2.1  and  Table  2.10.  We  categorize  genes  into  5  groups  by  the  
estimated  dispersion  of  a  gene:  (0,0.05],  (0.05,  0.15],  (0.15,  0.8],  (0.8,  1.5],  and  
(1.5,  10].  We  may  consider  that  a  gene  having  an  estimated  dispersion  
parameter  greater  than  0.8  is  largely  dispersed.  
  
In  DESeq2  results,  as  dispersion  increases,  the  Type-­I  error  rates  increase  when  
genes  are  in  the  categories  of  the  (0,0.05),  (0.05,  0.15),  and  (0.15,  0.8).  
However,  genes  in  the  (0.8,  1.5),  and  (1.5,  10)  categories  exhibit  decreasing  
Type-­I  error  rates.  Genes  in  the  (0.8,  1.5),  and  (1.5,  10)  categories  largely  have  
very  low  mean  expression  values.  After  excluding  genes  having  mean  
expression  values  less  than  3,  Type-­I  error  rates  increase  as  the  estimated  
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dispersion  increases  as  shown  in  Figure  2.1(B)  and  (D)  and  Table  2.10.  These  
increasingly  liberal  Type-­I  error  rates  are  observed  at  both  alpha  levels  of  0.05  
and  0.01,  and  are  consistent  with  our  simulation  results.       
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Figure  2.1  Type-­I  error  rates  from  DESeq2  analysis  of  the  permuted  HD  data  
Figure  2.1  contains  Type-­I  error  rates  from  DESeq2  (negative  binomial  model)  analysis  of  the  
permuted  HD  data  at  alpha  levels  of  0.05  and  0.01.  Each  black  empty  dot  represents  Type-­I  error  
rate  of  a  gene.  The  red  dots  denote  average  values  of  Type-­I  error  rates  in  each  category  of  
dispersion  groups.    The  black  dotted  horizontal  lines  are  the  nominal  alpha  levels.  Figure  2.1(A)  
summarizes  Type-­I  error  rates  of  all  genes  at  nominal  alpha  level  of  0.05,  and  Figure  2.1(B)  
shows  Type-­I  error  rates  of  genes  having  mean  expression  value  of  greater  than  3  at  alpha  level  
of  0.05.  Figure  2.1(C)  represents  Type-­I  error  rates  of  all  genes  at  alpha  level  of  0.01,  and  Figure  
2.1(D)  displays  Type-­I  error  rates  of  genes  having  mean  expression  value  of  greater  than  3  at  
alpha  level  of  0.01.     
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Table  2.10  Type-­I  error  rates  from  DESeq2  analysis  of  permuted  HD  data  with  
mean  expression  value  >  3  
mu  >  3  
Dispersion  Group  
(0,0.05]   (0.05,0.15]   (0.15,0.8]   (0.8,1.5]   (1.5,10]  
0.05  
Mean   0.046   0.057   0.072   0.075   0.088  
Sd   0.009   0.021   0.048   0.058   0.062  
0.01  
Mean   0.009   0.013   0.021   0.023   0.028  
Sd   0.003   0.008   0.024   0.030   0.032  
mu:  mean  expression  values  of  all  samples,  0.05  and  0.01:  Significant  levels,  Sd:  Standard  
Deviation.  
  
In  the  CL,  BL  and  FL  regression  results,  we  observe  that  genes  in  the  categories  
of  (0,0.05),  (0.05,  0.15),  and  (0.15,  0.8)  produce  increasingly  conservative  Type-­I  
error  rates  at  both  alpha  levels,  as  presented  in  Figure  2.2  and  Table  2.11.  
However,  these  increasingly  conservative  Type-­I  error  rates  are  attenuated  in  the  
(0.8,  1.5),  and  (1.5,  10)  categories.  Because  we  observe  this  inconsistent  pattern  
of  Type-­I  error  rates  among  extremely  lowly  expressed  genes  in  the  DESeq2  
results,  we  also  examined  the  set  of  genes  excluding  those  with  mean  
expression  values  less  than  or  equal  to  3.  After  exclusion,  the  remaining  genes  
show  consistent  increasingly  conservative  Type-­I  error  rates  as  dispersion  
increases  as  shown  in  Figure  2.2(B)  and  (D)  and  Table  2.11.  Although  Type-­I  
error  rates  from  the  FL  regression  also  shows  more  conservative  when  
dispersion  is  large,  Type-­I  error  rates  are  relatively  well  controlled  at  both  alpha  
levels  compared  to  CL  and  BL  regressions.  The  Type-­I  error  rates  observed  in  
the  real  data  set  using  logistic  regression  confirm  our  simulation  results.     
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Figure  2.2  Type-­I  error  rates  from  logistic  models  of  the  permuted  HD  data  
Figure  2.2  contains  Type-­I  error  rates  from  Classical  Logistic  (CL),  Bayes  Logistic  (BL),  Firth’s  
Logistic  (FL)  regressions  of  the  permuted  HD  data  at  alpha  levels  of  0.05  and  0.01.  Each  empty  
dot  represents  Type-­I  error  rate  of  a  gene.  The  dots  filled  with  colors  inside  of  boxes  denote  
average  values  of  Type-­I  error  rates  in  each  category  of  dispersion  groups.  The  black  dotted  
horizontal  lines  are  our  alpha  levels.  Figure  2.2(A)  summarizes  Type-­I  error  rates  of  all  genes  at  
alpha  level  of  0.05,  and  Figure  2.2(B)  shows  Type-­I  error  rates  of  genes  having  mean  expression  
value  of  greater  than  3  at  alpha  level  of  0.05.  Figure  2.2(C)  represents  Type-­I  error  rates  of  all  
genes  at  alpha  level  of  0.01,  and  Figure  2.2(D)  displays  Type-­I  error  rates  of  genes  having  mean  
expression  value  of  greater  than  3  at  alpha  level  of  0.01.     
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Table  2.11  Type-­I  error  rates  from  CL,  BL,  FL  regressions  of  permuted  HD  data  
with  mean  expression  value  >  3  
mu  >  3  
Dispersion  Group  
(0,0.05]   (0.05,0.15]   (0.15,0.8]   (0.8,1.5]   (1.5,10]  
0.05  
Mean.CL   0.044   0.042   0.038   0.034   0.025  
Sd.CL   0.005   0.007   0.009   0.010   0.011  
Mean.BL   0.031   0.030   0.027   0.024   0.019  
Sd.BL   0.004   0.006   0.007   0.008   0.007  
Mean.FL   0.043   0.042   0.040   0.039   0.036  
Sd.FL   0.004   0.005   0.007   0.007   0.007  
0.01  
Mean.CL   0.004   0.004   0.003   0.003   0.001  
Sd.CL   0.001   0.001   0.002   0.001   0.001  
Mean.BL   0.003   0.003   0.002   0.002   0.001  
Sd.BL   0.001   0.001   0.001   0.001   0.001  
Mean.FL   0.008   0.008   0.007   0.007   0.006  
Sd.FL   0.001   0.001   0.002   0.002   0.002  
mu:  mean  expression  values  of  all  samples,  0.05  and  0.01:  Significant  levels,  Sd:  Standard  
Deviation.  CL:  Classical  Logistic  regression,  BL:  Bayes  Logistic,  FL:  Firth’s  Logistic    
  
2.9.2   Permutation  DA  method  Type-­I  error  result  
The  DA  method  controls  Type-­I  error  rates  well  for  the  DESeq2  results  (Figure  
2.3  and  Table  2.12)  and  the  FL  regression  results  (Figure  2.4  and  Table  2.13)  at  
both  alpha  levels,  regardless  of  dispersions  of  all  genes.  Although  the  Type-­I  
error  rates  are  well  controlled  in  the  results  from  CL  and  BL  regressions  at  
significance  level  of  0.05,  the  Type-­I  error  rates  at  significance  level  of  0.01  are  
conservative  as  seen  in  Figure  2.4(B)  and  Table  2.13.       
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Figure  2.3  Type-­I  error  rates  from  DESeq2  analysis  with  the  DA  method  from  the  
permuted  HD  data  
  
Figure  2.3  contains  Type-­I  error  rates  from  DESeq2  (negative  binomial  model)  analysis  with  DA  
method  of  the  permuted  HD  data  at  alpha  levels  of  0.05  and  0.01.  Each  black  empty  dot  
represents  Type-­I  error  rate  of  a  gene.  The  red  dots  denote  average  values  of  Type-­I  error  rates  
in  each  category  of  dispersion  groups.    The  black  dotted  horizontal  lines  are  our  alpha  levels.  
Figure  2.3(A)  summarizes  Type-­I  error  rates  of  all  genes  with  DA  method  at  alpha  level  of  0.05.  
Figure  2.3(B)  displays  Type-­I  error  rates  of  all  genes  with  DA  method  at  alpha  level  of  0.01.  
  
Table  2.12  Type-­I  error  rates  from  DESeq2  analysis  with  the  DA  method  from  the  
permuted  HD  data  
DA	   Dispersion	  Group	  (0,0.05]	   (0.05,0.15]	   (0.15,0.8]	   (0.8,1.5]	   (1.5,10]	  
0.05	  
Mean	   0.049	   0.049	   0.050	   0.050	   0.049	  
Sd	   0.002	   0.002	   0.002	   0.002	   0.003	  
0.01	  
Mean	   0.010	   0.010	   0.010	   0.010	   0.010	  
Sd	   0.001	   0.001	   0.001	   0.001	   0.001	  
DA:  Data  Adaptive  Method,  0.05  and  0.01:  Significant  levels,  Sd:  Standard  Deviation.       
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Figure  2.4  Type-­I  error  rates  from  logistic  models  with  the  DA  method  from  the  
permuted  HD  data  
  
Figure  2.4  presents  Type-­I  error  rates  from  Classical  Logistic  (CL),  Bayes  Logistic  (BL),  Firth’s  
Logistic  (FL)  regressions  with  the  DA  method  of  the  permuted  HD  data  at  alpha  levels  of  0.05  and  
0.01.  Each  empty  dot  represents  Type-­I  error  rate  of  a  gene.  The  dots  filled  with  colors  inside  of  
boxes  denote  average  values  of  Type-­I  error  rates  in  each  category  of  dispersion  groups.  The  
black  dotted  horizontal  lines  are  our  alpha  levels.  Figure  2.4(A)  shows  Type-­I  error  rates  of  all  
genes  with  DA  method  at  alpha  level  of  0.05.  Figure  2.4(B)  represents  Type-­I  error  rates  of  all  
genes  with  DA  method  at  alpha  level  of  0.01.     
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Table  2.13  Type-­I  error  rates  from  logistic  models  with  the  DA  method  from  the  
permuted  HD  data  
DA   Dispersion  Group  (0,0.05]   (0.05,0.15]   (0.15,0.8]   (0.8,1.5]   (1.5,10]  
0.05  
Mean.CL   0.052   0.052   0.052   0.052   0.051  
Sd.CL   0.002   0.002   0.003   0.003   0.004  
Mean.BL   0.051   0.050   0.050   0.050   0.051  
Sd.BL   0.002   0.003   0.004   0.003   0.003  
Mean.FL   0.048   0.048   0.048   0.048   0.048  
Sd.FL   0.002   0.002   0.002   0.002   0.002  
0.01  
Mean.CL   0.007   0.007   0.007   0.006   0.006  
Sd.CL   0.001   0.001   0.001   0.001   0.001  
Mean.BL   0.008   0.008   0.008   0.008   0.007  
Sd.BL   0.001   0.001   0.001   0.001   0.001  
Mean.FL   0.010   0.009   0.009   0.009   0.009  
Sd.FL   0.001   0.001   0.001   0.001   0.001  
DA:  Data  Adaptive  Method,  mu:  mean  expression  values  of  all  samples  0.05  and  0.01:  Significant  
levels,  Sd:  Standard  Deviation,  CL:  Classical  Logistic  regression,  BL:  Bayes  Logistic,  FL:  Firth’s  
Logistic  
  
2.9.3   HD  RNA-­Seq  data  analysis  results  
We  analyze  the  HD  data  using  NB  GLM  in  the  DESeq2  R-­package,  and  analyze  
the  data  using  CL,  BL,  and  FL  regressions  also  in  R  functions  described  in  
Sections  2.3.2  –  2.3.4.  All  regression  results  are  corrected  with  the  DA  method,  
and  are  adjusted  for  multiple  testing  using  an  FDR  of  0.05.  The  Q-­Q  plots  and  
genomic  control  lambdas  are  shown  in  Figure  2.5.  The  DA  method  reduced  the  
mean  of  the  lambdas  from  the  results  of  DESeq2  and  increased  the  mean  of  the  
lambdas  from  the  results  of  the  CL,  BL,  and  FL  regressions.  As  shown  in  Figure  
2.6,  we  identified  3,203  genes  that  were  significant  across  all  methods.  The  FL  
regression  also  identified  307  genes  as  differentially  expressed  that  were  not  
identified  by  the  other  methods.  The  DESeq2  approach  identified  944  genes  that  
were  not  identified  as  significant  using  the  other  methods.  Of  the  genes  that  are  
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not  significant  (FDR  >  0.05)  in  the  DESeq2  analysis  but  significant  (FDR  <  0.05)  
in  CL,  BL,  FL  regressions,  the  10  most  significant  (FDR  <  0.05)  from  the  FL  
regression  are  shown  in  Table  2.14.  The  most  significant  gene  is  SLC1A6  with  p-­
values  3.17E-­06  from  the  FL  regression,  respectively.  Of  the  genes  that  are  not  
significant  (FDR  >  0.05)  in  the  CL,  BL  and  FL  analyses,  the  10  most  significant  
(FDR  <  0.05)  from  DESeq2  are  shown  in  Table  2.15.     
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Figure  2.5  Q-­Q  plots  of  HD  data  analysis  by  regression  methods  
Figure  2.5  exhibits  the  Q-­Q  plots  from  the  HD  analysis  adjusting  for  age  at  death  and  RIN  from  
DESeq2  (A),  and  Classical  (B),  Bayes  (C),  and  Firth’s  (D)  Logistic  regressions.  Each  regression  
method  contains  three  different  ways  of  calculating  p-­values  (Original,  DA,  and  Perm).  “Original”  
p-­values  (Blue  dots)  are  estimated  from  theoretical  asymptotic  distribution.  “DA”  p-­values  (Black  
dots)  are  evaluated  from  data  adaptive  asymptotic  distribution  using  1,000  permutations.  “Perm”  
p-­values  (Yellow  dots)  are  calculated  using  10,000  permutations.     
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Figure  2.6  Venn  diagram  of  HD  analysis  results  using  DA  method  
Each  colored  circle  represents  a  different  regression  method.  The  numbers  inside  of  the  circles  
are  the  number  of  genes  significant  at  FDR  0.05  based  on  p-­values  adjusted  using  the  Data  
Adaptive  (DA)  method.  There  were  3,203  significant  genes  in  common  across  all  the  methods.  
The  FL  identified  the  largest  number  of  significant  genes  compared  to  CL  and  BL.  The  NB  
independently  identified  944  genes.     
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Table  2.14  Top  10  genes  from  FL  regressions  among  genes  having  FDR  >  0.05  
in  DESeq2  and  FDR  <  0.05  in  CL,  BL,  and  FL  regressions  using  the  DA  method  
Gene   Case   Cont   Disp   NB   CL   BL   FL  
SLC1A6   373.5   553.9   0.29   0.039   4.33E-­04   4.52E-­04   3.17E-­06  
SERHL2   209.7   163.4   0.17   0.016   3.17E-­04   6.26E-­03   1.15E-­05  
KCNK9   314.6   453.9   0.30   0.063   3.02E-­04   9.22E-­04   1.72E-­05  
DISP2   686.7   936.6   0.21   0.047   5.54E-­04   8.17E-­04   4.25E-­05  
SPOCK2   12370.2   15648.9   0.09   0.010   8.87E-­04   1.05E-­03   8.04E-­05  
C20orf27   726.0   933.5   0.11   0.019   5.91E-­04   2.44E-­04   9.50E-­05  
IST1   3387.8   3133.6   0.02   0.009   5.68E-­04   4.54E-­03   9.59E-­05  
ARC   595.8   1058.2   0.40   0.030   1.06E-­03   1.15E-­03   1.03E-­04  
STRADB   980.3   844.0   0.03   0.013   1.36E-­03   1.54E-­03   1.07E-­04  
PCP4   734.3   1329.5   0.37   0.086   1.09E-­03   2.57E-­03   1.15E-­04  
Case:  Normalized  mean  expression  value  in  cases,  Cont:  Normalized  mean  expression  value  in  
controls,  Disp:  Dispersion,  NB:  P-­values  from  negative  binomial  regression  with  true  dispersion,  
CL:  P-­values  from  classical  logistic  regression,  BL:  P-­values  from  Bayes  logistic  regression,  FL:  
P-­values  from  Firth’s  logistic  regression.  
  
Table  2.15  Top  genes  from  DESeq2  among  genes  having  FDR  >  0.05  in  CL,  BL  
and  FL  regressions  using  the  DA  method  
Gene   Case   Cont   Disp   NB   CL   BL   FL  
RP11-­115J23.1   2.8   0.4   2.19   9.67E-­06   0.019   0.011   0.012  
CTD-­2281E23.3   0.6   2.5   1.20   3.26E-­05   0.028   0.016   0.020  
LL22NC03-­104C7.1   1.1   7.3   1.54   3.42E-­05   0.036   0.014   0.009  
CEACAM3   2.9   0.4   2.53   5.62E-­05   0.044   0.020   0.016  
RP11-­351I21.6   1.7   11.8   1.58   6.72E-­05   0.043   0.022   0.023  
LINC00310   29.7   9.9   0.73   9.91E-­05   0.025   0.013   0.010  
RP5-­850O15.3   0.4   2.8   1.55   1.06E-­04   0.020   0.018   0.010  
RP11-­554A11.9   15.4   37.8   0.55   1.70E-­04   0.014   0.009   0.009  
GK3P   8.1   15.9   0.65   1.75E-­04   0.020   0.013   0.014  
S100A11   568.0   266.0   0.44   2.43E-­04   0.019   0.015   0.013  
Case:  Normalized  mean  expression  value  in  cases,  Cont:  Normalized  mean  expression  value  in  
controls,  Disp:  Dispersion,  NB:  P-­values  from  negative  binomial  regression  with  true  dispersion,  
CL:  P-­values  from  classical  logistic  regression,  BL:  P-­values  from  Bayes  logistic  regression,  FL:  
P-­values  from  Firth’s  logistic  regression.   
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2.10   Discussion  
We  propose  using  a  logistic  regression  framework  as  an  alternative  to  Negative  
Binomial  (NB)  regression  to  analyze  RNA-­Seq  data  for  case-­control  studies.  We  
have  shown  in  our  simulations  that  Firth  Logistic  (FL)  regression  performs  well  in  
terms  of  controlling  Type-­I  error  rates  and  shows  comparable  empirical  power.  
The  dispersion  is  not  estimated  in  the  logistic  framework,  thus  avoids  potential  
false  association  resulting  from  incorrectly  estimated  dispersions,  and  is  
statistically  succinct.  Because  the  Bayes  Logistic  (BL)  and  FL  regressions  
overcomes  complete  separation,  the  empirical  power  for  these  methods  are  very  
close  to  the  power  observed  for  NB  regression  in  contrast  to  classic  logistic  (CL).  
The  simulations  presented  focused  on  single  genes  varying  relevant  parameters  
(mean,  dispersion,  log  fold  change);;  transcriptome-­wide  data  was  not  simulated.    
  
The  Type-­I  error  simulations  presented  demonstrate  that  NB  regression  has  
inflated  Type-­I  error  rates,  and  Classical  Logistic  (CL)  and  BL  regressions  are  
very  conservative  with  small  sample  size.  The  degrees  of  inflation/deflation  
varied  by  the  scale  of  the  dispersion  parameter  within  the  same  sample  size.  
This  variation  by  the  dispersion  parameter  is  confirmed  through  the  observed  
Type-­I  error  rates  from  permutation  of  a  real  data  set.  Although  large  sample  size  
could  reduce  the  inflation  from  NB  and  the  deflation  from  CL  and  BL  regressions,  
the  high  cost  of  RNA-­Seq  technology  and  difficulty  of  obtaining  certain  sample  
tissues,  such  as  human  brain,  may  preclude  a  larger  sample  size  in  some  
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studies.  The  distinct  Type-­I  error  rates  observed  with  varying  dispersion  
parameter  values  may  violate  the  general  assumption  that  p-­values  from  non-­DE  
genes  follow  a  uniform  distribution.  However,  the  current  simulation  and  
permutation  studies  validate  that  the  DA  (Data  Adaptive)  method  is  a  suitable  
alternative  approach  that  controls  Type-­I  error  rates  in  all  regression  methods.  
  
The  empirical  power  of  the  NB,  BL,  and  FL  regressions  are  comparable  across  
all  scenarios.  Lower  power  was  observed  for  CL  regression,  which  appears  to  be  
driven  by  scenarios  of  complete  separation  and  a  failure  of  CL  models  to  
converge.  When  simulation  scenarios  have  large  l2fc  and  small  dispersion,  
simulated  data  are  likely  to  show  complete  separation.  The  NB,  BL  and  FL  
regressions  are  powerful  in  these  scenarios.  In  most  scenarios,  the  CL  
regression  demonstrated  the  lowest  empirical  power  among  all  methods.  
  
Unlike  NB,  CL  and  BL  regressions,  FL  regression  controls  Type-­I  error  rates  well  
and  maintains  comparable  power  even  with  small  sample  size.  Firth  logistic  
regression  is  an  excellent  alternative  to  NB  regression  for  analysis  of  RNA-­Seq  
data  in  case-­control  studies.  
  
Analysis  of  the  HD  data  showed  the  genomic  inflation  factor  was  decreased  after  
applying  the  DA  method  to  the  results  from  NB  GLM  but  the  genomic  lambdas  
were  increased  after  applying  DA  method  to  the  results  from  CL,  BL  and  FL  
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regression  models.  The  exact  p-­values  from  10,000  permutations  revealed  the  
same  pattern.  This  pattern  is  consistent  with  our  simulation  results  where  we  
observed  inflated  Type-­I  error  rates  in  the  NB  framework  and  deflated  in  the  
logistic  framework  when  test  statistics  were  compared  with  a  theoretical  
asymptotic  distribution.  
  
Although  it  is  unknown  which  genes  are  truly  differentially  expressed  in  the  HD  
data  set,  we  compared  DE  genes  identified  in  the  HD  data  by  different  statistical  
approaches.  We  found  that  SLC1A6  (solute  carrier  family  1,  member  6;;  EAAT4)  
did  not  show  evidence  of  association  with  HD  when  using  DESeq2,  but  the  gene  
was  highly  significant  when  using  the  FL  regression,  as  shown  in  Table  2.14.  
SLC1A6,  which  is  highly  expressed  in  the  cerebellum  of  human  brain  compared  
to  other  brain  regions(Furuta  et  al.  1997),  showed  lower  levels  of  expression  in  
prior  studies  of  mood  disorder  diseases  such  as  bipolar  and  major  depression  
disorders  in  the  striatum  in  situ  hybridization  study  (McCullumsmith  2002).  
Furthermore,  the  SLC1A6  is  a  member  of  glutamate  transporter  where  one  of  the  
members  (SLC1A2)  showed  significantly  low  expression  in  the  striatum  of  HD  
samples  in  situ  hybridization  study  (Arzberger  et  al.  1997).  In  addition,  Utal  et  al.  
showed  that  Purkinje  cell  protein  4(PCP4),  also  known  as  PEP-­19,  had  dramatic  
reduction  in  HD(Utal  et  al.  1998).  This  gene  was  not  significantly  associated  with  
HD  status  when  using  DESeq2  (p-­value  =  0.086)  but  showed  strong  association  
when  using  FL  regression  (p-­value  =  1.15  x  10-­4).  
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Furthermore,  we  found  that  some  highly  expressed  genes  in  both  cases  and  
controls  may  not  be  detected  in  the  NB  framework,  because  the  NB  framework  
utilizes  the  ratio  of  mean  expressions  of  cases  and  controls.  For  instance,  the  
normalized  mean  expression  value  of  SPOCK2  is  12,370  in  cases  and  15,649  in  
controls.  Although  the  difference  of  the  means  is  very  large,  the  gene  might  not  
be  statistically  significant  due  to  the  small  effect  size  (log2  fold-­change  =  -­0.34)  in  
the  NB  framework.  However,  this  gene  is  strongly  associated  with  HD  in  our  
logistic  framework  as  shown  in  Table  2.14. It  is  reported  that  the  SPOCK2  gene  
expression  levels  were  significantly  down  regulated  in  high-­grade  astrocytoma  
samples.(MacDonald  et  al.  2007)    
  
The  top  genes  that  showed  associations  exclusively  in  NB  GLM,  except  for  gene  
AC079959.1,  have  low  average  counts  as  shown  in  Table  2.15.  The  estimated  
dispersions  for  these  genes  are  also  fairly  large  (𝜙 > 0.5).  These  genes  require  
further  investigations  to  be  called  true  DE  genes.    
  
These  results  showed  that  some  differently  expressed  genes  may  not  be  
identified  in  the  NB  framework  but  are  able  to  show  statistical  significances  in  the  
logistic  framework.  Moreover,  the  large  p-­values  of  some  genes  in  the  logistic  
framework  impugns  statistical  evidence  of  association  in  the  NB  framework.  
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We  recommend  implementing  the  DA  method  as  part  of  the  analysis  of  RNA-­Seq  
data  to  appropriately  control  Type-­I  error  rates.  If  computational  burden  of  
permutations  required  for  the  DA  method  precludes  using  this  approach,  the  FL  
regression  is  the  best  option  for  controlling  Type-­I  errors  with  comparable  power.  
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Chapter  3   Evaluation  of  Effect  of  Covariates  for  Case-­Control  Study  in  
RNA-­Seq  Analysis  
3.1   Introduction  
An  important  component  of  differential  expression  analysis  is  to  adjust  for  
confounders.  Adjustment  for  confounders  is  crucial  in  protecting  against  spurious  
associations.  We  define  a  confounder  as  a  covariate  that  is  associated  with  both  
experimental  and  explanatory  variables.  Covariates  used  in  RNA-­Seq  analysis  
are  associated  with  disease  status,  technical  artifacts  from  experiments,  or  
intrinsic  biological  properties  of  RNA-­Seq  models.  If  these  covariates  affect  the  
abundance  measurements  of  gene  expression,  then  they  consequently  could  
significantly  confound  the  association  between  RNA-­Seq  and  disease  status.  
  
In  the  prior  chapters,  we  considered  two  approaches  for  differential  expression  
analysis:  1)  Negative  Binomial  (NB)  regression  where  gene  expression  is  the  
outcome  variable  and  case-­control  status  is  the  predictor  variable  and  2)  logistic  
regression  where  case-­control  status  is  a  function  of  gene  expression.  First,  we  
discuss  covariates  in  the  NB  setting.  If  covariates  associated  with  a  disease  
status  also  are  associated  with  gene  expression,  these  covariates  are  
confounders.  However,  if  disease-­associated  covariates  are  not  associated  with  
gene  expression,  then  these  covariates  are  non-­predictive  (NP)  covariates  in  
models  with  gene  expression  as  the  outcome.  Covariates  that  are  not  associated  
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with  the  dependent  variable  (gene  expression)  but  are  associated  with  the  
independent  variable  (disease  status)  in  the  NB  model  are  defined  as  NP  
covariates.  Adjusting  for  covariates  when  the  relationship  with  gene  expression  is  
unknown  has  not  been  extensively  evaluated  in  RNA-­Seq  studies  using  the  NB  
framework.  If  we  alternatively  consider  a  logistic  model,  the  NP  covariates  in  the  
NB  model  become  non-­confounding  predictive  (NCP)  covariates  in  the  logistic  
model,  because  the  covariates  are  not  associated  with  the  independent  variable  
(gene  expression)  but  are  associated  with  the  dependent  variable  (disease  
status).  
  
The  effect  of  including  covariates  has  been  previously  described  in  the  Classical  
Logistic  (CL)  regression  setting  in  the  context  of  Genome-­wide  association  
studies  (GWAS)  (L.  D.  Robinson  and  Jewell  1991;;  Mefford  and  Witte  2012;;  
Pirinen,  Donnelly,  and  Spencer  2012)  but  have  not  been  explored  in  the  context  
of  differential  expression  studies.  Simulation  and  a  real  data  set  are  used  to  
assess  the  effect  of  including  different  types  of  covariates  (NP  and  NCP)  in  NB  or  
logistic  models.  
  
3.2   Analysis  methods  for  evaluating  effect  of  covariates  
In  our  simulation,  we  used  the  NB  regression  model  that  is  described  in  Section  
2.3.1.  This  model  includes  a  dispersion  parameter.  We  utilized  maximum  
likelihood  and  quasi-­likelihood  approaches  for  estimating  dispersion  parameters  
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as  described  in  Section  1.2  and  Section  2.2.  Additionally,  we  used  the  true  
dispersion  parameter  as  set  in  the  simulation.  In  our  real  data  application,  we  
conducted  the  analysis  with  DESeq2  that  implements  a  NB  generalized  linear  
model  detailed  in  Section  1.2.  To  compare  with  the  NB  framework,  we  also  
applied  Firth’s  logistic  (FL)  regression  (Section  2.3.4)  was  also  applied  to  both  
simulated  and  real  data  sets.  For  both  the  NB  and  logistic  models,  we  also  
implemented  the  data  adaptive  (DA)  method  described  in  Section  2.4  while  
analyzing  the  simulated  data  sets  in  order  to  obtain  a  recalibrated  distribution  of  
test  statistics.  The  asymptotic  distribution  of  test  statistics  may  not  be  suitable  for  
analyses  when  the  sample  size  is  small.  
  
3.3   Simulation  study  
The  simulation  scenarios  considered  important  aspects  of  RNA-­Seq  data  as  well  
as  covariates.  The  simulation  design  varied  sample  size,  mean  expression  value  
(µ),  log2  fold-­change  (l2fc),  dispersion,  covariate-­case  status  odds  (CovOR),  and  
the  number  of  NP/NCP  covariates  in  a  model.  The  parameter  values  are  
provided  in  Table  3.1.  We  simulated  10,000  replicates  per  scenario.  
  
Table  3.1  Parameters  and  their  values  in  simulation  scenarios  
Parameter   Values  
Design   Balanced,  Unbalanced2,  Unbalanced4  
Number  of  cases  (ND=1)   10,  25,  75,  500  
Mean  expression  value  in  controls(µD=0)   50,  100,  1000,  10000  
Dispersion   0.01,  0.01,  0.5,  1  
Covariate  OR   1,  1.2,  3,  5,  10  
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log2  fold-­change  (l2fc)   0,  0.3,  0.6,  1.2,  2  
Number  of  Covariates   0,  1,  2,  3,  5,  10  
Design:  Balanced  has  the  same  number  of  cases  and  controls.  Unbalanced2  (4)  has  the  2  (or  4)  
times  more  number  of  controls  than  number  of  cases.  Covariate  OR:  The  odds  ratio  between  
covariates  and  case-­control  status.  log2  fold-­change:  The  l2fc  equals  to  logQ r	  rstr	  r	  	  r	  (GE)r	  rstr	  r	  	  	  (G)     
  
3.3.1   Generation  of  simulated  RNA-­Seq  data  
The  same  procedure  described  in  Section  2.5.1  was  followed  to  generate  
simulated  RNA-­Seq  data.  
  
3.3.2   Generation  of  simulated  covariate  data  
The  covariates  (X)  were  simulated  to  follow  a  binomial  distribution  conditioning  
on  a  case-­control  status  of  subjects.  The  conditional  probability  was  calculated  
based  on  the  CovOR.   𝑿|𝐷~	  𝐵 𝑁, 𝑃 ,  
where  D  is  disease  status  (control  is  0;;  case  is  1),  𝑁  is  sample  size  of  D,  𝑃^f =0.5,  and  𝑃^F = CovOR (CovOR + 1).  A  set  of  covariates  was  generated  based  
on  the  pre-­specified  CovOR.  Then,  using  this  covariate  data  set,  additional  
covariates  were  included  in  a  model.  Of  10,000  replications  in  each  scenario,  
every  10  replications  were  analyzed  with  a  newly  generated  covariate  set  to  
incorporate  within  and  between  variances  of  covariates.  In  total,  1000  simulated  
covariate  sets  were  generated  per  scenario.  All  covariates  in  a  model  were  
independent  from  each  other  and  had  the  same  CovOR.  
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3.3.3   Analysis  of  simulated  RNA-­Seq  data  with  simulated  covariates  
For  the  NB  regression  we  considered  three  different  dispersion  parameters.  We  
analyzed  the  data  using  the  maximum-­likelihood  and  quasi-­likelihood  dispersion  
estimates  and  the  true  value  used  in  the  simulations.  Models  3.A  and  3.B  define  
the  NB  and  the  FL  regression  models,  respectively.  Model	  3. A:	   log E[𝑌] = 𝛽f + 𝛽F𝐷 + 𝛽ÑBFÒÑ^F 𝑋Ñ ,    Model	  3. B:	   logit E[𝐷] = 𝛽f∗ + 𝛽F∗𝑌 + 𝛽ÑBF∗ÒÑ^F 𝑋Ñ ,    
where  Y  is  gene  expression  values,  D  is  a  case-­control  status,  X  is  a  covariate,  
and  C  is  the  number  of  covariates  in  a  model.  
  
Type-­I  error  rates  within  each  scenario  were  calculated  using  the  equations  (2.1)  
at  significance  (alpha)  levels  0.05  and  0.01.  Considering  the  different  Type-­I  error  
rates  observed  between  NB  and  FL  regressions,  an  empirical  power  shown  in  
the  equation  (2.2)  was  computed  with  empirical  threshold  defined  in  the  equation  
(2.3)  that  was  calculated  based  on  the  observed  Type-­I  error  rates.  
  
3.3.4   Cross-­validation  of  data  adaptive  method  in  simulated  RNA-­Seq  data  
Because  the  expected  asymptotic  distribution  of  test  statistics  could  not  be  
achieved  when  sample  size  is  small,  we  used  the  DA  method  to  generate  a  re-­
calibrated  distribution  of  test  statistic  based  on  permutations.  We  applied  the  
cross-­validation  technique  to  calculate  Type-­I  error  rates.  A  detailed  description  
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of  the  cross-­validation  technique  in  the  simulation  study  is  presented  in  Section  
2.5.3.  
  
3.4   Simulation  result  
3.4.1   Type-­I  error  simulation  result  
To  evaluate  the  effect  of  inclusion  of  covariates  in  the  models,  we  present  Type-­I  
error  rates  from  the  simulated  data  in  Tables  3.2  -­  3.5.  As  shown  in  Table  3.2,  
Type-­I  error  rates  with  distinct  dispersions  are  almost  identical  at  both  
significance  levels.  When  sample  size  is  small  (Table  3.3),  an  increasing  number  
of  NP  covariates  do  not  increase  Type-­I  error  rates  in  the  NB  models.  The  
number  of  covariates  appears  to  increase  Type-­I  error  rates  when  dispersion  is  
0.01  and  CovOR  is  5  (Table  3.3).  However,  this  slightly  increased  Type-­I  error  
rate  is  close  to  the  Type-­I  error  rate  without  any  covariates  in  the  model  when  
dispersion  is  0.01  and  CovOR  is  1.2.  Adding  more  NP  covariates  when  the  
dispersion  is  large  increases  Type-­I  error  rates.  However,  the  effects  of  large  
CovOR  on  Type-­I  error  rates  are  not  notable  in  NB  models.  Large  sample  size  
(Table  3.3  and  Table  3.4)  weakens  the  inflation  that  arises  from  a  large  number  
of  NP  covariates  within  large  dispersion  in  the  NB  model.    
  
As  defined  in  Chapter  3.1,  the  same  covariates  that  are  NP  covariates  in  an  NB  
model  are  NCP  covariates  in  logistic  models.  Unlike  the  NB  regression,  even  with  
small  sample  size  (Table  3.2),  when  the  CovOR  is  small,  the  FL  regression  is  
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robust  with  the  increment  of  the  number  of  NCP  covariates.  When  CovOR  is  
large,  Type-­I  error  rates  from  FL  regression  become  very  conservative  as  the  
number  of  NCP  covariates  increase.  Type-­I  error  rates  are  not  affected  by  large  
dispersion.  When  sample  size  increases,  Type-­I  error  rates  at  both  significant  
levels  are  less  affected  by  increased  number  of  NCP  covariates  with  large  
CovOR  (Tables  3.3  and  3.4).     
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Table  3.2  Type-­I  error  rates  of  the  NB  regressions  with  the  true  dispersion  and  
ML  and  QL  dispersions  from  balanced  design  of  10  cases  and  1000  mean  
expressions  	  	   	  	   	  	   𝜶 = 𝟎. 𝟎𝟓   𝜶 = 𝟎. 𝟎𝟏  
Disp   CovOR   Ncov   NB_TD   NB_MLD   NB_QLD   NB_TD   NB_MLD   NB_QLD  
0.01   1   0   0.066   0.066   0.066   0.017   0.017   0.017  
0.01   1   3   0.063   0.063   0.063   0.018   0.018   0.018  
0.01   1   5   0.067   0.067   0.067   0.021   0.021   0.021  
0.01   5   0   0.064   0.064   0.064   0.016   0.016   0.016  
0.01   5   3   0.073   0.073   0.073   0.021   0.020   0.020  
0.01   5   5   0.080   0.080   0.080   0.024   0.024   0.024  
1   1   0   0.090   0.090   0.090   0.030   0.030   0.030  
1   1   3   0.128   0.128   0.128   0.050   0.050   0.051  
1   1   5   0.152   0.152   0.152   0.066   0.066   0.066  
1   5   0   0.088   0.088   0.088   0.030   0.030   0.030  
1   5   3   0.127   0.127   0.127   0.050   0.050   0.050  
1   5   5   0.142   0.142   0.142   0.061   0.061   0.061  
Disp:  Dispersion,  CovOR:  Odds  ratios  between  covariates  and  case-­control  status,  Ncov:  The  
number  of  covariates  in  a  model,  NB:    Negative  Binomial,  TD:  The  dispersion  is  used  for  the  
sampling,  MLD:  Maximum  likelihood  estimated  Dispersion,  QLD:  Quasi-­likelihood  estimated  
Dispersion     
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Table  3.3  Type-­I  error  rates  of  the  NB  and  Firth’s  logistic  regressions  from  
balanced  design  of  10  cases  and  1000  mean  expressions  	  	   𝜶 = 𝟎. 𝟎𝟓   𝜶 = 𝟎. 𝟎𝟏  
Disp   CovOR   Ncov   NB_TD   FL   NB_TD   FL  
0.01   1   0   0.066   0.045   0.017   0.007  
0.01   1   3   0.063   0.043   0.018   0.008  
0.01   1   5   0.067   0.044   0.021   0.008  
0.01   1.2   0   0.072   0.048   0.022   0.009  
0.01   1.2   3   0.072   0.049   0.024   0.010  
0.01   1.2   5   0.076   0.050   0.026   0.009  
0.01   5   0   0.064   0.042   0.016   0.008  
0.01   5   3   0.073   0.036   0.021   0.004  
0.01   5   5   0.080   0.021   0.024   0.001  
1   1   0   0.090   0.040   0.030   0.006  
1   1   3   0.128   0.043   0.050   0.007  
1   1   5   0.152   0.045   0.066   0.008  
1   1.2   0   0.091   0.040   0.031   0.007  
1   1.2   3   0.128   0.043   0.054   0.007  
1   1.2   5   0.151   0.045   0.067   0.008  
1   5   0   0.088   0.038   0.030   0.007  
1   5   3   0.127   0.034   0.050   0.005  
1   5   5   0.142   0.020   0.061   0.001  
Disp:  Dispersion,  CovOR:  Odds  ratios  between  covariates  and  case-­control  status,  Ncov:  The  
number  of  covariates  in  a  model,  NB_TD:  The  Negative  binomial  regression  with  the  dispersion  
used  for  the  sampling,  FL:  Firth’s  Logistic  regression   
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Table  3.4  Type-­I  error  rates  of  the  NB  and  Firth’s  logistic  regressions  from  
balanced  design  of  25  cases  and  1000  mean  expression  values  
     𝜶 = 𝟎. 𝟎𝟓   𝜶 = 𝟎. 𝟎𝟏  
Disp   CovOR   Ncov   NB_TD   FL   NB_TD   FL  
0.01   1   0   0.054   0.046   0.014   0.009  
0.01   1   3   0.057   0.048   0.014   0.010  
0.01   1   10   0.058   0.052   0.014   0.010  
0.01   1.2   0   0.057   0.048   0.013   0.009  
0.01   1.2   3   0.057   0.049   0.014   0.010  
0.01   1.2   10   0.058   0.052   0.014   0.010  
0.01   10   0   0.052   0.045   0.010   0.006  
0.01   10   3   0.058   0.046   0.013   0.008  
0.01   10   10   0.052   0.001   0.014   <0.001  
1   1   0   0.065   0.043   0.017   0.007  
1   1   3   0.080   0.044   0.022   0.007  
1   1   10   0.116   0.050   0.037   0.008  
1   1.2   0   0.065   0.044   0.019   0.009  
1   1.2   3   0.079   0.046   0.025   0.009  
1   1.2   10   0.116   0.049   0.041   0.010  
1   10   0   0.066   0.046   0.019   0.008  
1   10   3   0.082   0.040   0.023   0.007  
1   10   10   0.122   0.004   0.045   <0.001  
Disp:  Dispersion,  CovOR:  Odds  ratios  between  covariates  and  case-­control  status,  Ncov:  The  
number  of  covariates  in  a  model,  NB_TD:  The  Negative  binomial  regression  with  the  dispersion  
used  for  the  sampling,  FL:  Firth’s  Logistic  regression  
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Table  3.5  Type-­I  error  rates  of  the  NB  and  Firth’s  logistic  regressions  from  
balanced  design  of  75  cases  and  1000  mean  expression  values  	  	   𝜶 = 𝟎. 𝟎𝟓   𝜶 = 𝟎. 𝟎𝟏  
Disp   CovOR   Ncov   NB_TD   FL   NB_TD   FL  
0.01   1   0   0.055   0.052   0.013   0.011  
0.01   1   3   0.055   0.052   0.013   0.011  
0.01   1   10   0.054   0.052   0.012   0.011  
0.01   1.2   0   0.053   0.050   0.013   0.012  
0.01   1.2   3   0.053   0.049   0.014   0.013  
0.01   1.2   10   0.053   0.051   0.013   0.012  
0.01   10   0   0.052   0.049   0.012   0.010  
0.01   10   3   0.051   0.045   0.011   0.009  
0.01   10   10   0.052   0.035   0.011   0.004  
1   1   0   0.057   0.050   0.013   0.009  
1   1   3   0.062   0.049   0.015   0.010  
1   1   10   0.073   0.050   0.019   0.010  
1   1.2   0   0.054   0.046   0.013   0.010  
1   1.2   3   0.058   0.046   0.015   0.010  
1   1.2   10   0.067   0.049   0.020   0.011  
1   10   0   0.057   0.048   0.013   0.009  
1   10   3   0.063   0.049   0.016   0.010  
1   10   10   0.077   0.038   0.022   0.008  
Disp:  Dispersion,  CovOR:  Odds  ratios  between  covariates  and  case-­control  status,  Ncov:  The  
number  of  covariates  in  a  model,  NB_TD:  The  Negative  binomial  regression  with  the  dispersion  
used  for  the  sampling,  FL:  Firth’s  Logistic  regression     
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3.4.2   Type-­I  error  simulation  result  with  DA  method  
In  all  scenarios,  the  DA  method  controls  Type-­I  error  rates  well  in  the  NB  and  FL  
regressions  at  both  0.05  and  0.01  alpha  levels  as  presented  in  Table  3.6.  The  
newly  approximated  distribution  of  test  statistics  diminishes  deviated  Type-­I  error  
rates  that  were  not  controlled  when  many  covariates  were  included  in  the  NB  and  
FL  models.  
  
Table  3.6  Type-­I  error  rates  of  the  NB  and  Firth’s  logistic  regressions  with  DA  
method  from  balanced  design  of  1000  mean  expressions  
     𝜶 = 𝟎. 𝟎𝟓   𝜶 = 𝟎. 𝟎𝟓  
Ncase   Disp   CovOR   Ncov   NB_TD   FL   NB_TD   FL  
10   1   5   5   0.042   0.052   0.011   0.010  
25   1   10   10   0.047   0.043   0.010   0.011  
75   1   10   10   0.046   0.049   0.010   0.011  
Ncase:  The  number  of  cases;;  and  the  number  of  controls  are  the  same,  Disp:  Dispersion,  
CovOR:  Odds  ratios  between  covariates  and  case-­control  status,  Ncov:  The  number  of  covariates  
in  a  model,  NB_TD:  The  Negative  binomial  regression  with  the  dispersion  used  for  the  sampling,  
FL:  Firth’s  Logistic  regression   
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3.4.3   Empirical  power  simulation  result  
The  results  of  the  power  simulations  to  evaluate  the  inclusion  of  covariates  in  the  
models  are  summarized  in  Figures  3.1  -­  3.3.  Similar  to  the  Type-­I  error  rate,  the  
empirical  power  of  the  NB  regressions  using  different  dispersion  estimation  
methods  were  similar  for  all  power  scenarios.  When  sample  size  is  increased  the  
overall  power  is  increased  (Figure  3.1  -­  3.3)  in  both  NB  and  FL  regression.    
  
In  our  simulation,  when  sample  size  is  fixed,  the  power  of  NB  and  FL  regression  
is  affected  by  three  factors  1)  Dispersion,  2)  CovOR,  and  3)  The  number  of  
NP/NCP  covariates  in  a  model.  Large  dispersion,  large  CovOR,  and  increasing  
number  of  NP/NCP  covariates  in  a  model  decrease  power.  Power  of  NB  
regression  is  less  sensitive  to  the  increase  of  NP  covariates  with  small  dispersion  
than  with  large  dispersion.  As  shown  in  Figure  3.1(A),  NB  regression  shows  
marginally  more  power  than  FL  regression  when  the  number  of  covariates  is  
large.  When  dispersion  is  large  but  CovOR  is  small,  the  loss  of  power  in  NB  
regression  is  more  sensitive  to  the  increase  of  the  number  of  NP  covariates  than  
in  FL  regression  as  seen  in  Figure  3.1(D)  and  Figure  3.2(D).  In  particular,  with  
CovORs  of  1  or  1.2,  the  power  of  FL  regression  with  10  covariates  in  a  model  is  
more  powerful  than  NB  regression  with  10  covariates.  Regardless  of  dispersion,  
when  CovOR  and  the  number  of  covariates  in  a  model  are  large,  NB  regression  
shows  better  power  than  FL  regression.  This  is  demonstrated  in  Figure  3.1  with  
CovOR  equal  to  5  and  Figure  3.2  with  CovOR  equal  to  10.     
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Figure  3.1  Empirical  power  of  NB  and  FL  regressions  with  covariates  for  a    
balanced  design  with  10  cases  and  mean  expression  in  controls  of  1000  
  
Figure  3.1  contains  power  of  the  Negative  Binomial  with  true  dispersion  (NB_TD)  and  Firth’s  
Logistic  (FL)  regressions  at  alpha  levels  of  0.05  and  0.01.  The  black  dotted  horizontal  lines  
represent  95%  and  90%  of  power  from  the  top.  The  odds  ratios  between  covariates  and  case-­
control  status  (CovOR  =  1,  1.2,  3,  and  5)  are  separated  by  black  dotted  vertical  lines.  Five  values  
of  the  number  covariates  in  a  model  (0,  1,  2,  3,  and  5)  are  placed  within  each  mean  expression  
value.  Dotted  lines  within  each  character  imply  95%  confidence  interval  of  p.value.  (A)  and  (B)  
have  l2fc  values  of  0.3  and  2  within  the  same  dispersion  of  0.01.  (C)  and  (D)  have  l2fc  values  of  
0.3  and  2  within  the  same  dispersion  of  1.     
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Figure.3.2  Empirical  power  of  NB  and  FL  regressions  with  covariates  for  a  
balanced  design  with  25  cases  and  mean  expression  in  controls  of  1000  
  
Figure  3.2  contains  power  of  the  Negative  Binomial  with  true  dispersion  (NB_TD)  and  Firth’s  
Logistic  (FL)  regressions  at  alpha  levels  of  0.05  and  0.01.  The  black  dotted  horizontal  lines  
represent  95%  and  90%  of  power  from  the  top.  The  odds  ratios  between  covariates  and  case-­
control  status  (CovOR  =  1,  1.2,  3,  5,  and  10)  are  separated  by  black  dotted  vertical  lines.  Six  
values  of  the  number  covariates  in  a  model  (0,  1,  2,  3,  5,  and  10)  are  placed  within  each  mean  
expression  value.  Dotted  lines  within  each  character  imply  95%  confidence  interval  of  p.value.  (A)  
and  (B)  have  l2fc  values  of  0.3  and  2  within  the  same  dispersion  of  0.01.  (C)  and  (D)  have  l2fc  
values  of  0.3  and  2  within  the  same  dispersion  of  1.     
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Figure  3.3  Empirical  power  of  NB  and  FL  regressions  with  covariates  for  a  
balanced  design  with  75  cases  and  mean  expression  in  controls  of  1000  
  
Figure  3.3  contains  power  of  the  Negative  Binomial  with  true  dispersion  (NB_TD)  and  Firth’s  
Logistic  (FL)  regressions  at  alpha  levels  of  0.05  and  0.01.  The  black  dotted  horizontal  lines  
represent  95%  and  90%  of  power  from  the  top.  The  odds  ratios  between  covariates  and  case-­
control  status  (CovOR  =  1,  1.2,  3,  5,  and  10)  are  separated  by  black  dotted  vertical  lines.  Six  
values  of  the  number  covariates  in  a  model  (0,  1,  2,  3,  5,  and  10)  are  placed  within  each  mean  
expression  value.  Dotted  lines  within  each  character  imply  95%  confidence  interval  of  p.value.  (A)  
and  (B)  have  l2fc  values  of  0.3  and  2  within  the  same  dispersion  of  0.01.  (C)  and  (D)  have  l2fc  
values  of  0.3  and  2  within  the  same  dispersion  of  1.     
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3.5   Application  to  the  real  RNA-­Seq  data  set  of  Huntington’s  Disease  (HD)  
Details  of  the  HD  data  set  that  has  20  cases  and  49  controls  are  described  in  
Section  2.6  
  
3.5.1   Analysis  of  HD  RNA-­Seq  data  with  simulated  covariates  
To  evaluate  the  effect  of  covariates  in  a  model,  the  same  method  for  generating  
covariates  in  our  simulation  study  was  applied  to  the  HD  data  set  to  create  
simulated  covariates.  In  this  real  data  application,  we  focused  on  a  moderate  and  
realistic  covariate  effect  on  HD  status  (CovOR  =  1.2)    
  
The  original  HD  data  with  simulated  covariates  were  analyzed  using  the  NB  
generalized  linear  model  in  DESeq2  with  Model  3.C  and  using  the  FL  regression  
with  Model  3.D.    Model	  3. C:	   logQ E[𝑌] = 𝛽f + 𝛽F𝐷 + 𝛽Q𝐴𝐷𝐷F.Q + 	  𝛽¹𝐴𝐷𝐷F.¹ + 	  𝛽º𝐴𝐷𝐷F.º + 𝛽»𝑅𝐼𝑁 +	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   𝛽ÑÒB»Ñ^Ö 𝑋Ñ ,    Model	  3. D:	   logit E[𝐷] = 𝛽f∗ + 𝛽F∗𝑌 + 𝛽Q∗𝐴𝐷𝐷F.Q + 	  𝛽¹∗𝐴𝐷𝐷F.¹ + 	  𝛽º∗𝐴𝐷𝐷F.º + 𝛽»∗𝑅𝐼𝑁 +	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   𝛽Ñ∗ÒB»Ñ^Ö 𝑋Ñ ,  
where  C  is  the  number  of  simulated  covariates,  and  C  =  1,  2,  3,  5,  or,  10.  The  
change  of  genomic  inflation  factors  with  the  addition  of  a  varying  number  of  
simulated  covariates  in  a  model  was  evaluated.  
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3.5.2   Result  of  HD  RNA-­Seq  data  with  simulated  covariates  
The  HD  data  was  analyzed  using  DESeq2  with  additional  NP  covariate  models  
and  using  FL  regression  with  additional  NCP  covariate  models.  The  summary  of  
genomic  lambdas  is  presented  in  Table  3.7.  An  increase  of  NP/NCP  covariates  
leads  to  a  marginally  lower  genomic  inflation  factor.  The  standard  deviations  of  
the  genomic  inflation  factors  are  increased  with  the  increase  of  NP/NCP  
covariates.  
  
Table  3.7  Summary  of  genomic  inflation  factor  from  HD  analyses  with  simulated  
covariates  
Method   Ncov   Median   SD  
NB  
1   4.046   0.095  
2   4.021   0.139  
3   3.998   0.166  
5   3.931   0.215  
10   3.744   0.293  
FL    
1   3.504   0.155  
2   3.463   0.222  
3   3.404   0.273  
5   3.281   0.352  
10   2.949   0.525  
NB:  Negative  binomial  regression  implemented  in  DESeq2,  FL:  Firth’s  logistic  regression,  Ncov:  
The  number  of  simulated  covariates  in  the  model,  SD:  Standard  deviation  
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3.6   Discussion  
The  effect  of  NCP  covariates  was  investigated  in  the  context  of  GWAS  by  Pirinen  
et  al.(Pirinen,  Donnelly,  and  Spencer  2012)  using  classical  logistic  regression.  
They  demonstrated  that  NCP  covariates  that  are  known  to  be  associated  with  a  
disease  outcome  may  reduce  power  to  identify  associations  between  the  disease  
and  genetic  variants.  Later,  an  improved  method  using  the  liability  threshold  
model  with  an  informed  relationship  between  disease  and  covariates  was  
proposed  by  Zaitlen  et  al.(Zaitlen  et  al.  2012)  in  GWAS  with  a  case-­control  study  
design,  but  the  effect  of  including  covariates  has  not  been  investigated  for  RNA-­
Seq  studies.  The  statistical  relationship  between  covariates  and  disease  status  
could  be  conveniently  identified  through  an  individual  association  test  or  a  
multivariate  association  test.  However,  identifying  relationships  with  covariates  
for  all  genes  is  computationally  demanding.  Existing  software  does  not  allow  
defining  gene-­wise  models  for  all  genes,  which  makes  this  approach  challenging  
for  many  researchers.  Therefore,  RNA-­Seq  studies  that  include  covariates  in  a  
single  model  applied  to  all  genes  will  likely  result  in  some  gene  expression  
models  that  include  unassociated  covariates.  Hence,  it  is  important  to  investigate  
the  effect  of  NP  covariates  for  gene  expression  in  RNA-­Seq  analysis.  
  
Simulations  that  included  NP  covariates  in  the  NB  model  showed  inflated  Type-­I  
error  rates  and  a  loss  of  power.  With  large  dispersion,  this  inflation  and  loss  of  
power  becomes  severe.  
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The  Type-­I  error  in  the  FL  regression  is  not  notably  affected  by  the  increment  of  
the  number  of  NCP  covariates  when  CovOR  is  small.  With  large  CovOR  and  
increased  number  of  NCP  covariates,  conservative  Type-­I  error  rates  are  
observed.  The  DA  method  effectively  controls  the  increase  of  Type-­I  error  rates  
even  with  larger  CovOR  and  high  number  of  NP/NCP  covariates.  Our  analysis  of  
empirical  power  shows  that  the  FL  regression  is  more  greatly  influenced  by  the  
increase  of  covariates  than  the  NB  regression,  when  CovOR  is  large.  
  
Our  HD  analyses  with  simulated  NP/NCP  covariates  demonstrated  that  an  
increase  in  the  number  of  NP/NCP  covariates  results  in  the  increased  variability  
of  the  genomic  inflation  factor  (Table  3.7).  Adding  more  NP  covariates  to  an  NB  
model  slightly  decreases  the  median  of  the  genomic  inflation  factor.  The  
decreased  genomic  inflation  factor  indicates  the  increased  median  of  p-­values.  In  
other  words,  many  p-­values  in  a  set  are  generally  increased.  In  our  simulation,  
we  found  large  dispersion  significantly  increases  Type-­I  error  rates,  as  the  
number  of  NP  covariates  in  a  model  increases.  Also,  power  is  significantly  
decreased  as  the  number  of  NP  covariates  in  a  model  increases.  The  increased  
Type-­I  error  rates  imply  decreased  p-­values,  and  the  decreased  power  indicate  
increased  p-­values.  Therefore,  this  slightly  decreased  median  of  the  genomic  
inflation  factor  may  indicate  that  the  loss  of  power  is  greater  than  the  gain  of  
Type-­I  error  rates.  
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Adding  more  NCP  covariates  in  a  model  also  slightly  decreases  the  median  of  
the  genomic  inflation  factor  in  FL  regression.  This  decreased  median  might  be  
caused  by  the  loss  of  power,  which  may  result  from  NCP  covariates  in  a  model  
according  to  our  simulation  results.  Under  a  moderate  CovOR,  the  number  of  
NCP  covariates  in  a  model  does  not  affect  the  Type-­I  error  rates.  
  
The  change  in  the  median  of  the  genomic  inflation  factor  with  additional  
covariates  is  larger  in  FL  regression  than  NB  regression  because  the  FL  
regression  results  are  solely  affected  by  the  loss  of  power  (Table  3.7).  NB  
regression  results  are  influenced  by  both  increased  Type-­I  error  and  decreased  
power.  
  
The  standard  deviation  of  genomic  inflation  factor  is  increased  with  adding  
NP/NCP  covariates  in  a  model.  This  means  that  the  results  generated  from  a  
model  that  includes  many  covariates  is  unreliable,  even  if  these  covariates  are  
associated  with  case-­control  status  but  not  gene  expression.    
  
When  covariates  are  not  significantly  associated  with  the  expression  of  a  
particular  gene,  their  inclusion  in  the  model  may  cause  spurious  association,  and  
miss  true  differential  expression.  Although  it  is  not  ideal  to  design  a  separate  
model  for  each  gene  by  identifying  association  between  the  gene  expression  and  
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covariates,  we  need  to  be  cautious  that  the  unknown  relationship  between  
expression  level  of  a  gene  and  covariates  may  induce  a  false  association.  
  
In  conclusion,  adding  disease-­associated  covariates  to  a  model  may  not  control  
Type-­I  error  rates  or  improve  power.  Although  the  DA  method  is  able  to  control  
Type-­I  error  rates,  the  computational  burden  of  performing  permutations  for  each  
gene  may  prevent  researchers  from  utilizing  the  DA  method.  However,  if  the  
covariates  in  a  model  do  not  have  strong  relationship  with  case-­control  status,  
Type-­I  error  rates  can  be  controlled  in  FL  regression.  This  is  in  contrast  to  the  NB  
approach  where  the  effect  of  dispersion  on  Type-­I  error  rates  cannot  be  
controlled.  The  loss  of  power  cannot  be  avoided  in  both  NB  and  FL  regressions  if  
included  covariates  are  NP  or  NCP  covariates.  Therefore,  a  parsimonious  model  
with  FL  regression  is  recommended  in  RNA-­Seq  studies.  
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Chapter  4   Multiple  testing  correction  methods  in  RNA-­sequence  data  
4.1   Introduction  
Multiple  testing  corrections  are  an  important  procedure  when  many  hypotheses  
are  tested  across  an  entire  set  of  high  dimensional  data  such  as  genetic  or  
genomic  data.  To  control  Type-­I  error,  different  approaches,  that  control  Type-­I  
error  in  distinct  ways,  may  be  utilized  depending  on  the  study.    Some  multiple  
testing  correction  approaches  control  the  familywise  error  rate  (FWER)  while  
others  control  the  false  discover  rate  (FDR).    The  FWER  is  defined  as  the  
probability  of  one  or  more  Type-­I  errors  in  a  family  of  hypothesis  tests,  and  the  
FDR  can  be  defined  as  the  expected  proportion  of  errors  among  the  rejected  
hypotheses(Benjamini  and  Hochberg  1995).  Benjamini  and  Hochberg  (BH)  
proposed  a  procedure  for  controlling  the  FDR(Benjamini  and  Hochberg  1995),  
and  application  of  this  procedure  or  one  of  the  modifications  to  the  BH  approach  
(Storey  and  Tibshirani  2003;;  Benjamini,  Krieger,  and  Yekutieli  2006)  is  a  
common  strategy  to  address  multiple  testing  issues  in  differential  expression  
studies.  It  is  known  that  many  genes  are  co-­expressed  and  hence,  their  
expression  values  have  a  complex  dependence  structure(Stuart  2003).  These  
regulatory  processes  involve  multiple  genes  and  together  create  a  complex  
regulatory  network.  Jain  et  al.  showed  that  a  Bonferroni  procedure  is  very  
conservative  to  control  FWER  in  microarray  data(Jain  et  al.  2003).  The  reason  is  
that  whereas  this  procedure  is  most  robust  for  independent  tests,  the  expression  
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levels  among  many  genes  are  correlated.  Hence,  the  correlation  among  genes  
should  to  be  taken  into  account    to  control  the  FWER.  
  
The  BH  procedure  for  controlling  FDR  successfully  provides  a  reasonable  
balance  between  true  and  false  positives  when  applied  to  microarray  data.  
Microarray  technology  measures  the  fluorescence  of  targeted  RNA  molecules.  
These  processed  measurements  generally  follow  a  normal  distribution.  However,  
RNA-­sequencing  (RNA-­Seq)  reads  generated  from  next  generation  sequencing  
technologies  are  becoming  more  widely  used  because  this  technology  provides  
counts  of  targeted  RNA  molecules.  Consequently,  appropriate  statistical  methods  
have  to  be  developed  to  analyze  RNA-­Seq  data.  DESeq2  and  edgeR  are  two  
popular  R-­packages(Love,  Huber,  and  Anders  2014;;  M.  D.  Robinson,  McCarthy,  
and  Smyth  2010)  that  adopt  the  Negative  Binomial  (NB)  framework  to  analyze  
RNA-­Seq  count  data.  As  an  alternative  to  the  NB  approach,  Firth’s  logistic  
regression  has  been  described  in  Chapter  2  and  Chapter  3.  
  
Following  analysis  of  this  high  dimensional  RNA-­Seq  data,  the  BH  procedure  has  
been  widely  used  as  a  method  for  adjusting  for  multiple  testing  in  RNA-­Seq  
analysis  and  this  procedure  was  implemented  in  DESeq2  and  edgeR  as  a  default  
option.  However,  the  dependence  structures  in  transcriptomic    data  may  violate  
the  assumptions  in  the  BH  procedure,  which  requires  the  positive  regression  
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dependent  on  a  subset  condition.  Correlations  among  RNA-­seq  count  data  
genes  pairs  can  be  both  positive  and  negative.      
  
Since  the  publication  of  the  BH  procedure,  researchers  have  proposed  
refinements.  One  area  of  interest  is  to  estimate  the  proportion  of  null  hypotheses  
in  multiple  testing  inferences.  Incorporating  this  estimated  null  proportion  in  the  
procedure  to  control  FDR  has  been  shown  to  be  more  powerful  than  the  BH  
method(Storey  2002;;  Black  2004).  Storey  and  Tibshirani  (2003),  Nettleton  et  al  
(2004),  and  Pounds  and  Cheng  (2006)  proposed  methods  to  estimate  the  
proportion  of  null  hypotheses(Storey  and  Tibshirani  2003;;  Nettleton  et  al.  2006;;  
Pounds  and  Cheng  2006).  Dialsingh  et  al.  evaluated  the  performance  of  methods  
estimating  the  proportion  of  null  hypotheses  using  RNA-­Seq  data  (Dialsingh,  
Austin,  and  Altman  2015).  
  
Multiple  studies  have  explored  issues  related  to  FDR  in  the  analysis  of  RNA-­Seq  
(Burden,  Qureshi,  and  Wilson  2014;;  Dialsingh,  Austin,  and  Altman  2015;;  Rocke  
et  al.  2015;;  Li  et  al.  2012;;  Si  and  Liu  2013).  Burden  et  al.  showed  that  p-­values  
from  null  hypotheses  frequently  do  not  follow  a  uniform  distribution  in  over-­
dispersed  RNA-­Seq  data.  The  non-­uninform  distribution  of  p-­values  from  null  
hypotheses  leads  to  inaccurate  FDR  estimates(Burden,  Qureshi,  and  Wilson  
2014).  Rocke  et  al.  favor  the  use  of  a  critical  level  (1  x  10-­4)  for  multiple  
comparisons  over  FDR  procedures  because  the  FDR  adjusted  p-­values  are  a  
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complex  function  of  an  entire  vector  of  p-­values  and  these  adjusted  p-­values  are  
difficult  to  interpret  (Rocke  et  al.  2015).  Li  et  al.  and  Si  et  al.  proposed  novel  
statistical  inference  tests  to  identify  differentially  expressed  genes.  They  also  
proposed  improved  procedures  for  estimating  FDRs  in  RNA-­Seq  studies(Li  et  al.  
2012;;  Si  and  Liu  2013).  These  studies  strongly  suggest  that  inappropriate  usage  
of  multiple  testing  correction  methods  that  control  FDR  may  lead  to  spurious  
conclusions.  
  
Lehmann  and  Romano(Lehmann  and  Romano  2005)  and  Romano  and  
Shaikh(Romano  and  Shaikh  2006)  proposed  methods  controlling  FWER  which  
were  free  of  an  independence  assumption  while  maintaining  reasonable  power.  
Gao  et  al.  also  provided  a  method  to  compute  the  effective  number  of  
independent  tests  and  adjust  the  FWER  in  the  context  of  GWAS(Gao,  Starmer,  
and  Martin  2008).  This  method  has  been  shown  to  be  more  powerful  than  other  
methods  that  estimate  the  effective  number  of  tests(Hendricks  et  al.  2014).  
However,  this  method  cannot  be  implemented  when  the  sample  size  is  small,  
which  is  common  in  many  RNA-­Seq  studies,  including  our  HD  example  in  
Chapters  2  and  3.  Small  sample  size  impedes  the  correct  estimation  of  
eigenvalues  that  are  required  to  determine  the  effective  number  of  tests.  If  the  
sample  size  is  large  (500  or  more  ,as  shown  in  an  example  data  in  
http://simplem.sourceforge.net/),  estimating  the  effective  number  of  tests  can  be  
an  attractive  method.    
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Many  methods  exist  to  control  FDR  for  data  sets  with  dependence  structures.  
Benjamini  and  Yekutieli(Yekutieli  and  Benjamini  2001)  provided  an  FDR  
correction  method  that  accounts  for  dependence  structures.  Storey  and  
Tibshirani(Storey  and  Tibshirani  2003)  also  showed  their  method  is  powerful  in  
the  presence  of  weak  correlation  structures.  Benjamini,  Krieger,  and  
Yekutieli(Benjamini,  Krieger,  and  Yekutieli  2006)  showed  their  method  performed  
well  in  data  sets  with  a  dependence  structure.  Blanchard  and  Roquain(Blanchard  
and  Roquain  2008)  proposed  a  method  applicable  for  any  type  of  dependence  
structure.  Each  of  these  methods  is  described  in  greater  detail  below  (Sections  
4.2.1  and  4.2.2).  
  
Although  many  multiple  testing  correction  methods  that  are  applicable  to  
correlated  data  have  been  developed  to  control  FWER  and  FDR,  these  methods  
have  not  been  exhaustively  investigated  in  the  context  of  RNA-­Seq  data.  In  
particular,  scenarios  in  which  correlation  exists  among  genes  that  are  not  
differentially  expressed  (under  the  null  hypothesis)  have  not  been  investigated.  In  
this  chapter,  we  compare  the  performance  of  multiple  testing  correction  methods  
using  simulated  RNA-­Seq  data  sets  containing  correlated  gene  expression  
measures.  
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4.2   Methods  
The  multiple  testing  correction  methods  that  control  FWER  are  evaluated  in  
terms  of  false  positive  rates  and  power  (1  -­  false  negative  rates).  The  multiple  
testing  correction  methods  that  impose  FDR  are  evaluated  in  terms  of  false  
discovery  rates  and  power.  
  
4.2.1   Multiple  testing  correction  procedures  controlling  FWER    
We  used  the  Bonferroni  procedure  as  the  reference  method  that  controls  the  
FWER(Bonferroni  1936).  The  critical  value  (𝛼ØÙ]ÚÛÂÂÙ]S)  of  Bonferroni  procedure  
is  compared  with  p-­values,  where  𝛼ØÙ]ÚÛÂÂÙ]S = 𝛼𝑚	  	  ,  𝛼  is  a  nominal  significance  level,  and  m  is  the  number  of  tests.    
4.2.1.1   Lehmann  and  Romano  (LR)  procedure  
k-­FWER  has  been  defined  as  the  probability  of  having  k  or  more  false  
positives(Lehmann  and  Romano  2005).  𝑘 − 𝐹𝑊𝐸𝑅 = Pr	  {	  reject	  at	  least	  k	  hypotheses	  HS	  with	  𝑖	   ∈ I P }  
where  I(P)  is  the  set  of  true  null  hypotheses  when  P  is  the  true  probability  
distribution.  Control  of  the  k-­FWER  requires  that  k-­FWER  <  𝛼  for  all  P.  The  LR  
method  provides  a  generalized  step-­down  procedure  and  controls  the  FWER  
under  any  dependence  structure.  The  jth  ordered  p-­value  among  m  individual  
tests  is  compared  with  the  step-­down  constant  𝛼ei,  where    
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𝛼ei = 	  	  	  	  Ñå	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  𝑖𝑓	  𝑗 ≤ 𝑘	  Ñå	  BÑdF 	  	  	  	  	  	  	  	  	  	  	  	  	  𝑖𝑓	  𝑗 > 𝑘 .  
  
4.2.1.2   Romano  and  Shaikh  (RS)  procedure  
The  RS  approach  proposes  a  generalized  step-­up  procedure  (Romano  and  
Shaikh  2006).  Like  the  LR  procedure,  the  RS  procedure  controls  the  FWER  
under  all  dependence  conditions.  The  RS  procedure  compares  the  jth  ordered  p-­
value  with  a  critical  value  𝛼eè,  where  
𝛼eè = 𝛼ei𝐷F 𝑘,𝑚 	  	  ,	    
𝐷F 𝑘,𝑚 = 	   max𝑘 < I < 𝑚	   𝐼 𝛼d é dÑ𝑘 + |𝐼| 𝛼d é de − 𝛼d é dF𝑗Ñ¬e¬|ê| ,	    
  and  |Ι|  is  the  number  of  alternative  hypotheses.  Romano  and  Shaikh  (2006)  
demonstrated  that  the  critical  value  𝛼eè  is  approximately  one-­half  of  𝛼ei .  This  
indicates  that  RS  procedure  is  more  conservative  than  the  LR  method,  but  it  is  
not  clear  which  is  more  appropriate  for  controlling  the  FWER  under  different  
dependence  structures  in  the  data.    
  
4.2.2   Multiple  testing  correction  procedures  controlling  FDR  
The  BH  procedure  is  used  as  a  reference  method  for  controlling  the  
FDR(Benjamini  and  Hochberg  1995).  The  critical  value  (𝛼eØì)  in  the  BH  
procedure  is  compared  with  the  jth  ordered  p-­value,  where    
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𝛼eØì = 𝑗𝛼𝑚   
  
4.2.2.1   Benjamini  and  Yekutieli  (BY)  procedure  
The  BY  approach  utilizes  a  step-­up  procedure  that  controls  FDR  under  any  
dependence  structure(Yekutieli  and  Benjamini  2001).  This  procedure  compares  
the  jth  ordered  p-­value  with  a  constant  αj,  where  
𝛼eØí = 𝑗𝛼𝑚 1𝑖S^F 	  	  .  
This  procedure  is  more  conservative  than  the  BH  procedure  because  the  critical  
values  of  BY  procedure  are  decreased  by   FSS^F .  
  
4.2.2.2   Storey  and  Tibshirani  (ST)  procedure  
Storey  (2002)  first  suggested  the  importance  of  knowing  the  proportion  of  null  
hypotheses(Storey  2002).  P-­values  for  true  alternative  hypotheses  presumably  
are  near  to  zero,  but  p-­values  of  null  hypotheses  should  follow  a  [0,1]  uniform  
distribution.  Thus,  the  overall  proportion  of  null  p-­values  can  be  estimated  as    
𝜋f 𝜆 = 	  #	   𝑝S > 𝜆; 𝑖 = 1,… ,𝑚𝑚(1 − 𝜆) ,  
where  𝜆  is  a  tuning  parameter.    
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Storey  and  Tibshirani  proposed  to  estimate  𝜆  by  fitting  a  natural  spine  with  3  
degrees  of  freedom  to  the  values  of  𝜋f 𝜆   with  𝜆  ranging  from  0.01  to  0.95(Storey  
and  Tibshirani  2003).  With  the  estimated  𝜋f,  the  jth  q-­value  is  calculated  as    
𝑞 𝑝 e = 	   min𝑡 > 𝑝(e) 𝜋f𝑚𝑡#{𝑝e ≤ 𝑡}	  ,  
where  t  is  a  threshold  between  0  and  1.  Although  the  ST  procedure  assumes  
independence  of  p-­values,  this  procedure  performed  well  in  various  simulations  
under  dependency(Storey  and  Tibshirani  2003).    
  
4.2.2.3   Benjamini,  Krieger,  and  Yekutieli  (BKY)  procedure  
Benjamini  et  al  (2006)  suggested  a  two-­stage  procedure  to  control  
FDR(Benjamini,  Krieger,  and  Yekutieli  2006).  This  BKY  procedure  is  an  adaptive  
version  of  the  BH  procedure.  First,  the  BKY  procedure  estimates  the  number  of  
null  hypotheses,  m0,  with  following  function  𝑚fØòí = 	  𝑚 −	  𝑟F1 − 𝑞 = 	   𝑚 − 𝑟F 1 + 𝛼 	  ,  
where  𝑞 = 	   åFBå,  r1  is  the  number  of  rejections,  and  m  is  the  total  number  of  tests.  
Then,  the  jth  p-­value  is  compared  with  a  critical  value  where  
𝛼eØòí = 	   𝑗𝛼𝑚fØòí	  .  
Although  the  BKY  procedure  was  developed  under  the  independence  
assumption,  this  procedure  has  shown  good  performance  for  positively  
dependent  test  statistics(Benjamini,  Krieger,  and  Yekutieli  2006).  
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4.2.2.4   Blanchard  and  Roquain  (BR)  procedure  
Blanchard  and  Roquain  (2008)  suggested  a  step-­up  method  that  controls  FDR  
with  any  dependence  structure(Blanchard  and  Roquain  2008).  This  procedure  is  
a  generalization  of  the  BY  procedure.  The  jth  p-­value  is  compared  with  a  critical  
value,  𝛼eØ,  defined  as:   𝛼eØ	   = 𝛼𝑚 	  𝛽 𝑗 	  , where	    
𝛽 𝑗 ≡ 𝛽¸ 𝑗 = 	   𝑥	  𝑑𝑣 𝑥ef 	    
and  𝑣  is  an  arbitrary  probability  distribution  on  (0,∞).  We  used  a  prior  distribution  
proportional  to  exp	  ( def.F»)  as  a  default  prior.    
  
4.2.3   Simulation  study  
We  partially  follow  a  gene  set  simulation  method  proposed  by  Landau  and  Liu  
(Landau  and  Liu  2013).  This  method  simulates  a  set  of  gene  expression  
measures  using  pairs  of  mean  (µg)  and  dispersion  (øg)  of  genes  from  a  real  RNA-­
Seq  data  set.  This  method  is  able  to  generate  unstructured  correlations  among  
differentially  expressed  (DE)  genes.    
  
As  a  modification  to  the  original  simulation  method,  we  include  correlation  
structures  among  simulated  null-­genes.  Five  correlated  structures  are  simulated  
as  shown  in  Table  4.1.  First,  the  gene  sets  labeled  “exchangeable”  have  an  
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exchangeable  structure  that  has  the  same  pairwise  positive  correlation  
coefficients.  This  exchangeable  structure  is  often  observed  in  clustered  data.  
Second,  a  set  of  genes  has  the  same  absolute  correlation  coefficient.  However,  
for  every  alternate  cell  by  columns  and  rows,  the  sign  of  the  coefficient  is  
changed.  We  call  this  correlation  structure  “exchangeable2”.  Genes  within  this  
correlation  structure  have  50%  positive  and  50%  negative  pairwise  correlation  
coefficients.  For  the  third  simulated  structure,  we  used  the  observed  correlation  
structures  from  a  real  RNA-­Seq  data  to  model  correlation.  We  call  this  the  “real”  
structure.  A  fourth  correlation  structure  is  “autoregressive1”.  When  genes  have  
an  autoregressive1  structure,  genes  have  the  same  variance  and  pair-­wise  
correlations  exponentially  decrease  with  distance.  Finally,  we  simulate  RNA-­Seq  
gene  expression  measures  that  have  zero  correlation  (“independent”).    
  
Because  the  assumption  of  dependence  structures  is  imposed  under  the  null  
hypotheses,  we  simulated  correlation  structures  restricted  to  gene  expression  
measured  under  the  null  hypotheses  in  our  primary  simulation.  However,  in  our  
secondary  simulations,  we  specified  correlations  among  DE  and  non-­DE  genes.  
  
4.2.3.1   Generation  of  simulated  RNA-­Seq  data  sets  
We  simulate  whole  gene  sets  using  the  following  steps  and  the  combination  of  
parameters  presented  in  Table  4.1.  
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1.   Randomly  select  10,000  genes  from  the  real  RNA-­Seq  data  (Pickrell  et  al.  
2010)  without  replacement.  The  corresponding  10,000  pairs  of  µg  and  øg  
are  used  as  the  geometric  mean  expression  level  across  treatments  and  
true  dispersion,  respectively,  of  simulated  genes.  
2.   Randomly  select  simulated  genes  to  be  either  differentially  expressed  
across  the  two  treatments  or  equivalently  expressed  such  that  exactly  (π0  
x  100)%  of  the  simulated  genes  are  differentially  expressed  and  the  
remaining  (1  -­  π0)  x  100%  are  equivalently  expressed.  
3.   Set  the  log  fold-­change  across  treatment  levels,  𝛿g,  to  be  zero  for  all  
equivalently  expressed  genes.  In  order  to  have  independent  differentially  
expressed  genes,  we  draw  the  𝛿g’s  of  all  differentially  expressed  genes  
from  a  multivariate  normal  distribution  with  mean  0  and  variance  equal  to  
an  identity  matrix.  Although  Landau  and  Liu  suggested  implementing  
dependent  structures  among  DE  genes,  because  this  dependent  structure  
does  not  violate  the  assumptions  of  the  multiple  testing  correction  
methods,  we  assume  independence  among  DE  genes  in  our  primary  
analysis.  We  generate  the  unstructured  correlations  among  DE  genes  
using  the  rcorrmatrix()  function  in  “ClusterGeneration”  R-­package(Joe  
2006)  in  our  secondary  analysis.  
4.   Compute  the  true  mean  expression  level,  𝜇Ñ,  of  simulated  gene,  g,  for  
treatment  levels  k=1  and  2  using    
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𝜇Ñ = 𝑎 exp −1Ñ 𝛿2 .  
The  log  fold-­change  can  then  be  expressed  as      
log fold	  change = log 𝑎 exp 𝛿2𝑎 exp −𝛿2 = log exp 	  𝛿 +	  𝛿2 	   = 𝛿  
5.   Randomly  draw  the  simulated  count  of  each  simulated  gene,  g,  in  library  i  
from  a  𝑁𝐵(𝜇Ñ S , 𝜙)  distribution,  where  k(i)  is  the  treatment  group  of  
library  i.  
6.   Only  genes  with  simulated  read  counts  greater  than  zero  are  included  in  
the  following  analysis.  Hence,  if  the  simulated  counts  of  simulated  gene  g  
are  all  zero,  we  keep  𝛿g  and  redraw  µg  and  øg,  and  then  redraw  the  
simulated  counts  as  in  steps  4  and  5.  
7.   We  randomly  select  20  genes  among  non-­DE  genes  for  exchangeable,  
exchangeable2,  autoregressive1,  and  real  correlation  matrices.  The  
selected  genes  simulated  from  the  𝑁𝐵(𝜇Ñ S , 𝜙)  distribution  and  the  
correlation  among  these  genes  has  the  specified  structure  with  correlation  
coefficient  of  ρ  in  Table  4.1  for  exchangeable,  exchangeable2,  and  
autoregressive1.  For  our  secondary  analysis,  we  only  use  ρ  equal  to  0.5.  
The  real  correlation  matrix  is  estimated  from  the  Pickrell  RNA-­Seq  
data(Pickrell  et  al.  2010).  Using  the  observed  values  avoids  a  non-­positive  
definite  correlation  matrix.  This  sampling  procedure  is  independently  
performed  150  times  per  replicate,  to  form  150  clusters  of  20  genes  for  
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each  simulation  replicate  when  the  correlation  structures  are  
exchangeable,  exchangeable2,  autoregressive1  or  real.  The  correlated  
discrete  sampling  method  uses  the  rcounts  function  in  the  R-­package  
“corcounts”  (Vinzenz  and  Claudia  2009).  This  function  allows  random  
sampling  from  NB  distributions  with  pre-­specified  Pearson  correlation  
coefficient(ρ).  When  the  correlation  structure  is  independent,  all  genes  are  
independently  sampled  from  𝑁𝐵(𝜇Ñ S , 𝜙).  
  
Table  4.1  Simulation  parameters  and  values  
Parameter   Value  
Sample  size   5,  10,  20  
Proportion  of  null(π0)   1,  0.95,  0.75  
Strength  of  correlation(ρ)   0.3,  0.5,  0.75  
Correlation  Structure   Exchangeable,  Exchangeable2,  Real,    Autoregressive1,  Independent  
Sample  size:  The  number  of  samples  in  case  and  control  groups.  Each  group  has  the  same  
sample  size.  Proportion  of  null:  the  proportion  of  null  hypotheses  in  a  whole  gene  set.  
  
4.2.3.2   Analysis  of  simulated  RNA-­Seq  data  sets  
We  analyze  the  simulated  data  sets  using  the  DESeq2  and  edgeR  R-­packages  
and  using  Firth’s  logistic  regression.  DESeq2  and  edgeR  are  the  leading  
software  for  analyzing  RNA-­Seq  data.  Firth’s  logistic  regression(Firth  1993;;  
Heinze  and  Schemper  2002)  is  an  appropriate  alternative  approach  as  
demonstrated  in  Chapter  2  and  Chapter  3  of  this  dissertation.    
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Because  DESeq2  and  edgeR  use  the  NB  framework,  gene  expression  values  
are  a  function  of  case-­control  status.  However,  Firth’s  logistic  regression  models  
case-­control  status  as  a  function  of  gene  expression  values.  Hence,  DESeq2  and  
edgeR  utilize  Model  4.A  and  the  Firth’s  logistic  regression  approach  utilizes  
Model  4.B.     Model	  4. A:	   log E[𝑌] = 𝛽f + 𝛽F𝐷,    Model	  4. B:	   logit E[𝐷] = 𝛽f∗ + 𝛽F∗𝑌.    
Each  simulation  scenario  is  replicated  1000  times.    
  
All  simulated  data  are  analyzed  with  DESeq2,  edgeR  and  Firth’s  logistic  
regression.  The  p-­values  from  DESeq2,  edgeR,  and  Firth’s  logistic  regression  
are  corrected  for  multiple  tests  using  Bonferroni,  Romano  and  Shaikh  (RS),  and  
Lehman  and  Romano  (LR)  procedures  controlling  FWER  and  Benjamini  and  
Hochberg  (BH),  Benjamini  and  Yekutieli  (BY),  Storey  and  Tibshirani  (ST),  
Benjamini,  Krieger,  and  Yekutieli  (BKY),  and  Blanchard  and  Roquain  (BR)  
procedures  controlling  FDR  at  significance  level  of  0.05.  Using  the  multiple  
testing  corrected  p-­values  from  each  multiple  testing  method,  we  identify  Type-­I  
errors  and  Type-­II  errors  using  the  known  DE  status  of  genes  in  the  simulation  
process.  For  multiple  testing  methods  controlling  the  FWER,  we  calculate  false  
positive  rate  (1  –  specificity)  and  power  (sensitivity;;  1-­  false  negative  rate)  at  a  
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significance  level  of  0.05.  For  multiple  testing  methods  controlling  the  FDR,  we  
compute  FDR  and  power  at  a  significance  level  of  0.05.    
  
4.3   Results  
4.3.1   False  positive  rates  from  multiple  testing  correction  procedures  
controlling  the  FWER  from  simulated  data  
The  false  positive  rates  computed  from  simulated  data  sets  with  the  proportion  of  
null  hypotheses  equal  to  100%,  95%  and  75%  are  presented  in  Figure  4.1,  
Figure  4.2  and  Figure  4.3,  respectively.  The  false  positive  rates  from  edgeR  are  
higher  than  from  DESeq2  and  Firth’s  logistic  regression  within  the  same  multiple  
testing  methods.  The  LR  procedure  has  higher  false  positive  rates  than  the  other  
multiple  testing  correction  methods  within  the  same  analysis  methods.  As  sample  
size  increases,  the  differences  of  false  positive  rates  among  analysis  methods  
and  among  multiple  testing  methods  decreases.  In  particular,  with  the  sample  
size  of  five  cases  and  five  controls  (Figure  4.1(A)),  Firth’s  logistic  regression  did  
not  identify  any  significant  genes  among  null  hypotheses  in  any  of  the    simulated  
data  sets.  When  sample  size  is  small,  the  Firth’s  logistic  regression  is  very  
conservative.  Thus,  Bonferroni,  RS  and  LR  procedures  produced  false  positive  
rates  equal  to  zero.  Within  the  same  multiple  testing  correction  approach,  the  
false  positive  rates  from  simulated  data  sets  with  different  correlation  structures  
are  similar.    
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When  the  proportion  of  null  hypotheses  is  decreased  from  100%  (Figure  4.1)  to  
75%  (Figure  4.3),  the  false  positive  rates  generally  decrease.  These  decreases  in  
the  false  positive  rates  are  larger  when  sample  size  is  small.  
    
The  false  positive  rates  for  different  strengths  of  correlation  with  the  sample  size  
of  five  cases  and  five  controls  allowing  no-­correlation  structures  in  DE  genes  
analyzed  with  edgeR  are  presented  in  Table  4.2.  The  strength  of  correlation  
within  the  same  correlation  structure  does  not  change  false  positive  rates  for  
edgeR,  DESeq2,  or  Firth’s  logistic  regression,  as  shown  in  Table  4.2.      
  
Comparison  of  false  positive  rates  for  the  sample  size  of  five  cases  and  five  
controls  analyzed  with  edgeR  either  with  or  without  correlation  structures  in  DE  
genes  is  shown  in  Table  4.3.  The  false  positive  rates  for  data  sets  with  
correlation  structures  in  DE  genes  is  similar  to  the  false  positive  rates  for  data  
sets  with  no-­correlation  structures  in  DE  genes.  This  similarity  is  also  observed  in  
the  DESeq2  and  Firth’s  logistic  regression  results.       
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Figure  4.1  False  positive  rates  with  100%  null  hypotheses  
  
Figure  4.1  presents  false  positive  rates  from  FWER  methods.  The  analysis  methods  (DESeq2,  
edgeR,  and  Firth)  are  separated  by  vertical  lines.  Three  FWER  methods  (Bonferroni,  RS  
(Romano  and  Shaikh),  LR  (Lehman  and  Romano))  are  placed  within  each  analysis  method.  
Colored  dots  represent  exchangeable  (EX),  exchangeable2  (EX2),  real,  autoregressive1(AR1),  
and  independent(IND)  correlation  structures  in  the  null  hypothesis.  The  dotted  lines  within  each  
colored  dot  are  the  95%  confidence  intervals  of  false  positive  rates.  (A)  presents  the  false  positive  
rates  for  the  sample  size  of  five  cases  and  five  controls  with  correlation  strength  of  0.5,  (B)  
presents  the  false  positive  rates  for  the  sample  size  of  10  cases  and  10  controls  with  correlation  
strength  of  0.5,  (C)  presents  the  false  positive  rates  for  the  sample  size  of  20  cases  and  20  
controls  with  correlation  strength  of  0.5     
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Figure  4.2  False  positive  rates  with  95%  null  hypotheses    
  
Figure  4.2  presents  false  positive  rates  from  FWER  methods.  The  analysis  methods  (DESeq2,  
edgeR,  and  Firth)  are  separated  by  vertical  lines.  Three  FWER  methods  (Bonferroni,  RS  
(Romano  and  Shaikh),  LR  (Lehman  and  Romano))  are  placed  within  each  analysis  method.  
Colored  dots  represent  exchangeable  (EX),  exchangeable2  (EX2),  real,  autoregressive1(AR1),  
and  independent(IND)  correlation  structures  in  the  null  hypothesis.  The  dotted  lines  within  each  
colored  dot  are  the    95%  confidence  intervals  of  false  positive  rates.  (A)  presents  the  false  
positive  rates  for  the  sample  size  of  five  cases  and  five  controls  with  correlation  strength  of  0.5,  
(B)  presents  the  false  positive  rates  for  the  sample  size  of  10  cases  and  10  controls  with  
correlation  strength  of  0.5,  (C)  presents  the  false  positive  rates  for  the  sample  size  of  20  cases  
and  20  controls  with  correlation  strength  of  0.5     
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Figure  4.3  False  positive  rates  with  75%  null  hypotheses    
  
Figure  4.3  presents  false  positive  rates  of  the  FWER  methods.  The  analysis  methods  (DESeq2,  
edgeR,  and  Firth)  are  separated  by  vertical  lines.  Three  FWER  methods  (Bonferroni,  RS  
(Romano  and  Shaikh),  LR  (Lehman  and  Romano))  are  placed  within  each  analysis  method.  
Colored  dots  represent  exchangeable  (EX),  exchangeable2  (EX2),  real,  autoregressive1(AR1),  
and  independent(IND)  correlation  structures  in  the  null  hypothesis.  The  dotted  lines  within  each  
colored  dot  are  the  95%  confidence  intervals  of  false  positive  rates.  (A)  presents  the  false  positive  
rates  for  a  sample  size  of  five  cases  and  five  controls  with  correlation  strength  of  0.5,  (B)  presents  
the  false  positive  rates  for  the  sample  size  of  10  cases  and  10  controls  with  correlation  strength  of  
0.5,  (C)  presents  the  false  positive  rates  for  the  sample  size  of  20  cases  and  20  controls  with  
correlation  strength  of  0.5     
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Table  4.2  False  positive  rates  for  five  cases  and  five  controls  from  simulated  data  
with  no-­correlation  among  differentially  expressed  genes  based  on  analysis  with  
edgeR.  
Null   Type   Cor   Bonferroni   RS   LR  
1   EX   0.3   0.00031   0.00044   0.00062  
1   EX   0.5   0.0003   0.00042   0.0006  
1   EX   0.75   0.00029   0.00041   0.00058  
1   EX2   0.3   0.00031   0.00044   0.00062  
1   EX2   0.5   0.0003   0.00043   0.00061  
1   EX2   0.75   0.00029   0.00041   0.00058  
1   AR1   0.3   0.00032   0.00045   0.00063  
1   AR1   0.5   0.00031   0.00045   0.00063  
1   AR1   0.75   0.00031   0.00043   0.00061  
0.95   EX   0.3   0.00031   0.00044   0.0006  
0.95   EX   0.5   0.0003   0.00043   0.0006  
0.95   EX   0.75   0.0003   0.00042   0.00059  
0.95   EX2   0.3   0.00032   0.00044   0.00061  
0.95   EX2   0.5   0.00031   0.00043   0.0006  
0.95   EX2   0.75   0.00029   0.00042   0.00059  
0.95   AR1   0.3   0.00033   0.00045   0.00062  
0.95   AR1   0.5   0.00032   0.00045   0.00062  
0.95   AR1   0.75   0.00031   0.00044   0.00061  
0.75   EX   0.3   0.00026   0.00036   0.00051  
0.75   EX   0.5   0.00026   0.00036   0.00051  
0.75   EX   0.75   0.00025   0.00035   0.00051  
0.75   EX2   0.3   0.00026   0.00036   0.00052  
0.75   EX2   0.5   0.00026   0.00036   0.00051  
0.75   EX2   0.75   0.00025   0.00036   0.00052  
0.75   AR1   0.3   0.00026   0.00037   0.00052  
0.75   AR1   0.5   0.00026   0.00037   0.00052  
0.75   AR1   0.75   0.00026   0.00036   0.00052  
Null:  Proportion  of  null  hypothesis  in  a  gene  set,  Type:  Correlation  structure  types;;  exchangeable  
(EX),  ecxchangeable2  (EX2),  and  autoregressive1(AR1),  Cor:  The  strength  of  correlation  in  
correlation  structures.  RS:  Romano  and  Shaikh  procedure,  LR:  Lehman  and  Romano  procedure.     
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Table  4.3  False  positive  rates  for  five  cases  and  five  controls  from  simulated  data  
based  on  analysis  with  edgeR.  
DE-­Cor   Null   Type   Cor   Bonferroni   RS   LR  
No  
0.95   EX   0.5   0.0003   0.00043   0.0006  
0.95   EX2   0.5   0.00031   0.00043   0.0006  
0.95   REAL   NA   0.00031   0.00043   0.0006  
0.95   AR1   0.5   0.00032   0.00045   0.00062  
0.95   IND   NA   0.00028   0.0004   0.00058  
0.75   EX   0.5   0.00026   0.00036   0.00051  
0.75   EX2   0.5   0.00026   0.00036   0.00051  
0.75   REAL   NA   0.00025   0.00035   0.0005  
0.75   AR1   0.5   0.00026   0.00037   0.00052  
0.75   IND   NA   0.00029   0.00041   0.00059  
Yes  
0.95   EX   0.5   0.00031   0.00043   0.0006  
0.95   EX2   0.5   0.00031   0.00043   0.0006  
0.95   REAL   NA   0.0003   0.00042   0.00059  
0.95   AR1   0.5   0.00032   0.00044   0.00062  
0.95   IND   NA   0.00029   0.0004   0.00057  
0.75   EX   0.5   0.00025   0.00034   0.00048  
0.75   EX2   0.5   0.00025   0.00035   0.0005  
0.75   REAL   NA   0.00024   0.00034   0.00048  
0.75   AR1   0.5   0.00025   0.00035   0.0005  
0.75   IND   NA   0.00028   0.00041   0.00058  
DE-­Cor:  Presence  of  correlation  in  differentially  expressed  genes,  Null:  Proportion  of  null  
hypothesis  in  a  gene  set,  Type:  Correlation  structure  types;;  exchangeable  (EX),  ecxchangeable2  
(EX2),  real  from  Pickrell  (REAL),  autoregressive1(AR1)  and  independent  (IND),  Cor:  The  strength  
of  correlation  in  correlation  structures.  RS:  Romano  and  Shaikh  procedure,  LR:  Lehman  and  
Romano  procedure.     
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4.3.2   FDRs  from  multiple  testing  correction  procedures  controlling  FDR  
using  simulated  data.  
The  FDRs  based  on  simulated  data  with  95%  or  75%  of  the  observations  under  
the  null  hypotheses  are  presented  in  Figure  4.4  and  Figure  4.5.  The  FDRs  from  
analyses  performed  with  edgeR  are  higher  than  FDRs  from  DESeq2  and  Firth’s  
logistic  regression.  In  general,  the  BH,  ST  and  BKY  procedures  produce  similar  
FDRs,  and  the  BY  and  BR  procedures  produce  similar  FDRs.  However,  the  BH,  
ST,  and  BKY  procedures  have  higher  FDRs  than  the  BY  and  BR  procedures.  
FDRs  based  on  data  sets  with  different  correlation  structures  within  a  multiple  
testing  correction  method  are  not  distinctive  enough  to  suggest  that  choice  of  
multiple  correction  method  should  be  influenced  by  correlation  structure.    
  
When  the  proportion  of  null  hypotheses  is  95%  and  the  sample  size  for  cases  
and  controls  is  five  (Figure  4.4(A)),  the  FDRs  for  the  BY  and  BR  procedures  
when  using  DESeq2  or  edge  R  are  close  to  the  significance  level  of  0.05.  In  
contrast,  the  BH,  ST  and  BKY  procedures  have  inflated  false  discovery  rates  
when  the  sample  size  is  small.  Firth’s  logistic  regression  identifies  no  significant  
results  with  five  cases  and  five  controls.    
  
When  sample  size  increases  (Figure  4.4(B)  and  (C)),  the  observed  FDRs  of  the  
BH,  ST,  and  BKY  procedures  are  closer  to  of  the  specified  0.05  level.  With  
increasing  sample  size,  the  BY  and  BR  procedures  become  very  conservative.  
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The  FDRs  of  the  BH,  ST  and  BKY  procedures  computed  from  the  DESeq2  
method  are  closer  to    the  specified  FDR  level  of  0.05  than  are  the  FDRs  
computed  from  the  edgeR  method.  The  FDRs  from  Firth’s  logistic  regression  are  
conservative  even  with  20  cases  and  20  controls.  
  
FDRs  for  a  sample  size  of  five  cases  and  five  controls  when  there  is  no  
correlation  among  DE  genes  from  analysis  with  edgeR  are  shown  in  Table  4.4.    
The  strength  of  correlation  within  a  correlation  structure  type  does  not  notably  
affect  false  discovery  rates  for  any  of  the  analysis  methods  under  our  
simulations.  The  assessment  of  FDRs  for  five  cases  and  five  controls  from  
analysis  with  edgeR  between  correlation  and  no  correlation  among  DE  genes  is  
presented  in  Table  4.5.  The  FDRs  for  correlation  and  no  correlation  among  DE  
genes  are  very  similar.  This  similarity  is  also  found  in  DESeq2  and  Firth’s  logistic  
regression  results.       
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Figure  4.4  False  discovery  rates  with  95%  null  hypotheses  
  
Figure  4.4  presents  FDRs  of  the  multiple  testing  correction  methods  controlling  the  FDR.  The  
analysis  methods  (DESeq2,  edgeR,  and  Firth)  are  separated  by  vertical  lines.  Five  FDR  methods  
(BH  (Benjamini  and  Hochberg),  BY  (Benjamini  and  Yekutieli),  ST  (Story  and  Tibshirani),  BKY  
(Benjamini,  Krieger,  and  Yekutieli),  BR  (Blanchard  and  Roquain))  are  placed  within  each  analysis  
method.  Colored  dots  represent  exchangeable  (EX),  exchangeable2  (EX2),  real,  
autoregressive1(AR1),  and  independent(IND)  correlation  structures  in  the  null  hypothesis.  The  
dotted  lines  within  each  colored  dot  are  the  95%  confidence  intervals  of  false  discovery  rates.  (A)  
presents  the  false  discovery  rates  for  the  sample  size  of  five  cases  and  five  controls  with  
correlation  strength  of  0.5,  (B)  presents  the  false  discovery  rates  for  the  sample  size  of    10  cases  
and  10  controls  with  correlation  strength  of  0.5,  (C)  presents  the  false  discovery  rates  for  the  
sample  size  of    20  cases  and  20  controls  with  correlation  strength  of  0.5     
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Figure  4.5  False  discovery  rates  with  75%  null  hypotheses  
  
Figure  4.5  presents  FDRs  of  the  multiple  testing  correction  methods  controlling  the  FDR.  The  
analysis  methods  (DESeq2,  edgeR,  and  Firth)  are  separated  by  vertical  lines.  Five  FDR  methods  
(BH  (Benjamini  and  Hochberg),  BY  (Benjamini  and  Yekutieli),  ST  (Story  and  Tibshirani),  BKY  
(Benjamini,  Krieger,  and  Yekutieli),  BR  (Blanchard  and  Roquain))  are  placed  within  each  analysis  
method.  Colored  dots  represent  exchangeable  (EX),  exchangeable2  (EX2),  real,  
autoregressive1(AR1),  and  independent(IND)  correlation  structures  in  the  null  hypothesis.  The  
dotted  lines  within  each  colored  dot  are  the  75%  confidence  intervals  of  false  discovery  rates.  (A)  
presents  the  false  discovery  rates  for  the  sample  size  of  five  cases  and  five  controls  with  
correlation  strength  of  0.5,  (B)  presents  the  false  discovery  rates  for  the  sample  size  of    10  cases  
and  10  controls  with  correlation  strength  of  0.5,  (C)  presents  the  false  discovery  rates  for  the  
sample  size  of    20  cases  and  20  controls  with  correlation  strength  of  0.5     
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Table  4.4  False  discovery  rates  for  five  cases  and  five  controls  from  simulated  
data  with  no-­correlation  among  differentially  expressed  genes  based  on  analysis  
with  edgeR  
Null   Type   Cor   BH   BY   ST   BKY   BR  
0.95   EX   0.3   0.196   0.076   0.196   0.197   0.048  
0.95   EX   0.5   0.196   0.076   0.196   0.197   0.047  
0.95   EX   0.75   0.196   0.075   0.196   0.197   0.047  
0.95   EX2   0.3   0.197   0.077   0.197   0.198   0.048  
0.95   EX2   0.5   0.197   0.076   0.197   0.198   0.048  
0.95   EX2   0.75   0.199   0.075   0.199   0.200   0.047  
0.95   AR1   0.3   0.198   0.078   0.198   0.199   0.050  
0.95   AR1   0.5   0.197   0.077   0.197   0.198   0.049  
0.95   AR1   0.75   0.197   0.077   0.197   0.198   0.048  
0.75   EX   0.3   0.065   0.021   0.065   0.068   0.026  
0.75   EX   0.5   0.066   0.021   0.066   0.068   0.025  
0.75   EX   0.75   0.069   0.021   0.069   0.071   0.026  
0.75   EX2   0.3   0.066   0.021   0.066   0.068   0.026  
0.75   EX2   0.5   0.067   0.021   0.067   0.070   0.026  
0.75   EX2   0.75   0.072   0.022   0.072   0.074   0.027  
0.75   AR1   0.3   0.066   0.021   0.066   0.068   0.026  
0.75   AR1   0.5   0.066   0.021   0.066   0.068   0.026  
0.75   AR1   0.75   0.066   0.021   0.066   0.068   0.026  
Null:  Proportion  of  null  hypothesis  in  a  gene  set,  Type:  Correlation  structure  types;;  exchangeable  
(EX),  ecxchangeable2  (EX2),  and  autoregressive1(AR1),  Cor:  The  strength  of  correlation  in  
correlation  structures.  BH:  Benjamini  and  Hochberg,  BY:  Benjamini  and  Yekutieli,  ST:  Story  and  
Tibshirani,  BKY:  Benjamini,  Krieger,  and  Yekutieli,  BR:  Blanchard  and  Roquain.     
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Table  4.5  False  discovery  rates  for  five  cases  and  five  controls  from  simulated  
data  based  on  analysis  with  edgeR  
DE-­Cor   Null   Type   Cor   BH   BY   ST   BKY   BR  
No  
0.95   EX   0.5   0.196   0.076   0.196   0.197   0.047  
0.95   EX2   0.5   0.197   0.076   0.197   0.198   0.048  
0.95   REAL   NA   0.194   0.075   0.194   0.195   0.048  
0.95   AR1   0.5   0.197   0.077   0.197   0.198   0.049  
0.95   IND   NA   0.209   0.080   0.209   0.210   0.046  
0.75   EX   0.5   0.066   0.021   0.066   0.068   0.025  
0.75   EX2   0.5   0.067   0.021   0.067   0.070   0.026  
0.75   REAL   NA   0.065   0.020   0.065   0.067   0.025  
0.75   AR1   0.5   0.066   0.021   0.066   0.068   0.026  
0.75   IND   NA   0.085   0.027   0.087   0.088   0.031  
Yes  
0.95   EX   0.5   0.196   0.076   0.196   0.197   0.048  
0.95   EX2   0.5   0.197   0.076   0.197   0.198   0.048  
0.95   REAL   NA   0.194   0.075   0.194   0.196   0.048  
0.95   AR1   0.5   0.199   0.077   0.199   0.200   0.050  
0.95   IND   NA   0.209   0.081   0.209   0.210   0.047  
0.75   EX   0.5   0.066   0.02   0.066   0.068   0.025  
0.75   EX2   0.5   0.066   0.021   0.066   0.069   0.025  
0.75   REAL   NA   0.065   0.020   0.065   0.067   0.025  
0.75   AR1   0.5   0.065   0.020   0.065   0.067   0.025  
0.75   IND   NA   0.085   0.026   0.087   0.088   0.030  
DE-­Cor:  Presence  of  correlation  in  differentially  expressed  genes,  Null:  Proportion  of  null  
hypothesis  in  a  gene  set,  Type:  Correlation  structure  types;;  exchangeable  (EX),  ecxchangeable2  
(EX2),  real  from  Pickrell  (REAL),  autoregressive1(AR1)  and  independent  (IND),  Cor:  The  strength  
of  correlation  in  correlation  structures.  BH:  Benjamini  and  Hochberg,  BY:  Benjamini  and  Yekutieli,  
ST:  Story  and  Tibshirani,  BKY:  Benjamini,  Krieger,  and  Yekutieli,  BR:  Blanchard  and  Roquain.     
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4.3.3   Power  comparison  among  the  multiple  testing  correction  methods  
controlling  FWER  based  on  simulated  data.    
Power  for  different  multiple  testing  methods  controlling  FWER  applied  to  
simulated  data  sets  with  75%  null  hypotheses  is  shown  in  Figure  4.6.  The  power  
from  DEseq2  and  from  edgeR  are  comparable,  and  are  higher  than  the  power  
from  Firth’s  logistic  regression.  Although  power  using  the  LR  procedure  is  greater  
than  RS  and  Bonferroni,  with  Bonferroni  procedure  showing  the  lowest  power,  
the  differences  in  power  among  these  three  methods  are  very  small  except  for  
Firth’s  logistic  regression  with  10  cases  and  10  controls  (Figure  4.6(B)).  As  
sample  size  increases,  power  increases.  Power  for  95%  null  hypotheses  is    
similar  to  power  with  75%  null  hypotheses  (Table  4.6).  Strength  of  correlation  
(Table  4.6)  and  presence  of  correlation  structures  in  DE  genes  (Table  4.7)  do  not  
influence  power.     
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Figure  4.6  Power  with  proportion  of  null  hypotheses  equal  to  75%  using  the  
multiple  testing  correction  methods  controlling  FWER  
  
Figure  4.6  presents  power  from  the  multiple  testing  correction  methods  controlling  FWER.  The  
analysis  methods  (DESeq2,  edgeR,  and  Firth)  are  separated  by  vertical  lines.  Three  FWER  
methods  (Bonferroni,  RS  (Romano  and  Shaikh),  LR  (Lehman  and  Romano))  are  placed  within  
each  analysis  method.  Colored  dots  represent  exchangeable  (EX),  exchangeable2  (EX2),  real,  
autoregressive1(AR1),  and  independent(IND)  correlation  structures  in  the  null  hypothesis.  The  
dotted  lines  within  each  colored  dot  are  the  95%  confidence  intervals  of  power(A)  presents  the  
power  for  the  sample  size  of  five  cases  and  five  controls  with  correlation  strength  of  0.5,  (B)  
presents  the  power  for  the  sample  size  of  10  cases  and  10  controls  with  correlation  strength  of  
0.5,  (C)  presents  the  power  for  the  sample  size  of  20  cases  and  20  controls  with  correlation  
strength  of  0.5     
	  	  
108  
Table  4.6  Power  for  sample  size  of    five  cases  and  five  controls  with  no-­
correlation  among  the  differentially  expressed  genes  based  on  analysis  using  
edgeR  and  the  multiple  testing  correction  methods  controlling  FWER  
Null   Type   Cor   Bonferroni   RS   LR  
0.95   EX   0.3   0.163   0.174   0.185  
0.95   EX   0.5   0.161   0.172   0.183  
0.95   EX   0.75   0.156   0.167   0.178  
0.95   EX2   0.3   0.163   0.174   0.186  
0.95   EX2   0.5   0.161   0.172   0.183  
0.95   EX2   0.75   0.155   0.166   0.177  
0.95   AR1   0.3   0.164   0.175   0.187  
0.95   AR1   0.5   0.164   0.175   0.186  
0.95   AR1   0.75   0.162   0.173   0.185  
0.75   EX   0.3   0.162   0.173   0.185  
0.75   EX   0.5   0.160   0.171   0.183  
0.75   EX   0.75   0.155   0.166   0.178  
0.75   EX2   0.3   0.162   0.173   0.186  
0.75   EX2   0.5   0.160   0.171   0.183  
0.75   EX2   0.75   0.154   0.165   0.177  
0.75   AR1   0.3   0.163   0.174   0.187  
0.75   AR1   0.5   0.163   0.174   0.186  
0.75   AR1   0.75   0.161   0.172   0.185  
Null:  Proportion  of  null  hypothesis  in  a  gene  set,  Type:  Correlation  structure  types;;  exchangeable  
(EX),  ecxchangeable2  (EX2),  and  autoregressive1(AR1),  Cor:  The  strength  of  correlation  in  
correlation  structures.  RS:  Romano  and  Shaikh  procedure,  LR:  Lehman  and  Romano  procedure.     
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Table  4.7  Power  for  the  sample  size  of  five  cases  and  five  controls  based  on    
analysis  using  edgeR  results  and  the  multiple  testing  correction  methods  
controlling  FWER  
DE-­Cor   Null   Type   Cor   Bonferroni   RS   LR  
No  
0.95   EX   0.5   0.161   0.172   0.183  
0.95   EX2   0.5   0.161   0.172   0.183  
0.95   REAL   NA   0.162   0.172   0.184  
0.95   AR1   0.5   0.164   0.175   0.186  
0.95   IND   NA   0.134   0.145   0.156  
0.75   EX   0.5   0.160   0.171   0.183  
0.75   EX2   0.5   0.160   0.171   0.183  
0.75   REAL   NA   0.161   0.172   0.184  
0.75   AR1   0.5   0.163   0.174   0.186  
0.75   IND   NA   0.133   0.144   0.156  
Yes  
0.95   EX   0.5   0.159   0.170   0.181  
0.95   EX2   0.5   0.159   0.170   0.181  
0.95   REAL   NA   0.159   0.170   0.182  
0.95   AR1   0.5   0.161   0.172   0.184  
0.95   IND   NA   0.132   0.142   0.154  
0.75   EX   0.5   0.159   0.170   0.182  
0.75   EX2   0.5   0.159   0.170   0.182  
0.75   REAL   NA   0.160   0.171   0.183  
0.75   AR1   0.5   0.162   0.173   0.185  
0.75   IND   NA   0.132   0.143   0.155  
DE-­Cor:  Presence  of  correlation  in  differentially  expressed  genes,  Null:  Proportion  of  null  
hypothesis  in  a  gene  set,  Type:  Correlation  structure  types;;  exchangeable  (EX),  ecxchangeable2  
(EX2),  real  from  Pickrell  (REAL),  autoregressive1(AR1)  and  independent  (IND),  Cor:  The  strength  
of  correlation  in  correlation  structures.  BH:  Benjamini  and  Hochberg,  BY:  Benjamini  and  Yekutieli,  
ST:  Story  and  Tibshirani,  BKY:  Benjamini,  Krieger,  and  Yekutieli,  BR:  Blanchard  and  Roquain.     
	  	  
110  
4.3.4   Power  comparison  among  the  multiple  testing  correction  methods  
controlling  FDR  based  on  simulated  data.    
Power  for  the  multiple  testing  methods  controlling  FDR  based  on  for  simulated  
data  sets  with  95%  and  75%  null  hypotheses  are  shown  in  Figure  4.7  and  Figure  
4.8.  The  power  from  analysis  with  DEseq2  and  from  edgeR  are  comparable.  
Although  they  are  higher  than  the  power  from  Firth’s  logistic  regression,  as  
sample  size  increases,  this  differences  in  power  among  analysis  methods  
decreases.  The  BH,  ST,  BKY  procedures  have  similar  power  and  are  more  
powerful  than  BY  and  BR.  As  sample  size  increases,  the  differences  in  power  
among  the  multiple  testing  methods  decreases.  In  general,  large  sample  size  
increases  power  across  all  analysis  and  multiple  testing  methods.  When  the  
proportion  of  null  hypotheses  in  a  data  set  decreases  from  95%(Figure  4.7)  to  
75%(Figure  4.8),  power  is  increased.  Strength  of  correlation  (Table  4.8)  and  
presence  of  correlation  structures  in  DE  genes  (Table  4.9)  do  not  influence  the  
power.     
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Figure  4.7  Power  with  proportion  of  null  hypotheses  equal  to  95%  using  FDR  
methods  
  
Figure  4.7  presents  power  from  the  multiple  testing  correction  methods  controlling  FDR.  The  
analysis  methods  (DESeq2,  edgeR,  and  Firth)  are  separated  by  vertical  lines.  Five  FDR  methods  
(BH  (Benjamini  and  Hochberg),  BY  (Benjamini  and  Yekutieli),  ST  (Story  and  Tibshirani),  BKY  
(Benjamini,  Krieger,  and  Yekutieli),  BR  (Blanchard  and  Roquain))  are  placed  within  each  analysis  
method.  Colored  dots  represent  exchangeable  (EX),  exchangeable2  (EX2),  real,  
autoregressive1(AR1),  and  independent(IND)  correlation  structures  in  the  null  hypothesis.  The  
dotted  lines  within  each  colored  dot  are  the  95%  confidence  intervals  of  power.  (A)  presents  
power  from  the  sample  size  of  five  cases  and  five  controls  with  correlation  strength  of  0.5,  (B)  
presents  power  from  the  sample  size  of  10  cases  and  10  controls  with  correlation  strength  of  0.5,  
(C)  presents  power  from  the  sample  size  of  20  cases  and  20  controls  with  correlation  strength  of  
0.5     
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Figure  4.8  Power  with  proportion  of  null  hypotheses  equal  to  75%  using  FDR  
methods  
  
Figure  4.8  presents  power  from  the  multiple  testing  correction  methods  controlling  FDR.  The  
analysis  methods  (DESeq2,  edgeR,  and  Firth)  are  separated  by  vertical  lines.  Five  FDR  methods  
(BH  (Benjamini  and  Hochberg),  BY  (Benjamini  and  Yekutieli),  ST  (Story  and  Tibshirani),  BKY  
(Benjamini,  Krieger,  and  Yekutieli),  BR  (Blanchard  and  Roquain))  are  placed  within  each  analysis  
method.  Colored  dots  represent  exchangeable  (EX),  exchangeable2  (EX2),  real,  
autoregressive1(AR1),  and  independent(IND)  correlation  structures  in  the  null  hypothesis.  The  
dotted  lines  within  each  colored  dot  are  the  95%  confidence  intervals  of  power.  (A)  presents  
power  from  the  sample  size  of  five  cases  and  five  controls  with  correlation  strength  of  0.5,  (B)  
presents  power  from  the  sample  size  of  10  cases  and  10  controls  with  correlation  strength  of  0.5,  
(C)  presents  power  from  the  sample  size  of  20  cases  and  20  controls  with  correlation  strength  of  
0.5     
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Table  4.8  Power  for  the  sample  size  of  five  cases  and  five  controls  in  no-­
correlation  in  differentially  expressed  genes  based  on  analysis  using  edgeR  and  
the  multiple  testing  correction  methods  controlling  FDR  
Null   Type   Cor   BH   BY   ST   BKY   BR  
0.95   EX   0.3   0.254   0.198   0.254   0.254   0.177  
0.95   EX   0.5   0.252   0.196   0.252   0.252   0.174  
0.95   EX   0.75   0.246   0.190   0.246   0.246   0.168  
0.95   EX2   0.3   0.254   0.198   0.254   0.254   0.177  
0.95   EX2   0.5   0.252   0.196   0.252   0.252   0.174  
0.95   EX2   0.75   0.245   0.189   0.245   0.245   0.167  
0.95   AR1   0.3   0.255   0.200   0.255   0.256   0.178  
0.95   AR1   0.5   0.255   0.199   0.255   0.255   0.178  
0.95   AR1   0.75   0.253   0.197   0.253   0.253   0.176  
0.75   EX   0.3   0.301   0.230   0.301   0.304   0.241  
0.75   EX   0.5   0.299   0.228   0.299   0.302   0.239  
0.75   EX   0.75   0.294   0.222   0.294   0.297   0.233  
0.75   EX2   0.3   0.301   0.230   0.301   0.304   0.241  
0.75   EX2   0.5   0.299   0.228   0.299   0.302   0.239  
0.75   EX2   0.75   0.293   0.221   0.293   0.296   0.232  
0.75   AR1   0.3   0.302   0.232   0.302   0.305   0.243  
0.75   AR1   0.5   0.302   0.231   0.302   0.305   0.242  
0.75   AR1   0.75   0.300   0.229   0.300   0.303   0.240  
Null:  Proportion  of  null  hypothesis  in  a  gene  set,  Type:  Correlation  structure  types;;  exchangeable  
(EX),  ecxchangeable2  (EX2),  and  autoregressive1(AR1),  Cor:  The  strength  of  correlation  in  
correlation  structures.  BH:  Benjamini  and  Hochberg,  BY:  Benjamini  and  Yekutieli,  ST:  Story  and  
Tibshirani,  BKY:  Benjamini,  Krieger,  and  Yekutieli,  BR:  Blanchard  and  Roquain.     
	  	  
114  
Table  4.9  Power  for  the  sample  size  of  five  cases  and  five  controls  based  on  
analysis  using  edgeR  and  the  multiple  testing  correction  methods  controlling  
FDR  
DE-­Cor   Null   Type   Cor   BH   BY   ST   BKY   BR  
No  
0.95   EX   0.5   0.252   0.196   0.252   0.252   0.174  
0.95   EX2   0.5   0.252   0.196   0.252   0.252   0.174  
0.95   REALCOR   NA   0.252   0.197   0.252   0.253   0.175  
0.95   AR1   0.5   0.255   0.199   0.255   0.255   0.178  
0.95   IND   NA   0.221   0.166   0.221   0.222   0.142  
0.75   EX   0.5   0.299   0.228   0.299   0.302   0.239  
0.75   EX2   0.5   0.299   0.228   0.299   0.302   0.239  
0.75   REALCOR   NA   0.3   0.229   0.3   0.303   0.24  
0.75   AR1   0.5   0.302   0.231   0.302   0.305   0.242  
0.75   IND   NA   0.271   0.198   0.273   0.274   0.206  
Yes  
0.95   EX   0.5   0.249   0.193   0.249   0.249   0.172  
0.95   EX2   0.5   0.249   0.193   0.249   0.25   0.172  
0.95   REALCOR   NA   0.25   0.194   0.25   0.25   0.172  
0.95   AR1   0.5   0.252   0.196   0.252   0.253   0.175  
0.95   IND   NA   0.219   0.163   0.219   0.219   0.139  
0.75   EX   0.5   0.298   0.226   0.298   0.3   0.237  
0.75   EX2   0.5   0.298   0.226   0.298   0.3   0.237  
0.75   REALCOR   NA   0.298   0.227   0.298   0.301   0.238  
0.75   AR1   0.5   0.3   0.229   0.3   0.303   0.24  
0.75   IND   NA   0.269   0.196   0.271   0.272   0.204  
DE-­Cor:  Presence  of  correlation  in  differentially  expressed  genes,  Null:  Proportion  of  null  
hypothesis  in  a  gene  set,  Type:  Correlation  structure  types;;  exchangeable  (EX),  ecxchangeable2  
(EX2),  real  from  Pickrell  (REAL),  autoregressive1(AR1)  and  independent  (IND),  Cor:  The  strength  
of  correlation  in  correlation  structures.  BH:  Benjamini  and  Hochberg,  BY:  Benjamini  and  Yekutieli,  
ST:  Story  and  Tibshirani,  BKY:  Benjamini,  Krieger,  and  Yekutieli,  BR:  Blanchard  and  Roquain.     
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4.4   Discussion  
In  this  chapter,  we  compare  multiple  testing  correction  methods  that  control  
either  FWER  or  FDR.  Because  the  expression  of  many  genes  measured  in  RNA-­
Seq  data  are  correlated,  we  simulate  correlations  among  expression  values  of  
genes  that  are  not  differentially  expressed.  We  demonstrate  that  power  and  type  
I  error  or  false  positive  rates  do  not  differ  among  various  correlation  and  
independence  scenarios.  Moreover,  we  find  the  strength  of  correlation  among  
genes  does  not  have  an  impact  on  performance.  
  
Compared  with  multiple  testing  correction  methods  controlling  FWER,  the  LR  
procedure,  which  controls  FDR,  has  higher  false  positive  rates  than  the  
Bonferroni  and  RS  procedures.  However,  the  differences  in  false  positive  rates  
among  FWER  methods  are  small.  When  the  proportion  of  null  hypotheses  in  a  
data  set  is  decreased,  false  positive  rates  also  decrease.  Interestingly,  the  
proportion  of  null  hypotheses  does  not  influence  power.  Although  the  LR  
procedure  has  slightly  greater  power  than  the  Bonferroni  and  RS  procedure,  the  
differences  in  power  are  not  substantive.    
  
Multiple  testing  correction  procedures  imposing  FDR,  the  BH,  ST  and  BKY  
procedures  produce  similar  FDRs  and  power.  These  three  procedures  have  
higher  FDRs  and  power  than  the  BY  and  BR  procedures  under  our  scenarios.  
The  proportion  of  null  hypotheses  plays  a  critical  role  in  the  multiple  testing  
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correction  methods  controlling  FDR.  As  the  proportion  of  null  hypotheses  
decreases,  false  discovery  rates  decrease,  but  power  increases.    
  
We  also  notice  that  although  the  RS  and  LR  procedures  were  developed  to  
control  false  positive  rates  and  to  increase  power  under  any  correlation  structure,  
these  procedures  are  not  as  powerful  as  other  FDR  methods.  However,  false  
positive  rates  and  power  do  not  vary  much  with  the  proportion  of  null  hypotheses  
in  the  multiple  testing  correction  methods  controlling  FWER.  FDRs  and  power  do  
vary  with  the  proportion  of  null  hypotheses  in  the  multiple  testing  correction  
methods  controlling  FDR.  The  proportion  of  null  hypotheses  can  differ  widely  
depending  on  the  disease  or  tissue.  Knowing  the  proportion  of  null  hypotheses  in  
a  RNA-­Seq  data  set  can  be  an  important  factor  for  interpreting  results  from  the  
multiple  testing  correction  methods  controlling  FDR.  
  
It  is  important  for  researchers  to  be  aware  of  the  study  designs,  RNA-­Seq  data  
sets  and  the  consequences  of  applying  specific  regression  and  multiple  testing  
correction  methods.  For  example,  although  the  BY  procedure  is  known  to  be  a  
conservative  method,  the  BY  procedure  controls  the  FDR  well  with  five  cases  
and  five  controls  when  the  proportion  of  null  hypothesis  is  equal  to  95%  using  
DESeq2  (Figure  4.4(A)).In  contrast,  when  the  proportion  of  null  hypotheses  is  
equal  to  75%  for  the  same  sample  size  and  analysis  method,  the  BY  procedure  
produces  very  conservative  FDRs  (Figure  4.5(A)).  Researchers  may  seek  a  
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conservative  false  positive  rate  for  their  validation  studies.  Then,  the  LR  
procedure,  which  showed  consistent  power  regardless  of  proportion  of  null  
hypotheses,  is  an  attractive  choice  together  with  Firth’s  logistic  regression.  
Equivalently,  the  BH,  ST  and  BKY  procedures  from  Firth’s  logistic  regression  
provide  conservative  FDRs  with  reasonable  power.    
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Chapter  5   Summary  and  future  work  
5.1   Summary  
Exploration  of  statistical  methodology  has  been  critical  for  gene  expression  
studies.  This  is  particularly  true  for  next  generation  sequencing  technology  in  
which  the  expression  data  generated  are  count  data  rather  than  quantitative  
measurements.  Active  statistical  research  in  this  field  significantly  improves  the  
capability  of  detecting  truly  differentially  expressed  transcripts.  
  
In  this  dissertation,  we  suggest  an  alternative  statistical  approach,  and  we  
evaluate  the  effect  of  covariates  and  the  effect  of  correction  structures  in  gene  
expression  studies.  In  Chapter  2,  we  recommend  the  use  of  Firth’s  logistic  
regression  to  analyze  RNA-­Seq  data  in  case-­control  studies.  Because  estimation  
of  the  dispersion  parameter  for  each  gene  is  not  necessary  in  this  approach,  
Firth’s  logistic  regression  provides  a  concise  statistical  inference  process  and  
reduces  false  positives  from  inaccurately  estimated  dispersion  parameters  in  the  
negative  binomial  framework.  Future  work  related  to  Firth’s  logistic  regression  in  
the  RNA-­Seq  context  will  involve  generating  a  genomic  risk  score  that  combines  
risks  of  multiple  genes  into  a  single  variable.  This  genomic  risk  score  may  
improve  discrimination  and  calibration.  In  Chapter  3,  we  evaluate  the  effect  of  
non-­predictive  covariates  in  negative  binomial  models  and  the  effect  of  non-­
confounding  predictive  covariates  in  Firth’s  logistic  models.  We  suggest  that  
RNA-­Seq  data  should  be  analyzed  with  a  parsimonious  model  using  Firth’s  
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logistic  regression.  When  odds  ratios  between  covariates  and  case-­control  status  
are  moderate,  Firth’s  logistic  regression  is  robust  to  the  increase  in  number  of  
non-­confounding  predictive  covariates  in  a  model.  Because  including  a  
confounder  in  the  model  results  in  a  more  accurate  model,  we  will  explore  a  new  
algorithm  that  identifies  relationships  between  covariates  and  genes,  and  then  
generates  gene-­specific  models.  Comparing  performance  of  a  conventional  
model  and  gene-­specific  models  may  underline  the  importance  of  precise  
modeling.  In  Chapter  4,  we  compare  performance  of  multiple  testing  correction  
methods  that  control  FWER  or  FDR.  Although  correlation  structures  under  null  
hypotheses  follow  the  negative  binomial  distribution  and  thus  do  not  have  a  huge  
impact  on  performance  of  multiple  testing  correction  methods,  this  study  reveals  
that  understanding  study  design,  RNA-­Seq  data,  and  the  expected  consequence  
of  analysis  methods  and  multiple  testing  methods  is  imperative  for  RNA-­Seq  
studies.  This  prior  knowledge  significantly  contributes  to  the  identification  of  an  
appropriate  statistical  method  in  gene  expression  studies.  
  
In  conclusion,  we  investigate  analysis  methods  (Chapter  2),  analysis  models  
(Chapter  3),  and  multiple  testing  methods  (Chapter  4)  of  RNA-­Seq  studies.  We  
believe  our  conclusions  and  suggestions  will  enhance  gene  expression  studies  
(Section  1.1)  and  influence  related  statistical  areas  including  count  data  analysis,  
covariate  analysis  and  correlated  data  analysis.  
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