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ABSTRACT
Slepian-Wolf Coded Nested Quantization for Wyner-Ziv Coding: High-rate
Performance Analysis, Code Design, and Application to Cooperative Networks.
(August 2007)
Zhixin Liu, B.S., Tsinghua University, Beijing, P.R.China;
M.S., Tsinghua University, Beijing, P.R.China
Chair of Advisory Committee: Dr. Zixiang Xiong
Wyner-Ziv coding problem exploits the correlation between two signals (one is the
source and the other is the side information) and thus makes it possible to encode the
source signal alone and to decode it jointly with the help of the side information at the
decoder. Nested lattice quantization provides a practical scheme for Wyner-Ziv cod-
ing. We examine the high-rate performance of nested lattice quantizers and give the
theoretical performance for general continuous sources. Based on our analysis, a new
practical Wyner-Ziv coding scheme called Slepian-Wolf coded nested lattice quan-
tization (SWC-NQ) is proposed. Theoretical analysis shows that for the quadratic
Gaussian case and at high rate, SWC-NQ performs the same as conventional entropy-
coded lattice quantization with the side information available at both the encoder and
the decoder. Practical designs of one- and two-dimensional nested lattice quantizers,
together with multi-level LDPC codes for Slepian-Wolf coding, give performance close
to the theoretical limits of SWC-NQ for the quadratic Gaussian case.
Furthermore, we apply our code design in cooperative networks as practical im-
plementations of the cooperative strategies. In cooperative networks, relaying is an
essential component to gain the cooperative diversity. Following the latest develop-
ment in practical distributed source-channel coding, we studied Compress-forward
iv
(CF) coding with BPSK modulation for the relay channel, where Wyner-Ziv cod-
ing is applied at the relay to exploit the joint statistics between signals at the relay
and the destination. Practical issues such as quantizer design and selection of chan-
nel code parameters are discussed in detail. Simulation results show that, by using
LDPC codes for error protection at the source and nested scalar quantization and
IRA codes for Wyner-Ziv coding (or more precisely distributed joint source-channel
coding) at the relay, our practical implementation comes within only 1.6-3 dB from
the theoretical limit of CF for the Gaussian relay channel with BPSK modulation.
Summarily, my research work involves the development (theoretical analysis and
practical design) of Wyner-Ziv coding, and its application in cooperative networks
for cooperative diversity.
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1CHAPTER I
INTRODUCTION
A. Slepian-Wolf Coded Nested Quantization for Wyner-Ziv Coding
Wyner-Ziv coding [1], or lossy source coding with side information at the decoder, is
one of the main problems considered in network information theory [2, Chapter 14].
It generalizes lossless source coding with side information at the decoder – a special
case of Slepian-Wolf coding [3]1. The rate-distortion (R-D) function of Wyner-Ziv
coding is known for both discrete and continuous alphabet cases of the source and
the side information with a general distortion metric in [1, 4]. It is derived by using
a technique called “binning” that divides the set of jointly typical sequences [2] into
bins which are as far apart (in terms of the correlation statistics) as possible. The
binning scheme for Wyner-Ziv coding can be applied to other related problems (e.g.,
Gelfand-Pinsker coding [5] and its special case of dirty-paper coding [6]) based on the
duality between source coding and channel coding with side information [7, 8]. The
theoretical analysis in [1, 4] are based on random binning which, due to its lack of
structure, does not indicate how practical code design should be done.
In their information-theoretical work, Zamir et al. [9] outlined a structured
algebraic binning scheme based on a pair of nested linear/lattice codes for Wyner-
Ziv coding of binary symmetric/quadratic Gaussian sources, where the ﬁne code in
the nested pair plays the role of source coding while the coarse code does channel
coding. The quadratic Gaussian case corresponds to when the correlation between
The journal model is IEEE Transactions on Automatic Control.
1Throughout this thesis, Slepian-Wolf coding means near-lossless source coding
with side information at the decoder.
2the source X and the side information Y can be modeled by an AWGN channel
as X = Y + Z, Z ∼ N(0, σ2Z), with MSE distortion and arbitrarily distributed Y .
Note that Wyner-Ziv coding in general suﬀers a rate loss when compared to coding
with side information available both at the encoder and the decoder. The quadratic
Gaussian case is special because there is no rate loss with Wyner-Ziv coding in this
case2. Furthermore, it is shown in [9] that the Wyner-Ziv R-D function in this special
case is asymptotically achievable using nested lattices, under the assumption that the
lattices are ideally sphere-packed as the lattice dimensions go to inﬁnity. However,
high-dimensional lattice codes are diﬃcult to implement in practice. Thus structured
binning via nested lattice codes only facilitates high-dimensional asymptotic analysis
[9].
In this thesis, we analyze the performance of finite-dimensional nested lattice
quantizers for continuous sources under the high-rate assumption. Here the high-rate
assumption is consistent with the one in classic quantization theory [10], meaning that
the source is uniformly distributed inside the ﬁne lattice cell of the quantizer. The
distortion-rate (D-R) performance is analyzed for both the general and the quadratic
Gaussian cases. For general continuous sources, the distortion under a speciﬁc rate
consists of two parts: one from source coding and another from channel coding.
For the quadratic Gaussian case, a tight lower bound of the D-R function is given,
showing an increasing gap from the Wyner-Ziv limit, as the rate increases. Based on
our analysis, we argue that this increasing gap is due to the decreasing boundary gain
as the rate increases. Thus a practical approach to boosting the overall performance
is to increase the boundary gain with a second stage of binning, which partitions the
2It was only shown in [1] that Wyner-Ziv coding of X suﬀers no rate loss when
X and Y are zero mean and jointly Gaussian with MSE distortion. Pradhan et al.
[8] recently extended this no rate loss result to the more general quadratic Gaussian
case.
3support region of the ﬁne lattice (the Voronoi region of the coarse lattice for nested
lattice quantizer) into k cosets. This way the volume of the support region decreases
by a factor of k while the decoding error probability stays the same. According to the
deﬁnition in [11], the boundary gain increases without changing the dimensionality
of the lattices. Since various possible boundary gains are realizable using the second-
stage of binning, there is only maximally 1.53dB granular gain left unexploited by
the quantizer. Thus using Slepian-Wolf coding for second-stage binning allows us to
show the theoretical performance limits at high rate.
Following this logic, we introduce a new framework for Wyner-Ziv coding of
continuous i.i.d. sources based on Slepian-Wolf coded nested quantization (SWC-
NQ). Slepian-Wolf coding [3] here refers to lossless source coding with side information
at the decoder. Practical syndrome-based schemes for Slepian-Wolf coding using
channel codes have been studied in [12, 13, 14, 15, 16]. The role of Slepian-Wolf
coding in SWC-NQ is to exploit the correlation between the quantized source and
the side information for further compression and by making the overall channel code
stronger. SWC-NQ generalizes the classic source coding approach of entropy-coded
quantization in the sense that the quantizer performs quite well alone and can exhibit
further rate savings by employing a powerful Slepian-Wolf code. Moreover, it connects
network information theory with the rich areas of practical lattice source code (e.g.,
[17]) and channel code (e.g., LDPC codes [18, 19]) designs, making it feasible to devise
codes that can approach the Wyner-Ziv D-R function.
For the quadratic Gaussian case, we establish the high-rate performance of SWC-
NQ with ideal Slepian-Wolf coding, assuming there is no channel decoding error in
the latter. We show that SWC-NQ with ﬁnite dimensional nested lattice quantizer at
high rate achieves the same performance of classic entropy-coded lattice quantization
as if the side information is also available at the encoder. For example, with ideal
4Slepian-Wolf coding, one-dimensional/two-dimensional SWC-NQ performs 1.53/1.36
dB away from the Wyner-Ziv D-R function for quadratic Gaussian sources at high
rate.
We also implement one- and two-dimensional nested lattice quantizers in the rate
range of 1.0-7.0 bits per sample (b/s), for the case when Y is also Gaussian (hence
X and Y are jointly Gaussian), which is a special case of the quadratic Gaussian
scenario. Our experiments using nested lattice quantizers together with irregular
LDPC codes for Slepian-Wolf coding give performance close to the corresponding
limit at high rate. Our work thus shows that SWC-NQ provides an eﬃcient scheme
for practical Wyner-Ziv coding with low-dimensional lattice quantizers at high rate.
Although our theoretical analysis assumes high rate, when a non-linear minimum
MSE estimator is applied at the decoder, our simulated D-R performance of SWC-NQ
at low rate is the same as that of classic entropy-coded quantization at low rate when
the side information is also available at the encoder. At high rate, the non-linear
estimator degenerates to the linear one used in our high-rate performance analysis.
We note that non-linear estimation at the decoder can yield signiﬁcant gains
only for low rate and for high rate it cannot help noticeably. This is conﬁrmed by the
agreement of the high rate analysis results, which assume that the linear estimation
is used, with the high rate simulation results, for which the non-linear estimation
method is always used.
1. Related Works
As mentioned earlier, Zamir et al. [9] studied the high-dimension asymptotic of
nested lattice quantization for Wyner-Ziv coding. Practical approaches to Wyner-
Ziv coding have recently been investigated in [16, 20, 21, 22, 23, 24, 25, 26, 27]. For
example, in DISCUS [16], two source codes (scalar quantization and TCQ) and two
5channel codes (scalar coset code and trellis-based coset code [28]) are used in source-
channel coding for the Wyner-Ziv problem, resulting in four combinations. One of
them (scalar quantization with scalar coset code) is nested scalar quantization and
another one (TCQ with trellis-based coset code, also suggested in [20]) can eﬀectively
be considered as nested TCQ.
A recent work [29] starts with non-uniform quantization with index reuse and
Slepian-Wolf coding and shows the same high-rate theoretical performance as ours
when the quantizer becomes an almost uniform one without index reuse. This agrees
with our ﬁnding in section V that at high rate, the nested quantizer asymptotically
becomes a non-nested regular one so that strong channel coding is guaranteed.
Servetto [21] explored explicit nested lattice constructions based on similar sub-
lattices [30]. But we point out that results presented here contradict those in [21, 31]
in three aspects: 1) Whereas our analysis in section IV shows that ﬁnite-dimensional
nested lattice quantization performs increasingly worse than the Wyner-Ziv limit as
the rate increases3, Fig. 3 of [21] seems to indicate that the performance of a low-
dimensional nested lattice quantizer is a constant gap (in dB) away from the Wyner-
Ziv limit in the 2.0-7.0 b/s rate range. 2) Our simulation results with two-dimensional
nested lattice quantization shown in ﬁgure on page 63 are much worse than those in
Fig. 4 of [21]. 3) In [31], the author attempts to apply nested lattice quantization to
dense sensor networks with limited resource (e.g., ﬁxed rate), where high correlation
3The intuitive explanation for this increasing performance gap from the Wyner-
Ziv limit at high rate is given by a reviewer of [32, 21] as follows: Under the quadratic
Gaussian correlation model X = Y + Z, with N ∼ N(0, σ2Z), the noise Z should in
high probability be contained in the coarse lattice cell in order for the nested lattice
coding scheme to function well. Otherwise the probability of decoding error will be
too high, and will dominate the total distortion, in particular at high rate. Since a
cubic cell does not match the spherical shape of a multi-dimensional Gaussian, we
must take a large margin in the scaling of the coarse lattice to make the decoding
error probability small enough. Moreover, the smaller the total distortion needs to
be, the higher this margin must be.
6among sensor outputs is achieved by increasing the number of sensors. In contrast,
we show in section IV that, at ﬁxed rate and dimensionality, the performance of a
nested lattice quantizer is independent of the source correlation at high rate − hence
there is no high-correlation asymptotic in Wyner-Ziv coding at high rate.
B. Compress-forward for Cooperative Networks Using Practical Wyner-Ziv Coding
Wyner-Ziv coding can be applied in a large number of real applications. In our
work, we focus on the application of Wyner-Ziv coding in cooperative networks to
approach the cooperative diversity, where the relay channel is an essential part. The
relay channel, introduced by van der Meulen in [33], consists of three terminals: the
source, the relay, and the destination. The source broadcasts message to both the
relay and the destination. The relay processes the message it receives from the source
and forwards the processed signal to the destination, which reconstructs the original
message by decoding the signals received from both the source and the relay. The
task of the relay is thus to facilitate joint decoding at the destination by means of
spatial/temporal diversity.
The capacity of the general relay channel is still not known. Cover and El
Gamal [34] derived the tightest upper and lower bounds of the general relay channel
using random coding and converse arguments. These two bounds coincide only in
few special cases (e.g., the degraded Gaussian relay channel). Since the optimum
processing at the relay is unknown, several random coding schemes [35, 36, 34, 37,
38, 39, 40] have been proposed to obtain the lower bound on the achievable rate
region.
In general, there are two classes of coding schemes for the relay channel: decode-
forward (DF) and observe-forward [34], although hybrid schemes are also possible
7[36, 34]. The main operation of DF is full decoding at the relay node. Upon receiving
a noisy signal from the source, the relay node decodes it, and then re-encodes the
reconstructed message before forwarding the resulting codeword to the destination. It
should by emphasized that the relay might use a diﬀerent codebook than the source.
In any case, the source can completely predict what the relay will transmit, and full
coherency is therefore possible. The destination attempts to reconstruct the message
by combining the signals received from the source and the relay, using either successive
list decoding [34], backward decoding [41, 42], or decoding based on parallel Gaussian
channel arguments [43], which all result in the same achievable rate region. Although
DF is eﬃcient in some scenarios [44, 38], the achievable rates are bounded by the
capacity of the channel between the source and relay since the relay must perfectly
decode the source message. To alleviate this problem, a class of observe-forward
schemes have been proposed, where the relay does not attempt to decode the signal
from the source, but merely forwards a processed version of its received signal to the
destination.
The simplest observe-forward scheme is amplify-forward (AF) [45, 46], in which
the relay, sticking to its rudimentary role, just ampliﬁes the received signal before
forwarding. Although AF has low coding complexity, it has never been shown that
it can outperform DF [37]. The CF scheme (also referred to as estimate-forward
in [37]), which is rooted in the original work of Cover and El Gamal [34], is more
sophisticated. As the name suggests, in CF, the relay compresses the signal it has
received from the source within certain distortion. This can be achieved, for example,
with a simple quantizer (the scheme referred to as quantize-forward in [37]). However,
quantize-forward only quantizes the signal without exploiting the correlation between
signals received at the relay and the destination, hence its compression eﬃciency is
limited. A more powerful technique is compress-forward applying source coding with
8side information (a.k.a., Wyner-Ziv coding).
When WZC is used in CF, the signal received at the destination from the source
acts as the side information, and the signal received at the relay from the source is the
signal to be compressed. Since these two received signals are diﬀerent noisy versions
of the same original source, they are correlated. The relay can exploit this correlation
to compress the received signal without knowing the side information; thus, it does
not attempt to decode. At the destination, the signal is recovered with the presence
of side information.
When compressing its signal, the relay introduces distortion which determines
the overall rate over the relay-destination channel. Intuitively, the signal at the relay
should be compressed at the highest possible distortion level at which the destination
is still able to accurately estimate it using the available side information. If the
communication channels are cleaner, the signal to be Wyner-Ziv coded at the relay
and the side information at the destination are more correlated enabling higher WZC
eﬃciency and hence higher transmission rates.
DF and CF give the best known lower bound of the achievable rate region of
the relay channel. Either CF or DF could be superior depending on the transmission
parameters. In DF, the relay decodes and re-encodes its received signal, leading to
coding gain. However, the relay forwards the decoded message in a hard-decision form.
In CF, the relay uses soft information which resembles decoding error-correcting codes
with soft decision rather than hard decision. Intuitively, DF performs well when the
channel between the source and relay is clean (e.g., the relay is close to the source),
whereas CF is desirable when the channel between the relay and destination is good.
More importantly, the relay must perfectly decode the source message in DF, thus
the achievable rates are bounded by the capacity of the channel between the source
and the relay. On the other hand, CF always outperforms direct transmission. Thus,
9even if the link between the source and the relay is poor, the relay can still help.
Therefore, CF gives many rate points that are not achievable with any other coding
strategy.
There are two operating modes in relaying: full-duplex and half-duplex. If the re-
lay is able to transmit and receive signals simultaneously on the same frequency, then
we say that it works in the full-duplex mode; otherwise, it works in the half-duplex
mode. In this latter mode, the relay either works in a time-division (in which the relay
receives and transmits signals in diﬀerent time slots) or frequency-division manner
(in which the relay receives and transmits at diﬀerent frequencies). Half-duplex is a
simpler and cheaper approach [47] because the microwave design challenge (e.g., due
to the large diﬀerence in the transmitting and receiving signal power levels) associated
with the full-duplex mode can be avoided. Therefore, we will focus on half-duplex
relaying in our work. Since time-division and frequency-division are equivalent [2]
from an information-theoretical viewpoint, we will assume time-division multiplexing
in the sequel.
Following the WZC-based CF strategy of [44], we proposed the ﬁrst practical
limit-approaching CF design for the half-duplex Gaussian relay channel with BPSK
modulation. In the relay channel, the signal to be compressed by the WZC and the
side information are not jointly Gaussian as assumed in the literatures analyzing the
theoretical achievable rates for CF, such as [44]. Instead, the source and the side
information are Gaussian mixture generated from the BPSK modulation. Although
the theoretical achievable rate of WZC for this model is unknown yet, a lower bound
and an achievable upper bound are proposed. It is shown that, for the case where the
relay is close to the destination thereafter CF outperforms DF, the two bounds are
close enough, i.e. tight enough, so that the actual performance of ideal WZC can be
well approximated. Our code design relies on practical WZC based on Slepian-Wolf
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coded nested quantization (SWC-NQ) [48]. Practical SWC [49] is implemented by
channel codes. Since the Slepian-Wolf compressed bitstream is to be transmitted over
a noisy channel from the relay to the destination, channel coding is needed to pro-
tect them. This calls for distributed joint source-channel coding (DJSCC), i.e., joint
Slepian-Wolf compression and channel protection. In our practical implementation,
we use irregular repeat-accumulate (IRA) codes [50] by designing one multi-layer code
to take care of two channels: one is the physical noisy channel between the relay and
the destination; another is the “virtual” correlation channel [51], which character-
izes the correlation between the quantized source at the relay and the decoder side
information at the destination.
1. Related Works
Motivated by the wide application and information-theoretical importance of the
relay channel, several research groups have recently proposed practical code designs.
However, most of them employ DF. For example, practical user cooperative scheme
is given in [45] using space-time coding. Rate-compatible punctured convolutional
codes are employed in [52]. A DF scheme based on incremental redundancy designed
in [53] exploits optimized convolutional codes in a Rayleigh slow fading environment;
it was further shown that this scheme achieves full diversity. A practical turbo-based
code design for DF was proposed in [43], in which two diﬀerent recursive systematic
convolutional codes are applied at the source and relay to provide spatial diversity;
the coded bits are transmitted at diﬀerent time slots, resulting in a distributed turbo
code. A similar code design was also given in [54], and a more advanced turbo-based
code design was proposed in [55] for both SISO and MIMO relay system, showing a
gap typically 1.0-1.5 dB away from the theoretical limits.
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2. Our CF Code Design
The main challenges in practical CF coding lie in quantizer design and DJSCC. The
former involves optimization of the nesting ratio (in the case of NSQ) and the scalar
quantization stepsize to minimize the end-to-end distortion. The latter lies in de-
termining the optimal IRA code rates for all bit planes of the quantization indices
and the soft input to the iterative joint decoder. Simulation results show that, by
using low-density parity-check (LDPC) codes for error protection at the source and
NSQ and IRA codes for DJSCC at the relay, our practical CF code design operates
only 0.76-1.54 dB away from the theoretical limit of CF [44] for the Gaussian relay
channel.
Since our publication of [56], two practical CF designs [57, 58] have appeared
in the literature. The ﬁrst [57] is a quantize-forward scheme that does not exploit
WZC at the relay; instead, it uses simple scalar quantization, followed by LDPC
coding for error protection. The second [58] is based on WZC at the relay and uses
scalar quantization and convolution codes; however, it does not follow the best CF
coding strategy of [44], hence it is not clear how its performance compares to the best
achievable rate of CF given in [44].
C. Organization of the Dissertation
Although the theoretical limits of coding problems with side information are well-
known, their implementations are not. Therefore, we focus on their practical Wyner-
Ziv code designs and its application in the relay channels in this thesis, which is orga-
nized as follows. In Chapter II we review the theoretical background on distributed
source coding including Wyner-Ziv coding (WZC) and Slepian-Wolf coding (SWC).
In Chapter III we introduce the practical Wyner-Ziv code design, a.k.a. Slepian-Wolf
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coded nested lattice quantization (SWC-NQ). The high rate performance of SWC-NQ
for the quadratic Gaussian case assuming ideal SWC is analyzed, and practical code
design issues are discussed. In Chapter IV we proposed a practical CF scheme for
the relay channel, applying SWC-NQ with BPSK modulation and distributed joint
source channel coding (DJSCC). The coding performance and the simulation results
are provided in this chapter, showing that our scheme is eﬃcient to approach the
theoretical achievable bound.
D. Main Contributions on the Dissertation
1. High-rate performance analysis of nested lattice quantization for all dimensions,
indicating for any ﬁnite dimension an increasing gap in distortion from the
Wyner-Ziv D-R function as the rate increases.
2. Introduction of the SWC-NQ framework for Wyner-Ziv coding. The D-R per-
formance of SWC-NQ for the quadratic Gaussian case is presented, showing
agreement with the performance of entropy-coded lattice quantization in classic
source coding.
3. Our proof that the performance of Wyner-Ziv coding of quadratic Gaussian
sources with nested lattice quantization at a ﬁxed high rate is independent of
the source correlation, with or without Slepian-Wolf coding.
4. A non-linear minimum MSE estimator at the decoder of the nested lattice quan-
tizer, which improves the quantizer performance at low rate.
5. Practical designs of one-dimensional scalar and two-dimensional hexagonal nested
lattice quantizers and multi-level irregular LDPC codes for Slepian-Wolf coding,
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conﬁrming our high-rate performance analysis for both nested lattice quantiza-
tion and SWC-NQ.
6. Discussion on the lower and achievable upper bound of SWC-NQ for the BPSK-
modulated case, where the source to be coded and the side information are
two noisy versions of the identical BPSK-modulated binary input to a additive
noisy channel. This model is of special interest in the application of SWC-
NQ to the communication systems, where the information is modulated before
transmission.
7. Application of SWC-NQ for the BPSK-modulated case to the Compress-forward
(CF) code design for the Gaussian half-duplex relay channel. Simulation results
are presented in this thesis. As far as we know, our code design is the ﬁrst
practical CF code design utilizing distributed source coding.
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CHAPTER II
THEORETICAL BACKGROUND ON SOURCE CODING WITH SIDE
INFORMATION
A. Source Coding with Side Information
In the traditional point-to-point communication systems, information is processed by
source coding to remove redundancy at the transmitter, and then transmitted to the
receiver after being channel coded whose goal is to introduce useful redundancy with
which the receiver can detect and potentially correct transmission errors caused by
the channel noise. However, in many scenarios such as sensor networks and multiple-
input-multiple-output (MIMO) communication systems, besides their regular inputs,
the transmitter and/or the receiver are given some extra information regarding the
source and the channel. For example, this “side information” can be the nature and
the format of the source and the mean and the variance of the channel noise. To
incorporate this side information in a communication system, it is thus necessary to
study source coding and channel coding with side information.
Since side information can be given to the encoder and/or decoder, this results
in four diﬀerent cases. However, several of these cases are trivial in the sense that
conventional source and channel coding techniques can be employed directly. For
example, when side information is given to both the encoder and decoder, we can
easily include this side information in the scheme design by using optimized coders
for the diﬀerent outcomes of the side information. Yet another example, consider
source coding when side information is given to the encoder alone; it is shown in [59]
that the side information is useless and thus can be ignored. The two most interesting
cases are source coding with side information at the decoder, a.k.a. Wyner-Ziv coding
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(WZC) [1], and channel coding with side information at the encoder, a.k.a. Gel’fand-
Pinsker coding (GPC) [5]. In this thesis, we focus on the WZC problem (i.e., source
coding with side information) and study the code design issues and applications to
communication systems.
1. Wyner-Ziv Coding
Consider numerous heat sensors spreading over a region, measuring temperature, and
sending it back to a base station. In order to save the production cost of these sensors
and simplify the scheme design, we assume these sensors transmit measurements
directly to the base station without the help of other sensors as relay. Hence, the
transmitter in each sensor can only know its local measurement. However, in most
cases, the measurements of all these sensors are correlated; so the question is: can we
incorporate this correlation eﬀectively to compress these measurements even though
joint encoding is not permitted?
Encoder
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Fig. 1. Distributed source coding with three sources.
The above scenario is a typical example of distributed source coding in which
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Fig. 2. Distributed source coding implemented by WZC.
several correlated sources are encoded separately but decoded jointly as shown in
Fig. 1. A solution of this interesting problem can be implemented using WZC. As
shown in Fig. 2, the ﬁrst source X1 will be coded using conventional source coding.
At the base station, X1 will be the ﬁrst to be decoded and used as side information
for the subsequent decoding of all other sources. Knowing the reconstructed Xˆ1 at
the base station, the second source X2 is coded using WZC. And just as Xˆ1, the
reconstructed Xˆ2 is also treated as side information for the subsequent decoding
stages. Similar decoding procedure with all the previous decoded sources as side
information continues until all sources are reconstructed.
In general, Wyner-Ziv coding [1, 4] deals with the problem of R-D with side
information at the decoder. It asks the question of how many bits are needed to
encode X under the constraint that E{d(X, Xˆ)} ≤ D, assuming the side information
Y is available at the decoder but not at the encoder. This problem generalizes the
setup of [3] in that coding of X is lossy with respect to a ﬁdelity criterion rather
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than lossless. For both discrete and continuous alphabets of X and general distortion
metrics d(·), Wyner and Ziv [1] gave the R-D function RWZ(D) for this problem
as RWZ(D) = inf I(X;A|Y ), where the inﬁmum is taken over all auxiliary random
variables A such that Y → X → A is a Markov chain and there exists a function
Xˆ = Xˆ(A, Y ) satisfying E{d(X, Xˆ)} ≤ D. According to [1],
RWZ(D) ≥ RX|Y (D) = inf
{Xˆ∈X :E{d(X,Xˆ)}≤D}
I(X; Xˆ|Y ),
where RX|Y (D) is the classic R-D function of coding X with Y available at the
encoder (and the decoder). This means that, compared to coding of X when the side
information Y is also available at the encoder, there is in general a rate loss with
Wyner-Ziv coding. Zamir quantiﬁed this loss in [60], showing a <0.22 bit loss for
binary sources with Hamming distance and a <0.5 b/s loss for continuous sources
with MSE distortion.
When D is very small and the source is discrete-valued, the Wyner-Ziv prob-
lem degenerates to the Slepian-Wolf problem with RWZ(D) = RX|Y (D) = H(X|Y ).
Another interesting setup is the quadratic Gaussian case with the source model be-
ing X = Y + Z and Z ∼ N(0, σ2Z), then RWZ(D) = RX|Y (D) = 12 log+
[σ2Z
D
]
, where
log+ x = max{log x, 0}, i.e., there is no rate loss in this case. Note that Y is arbitrarily
distributed [8]. When Y is also Gaussian (then X and Y are jointly Gaussian memo-
ryless sources), let the covariance matrix of (Xi, Yi) be Λ =
⎡
⎢⎣ σ
2
X ρσXσY
ρσXσY σ
2
Y
⎤
⎥⎦ with
|ρ| < 1 for all n, then RWZ(D) = RX|Y (D) = 12 log+
[
σ2X(1−ρ2)
D
]
. This case is of special
interest in practice because many image and video sources can be modeled as jointly
Gaussian and Wyner-Ziv coding suﬀers no rate loss. Another interesting case is the
WZC with BPSK modulation, where X = aS + N1, Y = bS + N2. Here S is the
BPSK-modulated binary input to the channel, a and b are the channel coeﬃcients
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due to fading or channel gains, N1 and N2 are the additive channel noises which can
be modeled as white Gaussian in most scenarios. The code design and performance
analysis for both cases will be addressed in the following chapters.
2. Slepian-Wolf Coding
A special case of WZC is called Slepian-Wolf coding where the ﬁdelity criterion D = 0.
Slepian-Wolf coding is concerned with near-lossless source coding with side informa-
tion at the decoder. For lossless compression of a pair of correlated, discrete random
variables X and Y , a rate of RX + RY = H(X,Y ) is suﬃcient if they are encoded
jointly [2]. However, Slepian and Wolf [3] showed that the rate RX +RY = H(X,Y )
is almost suﬃcient even for separate encoding (with joint decoding) of X and Y .
Speciﬁcally, the Slepian-Wolf theorem says that the achievable region for coding X
and Y is given by
RX ≥ H(X|Y ), RY ≥ H(Y |X), RX + RY ≥ H(X,Y ). (2.1)
This result shows that there is no loss of coding eﬃciency with separate encoding
when compared to joint encoding as long as joint decoding is performed. When
the side information (e.g. Y ) is perfectly available at the decoder, then the aim of
Slepian-Wolf coding is to compress X to the rate limit H(X|Y ).
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CHAPTER III
SLEPIAN-WOLF CODED NESTED QUANTIZATION FOR WYNER-ZIV
CODING
A. Lattices and Nested Lattices
1. Lattices
For a set of n independent basis vectors {m1,m2, · · · ,mn}, an unbounded n-dimensional
lattice Λ is deﬁned by
Λ = {l = M i : i ∈ Zn} (3.1)
and its generator matrix M = [m1m2 · · ·mn]. The nearest neighbor quantizer QΛ(·)
associated with Λ is given by
QΛ(x) = argmin
l∈Λ
|x− l|. (3.2)
The basic Voronoi cell of Λ, which speciﬁes the shape of the nearest-neighbor decoding
region, is
V = {x : QΛ(x) = 0}. (3.3)
Associated with the Voronoi cell V are several important quantities: the cell volume
V , the second moment σ2 and the normalized second moment G(Λ), deﬁned by
V =
∫
V
dx, (3.4)
σ2 =
1
nV
∫
V
|x|2dx, (3.5)
G(Λ) =
σ2
V
2
n
, (3.6)
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respectively. The minimum of G(Λ) over all lattices in Rn is denoted as Gn. By [17],
Gn ≥ 1
2πe
, ∀n (3.7)
lim
n→∞
Gn =
1
2πe
. (3.8)
2. Nested Lattices
A pair of n-dimensional lattices (Λ1, Λ2) with corresponding generator matrices M1
and M2 is nested, if there exists an n× n integer matrix P such that M2 = M1 × P
and |detP | > 1. In this case V2
V1
is called the nesting ratio, and Λ1 and Λ2 are called
the ﬁne and coarse lattice, respectively.
For a pair of nested lattices (Λ1, Λ2), the points in the set Λ1/Λ2  {Λ1
⋂V2}
are called the coset leaders of Λ2 relative to Λ1, where V2 is the basic Voronoi cell of
Λ2. For each v ∈ Λ1/Λ2 the set of shifted lattice points C(v)  {v + l, ∀l ∈ Λ2} is
called a coset of Λ2 relative to Λ1. The j-th point of C(v) is denoted as cj(v). Then
C(0) = {cj(0),∀j ∈ Z} = Λ2, (3.9)
and ⋃
v∈Λ1/Λ2
C(v) = Λ1. (3.10)
Since
cj(v) ∈ Λ1, ∀j ∈ Z, (3.11)
we further deﬁne Rj(v) = {x : QΛ1(x) = cj(v)} as the Voronoi region associated
with cj(v) in Λ1, and R(v) =
⋃∞
j=−∞Rj(v), then
∞⋃
j=−∞
⋃
v∈Λ1/Λ2
Rj(v) =
⋃
v∈Λ1/Λ2
R(v) = Rn. (3.12)
An examples of v, C(v) and R(v) for n = 2 are shown in Fig. 3.
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Fig. 3. An example of v, C(v) and R(v) for n = 2, where the shaded regions corre-
spond to R(v).
B. Nested Lattice Quantization
Throughout this chapter, we use the correlation model of X = Y + Z, where X is
the source to be coded, Y is the side information, and Z is the noise. Y and Z are
independent. In this section we discuss the performance of nested lattice quantization
for general sources where Y and Z are arbitrarily distributed continuous sources with
zero mean, and for the quadratic Gaussian case with Z ∼ N(0, σ2Z). For both cases,
MSE is used as the distortion measure.
Zamir et al.’s nested lattice quantization scheme [9] works as follows: Let the
pseudo random vector U (the dither), known to both the quantizer encoder and the
22
decoder, be uniformly distributed over the basic Voronoi cell V1 of the ﬁne lattice
Λ1. For a given target average distortion D, denote α =
√
1− D
σ2Z
as the estimation
coeﬃcient. Given the n-dimensional realizations of the source, the side information
and the dither as x, y and u, respectively, then according to [9], the nested quantizer
encoder quantizes αx+ u to the nearest point xQΛ1 = QΛ1(αx+ u) in Λ1, computes
s = xQΛ1−QΛ2(xQΛ1 ) which is the coset shift of xQΛ1 with respect to Λ2, and transmits
the index corresponding to this coset shift.
The nested quantizer decoder receives s, forms t = s−u−αy, and reconstructs
x as xˆ = y + α(t−QΛ2(t)) using linear combination and dithering in estimation.
It is shown in [9] that the Wyner-Ziv D-R function DWZ(R) = σ
2
Z2
−2R is achiev-
able with inﬁnite dimensional nested lattice quantization for quadratic Gaussian case.
In this chapter, we analyze the high-rate performance of ﬁnite-dimensional nested
lattice quantizers. Our analysis is based on the high-resolution assumption, which
means that D is small compared to σ2Z . Consequently, V1 is small enough so that the
pdf of X, f(x), is approximately constant over each Voronoi cell of Λ1. Under the
high-rate assumption, α = 1. In addition, dithering is not needed in our high-rate
analysis. With α = 1 and u = 0, the encoder/decoder described above simpliﬁes to
• The encoder quantizes x to xQΛ1 = QΛ1(x), computes s = xQΛ1 − QΛ2(xQΛ1 ),
and transmits an index corresponding to the coset leader s.
• Upon receiving s, the decoder forms t = s − y and reconstructs x as xˆ =
y + t−QΛ2(t) = s+ QΛ2(y − s).
In the performance analysis, we limit ourselves to this simpliﬁed nested lattice
quantization scheme for high rate, which is shown in Fig. 4 and was also used in [21].
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1. High-rate Performance for General Sources with Arbitrary Distribution
Theorem 1: If a pair of n-dimensional nested lattices (Λ1,Λ2) with nesting ratio
N = V2
V1
is used for nested lattice quantization, the distortion per dimension in Wyner-
Ziv coding of X (with decoder side information Y ) at high rate is the sum of the lattice
source coding loss Ds and the lattice channel coding loss Dc, as follows.
Dn = Ds + Dc,
Ds = G(Λ1)V
2
n
1 , Dc =
1
n
EZ[‖QΛ2(Z)‖2]. (3.13)
Proof. Since
Rn =
∞⋃
j=−∞
⋃
v∈Λ1/Λ2
Rj(v), (3.14)
the average distortion for a given realization of the side information y is
D(y) =
∫
Rn
f(x|y)‖x− xˆ‖2dx
=
∑
v∈Λ1/Λ2
∞∑
j=−∞
∫
x∈Rj(v)
f(x|y)‖x− cj(v) + cj(v)− xˆ‖2dx
=
∑
v∈Λ1/Λ2
∞∑
j=−∞
∫
x∈Rj(v)
f(x|y)[‖x− [cj(v)‖2+‖cj(v)− xˆ‖2+2<x−cj(v), cj(v)−xˆ> ]dx
(a)
=
∑
v∈Λ1/Λ2
∞∑
j=−∞
[f(cj(v)|y)
∫
x∈Rj(v)
‖x− cj(v)‖2dx+
∫
x∈Rj(v)
f(x|y)‖cj(v)− xˆ‖2dx]
(b)
=
∑
v∈Λ1/Λ2
∞∑
j=−∞
[f(cj(v)|y)nG(Λ1)V 1+
2
n
1
+
∫
x∈Rj(v)
f(x|y)‖QΛ2(cj(v))−QΛ2
(
y−cj(v)+QΛ2(cj(v))
)‖2dx]
(c)
= nG(Λ1)V
2
n
1 +
∞∑
j=−∞
∑
v∈Λ1/Λ2
∫
x∈Rj(v)
f(x|y)‖QΛ2(x− y)‖2dx
= nG(Λ1)V
2
n
1 +
∫
x∈Rn
f(x|y)‖QΛ2(x− y)‖2dx, (3.15)
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where (a) comes from the high rate assumption and
∫
x∈Rj(v) < x−cj(v), cj(v)− xˆ >
dx = 0, which is due to the fact that x−cj(v) is odd spherical symmetric for x ∈ Rj(v)
and both cj(v) and xˆ are ﬁxed for x ∈ Rj(v) with given v and y, (b) is due to cj(v) =
QΛ1(x) for x ∈ Rj(v) and xˆ = cj(v) − QΛ2(cj(v)) + QΛ2(y − cj(v) + QΛ2(cj(v))),
and (c) is because
∑
v∈Λ1/Λ2
∞∑
j=−∞
f(cj(v)|y)V1 =
∑
v∈Λ1/Λ2
∞∑
j=−∞
∫
x∈Rj(v)
f(x|y)dx =
∫
x∈Rn
f(x|y)dx = 1,
(3.16)
and QΛ2(a+ QΛ2(b)) = QΛ2(a) + QΛ2(b), ∀ a,b ∈ Rn, which leads to
∫
x∈Rj(v)
f(x|y)‖QΛ2(cj(v))−QΛ2
(
y−cj(v)+QΛ2(cj(v))
)‖2dx
=
∫
x∈Rj(v)
f(x|y)‖QΛ2(cj(v))−QΛ2
(
y−cj(v)
)−QΛ2(cj(v))‖2dx
=
∫
x∈Rj(v)
f(x|y)‖QΛ2
(
y−cj(v)
)‖2dx
=
∫
x∈Rj(v)
f(x|y)‖QΛ2(x− y)‖2dx. (3.17)
Therefore, the average distortion per dimension over all realizations of y is
Dn =
1
n
EY [D(y)]
= G(Λ1)V
2
n
1 +
1
n
∫
x
∫
y
f(x,y)‖QΛ2(x− y)‖2dxdy
= G(Λ1)V
2
n
1 +
1
n
∫
y
f(y)
∫
z
f(z)‖QΛ2(z)‖2dzdy
= G(Λ1)V
2
n
1 +
1
n
EZ[‖QΛ2(Z)‖2]. (3.18)
Remarks
(a) For a ﬁxed pair of the nested lattices (Λ1,Λ2), Dn only depends on Z, i.e, the
correlation between X and Y . It is independent of the marginal distribution of X (or
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Fig. 4. The simpliﬁed nested lattice quantizer for Wyner-Ziv coding.
Y ).
(b) Ds = G(Λ1)V
2
n
1 is determined by the geometric structure and V1. It is the same
as the MSE for classic lattice quantizers [11]. DC =
1
n
EZ[‖QΛ2(Z)‖2] depends on V2
and the distribution of Z, and is characterised by the error probability of the lattice
channel code.
2. The Quadratic Gaussian Case When n→∞
Corollary 1: In the quadratic Gaussian case,
lim
n→∞
Dn = DWZ = σ
2
Z2
−2R. (3.19)
Proof. Since the nested lattice quantizer is a ﬁxed-rate quantizer with rate R =
1
n
log(V2
V1
) per dimension, then (3.13) can be rewritten as
Dn = G(Λ1)V
2
n
2 2
−2R +
1
n
EZ[‖QΛ2(Z)‖2]. (3.20)
For the quadratic Gaussian case, according to [9, (3.14)],
lim
n→∞
1
n
log V2 =
1
2
log(2πeσ2Z) (3.21)
if we assume Λ2 is a good AWGN channel σ
2
Z-code [17], meaning V2 approximates a
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Euclidean ball of radius
√
nσZ . Then
lim
n→∞
G(Λ1)V
2
n
2 2
−2R =
1
2πe
2πeσ2Z2
−2R = DWZ(R). (3.22)
At the same time, according to [9, (3.12)], for any ε > 0 and suﬃciently large n,
Pr{Z /∈ V2} < ε for the good Λ2, hence
lim
n→∞
1
n
EZ[‖QΛ2(Z)‖2] = 0. (3.23)
Consequently,
lim
n→∞
Dn = DWZ = σ
2
Z2
−2R (3.24)
for the quadratic Gaussian case.
The limit (3.19) we obtain under the high rate assumption is consistent with
results in [9], which assert that nested lattice quantization can achieve the Wyner-Ziv
limit asymptotically as the dimensionality n goes to inﬁnity for all rates.
3. A Lower Bound on the D-R Performance with Finite n in the Quadratic
Gaussian Case
The source coding loss DS = G(Λ1)V
2
n
1 in (3.13) is in an explicit form, while the
channel coding loss DC =
1
n
EZ[‖QΛ2(Z)‖2] not so clear. In the quadratic Gaussian
case with Z ∼ (0, σ2Z), we obtain from Theorem 1 a lower bound on the high-rate
D-R performance of ﬁnite-dimensional nested lattice quantizers.
Corollary 2: For X = Y + Z, Z ∼ N(0, σ2Z), the operational D-R function Dn(R)
of Wyner-Ziv coding of X (with decoder side information Y ) using n-dimensional
nested lattice quantizers is lower-bounded at high rate by
Dn(R)  min
V2>0
(Ds(R) + Dc(R)), for n > 1, (3.25)
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with
Ds(R) = G(Λ1)V
2
n
2 2
−2R, (3.26)
and
Dc(R) =
(n− 1)
nΓ(n+1
2
)2
n
2 π
1
2
∑
l∈Λ2
l2
∫ l+r
l−r
∫ cos−1( l2+u2−r2
2lu
)
0
sinn−2 θdθ
un−1
σnZ
exp(− u
2
2σ2Z
)du,
(3.27)
where l  ||l||, r = π− 12 (∆Γ(n
2
+ 1)V2)
1
n is the packing radius [17, p. 6] of Λ2, ∆ its
density [17]. When n = 1, the exact best possible high-rate D-R performance is
D1(R) = min
V2>0
{G(Λ1)V 22 2−2R +
1
2
V 22
∞∑
i=0
(2i + 1)erfc
( V2√
2σZ
(i +
1
2
)
)}. (3.28)
Proof. 1) Source coding loss: The nested lattice quantizer is a ﬁxed rate quantizer
with R = 1
n
log2(
V2
V1
). Therefore Ds(R) = G(Λ1)V
2
n
1 = G(Λ1)V
2
n
2 2
−2R.
2) Channel coding loss: For the quadratic Gaussian case, the second term in (3.13)
can be evaluated as
1
n
Ez[‖QΛ2(Z)‖2] =
1
n
∑
l∈Λ2
∫
z∈V2(l)
‖QΛ2(Z)‖2f(z)dz
=
1
n
∑
l∈Λ2
‖l‖2
∫
z∈V2(l)
f(z)dz
=
1
n
∑
l∈Λ2
l2Pr(z ∈ V2(l)), (3.29)
where V2(l) is the Voronoi cell associated with the lattice point l ∈ Λ2.
For the one-dimensional (n = 1) case, Pr(z ∈ V2(l)) can be expressed in terms
of the erfc function, then EZ[‖QΛ2(Z)‖2] becomes [61]
1
n
EZ[‖QΛ2(Z)‖2] =
1
2
V 22
∞∑
i=0
(2i + 1)erfc
( V2√
2σZ
(i +
1
2
)
)
. (3.30)
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We hence have
D1(R) = min
V2>0
{G(Λ1)V 22 2−2R +
1
2
V 22
∞∑
i=0
(2i + 1)erfc
( V2√
2σZ
(i +
1
2
)
)}. (3.31)
For the case when n > 1, since the distribution of z is spherically symmetric,
without loss of generality, we can assume that l ∈ Λ2 lies on an axis (e.g., the
horizontal axis, as shown in Fig. 5 for n = 2) and use polar coordinate systems when
computing Pr
(
z ∈ V2(l)). Let S be the packing sphere [17, p. 6] of the Voronoi region
V2(l). The volume of S is
VS =
π
n
2
Γ(n
2
+ 1)
rn = ∆V2. (3.32)
When n = 2, from the (u, θ) polar coordinate system in Fig. 5, we have
Pr(z ∈ V2(l)) ≥ Pr(z ∈ S)
=
∫ l+r
l−r
∫ 2 cos−1( l2+u2−r2
2lu
)
0
u
1
2πσ2Z
exp(− u
2
2σ2Z
)dθdu
=
∫ l+r
l−r
cos−1(
l2 + u2 − r2
2lu
)
u
πσ2Z
exp(− u
2
2σ2Z
)du. (3.33)
x
y
u
θ
du
l
r
Fig. 5. Geometry used in evaluting Pr(z ∈ V2(l)) for the two-dimensional case.
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Similarly, when n = 3, from the polar coordinate system (u, θ, θ1), we have
Pr(z ∈ V2(l)) ≥ Pr(z ∈ S)
=
∫ l+r
l−r
∫ cos−1( l2+u2−r2
2lu
)
0
sin θdθ
∫ 2π
0
dθ1u
2 1
(2π)
3
2σ3Z
exp(− u
2
2σ2Z
)du
=
1√
2π
∫ l+r
l−r
∫ cos−1( l2+u2−r2
2lu
)
0
sin θdθ
u2
σ3Z
exp(− u
2
2σ2Z
)du. (3.34)
For n > 3, we generalize (3.34) by using the polar coordinate system (u, θ, θ1, · · · , θn−2)
and its Jacobian determinant [62, p. 904] to get
Pr(z ∈ V2(l)) ≥ Pr(z ∈ S)
=
∫ l+r
l−r
∫ cos−1( l2+u2−r2
2lu
)
0
sinn−2 θdθ
∫ π
0
sinn−3 θ1dθ1 · · ·
∫ π
0
sin θn−3dθn−3
∫ 2π
0
dθn−2
un−1
(2π)
n
2 σnZ
exp(− u
2
2σ2Z
)du
=
n− 1
Γ(n+1
2
)2
n
2 π
1
2
∫ l+r
l−r
∫ cos−1( l2+u2−r2
2lu
)
0
sinn−2 θdθ
un−1
σnZ
exp(− u
2
2σ2Z
)du, (3.35)
because
∫ π
0
sinn−3 θ1dθ1 · · ·
∫ π
0
sin θn−3dθn−3
∫ 2π
0
dθn−2 =
(n−1)π n−12
Γ(n+1
2
)
.
Combining (3.33)-(3.35) with (3.29), we obtain the lower bound DC in (3.27) for
DC when n > 1. Hence we have (3.25).
Fig. 4 (a) shows distortions with diﬀerent V2’s using nested A2 lattices in two
dimensions with σ2Z = 0.01. The lower bound D2(R) is the lower convex hull of all
operational D-R points with diﬀerent V2, as shown in Fig. 4 (b). We observe from
Fig. 4 (b) that the gap (in dB) from Dn(R) to DWZ(R) keeps increasing as the rate
increases. This is due to the fact that the source coding loss DS = G(Λ1)V
2
n
1 =
1
12g(Λ1)
(V2
N
)
2
n = 1
12g(Λ1)
V
2
n
2 2
−2R is bounded away from 2−2R with increasing V2, where
g(Λ1)  112G(Λ1) is the granular gain [11] of lattice Λ1, and R =
1
n
logN , with N being
the nesting ratio.
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Fig. 7 plots Dn(R) for n=1, 2, 4, 8 and 24 with σ
2
Z = 0.01. We see that for
ﬁxed but ﬁnite n, the gap (in dB) between Dn(R) and the Wyner-Ziv D-R function
DWZ(R) = σ
2
Z2
−2R is an increasing function of R, and that for ﬁxed R, it is a
decreasing function of n. The following corollary asserts that this gap is independent
of σ2Z (or the correlation between X and Y ).
From (3.13), (3.29), (3.33) and (3.35), we see that the gap between Dn(R) and
our lower bound Dn(R) for n > 1 is
1
n
∑
l∈Λ2
l2[Pr(z ∈ V2(l))− Pr(z ∈ S)]. (3.36)
Since V2(l) will be more and more spherical like as n increases, our lower bound is
asymptotically tight as n goes to inﬁnity. When n = 2, as we shall see from Fig. 16
in Section 4, this gap is 0.6 dB at high rate.
4. Performance Under Varying Source Correlation in the Quadratic Gaussian Case
With the source model X = Y + Z in the quadratic Gaussian case, we have σ2Z =
σ2X(1−ρ2) = (σ2Y +σ2Z)(1−ρ2). If σ2Y is ﬁxed, then the correlation coeﬃcient ρ varies
with σ2Z .
Corollary 3: For ﬁxed rate R and dimensionality n, the lower bound Dn(R) in (3.25)
remains a constant gap (in dB) from the Wyner-Ziv limit DWZ(R) for all σ
2
Z > 0.
Proof. For any point l ∈ Λ2, according to (3.1), l = M2i for some i ∈ Zn, then
l2 = ||l||2 = iTMT2 M2i and V2 = [det(MT2 M2)]
1
2 [17, p. 4]. Consider a similar lattice
[30] of Λ2, denoted as Λ
′
2, with packing radius r
′ = 1 and generator matrix M ′2, then
Λ2 is a scaled version of Λ
′
2 with scaling factor r, which is also the packing radius of
Λ2 deﬁned as r = π
− 1
2 (∆Γ(n
2
+1)V2)
1
n in Corollary 2. Thus M2 = rM
′
2, and l = rM
′
2i.
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Fig. 6. (a) Distortions with diﬀerent V2’s in the two-dimensional case. (b) Dn(R) is
the convex hull of distortions for diﬀerent V2’s.
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Fig. 6. Continued.
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Fig. 7. The lower bound D(R) of Dn(R) for diﬀerent dimensions, with σ
2
Z = 0.01, in
the quadratic Gaussian case.
Let β =
√
iTM ′T2 M
′
2i, u˜ =
u
σZ
, and r˜ = r
σZ
, then l = βr = βσZ r˜. Starting from
(3.27), we get
Ds(R) = G(Λ1)V
2
n
2 2
−2R = G(Λ1)π(∆Γ(
n
2
+ 1))−
2
nσ2Z r˜
22−2R, (3.37)
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and
Dc(R) =
n− 1
nΓ(n+1
2
)2
n
2 π
1
2
∑
l∈Λ2
l2
∫ l+r
l−r
∫ cos−1( l2+u2−r2
2lu
)
0
sinn−2 θdθ
un−1
σnZ
exp(− u
2
2σ2Z
)du
=
n− 1
nΓ(n+1
2
)2
n
2 π
1
2
σ2Z
∑
i∈Zn:β=
√
iTM ′T2 M
′
2i
β2r˜2
∫ (β+1)r˜
(β−1)r˜
∫ cos−1( (β2−1)r˜2+u˜2
2βr˜u˜
)
0
sinn−2 θdθu˜n−1 exp(−u˜2)du˜.(3.38)
Thus the distortion can be written as
Ds(R) + Dc(R) = σ
2
ZΨΛ1,Λ2(r˜, R). (3.39)
with the function ΨΛ1,Λ2(r˜, R) depending on σZ only through r˜ =
r
σZ
. Therefore,
for ﬁxed R, both the optimal r˜, denoted as r˜∗, which minimizes ΨΛ1,Λ2(r˜, R) and
the resulting minimal ΨΛ1,Λ2(r˜
∗, R) are independent of σZ . Then the lower bound of
distortion is
Dn(R) = min
V2>0
(Ds(R) + Dc(R)) = min
r˜>0
σ2ZΨΛ1,Λ2(r˜, R) = σ
2
ZΨΛ1,Λ2(r˜
∗, R), (3.40)
which is proportional to σ2Z . Since the Wyner-Ziv limit is DWZ(R) = σ
2
Z2
−2R, then
the gap (in dB) between Dn(R) and DWZ(R) for ﬁxed R and n is
10 log10
Dn(R)
DWZ(R)
= 10 log10
ΨΛ1,Λ2(r˜
∗, R)
2−2R
, (3.41)
which is a constant that is independent of σ2Z (or the correlation between X and
Y ).
In addition to the above result about the constant gap (in dB) between Dn(R)
and DWZ(R) for varying source correlation, we have a similar result when Dn(R) is
replaced by Dn(R).
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Corollary 4: For X = Y + Z, Z ∼ N(0, σ2Z), the operational D-R function
Dn(R) = min
V2>0
{G(Λ1)V
2
n
2 2
−2R +
1
n
EZ[‖QΛ2(Z)‖2]} (3.42)
of Wyner-Ziv coding of X (with decoder side information Y ) using n-dimensional
nested lattice quantizers at high but ﬁxed rate R remains a constant gap (in dB)
from the Wyner-Ziv limit DWZ(R) for all σ
2
Z > 0.
Proof. It suﬃces to show that Dn(R) is proportional to σ
2
Z . Let z˜ =
z
σZ
and deﬁne
lattice Λ˜1 and Λ˜2 with generator matrix M˜1 =
1
σZ
M1 and M˜2 =
1
σZ
M2, respectively,
then for any lattice point l˜ ∈ Λ˜2, l˜ = 1σZ l, where l is the corresponding lattice point
of Λ2. In addition, l˜ = ‖˜l‖ = 1σZ l, and the volume of the Voronoi cell of Λ˜2 is
V˜2 =
1
σnZ
V2. Since the normalized second moment remains unchanged with respect to
lattice scaling and rotation, we have
Dn(R) = min
V2>0
{G(Λ1)V
2
n
2 2
−2R +
1
n
EZ[‖QΛ2(Z)‖2]}
= min
V2>0
{
G(Λ1)V
2
n
2 2
−2R +
1
n
∑
l∈Λ2
l2
∫
z∈V2(l)
1
(2πσ2Z)
n
2
exp(−‖z‖
2
2σ2Z
)dz
}
= σ2Z min
V˜2>0
{
G(Λ˜1)V˜
2
n
2 2
−2R +
1
n
∑
l˜∈Λ˜2
l˜2
∫
z˜∈V˜2 (˜l)
1
(2π)
n
2
exp(−‖z˜‖
2
2
)dz˜
}
,
(3.43)
which is proportional to σ2Z .
C. Slepian-Wolf Coded Nested Lattice Quantization (SWC-NQ)
1. Motivation of SWC-NQ
Recall from theorem 1 that the distortion per dimension of the nested lattice quantizer
is Dn = DS + DC , where DS = G(Λ1)V
2
n
1 is the source coding loss, characterized by
the granular gain g(Λ1) of Λ1 and the boundary gain b(Λ2) of Λ2, whereas the channel
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coding loss DC  1nEZ[‖QΛ2(Z)‖2] is characterized by the error probability of lattice
channel decoding. Suppose the coarse lattice Λ2 with Voronoi region V2 in the n-
dimensional space has the same overload probability as a cubic support region of side
E centered at the origin, then, according to [11], b(Λ2) is deﬁned as the ratio of the
normalized volume E2 of the cubic support region to the normalized volume V
2
n
2 .
That is
b(Λ2) =
E2
V
2
n
2
. (3.44)
Then
DS = G(Λ1)V
2
n
1 =
1
12g(Λ1)
V
2
n
2 N
− 2
n =
1
12g(Λ1)
E2
b(Λ2)
N−
2
n , (3.45)
where N is the nesting ratio. If N is ﬁxed, DS will decrease with increasing b(Λ2);
but DC remains unaﬀected because the overload probability stays unchanged.
To increase the boundary gain b(Λ2), a second-stage of binning can be applied to
the quantization indices. The essence of binning is using a channel code to partition
the support region into cosets. Assume ideal channel code is employed to partition the
support region V2 into k cosets without decoding errors and denote the set consisting
of the coset leaders as L, then |L| = k and the support region for the quantization
indices (or the nested quantizer), which is also the set of the quantization cells associ-
ated with L, has volume V2
k
. Thus the eﬀective volume of the support region decreases
by a factor of k after the second stage of binning, and therefore the boundary gain
b(Λ2) increases by a factor of k
2
n .
We thus propose a framework for Wyner-Ziv coding of i.i.d. sources based on
SWC-NQ, which follows NQ by Slepian-Wolf coding to perform second-stage binning.
Despite the fact that there is almost no correlation among the nested quantization
indices that identify the coset leaders s = xQΛ1 −QΛ2(xQΛ1 ) ∈ Λ1/Λ2 of nested lattice
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pair (Λ1,Λ2), there still remains correlation between s and the side information y,
especially at high rate. Write W = QΛ1(X) and S = W − QΛ2(W). Ideal Slepian-
Wolf coding can be used to compress S to the rate of R = 1
n
H(S|Y) per dimension. In
practice, state-of-the-art channel codes, such as LDPC codes, can be used to approach
the Slepian-Wolf limit 1
n
H(S|Y) [14]. The role of Slepian-Wolf coding in SWC-NQ is
thus to exploit the correlation between S and Y for further compression.
2. High-rate Performance for the Quadratic Gaussian Case
Lemma 1: For the quadratic Gaussian case, a lower bound for the high-rate perfor-
mance of SWC-NQ with a pair of nested lattices (Λ1,Λ2) is given as
Dn(R) ≥ Ds(R) + Dc(R),
Ds(R) = G(Λ1)2
2
n
h′(X,Λ2)σ2Z2
−2R
Dc(R) =
(n− 1)
nΓ(n+1
2
)2
n
2 π
1
2
∑
l∈Λ2
l2
∫ l+r
l−r
∫ cos−1( l2+u2−r2
2lu
)
0
sinn−2 θdθ
un−1
σnZ
exp(− u
2
2σ2Z
)du,(3.46)
where
h′(X,Λ2)  −
∫
x∈Rn
f(x) log2[
∞∑
j=−∞
f(x+
cj(0)
σZ
)]dx, (3.47)
f(·) is the pdf of an n-dimensional i.i.d. Gaussian source with mean 0 and covariance
matrix In×n, and cj(0) is deﬁned in section III.B as lattice points of Λ2.
Proof. See appendix A.
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Fig. 8. Lower bounds of D1(R) with diﬀerent V2’s in the one-dimensional case.
The lower bounds of D1(R) for the one-dimensional case with diﬀerent V2 are
plotted in Fig. 8. It indicates that the best performance of a Slepian-Wolf coded
nested scalar quantizer remains a constant gap (in dB) from the Wyner-Ziv limit at
high rate. Here the best means that the minimal achievable distortion D over all
possible V2 for a given rate R. Before rigorously stating our main result in a theorem,
we give the following lemma.
Lemma 2: For nested lattice quantization with W = QΛ1(X) and S = W−QΛ2(W),
H(S|Y) = H(W|Y) at high rate.
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Proof. See appendix B.
Theorem 2: For the quadratic Gaussian case, the optimal D-R performance of SWC-
NQ using n-dimensional nested lattices at high rate is
D∗n(R)  min
V2
Dn(R) = 2πeG(Λ1)σ
2
Z2
−2R. (3.48)
Proof. 1) By Lemma 1
nR = H(S|Y) = H(W|Y)
= H(QΛ1(X)|Y)
= h(X|Y)− log V1
=
n
2
log(2πeσ2Z)− log V1 (3.49)
and Dn(R) = DS + DC = DS = G(Λ1)V
2
n
1 since DC = 0 under ideal Slepian-Wolf
coding. Combine R and Dn through V1 and we get the D-R function as
lim
V2→∞
Dn(R) = 2πeG(Λ1)σ
2
Z2
−2R. (3.50)
Since
D∗n(R) = min
V2
Dn(R) ≤ lim
V2→∞
Dn(R),
we have
D∗n(R) ≤ 2πeG(Λ1)σ2Z2−2R. (3.51)
2) Denote w  QΛ1(x), and S1  {(X, Xˆ) : 1nE[d(X, Xˆ)] ≤ Dn}. The rate of
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Wyner-Ziv coding with respect to Dn is [1]
nR∗(Dn) = min
p(s),p(xˆ|s,y),(X,Xˆ)∈S1
I(X;S|Y)
(a)
= min
p(s),p(xˆ|s,y),(X,Xˆ)∈S1
H(S|Y)
(b)
= min
p(s),p(xˆ|s,y),(X,Xˆ)∈S1
H(W|Y). (3.52)
where (a) comes from H(S|X,Y) = 0 and (b) is due to Lemma 1.
Deﬁne S2  {(X,W) : E[d(X,W)] ≤ Dn}. From Theorem 1,
1
n
E[d(X, Xˆ)] = G(Λ1)V
2
n
1 +
1
n
EZ[‖QΛ2(Z)‖2]
=
1
n
E[d(X,W)] +
1
n
EZ[‖QΛ2(Z)‖2]
≥ 1
n
E[d(X,W)], (3.53)
then for ∀(X, Xˆ) ∈ S1,
Dn ≥ 1
n
E[d(X, Xˆ)] ≥ 1
n
E[d(X,W)], (3.54)
which means (X, Xˆ) ∈ S2. Hence S1 ⊆ S2, and
nR∗(Dn) = min
p(s),p(xˆ|s,y),(X,Xˆ)∈S1
H(W|Y)
≥ min
p(s),p(xˆ|s,y),(X,Xˆ)∈S2
H(W|Y). (3.55)
Since H(W|Y) = n
2
log(2πeσ2Z)− log V1 and E[d(X,W)] = G(Λ1)V
2
n
1 ,
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(3.55) becomes
nR∗(Dn) ≥ min
p(s),p(xˆ|s,y),(X,Xˆ)∈S2
n
2
log(2πeσ2Z)− log V1
= min
E[d(X,W)]≤Dn
{n
2
log(2πeσ2Z)−
n
2
log
E[d(X,W)]
G
(Λ1)
}
= min
E[d(X,W)]≤Dn
n
2
log
2πeG(Λ1)σ
2
Z
E[d(X,W)]
=
n
2
log
2πeG(Λ1)σ
2
Z
Dn
. (3.56)
We thus have
D∗n(R) ≥ 2πeG(Λ1)σ2Z2−2R. (3.57)
Combining (3.51) and (3.57), we conclude that, at high rate, the best D-R per-
formance of the quadratic Gaussian SWC-NQ using n-dimensional lattices is
D∗n(R) = 2πeG(Λ1)σ
2
Z2
−2R. (3.58)
Thus at high rate and for the quadratic Gaussian case, SWC-NQ performs the
same as classic entropy-coded lattice quantization with the side information available
at both the encoder and decoder. Speciﬁcally, the D-R functions with one-dimensional
(scalar) lattice and two-dimensional (hexagonal) nested lattices are 1.53 dB and 1.36
dB away from the Wyner-Ziv D-R function, respectively. This interesting and impor-
tant fact is highlighted in Table I.
We found that for ﬁnite rate R and small n (e.g., n = 1 and 2), the optimal V2,
denoted as V ∗2 , that minimizes the distortion Dn(R) is also ﬁnite. Fig. 2 (a) and (b)
plot the optimal V ∗2 (scaled by σZ) as functions of R for n = 1 and n = 2. We see
that as R goes to inﬁnity, V ∗2 also goes to inﬁnity. We also observe that for ﬁxed R
and n, Dn(R) stays roughly unchanged for V2 > V
∗
2 .
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Table I. High-rate classic source coding vs. high-rate SWC-NQ for Wyner-Ziv coding.
Classic source coding WZC
Coding scheme Gap to DX(R) Coding scheme Gap to DWZ(R)
ECSQ [10] 1.53 dB SWC-NSQ 1.53 dB
ECLQ (2-D) [63] 1.36 dB SWC-NQ (2-D) [48] 1.36 dB
ECTCQ [64] 0.2 dB SWC-TCQ [65] 0.2 dB
Remarks
(a) Since SWC-NQ has its root in variable-rate quantization, it is not surprising to
see (3.58) as an elegant generalization of the result in entropy-coded quantization
from classic source coding to Wyner-Ziv coding.
(b) For practical lossless source coding, if one regards lossless source coding as a special
case of Slepian-Wolf coding without side information at the decoder, then channel
coding techniques can also used for source coding based on syndromes [66]. In this
light, the SWC component in SWC-NQ can be viewed as the counterpart of entropy
coding in classic source coding. Although the idea of using channel codes for source
coding dates back to the Shannon-MacMillan theorem [67, 68] and theoretical results
appeared in [69, 70], practical turbo/LDPC code based noiseless data compression
scheme did not appear until very recently [71, 72].
(c) SWC-NQ relies on conditional entropy coding (or Slepian-Wolf coding imple-
mented via channel coding) to achieve rate savings after nested lattice quantization.
That fact that (3.58) holds means two things: 1) Just like entropy coding can achieve
all the boundary gain in classic source coding of Gaussian sources [10], Slepian-Wolf
coding in SWC-NQ can realize all the remaining boundary gain left unexploited by
the coarse lattice channel code of the nested lattice quantizer. 2) Ideal Slepian-Wolf
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coding also renders the channel code loss DC in Dn = DS + DC to zero. Thus, with
ideal Slepian-Wolf coding, the only remaining loss in Dn is the granular loss portion
of DS, which is maximally 1.53 dB [11].
Similar to Corollary 4, we give (without proof) the following corollary of Theorem 2
for high-rate SWC-NQ.
Corollary 5: For ﬁxed dimensionality n, the optimal performance of high-rate SWC-
NQ in the quadratic Gaussian case is 10 log10 2πeG(Λ1) dB from the Wyner-Ziv limit
DWZ(R) for all σ
2
Z > 0 (or any correlation between X and Y ).
The above result is stronger than that in Corollary 3 because the 10 log10 2πeG(Λ1)
dB gap is also independent of the rate R. We thus conclude that the high-rate perfor-
mance of Wyner-Ziv coding of quadratic Gaussian sources with nested lattice quan-
tization is independent of the source correlation, regardless of whether Slepian-Wolf
coding is used or not. There are only high-dimension asymptotics with nested lattice
quantization (studied in [9]) and high-rate asymptotics with SWC-NQ (presented in
Theorem 2).
D. Code Design and Simulation Results
1. Design of Nested Lattice Quantizer
The nested lattice quantizer design problem involves optimizing the nesting in the
quantizer encoder (under a ﬁxed nesting ratio N) and devising the minimum MSE
estimator at the decoder.
a. Optimizing the Nesting Scheme of Lattices
Lattices with the densest packing (i.e. the best channel code) and the thinnest cov-
ering (i.e. the best source code) are introduced in [17]. For example, the hexagon
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lattice A2 is the best lattice source code and the best lattice channel code at n = 2.
To optimize the nesting scheme, Λ2 should be clean and geometrically similar to Λ1
[30, 21], where the former means that the Voronoi cell boundaries for Λ2 do not in-
tersect Λ1. We follow the scheme suggested by Conway et al. in [30] to search for
clean and similar nested lattice pairs. Fig. 10 illustrates the nesting lattice pair for
A2 with nesting ratio N = 31.
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Fig. 10. A clean and geometrically similar nested hexagonal lattice pair with nesting ratio
N = 31.
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b. The Optimal Decoder
The optimal decoder for the nested lattice quantizer is the one that minimizes the
MSE between X and the reconstructed Xˆ.
Theorem 3: The minimum MSE decoder for the nested lattice quantizer is
xˆ = E[X|s,y] =
∫
R(s)
xf(x|y)dx∫
R(s)
f(x|y)dx , (3.59)
where s = xQΛ1−QΛ2(xQΛ1 ) ∈ Λ1/Λ2 is the received coset leader for x at the decoder.
Proof.
xˆ = E[X|s,y]
=
∫
Rn
xf(x|s,y)dx
=
∫
Rn
x
f(x, s|y)
p(s|y) dx
=
∫
Rn
xf(x, s|y)dx
p(s|y)
=
∫
Rn
xf(x|y)p(s|x,y)dx∫
R(s)
f(x|y)dx . (3.60)
Since S, X and Y form a Markov chain Y ←→ X←→ S,
p(s|x,y) = p(s|x) =
⎧⎪⎨
⎪⎩
0 if x /∈ R(s),
1 if x ∈ R(s).
(3.61)
Thus
xˆ =
∫
Rn
xf(x|y)p(s|x)dx∫
R(s)
f(x|y)dx
=
∫
R(s)
xf(x|y)dx∫
R(s)
f(x|y)dx . (3.62)
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Note that this optimal quantizer decoder (3.62), which in the form of a non-linear
estimator, is consistent with the centroid condition in classic minimum MSE lattice
(or vector) quantizer design [10].
As an example, in the quadratic Gaussian case with X = Y + Z, Y ∼ N(0, σ2Y )
and Z ∼ N(0, σ2Z), when n = 1, f(x|y) = 1√2πσ2Z e
− (x−ρy)2
2σ2
Z with ρ = σY√
σ2Y +σ
2
Z
, the
optimal decoder for a nested scalar quantizer can be expressed as
xˆ =
∑∞
j=−∞
∫ (s+1)q1+jq2
sq1+jq2
xe
− (x−ρy)2
2σ2
Z dx
∑∞
j=−∞
∫ (s+1)q1+jq2
sq1+jq2
e
− (x−ρy)2
2σ2
Z dx
, (3.63)
where q1 and q2 are the stepsizes of the nested scalar quantizers Λ1 and Λ2 with
q2 = Nq1 and N being the nesting ratio.
Non-linear estimation at the decoder plays an important role at low rate. Fig.
11 shows the improvement gained at low rate by using the non-linear minimum MSE
estimator of (3.62) vs. the linear estimator s + QΛ2(y − s) valid for high rate (see
section IV) for n = 2 with σ2Y = 1 and σ
2
Z = 0.01.
Corollary 6: The non-linear minimum MSE estimator of (3.62) degenerates to the
linear one xˆ = s+ QΛ2(y − s) at high rate.
Proof. At high rate,
xˆ =
∫
R(s)
xf(x|y)dx∫
R(s)
f(x|y)dx
=
∑∞
j=−∞
∫
Rj(s)
xf(x|y)dx∑∞
j=−∞
∫
Rj(s)
f(x|y)dx
(a)
=
∑∞
j=−∞ cj(s)
∫
Rj(s)
f(x|y)dx∑∞
j=−∞
∫
Rj(s)
f(x|y)dx
(b)
=
[s+ QΛ2(y − s)]
∫
V1(s+QΛ2 (y−s))
f(x|y)dx∫
V1(s+QΛ2 (y−s))
f(x|y)dx
= s+ QΛ2(y − s), (3.64)
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where (a) and (b) are due to the high rate assumption and V1(s+QΛ2(y − s)) = {x :
QΛ1(x) = s+ QΛ2(y − s)}.
Recall that the linear estimator of (3.64) is the one we use for high-rate perfor-
mance analysis in section IV. But non-linear estimation is employed for all rate in our
simulations. Since (3.62) involves integration over a disconnected region consisting of
many isolated Voronoi cells, we use Monte Carlo method to compute this integration
in our simulations.
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2. Slepian-Wolf Code Design
a. Random Binning
Let V and S be the source and side information, respectively. Since we are considering
lossless coding, V has a ﬁnite alphabet in general.
We will consider a block code of length-n here. The idea of random binning [2,
pp. 410-413] is to partition all the length-n sequences of V randomly into bins and
only the indices of these bins are transmitted to the decoder. For an i.i.d. discrete
source V , the set of all length-n sequences generated by V is randomly partitioned
into 2nR bins. Hence, if we compress V at rate R, there should be 2nR bins.
Knowing the bin index and the sequence of side information Sn, the decoder
reconstructs Vˆ n as the sequence that is jointly typical1 with Sn and lies inside the
desired bin. We can interpret the above reconstruction process as a channel decoding
procedure and S as the output of a hypothetical channel with input V . Therefore, for
a suﬃciently large n, V can be reconstructed with arbitrarily small error probability
as long as the rate of transmission via this hypothetical channel is less than I(V ;S),
or in other words, each bin can have maximally ≈ 2nI(V ;S) elements to have lossless
reconstruction. Since the total number of typical sequence of V with length n is
approximately 2nH(V ), the number of bins required is 2nH(V )/2nI(V ;S) = 2nH(V |S).
Hence, we can compress V at a rate H(V |S) with this random binning scheme.
Assume now side information S is also given to the encoder. For the instance
when S = s, we can optimally compress V at rate H(V |s) using classic source coding.
Hence, the optimal average compression rate is
∑
s
H(V |s)p(s) = H(V |S). Compar-
ing this rate with that obtained by random binning scheme in SWC, we can draw
1This may involve joint typicality of a continuous random variable and a discrete
random variable since S may be continuous. However, such joint typicality can be
easily obtained by generalizing the classic case.
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two important conclusions. First, the random binning scheme must attain maximum
possible compression since it cannot outperform the optimal scheme in the better
equipped setup when side information is also provided to the encoder. Second, con-
trary to the fact that WZC setup has rate loss in general (see Section II), SWC setup
has no rate loss comparing with this better equipped setup when side information is
also given to the encoder.
b. Structure Binning
Unfortunately, the random binning scheme is not friendly to implement. The main
diﬃculty is to assign a random binning that yet can facilitate decoding with low
computational complexity. However, a more detail observation of our previous discuss
concludes that purely random assignment of codewords is not necessary; it is more
important instead to have each bin to behave like a good channel code so as to
approach the hypothetical channel capacity I(V ;S).
An interesting approach that was ﬁrst suggested by Wyner [73] and was rediscov-
ered and ﬁrst implemented by Pradhan and Ramchandran [8] is to use an arbitrary
linear channel code to partition the set of all vn’s into cosets or bins with diﬀerent
syndromes. Since all cosets of a linear channel code share the same distance proper-
ties, all bins (cosets) now are indeed good channel code as desired provided that the
linear channel code itself is good. Note that the syndrome now acts as the bin index
to be transmitted at the encoder. Hence, for the (n, k)-channel code and thus with
a (n− k)× n parity matrix H, Slepian-Wolf encoding is to compute and output the
syndrome
wn−k = vnHT .
Since the length of the syndrome is n− k, the compression ratio is n : n− k.
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In order to perform Slepian-Wolf decoding, channel decoding is modiﬁed in such
a way that vˆn is reconstructed as a code vector inside the coset with the desired
syndrome instead of a codeword of the channel code. More precisely, receiving sn,
the decoder should select from the bin that maximize the a posteriori probability, i.e.,
vˆn = arg max
v∈{v′|wm=v′nHT }
p(vn|sn). (3.65)
c. LDPC Code Based Slepian-Wolf Coding
The low-density parity-check (LDPC) code [74] is suitable for implementing SWC be-
cause: ﬁrst, the LDPC code is capacity approaching with good performance; second,
it allows ﬂexible code designs to adapt any kind of channel [75, 76, 77]. The second
beneﬁt is especially appealing since the hypothetical channel between V and S can
be weird in the sense of conventional channel coding.
A LDPC code is a linear block code. As the name suggested, the parity check
matrix is sparse such that the number of non-zero elements in the parity matrix is
relatively small. A LDPC code is best represented using a Tanner graph [78]. As an
example, the Tanner graph of a binary (6,2)-LDPC code is shown in Fig. 12. The
circles in the left are called the variable nodes and the squares on the right are called
the check nodes. Each check node corresponds to a parity check equation of the LDPC
code. A valid codeword of the LDPC code needs to have all parity checks equal to 0.
The number of branch enumerated from a variable/check node is called the degree of
that variable/check node. Note that each branch in a Tanner graph corresponds to
a non-zero elements in the parity check matrix. Hence, the “low-density” property
of LDPC codes translates to small average degrees of the variable and check nodes.
If all variable nodes have the same degree and so are all the check nodes, then the
LDPC code is called regular. Otherwise, the LDPC code is irregular.
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Fig. 12. The Tanner graph of a binary (6,2)-LDPC code.
To perform Slepian-Wolf encoding, the encoder computes and output the values
of all check nodes, which are equivalent to the syndrome bits W n−k. Given the side
information Sn, the Slepian-Wolf decoder should reconstruct V n as the best estimate
out of all code vectors with syndrome W n−k. MAP decoder (3.65) is optimum but is
not realistic to implement for large code length n. Alternatively, a very good estimate
Vˆ n can be obtained using message-passing algorithm [79] as in conventional LDPC
decoding.
As the name suggested, messages are exchanged between two ends of each branch
in a message-passing algorithm. The message going into or out of a variable node
possesses the “belief” of the value of that variable node. For binary LDPC codes, these
messages are typically in the form of log-likelihood ratios (i.e., log p(observation|Vi=1)
p(observation|Vi=−1)
for the messages passing into or out of the variable node Vi). Upon receiving the
messages, both variable and check nodes update the messages by combining the beliefs
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of the messages, and send the new messages to the other ends. To avoid the belief
in a message is doubly counted, the message originated from the same branch is not
included in the update (see Fig. 13).
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Fig. 13. Message updates of a variable node and a check node.
Recall that V,W , and S represent the value of a variable node, the value of a check
node, and side information, respectively. Denote V,W , and S as their corresponding
alphabets. Use m to represent the value of a message andM to represent its alphabet.
For a variable node i, denote the initial message mapping as Ψ
(0)
i : S → M, the
variable node message mapping as Ψi : S × Mdi−1 → M, and the ﬁnal message
mapping as Ψ
(f)
i : S ×Mdi →M, where di is the degree of the variable node i and
the ﬁnal message mapping combine all received messages to facilitate estimation of
the actual values of the variable node i. Similarly, for a check node j, denote the check
node message mapping as Φj :W×Mdj−1 →M, where dj is the degree of the check
node j. It is understood that the di − 1 (dj − 1) input messages are those connected
to the variable (check) node excluding to the message coming from the same branch
as the output message. Now, the message-passing algorithm can be more precisely
summarized as follows:
1. Initialization: for every variable node i, generate message using initial message
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mapping Ψ
(0)
i and pass it to every connected check node.
2. Loop:
• Check node update: for every check node j and for every branch in that
check node, update message using check node message mapping Φj and
pass it back to the connected variable node.
• Variable node update: for every variable node i and for every branch in
that variable node, update message using variable node message mapping
Ψi and pass it back to the connected check node.
• Exit conditions: for every variable node i, use the ﬁnal message mapping
Ψ
(f)
i to estimate the value of the variable node i. Exit if 1). the estimated
variable nodes possess the desired syndrome, or 2). the maximum number
of iterations is reached.
It is generally impossible to combine the beliefs of the messages exactly. However,
if we assume all received message are independent of the others, then the mappings
Ψi, Ψ
(f)
i , and Φj have relatively simple forms that [14]
Ψi(s,m1,m2, ...,mdi−1) = log
p(s|Vi = 1)
p(s|Vi = −1) +
di−1∑
i′=1
mi′ (3.66)
Ψ
(f)
i (s,m1,m2, ...,mdi) = log
p(s|Vi = 1)
p(s|Vi = −1) +
di∑
i′=1
mi′ , (3.67)
and
Φj(w,m1,m2, ...,mdj−1) = 2 atanh
⎛
⎝w
dj−1∏
i=1
tanh
(mi
2
)⎞⎠ , (3.68)
when the messages are in the form of log-likelihood ratios that
Ψ
(0)
i (s) = log
p(s|Vi = 1)
p(s|Vi = −1) .
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The resulting message-passing algorithm is commonly known as the belief propagation
algorithm [80] or the sum-product decoding algorithm [81]. When the information
of a message passes back to itself, the assumption that the received messages are
independent will obviously fail. This happens if there exists cycles in the Tanner
graph and the number of iterations is larger than or equal to half of the length of the
shortest cycle. For long block length n and small average node degree (low-density),
the average length of cycles is large and the belief-propagation algorithm has good
performance.
For LDPC coding in conventional channel coding, the decoding error probability
is independent of the transmitting codeword provided that the channel satisﬁes certain
symmetry condition. Hence, we can assume any codeword to be sent when we analyze
the LDPC code performance. In speciﬁc, by assuming all-one codeword is sent and by
tracking the density distribution of the average beliefs of the variable nodes, we could
estimate the probability of decoding error after any number of iterations in theory.
However, this cannot be easily done for a speciﬁc LDPC code since each variable/check
node can have diﬀerent degree. Nonetheless, if we consider an ensemble of codes
which bear the same degree proﬁle in the sense that the fraction of nodes with any
particular degree is the same, then the problem become tractable and this technique is
commonly known as density evolution. Density evolution can be employed for LDPC
code design. The basic idea is to adjust the degree proﬁle interactively such that the
decoding error probability predicted by density evolution is smallest.
3. Practical LDPC Code Design for Slepian-Wolf Coding
We compress S using multi-level Slepian-Wolf coding with Y as the decoder side infor-
mation. Denote J (0 ≤ J ≤ N − 1) as the index of S and write J as BmBm−1...B2B1
in its binary representation, where Bm is the most signiﬁcant bit of J , and B1 the
57
least signiﬁcant bit. At ﬁrst B1 is compressed using the ﬁrst Slepian-Wolf code to
rate R1 = H(B1|Y), then B2 is compressed with the second Slepian-Wolf code to rate
R2 = H(B2|Y, B1), and so on. Finally Bm is compressed with the m-th Slepian-Wolf
code to rate Rm = H(Bm|Y, B1, ...Bm−1). By the chain rule, R1 + R2 + · · · + Rm =
H(J |Y) = H(S|Y). The rate per dimension is R = 1
n
(R1+R2+· · ·+Rm) = 1nH(S|Y).
By splitting S into multiple bit planes, well-studied binary channel codes can be
used to implement Slepian-Wolf coding of each of them. The idea is to treat Bi (1 ≤
i ≤ m) as an input into some “hypothetical” channel with output (Y, B1, B2, · · · , Bi−1).
At the encoder, the syndrome of the designed channel code for a sequence of real-
izations of Bi is computed and passed to the decoder. Therefore, the compression
rate is one minus the channel code rate and thus the ideal code rate is 1 − Ri =
1−H(Bi|Y, B1, · · · , Bi−1). Decoding the i-th bit plane Bi is similar to conventional
channel decoding except one thing: instead of decoding into a channel codeword, the
decoder estimates the sequence of realizations of Bi using the received syndrome in
conjunction with (Y, B1, B2, · · · , Bi−1). Fig. 14 depicts SWC-NQ with multi-level
Slepian-Wolf coding.
In practice, LDPC codes have been used to implement the Slepian-Wolf codes
for their near-capacity performance [26]. To design the Slepian-Wolf code for the
i-th bit plane Bi, it is essential to estimate the desired channel code rate, i.e., 1 −
H(Bi|Y, B1, · · · , Bi−1), via gathering the statistics for the hypothetical channel with
input Bi and output (Y, B1, · · · , Bi− 1). In the following, we illustrate this Slepian-
Wolf code design process, starting from estimating Pr(B1 = b1, · · · , Bi = bi|Y = y),
for all y and 1 ≤ i ≤ m.
Because Bi is a deterministic function of X, with a slight abuse of notation, we
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Fig. 14. SWC-NQ with multi-level Slepian-Wolf coding.
deﬁne bi(·) as this function. In other words, Bi = bi(X). Then we have
Pr(B1 = b1, · · · , Bi = bi|Y = y)
=
∫
b1(x)=b1,··· ,bi(x)=bi
f(x|y)dx (3.69)
=
∫
b1(z+y)=b1,··· ,bi(z+y)=bi
f(z)dz. (3.70)
In the one-dimensional case (with n = 1), the integration interval {z|b1(z + y) =
b1, · · · , bi(z+y) = bi} in (3.70) corresponds to a union of inﬁnite number of intervals.
However, since f(z) decays exponentially from the origin, we can approximate the
integral, thus Pr(B1 = b1, · · · , Bi = bi|Y = y), accurately as a sum of a few Gaussian
tail probabilities.
In higher dimensional cases (with n ≥ 2), however, Pr(B1 = b1, · · · , Bi =
bi|Y = y) cannot be obtained analytically. For example, the integration region
{z|b1(z+ y) = b1, · · · , bi((z+ y) = bi} in the two-dimensional case corresponds to a
union of hexagons and hence no simple analytical solution can be found. Although
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numerical integration may be used to evaluate (3.70), we use Monte Carlo simulations
because they are more ﬂexible. Speciﬁcally, we ﬁrst quantize the real axis into K in-
tervals and partition all possible values of Y into Kn regions Yj for j = 1, · · · , Kn.
Denote Y(y) as the region that contains y and deﬁne 1(·) as an indicator function that
equals to one if its argument is true and zero otherwise. We then draw L independent
samples of Y′ ∼ N(0, σ2Y In) and Z′ ∼ N(0, σ2ZIn), where In is the n× n identity ma-
trix, and let the l-th samples be y¯l and z¯zl, respectively. Then x¯l = y¯l+ z¯l, 1 ≤ l ≤ L,
will be statistically equivalent to samples of X. Finally, by simple number counting,
we approximate the probability Pr(B1 = b1, · · · , Bi = bi|Y = y) in (3.70) as
Pr(B1 = b1, · · · , Bi = bi|Y = y)
≈ Pr(B1 = b1, · · · , Bi = bi|Y ∈ Y(y))
≈
∑L
l=1 1(y¯l ∈ Y(y), b1(x¯l) = b1, · · · , bi(x¯l) = bi)∑L
l=1 1(y¯l ∈ Y(y))
. (3.71)
a. Desired Channel Code Rate Computation
Armed with (3.71), we estimate the LDPC code rate for the i-th bit plane Bi as
1−H(Bi|Y, B1, . . . Bi−1)
=1−
Kn∑
j=1
∑
b1∈{0,1}···
bi−1∈{0,1}
Pr(Y∈Yj, B1=b1, · · · , Bi−1=bi−1)H(Pr(Bi=1|Y∈Yj, B1=b1, · · · , Bi−1=bi−1))
=1−
Kn∑
j=1
∑
b1∈{0,1}···
bi−1∈{0,1}
Pr(Y∈Yj, B1=b1, · · · , Bi−1=bi−1)H
(
Pr(B1=b1, · · · , Bi=1|Y ∈ Yj)
Pr(B1 = b1, · · · , Bi−1 = bi−1|Y ∈ Yj)
)
,
where Pr(B1 = b1, · · · , Bi = 1|Y ∈ Yj) and Pr(B1 = b1, · · · , Bi−1 = bi−1|Y ∈ Yj)
are obtained directly from (3.71), H(p) = p log2 1p + (1 − p) log2 11−p , and Pr(Y ∈
Yj, B1 = b1, · · · , Bi−1 = bi−1) estimated by using similar Monte Carlo simulations as
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in (3.71) with
Pr(Y ∈ Yj, B1 = b1, · · · , Bi−1 = bi−1) = 1
L
L∑
l=1
1(y¯l ∈ Yj, b1(x¯l) = b1, · · · , bi−1(x¯l) = bi−1).
(3.72)
b. Channel Estimation
Recall that at the i-th bit plane, Slepian-Wolf decoding can be viewed as channel
decoding over a hypothetical channel with input Bi and output (Y, B1, B2, · · · , Bi−1).
Assuming that Y = y, B1 = b1, · · · , Bi−1 = bi−1, the channel statistics, which is
needed for decoding Bi, is entirely captured by the log-likelihood ratio (LLR)
Lch = log
Pr(Y = y, B1 = b1, · · · , Bi−1 = bi−1|Bi = 1)
Pr(Y = y, B1 = b1, · · · , Bi−1 = bi−1|Bi = 0)
= log
Pr(Y = y, B1 = b1, · · · , Bi−1 = bi−1, Bi = 1)
Pr(Y = y, B1 = b1, · · · , Bi−1 = bi−1, Bi = 0) − log
Pr(Bi = 1)
Pr(Bi = 0)
= log
Pr(B1 = b1, · · · , Bi−1 = bi−1, Bi = 1|Y = y)
Pr(B1 = b1, · · · , Bi−1 = bi−1, Bi = 0|Y = y) − log
Pr(Bi = 1)
Pr(Bi = 0)
 log Pr(B1 = b1, · · · , Bi−1 = bi−1, Bi = 1|Y = y)
Pr(B1 = b1, · · · , Bi−1 = bi−1, Bi = 0|Y = y) − Lap,
where Lap = log
Pr(Bi=1)
Pr(Bi=0)
is the a priori LLR, which can be estimated as log
PL
l=1 1(Bi(x¯l)=1)PL
l=1 1(Bi(x¯l)=0)
.
In practice, Lch is used to design the LDPC code degree proﬁles with the help of
density evolution [82, 77]. It also served as an initial estimate during decoding. Lch
is updated after each decoding iteration. After the ﬁnal iteration, it is added to the
a priori LLR Lap for the estimation of Bi. Finally, the estimate bˆi will be one if the
sum is positive and zero otherwise.
4. Simulation Results
We carry out one-dimensional nested lattice/scalar quantizer design when X and Y
are jointly Gaussian with X = Y + Z. Fig. 15 shows results with nested lattice
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quantization alone and SWC-NQ with σ2Y = 1.0 and σ
2
Z = 0.01, One-dimensional
nested lattice quantization exhibits a 3.95-9.60 dB performance gap from DWZ(R)
for R =1.0-7.0 b/s, which agrees with the lower bound given in Corollary 2 at high
rate. We observe that the gap between our simulation results with ideal Slepian-Wolf
coding (with rate computed as H(s|Y)) and DWZ(R) is indeed 1.53 dB at high rate.
With practical Slepian-Wolf coding based on irregular LDPC codes of length 106 bits,
this gap is 1.66-1.80 dB for R =0.93-5.0 b/s.
For two-dimensional nested lattice quantization, we use the A2 hexagonal lattices.
Fig. 16 shows results with nested lattice quantization alone and SWC-NQ with
σ2Y = 1, σ
2
Z = 0.01, and Table (II) shows the conditional entropies and practical
LDPC code rates for each bit plane when the nesting ratio n = 7 and 31, along with
the proﬁles of the practical LDPC codes. Two-dimensional nested lattice quantization
exhibits a 4.06-8.48 dB performance gap from DWZ(R) for R =1.40-5.0 b/s, again in
agreement with the lower bound given in Corollary 2 at high rate. We observe that
the gap between our results with ideal Slepian-Wolf coding and DWZ(R) is 1.36 dB
at high rate. With practical Slepian-Wolf coding based on irregular LDPC codes (of
length 106 bits), this gap is 1.67-1.84 dB for R=0.95-3.29 b/s.
62
0 1 2 3 4 5 6
−50
−45
−40
−35
−30
−25
−20
−15
Rate (b/s)
D
is
to
rti
on
 (d
B)
σY
2
=1,σZ
2
=0.01,X=Y+Z
Distortion−rate functon for coding X alone
WZC scheme without SWC (simulation)
WZC scheme without SWC (high−rate analysis)
WZC scheme with practical SWC
WZC scheme with ideal SWC (simulation)
WZC scheme with ideal SWC (high−rate analysis)
Wyner−Ziv distortion−rate function for coding X
1.53dB
Fig. 15. Results based on one-dimensional nested lattice quantization with and with-
out SWC.
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Fig. 16. Results based on two-dimensional nested A2 lattice quantization with and
without SWC.
64
Table II. The conditional entropy, LDPC code rate, and the corresponding degree
distribution polynomials λ(x) and ρ(x) for each bit plane of two-dimensional
Slepian-wolf coded nested lattice quantization with nesting ratio (a) N=7
and (b) N=31.
Bit Conditional LDPC Degree polynomials
plane entropy code rate λ(x) ρ(x)
1 0.7760298 0.204 0.142139x + 0.250041x2
+0.027853x7 + 0.116382x8
+0.463585x39 0.1x5 + 0.9x6
2 0.6187541 0.342 0.188401x + 0.432910x2
+0.107433x11 + 0.271255x12 0.3x4 + 0.7x5
3 0.4307767 0.494 0.154196x + 0.607571x2
+0.191598x8 + 0.046635x9 0.5x5 + 0.5x6
(a)
Bit Conditional LDPC Degree polynomials
plane entropy code rate λ(x) ρ(x)
1 0.7536632 0.218 0.255287x + 0.418496x2
+0.300630x11 + 0.025587x12 0.6x3 + 0.4x4
2 0.7097249 0.255 0.229576x + 0.416782x2
+0.142361x11 + 0.211281x12 0.2x3 + 0.8x4
3 0.7903277 0.178 0.149076x + 0.247592x2
+0.039490x7 + 0.108175x8
+0.455668x39 0.4x5 + 0.6x6
4 0.4695057 0.502 0.147216x + 0.603324x2
+0.122048x8 + 0.127413x9 0.3x5 + 0.7x6
5 0.6043050 0.349 0.193289x + 0.450023x2
+0.356688x11 0.4x4 + 0.6x5
(b)
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CHAPTER IV
COMPRESS-FORWARD FOR COOPERATIVE NETWORKS USING
PRACTICAL WYNER-ZIV CODING
In this Chapter, we applied our Wyner-Ziv code design in cooperative networks as
practical implementations of the cooperative strategies. In cooperative networks, re-
laying is an essential component to gain the cooperative diversity. Cover and El
Gamal derived the tightest bounds on the capacity of the relay channel using ran-
dom coding and suggested two coding strategies, namely, decode-forward (DF) and
compress-forward (CF), to provide the best known lower bound of the achievable rate
region. Several practical code designs have been proposed in recent literature to ap-
proach the lower bound. Most of these designs only exploit DF. Following the latest
development in practical distributed source-channel coding, we studied CF coding
with BPSK modulation for the relay channel. In CF scheme, Wyner-Ziv coding is
applied at the relay to exploit the joint statistics between signals at the relay and the
destination.
In the following, we will give an overview of half-duplex relay channel in Section
A. Then we introduce the CF relaying with BPSK modulation in Section B. In
order to get the WZC performance of CF relaying and ﬁll the gap between the theory
and practical CF code design, Section C studies WZC for Gaussian mixture signals
with BPSK modulation and proposed a lower and an upper bounds. Then DJSCC
is addressed in Section D. Section E details our practical code design. Section F
presents simulation results.
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A. The Channel Model, Capacity Bounds, and Achievable Rates for Half-duplex
Gaussian Relay Channel
1. The Channel Model
A simple three-node relay channel is shown in Fig. 17, where csd, csr, and crd denote
the channel gains/coeﬃcients of the links from the source to destination, source to
relay, and relay to destination, respectively. In this chapter, we focus on the Gaussian
relay channel where the channel coeﬃcients are ﬁxed and the noises are Gaussian,
and the term “relay channel” thereafter refers to Gaussian relay channel.
Relay
Source Destination
csd
crdcsr
Fig. 17. The relay channel with three nodes: the source, the relay and the destination.
In time-division half-duplex relaying, the message m at the source is split into two
non-overlapping parts m1 and m2. Then, m1 is encoded into the nα-length codeword
xs1(m1) as the ﬁrst block and m2 into the n(1 − α)-length codeword xs2(m2) as the
second block. At the frame level, the time interval T is divided into the relay-receive
period T1 and the relay-transmit period T2 with T = T1+T2. During the relay-receive
period, the received signals at the relay and the destination are
yr[i] = csrxs1(m1)[i] + zr[i], (4.1)
yd1[i] = csdxs1(m1)[i] + zd1[i], i = 1, . . . , nα, (4.2)
respectively, where zr and zd1 are white Gaussian noises with unit power. During the
relay-transmit period, the relay and the source, respectively, send the n(1−α)-length
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codewords xr(m1) and xs2(m2) to the destination, which receives
yd2[i] = crdxr(m1)[i] + csdxs2(m2)[i] + zd2[i], i = 1, . . . , n(1− α), (4.3)
where zd2 is again white Gaussian noise with unit power.
When the relay channel works in the asynchronous mode, the phases of the chan-
nel coeﬃcients are unknown to all nodes, and the receivers know only the magnitudes
of all channel coeﬃcients. Thus, c2sr, c
2
sd, and c
2
rd characterize the channel conditions.
For Gaussian relay channel, c2sr, c
2
sd, and c
2
rd are constant values when the geograph-
ical locations of all the nodes are ﬁxed. In this chapter we focus on the Gaussian
relay channel, therefore the term “relay channel” refers to Gaussian relay channel in
general.
Throughout this chapter, we use the same setup as in [43] to examine the rate
bounds and code design for the CF relaying with BPSK modulation, where the relay
is located along a straight line from the source to the destination, which are 10 m
apart, as shown in Fig. 18. The channel coeﬃcient of the link from sender i to
the receiver j (sender i could be the source or relay, and receiver j could be the
relay or destination) is c2ij = Kod
−n
ij [43], where dij is the distance from the sender
i to the receiver j, n is the path loss coeﬃcient, Ko = (c/4πdofc)
2, c is the light
speed, do is the free-space reference distance, fc is the transmission frequency. The
experimental setup is ﬁxed with fc = 2.4 GHz carrier frequency, path loss coeﬃcient
n = 3, and free-space reference distance do = 1 m. Therefore the channel coeﬃcients
are: c2sd = 10
−7, c2sr = d
−3 × 10−4, and c2rd = (10− d)−3 × 10−4. Note that csd is ﬁxed
and csr and crd are functions of d, thus for each particular d, there is a set of the
coeﬃcients.
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csr crd
csd
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Fig. 18. The relay is located along the straight line between the source and destination.
2. Capacity Bound and Achievable Rates
A general upper bound on the capacity of the relay channel is given in [34] as
C ≤ max
f(xs,xr)
min{I(Xs, Xr;Yd), I(Xs;Yr, Yd|Xr)}, (4.4)
where Xs and Xr are signals transmitted from the source and the relay, respectively,
Yr and Yd are signals received at the relay and the destination, respectively, and
f(xs, xr) is the joint probability density function (pdf) of random variable Xs and
Xr. The lower bound, also being viewed as the achievable rate limit, is given in [34]
as
C ≥ max
f(xs,xr)
min{I(Xs, Xr;Yd), I(Xs;Yr|Xr)}. (4.5)
The upper bound on the capacity of the half-duplex relay channel is derived in
[44, 47] from the max-ﬂow-min-cut theorem [2] and given as
Cub = max
0≤β≤1,0≤α≤1
min{Cub1, Cub2}, (4.6)
where
Cub1 =
α
2
log(1 + (c2sr + c
2
sd)Ps1) +
1− α
2
log(1 + (1− β2)c2sdPs2), (4.7)
and
Cub2 =
α
2
log(1 + c2sdPs1) +
1− α
2
log(1 + c2sdPs2 + c
2
rdPr + 2
√
β2c2sdc
2
rdPs2Pr), (4.8)
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respectively. Note that the parameter β, which reﬂects the correlation between signals
at the source and relay, can be written in closed form [44, 47].
In Fig. 19, for the setup with Pr = Ps = 5 dB, c
2
sd = 0 dB, and c
2
rd = 10
dB, we compare the upper capacity bound (4.6), the lower rate bound achievable
with DF, the lower rate bound (4.14) achievable with CF, and the rate bound of
multi-hop transmission, which is given by the minimum between the capacity of the
source-relay link and that of the relay-destination link. All rates are relative to that
of direct transmission and plotted as functions of c2sr (increasing c
2
sr is equivalent to
decreasing the distance between the source and relay). It is seen that CF outperforms
DF at low c2sr, i.e., when the relay is close to the destination, and that DF is worse
than direct transmission when c2sr < c
2
sd = 0 dB. See [44] for more discussions under
diﬀerent transmission conditions.
The upper bound given by (4.7) and (4.8) is derived under the assumption that
all signals being conveyed through the links are Gaussian. Unfortunately, this as-
sumption is no longer true for practical CF implementations where all signals to
be transmitted are BPSK modulated before they are sent out.Therefore the channel
model is the binary-input AWGN memoryless channel, with its capacity given by [83]
as
C(snr) = 1−
∫ ∞
−∞
e−τ
2/2
√
sπ
log(1 + e−2
√
snrτ−2snr)dτ, (4.9)
where snr is the signal-to-noise ratio.
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Fig. 19. The upper capacity bound (4.6), the lower rate bound achievable with DF, the
lower rate bound (4.14) achievable with CF, and the rate bound of multi-hop
transmission, as functions of c2sr when Pr = Ps = 5 dB, c
2
sd = 0 dB, and
c2rd = 10 dB for the Gaussian half-duplex relay channel. Each rate is plotted
relative to that of direct transmission.
For the sake of simplicity, we call the relay channel where all signals to be trans-
mitted are BPSK modulated before they are sent out as the relay channel with BPSK
modulation. Then the upper bound on the capacity of the relay channel with BPSK
modulation is
CBPSKub = max
0≤β≤1,0≤α≤1
min{CBPSKub1 , CBPSKub2 }, (4.10)
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where
CBPSKub1 = αC((c
2
sr + c
2
sd)Ps1) + (1− α)C((1− β2)c2sdPs2), (4.11)
and
CBPSKub2 = αC(c
2
sdPs1) + (1− α)C(c2sdPs2 + c2rdPr + 2
√
β2c2sdc
2
rdPs2Pr), (4.12)
where C(·) is given in (4.9). The achievable rate of DF for the relay channel with
BPSK modulation is derived from (4.5) as [44, 47]
RBPSKDF ≤ max
0≤ρ≤1,0≤α≤1
min{RBPSKDF1 , RBPSKDF2 }, (4.13)
where RBPSKDF1 = αC(c
2
sdPs1) + (1− α)C[(1− β2)c2sdPs2] and RBPSKDF2 = CBPSKub2 .
The achievable rate of CF for the relay channel with BPSK modulation is derived
as (similar to [44])
RBPSKCF ≤ max
0≤α≤1
{RBPSKr (α) + RBPSKd (α)}, (4.14)
where
RBPSKr (α) = αC
(
c2sdPs1 +
c2srPs1
1 + DWZ
)
, (4.15)
RBPSKd (α) = (1− α)C(c2sdPs2), (4.16)
with DWZ being the distortion of the Wyner-Ziv coding for two correlated signals
driven by one BPSK modulated source signal. Similarly, we name this problem as
WZC with BPSK modulation. The theoretical performance of WZC with BPSK
modulation is not known yet. In the following section, we will examine the rate-
distortion function of WZC with BPSK modulation, and get the achievable rate of
CF for the relay channel with BPSK modulation.
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B. CF Relaying with BPSK Modulation
Fig. 20 depicts the overall CF coding scheme. During T1, message m1 is channel
coded and then BPSK modulated into αn binary symbols Xs1[1], . . . , Xs1[αn] with
1
αn
∑αn
i=1 Xs1[i]
2 ≤ Ps1 and broadcasted to the relay and the destination. The received
versions are Yr = csrXs1 + Zr at the relay and Yd1 = csdXs1 + Zd1 at the destination.
We thus have a broadcast channel in the relay-receive period.
During T2, Yr is compressed into S using Wyner-Ziv encoder by treating Yd1 at
the destination as the decoder side information. Then, the relay encodes S into binary
channel codeword Xr of length (1 − α)n with 1(1−α)n
∑(1−α)n
i=1 Xr[i]
2 ≤ Pr and sends
it to the destination. At the same time, the source encodes m2 into (1− α)n binary
symbols Xs2[1],. . . , Xs2[(1 − α)n] with 1(1−α)n
∑(1−α)n
i=1 Xs2[i]
2 ≤ Ps2 and sends them
to the destination as well. The signal received at the destination from the source and
relay is Yd2 = crdXr + csdXs2 +Zd2. We hence have a multiple-access channel (MAC)
in the relay-receive period.
channel
encoder
Source
channel
Destination
Relay
WZC Encoder coding
channel
Destination
Source
encoder
Relay
Xr
m1 Xs1
m2
Relay-receive period T1 with duration αT
Yd1
Yr
Yr
Relay-transmit period T2 with duration (1− α)T
S
Yd2
Xs2
Fig. 20. The CF coding scheme for half-duplex relaying based on WZC.
At the destination, m1 and m2 are recovered sequentially. First, Yr is recon-
structed into Y ′r via Wyner-Ziv decoding at the destination (with the help of the side
information Yd1), yielding an average distortion of DWZ(R), where R is the WZC rate.
According to [2, 1], we can write Y ′r = Yr + N , where N is the quantization noise
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with its variance as the Wyner-Ziv distortion limit DWZ(R), and the corresponding
WZC rate R is the capacity of the link between the relay and the destination (with
both csdXs2 and Zd being treated as noise) and given by
R =
1− α
α
C
(
c2rdPr
1 + c2sdPs2
)
, (4.17)
where the normalization factor 1−α
α
is due to half-duplex relaying.
With both Y ′r = Yr + N = csrXs1 + Zr + N and Yd1 = csdXs1 + Zd1 available at
the destination as corrupted versions of Xs1, we can recover m1 with the information
provided by Y ′r and Yd1 jointly. The joint log-likelihood-ratio (LLR) is
Lch(m1|y′r, yd1) = log
(
f(m1 = 0|y′r, yd1)
f(m1 = 1|y′r, yd1)
)
= log
(
f(y′r, yd1|m1 = 0)P (m1 = 0)
f(y′r, yd1|m1 = 1)P (m1 = 1)
)
= −2
√
Ps1(
csr
1 + DWZ(R)
y′r + csdyd1) + log
P (m1 = 0)
P (m1 = 1)
= −2
√
Ps1y˜ + log
P (m1 = 0)
P (m1 = 1)
, (4.18)
where y˜ = csr
1+DWZ(R)
y′r + csdyd1. Assume P (m1 = 0) = P (m1 = 1) = 0.5, then
Lch(m1|y′r, yd1) = −2
√
Ps1y˜ which is the LLR from the binary-input AWGN channel
whose output is Y˜ with modulation power as Ps1 and unit noise variance. Therefore
this LLR is equivalent to the LLR of the combination of yd1 and y
′
r with the same
coeﬃcients as maximum ratio combining (MRC) [84, 85]. Then we can decode m1
using joint decoding similar to MRC with rate
RBPSKr (α) ≤ αC
(
c2sdPs1 +
c2srPs1
1 + DWZ(R)
)
. (4.19)
The equivalence of joint LLR calculation and MRC decoding is illustrated in Fig. 21.
Once m1 is recovered, Xr can be reconstructed and crdXr eliminated from Yd2 =
crdXr+csdXs2+Zd2. Then, m2 can be decoded with rate R
BPSK
d (α) = (1−α)C
(
c2sdPs2
)
.
Consequently, the overall achievable rate of CF for the half-duplex relay channel
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Fig. 21. The comparison of (a) joint LLR calculation and (b) MRC decoding. They
are shown to be equivalent according to (4.18).
with speciﬁc α is
RBPSKCF (α) = R
BPSK
r (α) + R
BPSK
d (α)
≤ αC
(
c2sdPs1 +
c2srPs1
1 + DWZ(R)
)
+ (1− α)C(c2sdPs2), (4.20)
Therefore, the bound for the achievable rate with CF can be written as
RBPSKCF ≤ max
0≤α≤1
RBPSKCF (α)
≤ max
0≤α≤1
(
αC
(
c2sdPs1 +
c2srPs1
1 + DWZ(R)
)
+ (1− α)C(c2sdPs2)
)
. (4.21)
Note that the above achievable rate is given under the transmitting power con-
straints Ps1, Ps2, and Pr. We now consider the rates under the average power con-
straints Ps and Pr. Since the relay only transmits during the relay-transmit period
T2 with block length n(1−α), the normalized transmitting power at the relay is Pr1−α .
Similarly, the normalized transmitting power at the source during the relay-receive
period T1 and the relay-transmit period T2 is Ps1 =
kPs
α
and Ps2 =
(1−k)Ps
1−α , respectively,
where k(0 ≤ k ≤ 1) and α determine the power allocation at the transmitter.
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C. Performance Bounds of WZC at the Relay
1. WZ Distortion at Zero Rate
In the practical relay system, the signals from the source are BPSK modulated into
two constellations, then transmitted independently through two AWGN channels to
the relay and destination, respectively. Therefore, for the relay channel with BPSK
modulation, the signals Yr and Yd1 are given by (4.1) and (4.2), and Xs1 is a BPSK-
modulated signal, taking values at
√
Ps1 and −
√
Ps1 with the probabilities p and 1−p,
respectively. Zr and Zd are i.i.d. Gaussian noise with zero mean and unit variance.
Without loss of generality, we assume p = 0.5. Because Yr ↔ Xs1 ↔ Yd1 forms a
Markov chain, the conditional pdf f(yr|yd1) is
f(yr|yd1) = f(yr, yd1)
f(yd1)
=
∑
xs1
f(yr|yd1, xr)f(yd1|xs1)P (xs1)∑
xs1
f(yd1|xs1)P (xs1)
=
∑
xs1
f(yr|xr)f(yd1|xs1)P (xs1)∑
xs1
f(yd1|xs1)P (xs1)
=
exp(− (yd1−csd
√
Ps1)2
2σ2d
)
exp(− (yd1−csd
√
Ps1)2
2σ2d
) + exp(− (yd1+csd
√
Ps1)2
2σ2d
)
f(yr|xs1 =
√
Ps1)
+
exp(− (yd1+csd
√
Ps1)2
2σ2d
)
exp(− (yd1−csd
√
Ps1)2
2σ2d
) + exp(− (yd1+csd
√
Ps1)2
2σ2d
)
f(yr|xs1 = −
√
Ps1)
=ζ
1√
2π
exp(−(yr−csr
√
Ps1)
2
2
)+(1−ζ) 1√
2π
exp(−(yr+csr
√
Ps1)
2
2
),(4.22)
where ζ = 1
1+exp(−2csd
√
Ps1yd1)
.
It is seen from (4.22) that the conditional probability of Yr given Yd1 is the
weighted superposition (mixture) of two Gaussian distributions centered at csr
√
Ps1
and −csr
√
Ps1, respectively, with the identical unit variance. Several examples of
f(yr|yd1) with speciﬁc values of yd1 at d=9 m are shown in Fig. 22, where Ps1 = 69.4
dB, c2sr = 1.4× 10−7, and the centers of two Gaussian distributions are yr = 1.2 and
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yr = −1.2, respectively.
For Wyner-Ziv coding of Yr with side information Yd1 at rate zero, only Yd1 is
available at the decoder, thus Yr is reconstructed into the minimum mean square error
(MMSE) estimate of Yr given Yd1 as [86]
yˆr
MMSE = E[Yr|Yd1 = yd1]
= ζcsr
√
Ps1 − (1− ζ)csr
√
Ps1
= csr
√
Ps1 tanh(csd
√
Ps1yd1). (4.23)
Deﬁne E = Yr − YˆrMMSE = csr(Xs1 −
√
Ps1 tanh(csd
√
Ps1Yd1)) + Zr, then E is
the decoding error of WZC at rate zero. Its conditional pdf f(e|yd1) is given in
the following proposition, and shown in Fig. 23 w.r.t. e and yd1, with d = 9 m,
c2sr = 1.4× 10−7, and Ps1 = 69.4 dB.
Proposition 1: The conditional pdf f(e|yd1) is
fE(e|yd1) = (1− ζ)√
2π
exp(−(e + 2csr
√
Ps1ζ)
2
2
) +
ζ√
2π
exp(−(e− 2csr
√
Ps1(1− ζ))2
2
).
(4.24)
Proof : Proof is provided in Appendix A.
The conditional pdf f(e|Yd1) also tells us about the WZC distortion at zero rate.
When the WZC rate is zero, there’s no information provided by the source Yr at
the decoder side, hence Yr is reconstructed purely based on the information provided
by the side information Yd1. Note that Yd1 is independent of Zr, then we get the
distortion of Wyner-Ziv coding for Yr with side information Yd1 at rate zero as
DWZ(0) = E[(Yr − Yˆ MMSEr )2|Yd1 = yd1]
= EYd1 [EE[E
2|yd1]]
= σ2E, (4.25)
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where σ2E is the variance of E, which is given by [86] as follows,
σ2E = 1 + c
2
srPs1EYd1 [cosh
−2(csd
√
Ps1yd1)]. (4.26)
Based on the conditional pdf of Yr given Yd1 in (4.22) and the conditional pdf
of E given Yd1 in (4.24), we obtain the following lower and upper bounds for WZC
performance with BPSK modulation.
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Fig. 22. An example of the conditional distribution of Yr given particular values of
Yd1, with d=9 m, Ps1 = 69.4 dB.
2. Lower Bound On the WZ RD Function
Let Yˆr denote the reconstructed Yr at the decoder given side information Yd1, and Eˆ
denote the reconstructed E at the decoder, then the Shannon lower bound is given
78
Fig. 23. The conditional pdf fE(e|yd1) w.r.t. e and yd1, with d = 9 m, c2sr = 1.4×10−7,
and Ps1 = 69.4dB.
by [87] as
RWZ(D) ≥ inf
{Yˆr:E[d(Yr,Yˆr)]≤D}
I(Yr; Yˆr|Yd1)
= inf
{Yˆr:E[d(Yr,Yˆr)]≤D}
I(Yr − Yˆ MMSEr ; Yˆr − Yˆ MMSEr |Yd1)
= inf
{Eˆ:E[d(E,Eˆ)]≤D}
I(E; Eˆ|Yd1)
(a)
≥ h(E|Yd1)− 1
2
log(2πeD). (4.27)
where (a) is the Shannon lower bound and denoted as RSLBWZ (D). h(E|Yd1) can be
calculated directly from fE(e|yd1) given by (4.24).
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3. Upper Bound On the WZ RD Function
Zamir [60] proposed an upper bound for RD function of WZC, given as
RWZ(D) ≤ RaddYr|Yd1(D), (4.28)
where RaddYr|Yd1(D), namely the addtive noise rate distortion function is deﬁned as
RaddYr|Yd1(D) = lower convex envelop{fYr|Yd1(D)}, (4.29)
and fYr|Yd1(D) is deﬁned as
fYr|Yd1(D) = inf
N∗∈Yr,N∗∦(Yr,Yd1),εd(Yr|Yr+N∗,Yd1)≤D
I(Yr;Yr + N
∗|Yd1), (4.30)
which is the capacity of an auxiliary additive noise channel with constraints on the
distortion in reconstructing Yr from Yr + N
∗ and Yd1. In (4.30), ∦ means statistical
independence, and εd(Yr|Yr + N∗, Yd1) means the minimal possible average error in
estimating Yr from Yr+N
∗ and Yd1. In our set-up, all signals are continuous, therefore
the optimal estimate is the MMSE estimate given as Yˆr = E[Yr|yd1, yr + n∗].
From I(Yr;Yr+N
∗|Yd1) = h(Yr|Yd1)−h(Yr|Yr+N∗, Yd1), and f(yr|yr+n∗, yd1) =
f(yr,yr+n∗|yd1)R
f(yr,yr+n∗|yd1)dyr , we need to calculate f(yr, yr + n
∗|yd1). Since (4.30) takes the in-
ﬁma over all possible distributions of N∗, we assume that N∗ is Gaussian and get an
upper bound for fYr|Yd1(D), hence an upper bound for RWZ(D). Furthermore, [60]
claims that the Gaussian random variable N∗ is actually the quantization noise of
the dithered quantization assuming inﬁnite-dimensional lattice quantization. Since
dithering is always desired at low rate, N∗ is essentially the quantization noise N
introduced in section III, and this upper bound is achievable by practical CF scheme
assuming inﬁnite lattice dimension. Thereafter we use the notation N for the Gaus-
sian random variable N∗, and denote Z = Yr+N , with σ2n being its variance, then we
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have the achievable upper bound on the WZ RD function as RaddYr|Yd1(D) = I(Yr;Z|Yd1)
with constraint εd(Yr|Z, Yd1) ≤ D where Z = Yr + N , N ∼ (0, σ2n).
• Rate computation of the achievable upper bound:
Since
f(yr, z|yd1) = f(z|yr, yd1)f(yr|yd1)
(a)
= f(z|yr)f(yr|yd1)
(b)
=
1√
2πσ2n
exp(−(z − yr)
2
2σ2n
)[ζ
1√
2π
exp(−(yr − csr
√
Ps1)
2
2
)
+ (1− ζ) 1√
2π
exp(−(yr + csr
√
Ps1)
2
2
)]
=
ζ
2πσn
exp(−
(1 + σ2n)(yr − z+σ
2
ncsr
√
Ps1
1+σ2n
)2
2σ2n
) exp(−(z − csr
√
Ps1)
2
2(1 + σ2n)
)
+
(1− ζ)
2πσn
exp(−
(1 + σ2n)(yr − z−σ
2
ncsr
√
Ps1
1+σ2n
)2
2σ2n
) exp(−(z + csr
√
Ps1)
2
2(1 + σ2n)
),
(4.31)
where (a) comes from the fact that Yd1 ←→ Yr ←→ Yr + N forms a Markov
chain, (b) comes from (4.22).
Then
f(z|yd1) =
∫
f(yr, z|yd1)dyr
=
ζ√
2π(1 + σ2n)
exp(−(z − csr
√
Ps1)
2
2(1 + σ2n)
)
+
(1− ζ)√
2π(1 + σ2n)
exp(−(z + csr
√
Ps1)
2
2(1 + σ2n)
). (4.32)
It shows that Z, given yd1, is a composite Gaussian random variable with vari-
ance 1 + σ2n and means csr
√
Ps1 and −csr
√
Ps1, at probabilities ζ and 1 − ζ
respectively.
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From (4.31) and (4.32), the conditional entropy h(Yr|Z, Yd1) can be calculated
as
h(Yr|Z, Yd1) = −
∫
f(yd1)
∫
f(z|yd1)
∫
f(yr|z, yd1) log(f(yr|z, yd1))dyrdzdyd1,
(4.33)
and the rate of the achievable upper bound can be calculated as
RaddYr|Yd1 = I(Yr;Z|Yd1) = h(Yr|Yd1)− h(Yr|Z, Yd1)
= h(Yr|Yd1) +
∫
f(yd1)
∫
f(z|yd1)
∫
f(yr|z, yd1) log(f(yr|z, yd1))dyrdzdyd1.
(4.34)
• Distortion computation of the achievable upper bound:
The reconstructed version of Yr at the WZ decoder given Z and Yd1 is
yˆr = E[Yr|yd1, z]
=
∫
yrf(yr, z|yd1)dyr∫
f(yr, z|yd1)dyr
=
ζ z+σ
2
ncsr
√
Ps1
1+σ2n
exp(− (z−csr
√
Ps1)2
2(1+σ2n)
) + (1− ζ) z−σ2ncsr
√
Ps1
1+σ2n
exp(− (z+csr
√
Ps1)2
2(1+σ2n)
)
ζ exp(− (z−csrA)2
2(1+σ2n)
) + (1− ζ) exp(− (z+csr
√
Ps1)2
2(1+σ2n)
)
.
(4.35)
Therefore the distortion D is given as
D = E[(Yr − Yˆr)2|Yd1, Z]
=
∫
f(yd1)
∫
f(z|yd1)
∫
f(yr|z, yd1)(yr − yˆr)2dyrdzdyd1
=
∫ ∫
f(yd1)
1√
2π(1+σ2n)
ζ(1− ζ) exp(− (z−csr
√
Ps1)2
2(1+σ2n)
) exp(− (z+csr
√
Ps1)2
2(1+σ2n)
)
ζ exp(− (z−csr
√
Ps1)2
2(1+σ2n)
) + (1− ζ) exp(− (z+csr
√
Ps1)2
2(1+σ2n)
)
(
2σ2ncsr
√
Ps1
1 + σ2n
)2dzdyd1 +
σ2n
1 + σ2n
. (4.36)
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From (4.31), (4.32), (4.33), (4.34), and (4.36), we can calculate the upper bound
with rate RaddYr|Yd1 and distortion D, both taking σ
2
n as a parameter. For any arbitrary
WZC rate R, the parameter σ2n is picked up to make R
add
Yr|Yd1 from (4.33) equals to R,
then the corresponding distortion D is calculated from (4.36) based on the speciﬁc
σ2n. The achievable rate given by (4.34) and (4.33) and distortion given by (4.36) are
shown in Fig. 24, where c2sd = 10
−7, and csr = 1.4× 10−7 (i.e., the relay is 9 m away
from the source). From the ﬁgure it can be seen that the rate is decreasing as σ2n
increases, while the distortion increases as σ2n increases. Both rate and distortion are
monotonic functions of σ2n.
Remark
(a) When σ2n → 0, N appears to be a constant, therefore yˆr = E[Yr|yd1, z] → yr,
which results in D → 0, and RaddYr|Yd1 = I(Yr;Z|Yd1)→ I(Yr, Yr|Yd1) = h(Yr|Yd1).
(b) When σ2n → ∞, Z and Yr are independent, therefore RaddYr|Yd1 = I(Yr;Z|Yd1) →
0, with yˆr = E[Yr|yd1, z] =
∫
yrf(yr|yd1, z)dyr →
∫
yrf(yr|yd1)dyr = E[Yr|yd1] =
csr
√
Ps1 tanh(csd
√
Ps1yd1), and D = E[(Yr − Yˆr)2|Yd1] = E[E2|Yd1]. In this case,
(4.36) becomes
lim
σ2n→∞
D = 1 + c2srPs1EYd1 [cosh
−2(csd
√
Ps1yd1)], (4.37)
which is consistent with (4.26).
Fig.25 shows the lower and upper bounds of the WZC RD performance for half
duplex CF relaying with (a)c2sr = 8.0×10−7 (i.e., the relay is 5m away from the source),
and (b)c2sr = 1.4×10−7 (i.e., the relay is 9m away from the source), respectively. The
ideal WZC performance should reside between these two bounds. From Fig.25 one
can conclude that the lower and upper bounds are close to each other, hence tight,
for the scenarios where Yr and Yd1 are closely correlated, and consequently provide a
good approximation for the theoretical WZC performance.
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Fig. 24. The additive noise upper bound of WZC rate and distortion, both as functions
of σ2n, where c
2
sr = 1.4× 10−7 (i.e., the relay is 9m away from the source).
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Fig. 25. The upper and lower bounds for half-duplex CF relaying with
(a)c2sr = 8.0 × 10−7 (i.e., the relay is 5m away from the source), and
(b)c2sr = 1.4× 10−7 (i.e., the relay is 9m away from the source).
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Fig. 25. Continued.
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4. Upper and Lower Bounds of the Achievable Rate for CF Relaying with BPSK
Modulation
From (4.27) and (4.36) we get the lower and upper bounds for the WZC rate with
speciﬁc distortion, denoted as RSLBWZ (D) and R
add
Yr|Yd1(D), respectively. Conversely, we
get the lower and upper bounds for the WZC distortion with speciﬁc rate, as
DSLBWZ (R) = {D : RSLBWZ (D) = R}, (4.38)
and
DaddWZ(R) = {D : RaddYr|Yd1(D) = R}. (4.39)
Based on the lower and upper bounds of WZC distortion with BPSK modulation,
we get the corresponding lower and upper bounds on the achievable rate of CF scheme
for relay channel with BPSK modulation.
Then the lower and upper bounds for the achievable CF rate are
RCF ≤ max
0≤α≤1
{Rr(α) + Rd(α)}, (4.40)
and
RCF ≤ max
0≤α≤1
{Rr(α) + Rd(α)}, (4.41)
where
Rr(α) = αC
(
c2sdPs1 +
c2srPs1
1 + DSLBWZ
)
, (4.42)
and
Rr(α) = αC
(
c2sdPs1 +
c2srPs1
1 + DaddWZ
)
, (4.43)
C(·) is given by (4.9). Since DaddWZ(R) is an achievable upper bound, RCF is also an
achievable upper bound.
Fig. 26(a) shows the upper and lower bounds on the achievable rate of CF
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scheme for the relay channel with BPSK modulation. We also include in Fig. (26)(a)
the capacity bounds and achievable rates of DF. The max-ﬂow-min-cut bound on
the capacity of the relay channel with BPSK modulation is given in (4.10). The
achievable rate of DF for the relay channel with BPSK modulation is given by (4.13).
In Fig. 26(b), we compare the max-ﬂow-min-cut bounds for BPSK modulation and
for Gaussian modulation (which means that the input signals to all the channels are
Gaussian) given by [44]. Fig. 26(c) compares the achievable rates for DF with BPSK
modulation and Gaussian modulation [44], respectively; Fig. 26(d) shows the upper
and lower bounds for the achievable CF rate with BPSK modulation, together with
the achievable CF rate with Gaussian modulation [44]. In these ﬁgures, the locations
of the source and destination nodes are ﬁxed with a distance of 10 m; the relay node
is moving along the line between the source and destination nodes. The overall rate
is ﬁxed at 0.5 b/s, and the transmitting power from the relay Pr is ﬁxed to be 70 dB.
The x-axis is the distance from the source to the relay node, and the y-axis is the
transmitting power from the source Ps. From Fig. 26(a) and (d), one can conclude
that the upper and lower bounds on the achievable rate of CF scheme for the relay
channel with BPSK modulation are very close (with a gap from 0.06 dB to 0.22 dB).
D. DJSCC at the Relay
In the practical CF scheme for relay channel, Slepian-Wolf coded nested quantization
(SWC-NQ) [48] is employed for WZC. Speciﬁcally, Yr is quantized to W ∈ {1, . . . , N}
by nested lattice quantization, where N is the nesting ratio [48, 9], and W further
compressed into S using SWC by treating Yd1 at the destination as the decoder side
information, with rate limit H(W |Yd1) bit/sample. Accordingly a noisy channel WZC
problem arises at the relay because the Slepian-Wolf compressed bitstream S has to be
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protected by extra channel coding before being transmitted through the noisy channel
between the relay and the destination. Instead of applying two separate channel codes
for Slepian-Wolf coding and error-protecting separately, only one channel code can
be utilized as distributed joint source-channel coding (DJSCC).
1. Source-channel Coding with Side Information
The single-user separation theorem of source-channel coding put forth by Shannon
in 1948 [88] has two parts: a direct part that states that if the minimum achievable
source coding rate of a given source is strictly below the capacity of the channel,
then the source can be transmitted reliably by appropriate encoding-decoding; and a
converse part stating that if the source coding rate is strictly greater than the channel
capacity, then reliable transmission is impossible. Implicit in the theorem is the fact
that reliable transmission can be accomplished by separate source and channel coding.
When the transmission channel is noisy in the distributed source coding prob-
lems, error protection is needed. In the noisy channel SWC case, the separation
theorem is proved in [89] where it is shown that if the receiver has side information
Y of the uncoded source X, then the entropy of the source H(X) in the standard
separation theorem is replaced by H(X|Y ). Equivalently, the Slepian-Wolf limit in
this noisy channel case is H(X|Y )
C
, where C ≤ 1 is the channel capacity. A separation
theorem for lossy source-channel coding with side information, i.e., the noisy channel
WZC case, is given in [83]. It replaces the conditional entropy H(X|Y ) in the sep-
aration theorem for noisy channel SWC [89] by the Wyner-Ziv rate-distortion limit
RWZ(D), i.e., the limit becomes
RWZ(D)
C
.
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Fig. 26. (a) The upper bound, DF rate, achievable upper bound for CF and the Shan-
non lower bound for CF for half-duplex relaying with BPSK modulation. (b)
The upper bounds for half-duplex relaying with BPSK modulation and with
Gaussian input. (c) The DF rates for half-duplex relaying with BPSK modu-
lation and with Gaussian input. (d) The achievable upper bound and Shannon
lower bound for half-duplex CF relaying with BPSK modulation, and the CF
rate with Gaussian input. The locations of the source and the destination are
ﬁxed with a distance of 10 m. The overall rate is 0.5 b/s, and the transmitting
power from the relay is 70 dB.
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Fig. 26. Continued.
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2. DJSCC at the Relay
For SWC-NQ as practical WZC for CF relaying, since SWC is implemented by chan-
nel codes, separate source-channel coding at the relay (with side information Yd1 at
the destination) requires two channele codes: one for SWC (or source coding) and an-
other for forward error protection (or channel coding). However, just like Shannon’s
classic separation principle, the separation principle for the noisy channel SWC/WZC
problem only holds asymptotically (i.e., with inﬁnite code length). In practical de-
signs with finite code length, joint source-channel coding with side information (or
DJSCC) should outperform a separate design. Indeed, simulation results in [90, Fig.
6] conﬁrm the advantage of DJSCC over a separate design (with LDPC codes of length
105 bits for SWC followed by IRA codes of length 2 × 105 bits for error protection)
when transmitting a binary i.i.d source X over an AWGN channel to the decoder,
whose side information Y is correlated to X in a binary symmetric channel fashion.
The basic idea of DJSCC, as depicted in Fig. 27, is to use one channel code
for both Slepian-Wolf compression and forward error protection. This is possible
because a) in addition to the optimal syndrome-based approach [73] for SWC, parity
bits of a systematic channel code can also be used for SWC, and b) if the number
of parity bits exceeds the Slepian-Wolf limit, the added redundancy can be exploited
for protection. In the following, we brieﬂy explain the so-called parity-based approach
for SWC before moving on to parity-based DJSCC.
The parity-based SWC scheme for binary i.i.d. sources employs an (n + r, n)
linear systematic channel code. To compress an n-bit vector from the source X,
the encoder outputs r parity bits of the underlying systematic channel code as its
compressed version, meaning r ≤ n. In addition, r ≥ nH(X|Y ) by the Slepian-Wolf
theorem [3]. Thus the rate n
n+r
of the employed systematic channel code must be
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Fig. 27. DJSCC of binary source X with decoder side information Y using systematic
IRA codes that are designed for both the physical noisy channel and the
“virtual” correlation channel between X and Y .
no greater than 1
1+H(X|Y ) , which is no less than
1
2
. The decoder concatenates the r
parity bits and the corresponding n side information bits from Y to form the received
(n + r)-bit codeword before attempting to reconstruct its original n-bit systematic
part as the decoded source vector.
When r = n − k, the (2n − k, n) systematic channel code in the the above
parity-based SWC scheme can be designed to give the same performance [90] as the
syndrome-based SWC scheme [73], which outputs n − k syndrome bits of an (n, k)
binary channel code for the “virtual” correlation channel between the two correlated
sources X and Y . The syndrome-based approach is optimal in the sense that if the
(n, k) binary channel code approaches the capacity of the the “virtual” correlation
channel, it also provides limit-approaching performance in SWC.
Although a longer (2n − k, n) code is needed in the parity-based approach to
obtain the same SWC performance as an (n, k) code in the syndrome-based approach
− the reason why the latter is preferred for SWC, the advantage of the former lies in
the ease with its generalization to DJSCC. On the other hand, it is not clear if the
latter can be extended to DJSCC. This is because in contrast to parity bits, syndrome
bits cannot provide error protection.
Under the same encoding/decoding structure that employs an (n + r, n) linear
systematic channel code for parity-based SWC, the extension to parity-based DJSCC
involves two steps. First, because the r parity bits generated by the encoder now
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provides joint Slepian-Wolf compression and error protection, r is not upper bounded
by n any more. In addition, r ≥ nH(X|Y )
C
according to [89]. Since the capacity C ≤ 1,
the encoder generally outputs more parity bits than the Slepian-Wolf limit. It is
this added redundancy that provides error protection. Second, because we are using
one channel code in DJSCC to do two jobs (SWC and error protection), the code
design now involves two channels: one is the “virtual” correlation channel between
the correlated sources; another is the physical noisy channel through which the parity
bits are transmitted. Finding the right class of linear systematic code whose design
process can readily accommodate two such channels is the starting point of DJSCC.
3. DJSCC Using IRA Codes
Practical code designs for DJSCC have been proposed in [91, 51, 92, 93, 94] based
on advanced channel codes. In particular, the work of [51] employs systematic IRA
codes for DJSCC of binary source X with decoder side information Y . Its basic idea is
depicted in Fig. 27, where the distributed joint source-channel (DJSC) encoder only
generates IRA parity bits for transmission over the noisy channel, and the already
existing side information Y at the decoder is viewed as a “noisy” version of the source
X (or systematic part); the IRA/DJSC decoder combines Y and the received noisy
parity bits to reconstruct Xˆ.
IRA codes, introduced in [50], can perform close to capacity on the binary-input
AWGN channel. In addition, systematic IRA codes have the advantages of both
LDPC codes (with message-passing iterative decoding, code design, superior perfor-
mance) and turbo codes (with linear-time encoding). They have a more constrained
structure than LDPC codes and an ensemble of systematic IRA codes is described by
the degree distribution polynomials λ(x) =
∑J
i=2 λix
i−2 and ρ(x) = xa−1. They are
well suited for DJSCC because they can be designed using Gaussian approximation
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to take into account the two diﬀerent channels. Simulation results in [51] are better
than that reported in [94] for transmission over binary, Gaussian and Rayleigh fading
channels.
a. Encoding
To jointly source-channel encode an information sequence of length n using an IRA
code with degree distribution λ(x) and ρ(x) = xa−1 and a given realization of the
bipartite graph, we ﬁrst determine the corresponding parity bit sequence P of length
r = n/
(
a
∫ 1
0
λ(x)dx
)
for an arbitrary input sequence X of length n. This is the
output of the source-channel encoder sent through the channel if the source-channel
code is nonsystematic (NSSCC). For a systematic source-channel code (SSCC) both
X and P are transmitted through the actual channel.
b. Decoding
Denote the received noisy versions of the sourceX and the parity bitsP at the receiver
are Y and U, respectively. The message-passing iterative decoding algorithm can be
used where both the r parity nodes (corresponding to U) and the n systematic nodes
(corresponding to Y) can be handled as variable (left) node. The only diﬀerence is
in the initialization of the algorithm with the log-likelihood ratios (LLRs) from the
correlation or the actual channel. The LLR ar the ith systematic node is
q
(sys)
i,0 = log
Pr[xi = 0|yi]
Pr[xi = 1|yi] , i = 1, 2, .., n, (4.44)
and the LLR at the ith parity node is
q
(par)
i,0 = log
Pr[pi = 0|ui]
Pr[pi = 1|ui] , i = 1, 2, .., n. (4.45)
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c. Code Design
The possibility of designing systematic IRA codes with diﬀerent channel conditions for
the parity part is the main advantage of using IRA codes in joint source-channel cod-
ing with side information. Proposed in [51] and following the Gaussian approximation
approach of [50], the linear optimization of the systematic node degree distribution
λ(x) =
∑J
i=2 λix
i−1 for a given check node degree distribution ρ(x) = xa−1 with the
maximal allowable systematic node degree J is done by maximizing
∑J
i=2
λi
i
subject
to the conditions [50]
λ(1) = 1, (4.46)
F (x) > x, ∀x ∈ [x0, 1], (4.47)
where F (x) is deﬁned as [50]
F (x) =
J∑
i=1
λiφ
(
µsys + (i− 1)φ−1
(
φ2(f(x))
xa+1
))
, (4.48)
and x0 = φ(µsys). The function f(x) is determined frm the equation φ(f(x)) =
xaφ(µpar + f(x)) [50].
E. Practical CF Code Design
1. System Overview
The block diagram of our proposed practical CF code design is shown in Fig. 28.
At the relay node of Fig. 28, the signal Yr = csrXs1 + Zr received from the source
during the relay-receive period is ﬁrst quantized to W by nested lattice quantization,
followed by parity-based DJSCC of W . Its output Xr is BPSK modulated and trans-
mitted to the destination with power Ps during the relay-transmit period. In our
implementation, systematic IRA codes [50] are employed for DJSCC.
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At the destination node of Fig. 28, the received signal is Yd1 = csdXs1+Zd1 during
the relay-receive period, and Yd2 = crdXr + csdXs2 + Zd2 during the relay-transmit
period, which is the superposition of the signals from the source Xs2 and the relay Xr
due to the fact that the channel is a MAC. Successive decoding is applied at the MAC
decoder to recover messages m1 and m2. First, the nested quantization index W is
reconstructed into Wˆ by the DJSC decoder with side information Yd1 while assuming
csdXs2+Zd2 as background noise. Then Wˆ is used to generate Xˆr, which leads to the
subtraction of crdXˆr from Yd2, yielding an estimate of csdXs2 + Zd2. This estimate is
subsequently given to the rate-Rd(α)/(1− α) channel decoder to recover m2. In the
meanwhile, Wˆ helps estimate Yr into Yˆr, which is fed to the joint decoder together
with Yd1 to reconstruct m1 via MRC.
From the above, we see that CF coding at the relay involves nested lattice quan-
tization and DJSCC. Details on these two parts are given below for Gaussian relay
channels.
2. Quantizer Design
Nested scalar quantizer design for Yr targets at ﬁnding the optimal nesting ratio N
and scalar quantization stepsize q to minimize the distortion while subjecting to the
rate constraint
R ≤ 1− α
α
Crd =
1− α
α
C
(
c2rdPr
1 + c2sdPs2
)
, (4.49)
where the rate R = H(W |Yd1) due to Slepian-Wolf coding of the nested quantization
index W and Crd = C
(
c2rdPr
1+c2sdPs2
)
is the capacity of the channel between the relay
and the destination with BPSK modulation. Due to BPSK modulation, NSQ has to
operate at the low rate. We hence resort to simulations to generate the operational
distortion-rate function D˜WZ(R) of SWC-NSQ by varying N and q.
BPSK
modulator
BPSK
+ −
encoder
DJSC
Estimator
decoder
channel decoder
encoder
Nested lattice
quantization
channel encoder
channel encoder
modulator
modulator
BPSK
MAC decoder
information
Side
Source
Relay
DJSC
DJSC
Destination
MRC
channel decoder
1− α
α
Rate Rd(α)/(1− α)
Xs2
Rate Rr(α)/α
Xˆr
Wˆ
α
Rate Rd(α)/(1− α)
crd
WYr
Xs1
Yd2
α
m
m1
m2
Yˆr
mˆ1
Yd1
Xr
mˆ2
Rate Rr(α)/α
Fig. 28. Block diagram of our of our proposed CF code design.
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Based on D˜WZ(R), the operational point at R that is slightly less than the
target rate 1−α
α
Crd is picked and its corresponding N and q identiﬁed as the optimal
paramters for NSQ.
We draw L (e.g., 105) samples of Y ′r and Y
′
d1 oﬄine (here we use Y
′
r and Y
′
d1 to
distinguish them from Yr and Yd1 because Yd1 is not available at the relay) according
to the joint distribution of Yr and Yd1, quantize Y
′
r into W
′, decode Yˆ ′r jointly from
W ′ and Y ′d1, and compute the corresponding rate R
′ = H(W ′|Y ′d1) and distortion
D′WZ(R
′) = 1
L
∑L
i=1 |Y ′r [i]− Yˆ ′r [i]|2 with diﬀerent N and q. For c2sr = 1.4−7, c2sd = 10−7,
and Ps1 = 69.4 dB, Fig. 3(a)shows the distortion-rate curves for several diﬀerent
nesting ratios N = 4, 8, 16,∞, where each curve is generated by varying q while
ﬁxing N . The lower envelope of these curves is the operational distortion-rate function
D˜WZ(R) of SWC-NSQ, which is 1.5 dB away from the upper bound D
add
WZ(R) at high
rate. Fig. 3 (b) shows the operational distortion-rate curve of SWC-TCQ with TCQ
rate being 7. At high rate, the operational rate-distortion performance is 0.2 dB away
from the upper bound DaddWZ(R).
When reconstructing W ′ into Yˆ ′r , non-linear estimation [48] is applied to reduce
the distortion, especially at low rate. Denote J(W ′) as the index of W ′, 0 ≤ J ≤ N−1,
then the Yˆ ′r is reconstructed into [48]
Yˆ ′r =
∑
k
∫ (kN+J(W ′)+1)q
(kN+J(W ′))q yrf(yr|yd1)dyr∑
k
∫ (kN+J(W ′)+1)q
(kN+J(W ′))q f(yr|yd1)dyr
, (4.50)
where f(yr|yd1) is given by (4.22).
3. DJSCC Based on IRA Codes
When the nesting ratio N = 2 in NSQ, using a binary systematic (n, nα) IRA code of
rate α, we apply parity-based DJSCC at the relay and encode the binary quantization
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index W (of length nα) into parity bits Xr of length n(1−α) for transmission to the
destination. The destination receives Yd2 = crdXr+csdXs2+Zd2 where csdXs2+Zd2 is
treated as the additive noise. Meanwhile, the side information Yd1 at the destination
plays the role of the “noisy” systematic part of the IRA codeword. Then W is decoded
from [Yd1, Yd2] by the IRA/DJSC decoder, resulting in Wˆ . Since in the optimal NSQ
design, we pick its rate such that
R = H(W |Yd1) < 1− α
α
Crd, (4.51)
we have
n(1− α) > nαH(W |Yd1)
Crd
, (4.52)
in DJSCC, which fulﬁlls the requirement for successful decoding of W according to
[89].
When N > 2 in NSQ, we employ a multi-level systematic IRA code for DJSCC,
where each of the logN levels is used for one bit plane of W . Denote J(0 ≤ J ≤
N − 1) as the index of W and write J as BlogN	, · · · , B1 in its binary representation,
where B1 is the least signiﬁcant bit of W and BlogN	 its most signiﬁcant bit. The
ﬁrst-level binary systematic (nα + r1, nα) IRA code with
r1 >
nαH(B1|Yd1)
Crd
(4.53)
outputs r1 parity bits after DJSCC of B1, and the j-th level (2 ≤ j ≤ logN)
binary systematic (nα + rj, nα) IRA code with
rj >
nαH(Bj|Yd1, Bj−11 )
Crd
(4.54)
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Fig. 29. Operational distortion-rate curves of (a) SWC-NSQ (assuming ideal SWC
after NSQ) and (b) SWC-TCQ (assuming ideal SWC after TCQ) of Yr with
decoder side information Yd1. (a) is generated by varying the quantization
stepsize q with several diﬀerent nesting ratio N . The lower envelope of these
curves is the operational distortion-rate function of SWC-NSQ. In (b), the
TCQ rate is 7. The relay is 9 m away from the source, with c2sr = 1.4× 10−7,
c2sd = 10×−7, Ps1 = 69.4 dB.
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Fig. 29. Continued.
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outputs rj parity bits after DJSCC of Bj. Here B
k
1 means B1, · · · , Bk. In addition,
the rj’s are chosen so that
logN	∑
j=1
rj = n(1− α). (4.55)
By the chain rule,
logN	∑
j=1
H(Bj|Yd1, Bj−11 ) = H(W |Yd1), (4.56)
then (4.53)-(4.56) lead to
n(1− α) =
logN	∑
j=1
rj >
nαH(W |Yd1)
Crd
, (4.57)
which is again guaranteed by our choice of rate in (4.51) for NSQ.
a. Rate Computation for Each Bit Plane
From (4.53) and (4.54), we see that knowing the “sum-rate” H(W |Yd1) after NSQ is
not enough for multi-level IRA code design in DJSCC, the conditional entropy of each
bit plane of W is also needed. We start from estimate Pr(B
j
1 = b
j
1|Yd1 = yd1), where
bj1 = b1, . . . , bj and yd1 are speciﬁc realizations of B
j
1 and Yd1, respectively. Since Bj
is determined by Yr, we denote Bj = bj(Yr) as a function of Yr. Therefore we have
Pr(B
j
1 = b
j
1, |Yd1 = yd1) =
∫
b1(yr)=b1,...,bj(yr)=bj
f(yr|yd1)dyr. (4.58)
When NSQ is applied for quantization, the integration region {yr|b1(yr) = b1, . . . ,
bj(yr) = bj} is a union of inﬁnite number of disjoint intervals, and (4.58) can be
calculated analytically using the erfc function. Since f(yr|yd1) decays exponentially
from the origin, the sum up of a few Gaussian tail probabilities could be a good
approximation of (4.58).
For the general quantization such as non-uniform quantization or high-dimensional
105
quantization, however, Pr(B
j
1 = b
j
1|Yd1 = yd1) cannot be calculated analytically. In-
stead, we use Monte Carlo simulations. At ﬁrst, the real axis is divided into M inter-
vals, partitioning all possible Yd1 into M regions Ym for m = 1, . . . ,M . Denote Y(yd1)
as the region containing yd1, and deﬁne I(·) as the indicator function taking value one
if its argument is true, or zero otherwise. We then calculate Pr(B
j
1 = b
j
1|Yd1 = yd1) of-
ﬂine again by relying on the same L sample of (Y ′r , Y
′
d1) we collect during the optimal
NSQ design that results in
Pr(B
j
1 = b
j
1|Yd1 = yd1)
≈ Pr(Bj1 = bj1|Yd1 ∈ Y(yd1))
≈
∑L
i=1 I(Y
′
d1[i] ∈ Y(yd1), b1(Y ′r [i]) = b1, . . . , bj(Y ′r [i]) = bj)∑L
i=1 I(Y
′
d1[i] ∈ Y(yd1))
. (4.59)
Based on (4.59), the j-th level (1 ≤ j ≤ logN) binary systematic (nα+rj, nα)
IRA code can be designed with
rj >
nα
Crd
H(Bj|Yd1, Bj−11 )
=
nα
Crd
M∑
m=1
∑
b1∈{0,1},··· ,
bj−1∈{0,1}
Pr(Yd1∈Ym, Bj−11 =bj−11 )H(Pr(Bj=1|Yd1∈Ym, Bj−11 =bj−11 ))
=
nα
Crd
M∑
m=1
∑
b1∈{0,1},··· ,
bj−1∈{0,1}
Pr(Yd1∈Ym, Bj−11 =bj−11 )H
(
Pr(B
j−1
1 =b
j−1
1 , Bj=1|Yd1∈Ym)
Pr(B
j−1
1 =b
j−1
1 |Yd1∈Ym)
)
(4.60)
where Pr(B
j−1
1 = b
j−1
1 , Bj = 1|Yd1 ∈ Ym) and Pr(Bj−11 = bj−11 |Yd1 ∈ Ym) are obtained
directly from (4.59), H(p) = p log 1
p
+ (1− p) log 1
1−p , and Pr(Yd1 ∈ Ym, Bj−11 = bj−11 )
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is estimated by using similar Monte Carlo simulations as (4.59) with
Pr(Yd1 ∈ Ym, Bj−11 = bj−11 ) =
1
L
L∑
i=1
I(Y ′d1[i] ∈ Ym, b1(Y ′r [i]) = b1, . . . , bj(Y ′r [i]) = bj).
(4.61)
b. Soft Threshold Decoding
In the iterative decoding procedure at the j-th bit plane, the information about the
j-th bit from the channel is expressed in term of the log-likelihood-ratio, as follows,
Lch
(j)(yd1|bj−11 ) = log
P (yd1, B
j−1
1 = b
j−1
1 |Bj = 1)
P (yd1, B
j−1
1 = b
j−1
1 |Bj = 0)
= log
P (Bj−11 = b
j−1
1 , Bj = 1|yd1)/P (Bj = 1)
P (Bj−11 = b
j−1
1 , Bj = 0|yd1)/P (Bj = 0)
= log
P (Bj−11 = b
j−1
1 , Bj = 1|yd1)
P (Bj−11 = b
j−1
1 , Bj = 0|yd1)
− log P (Bj = 1)
P (Bj = 0)
 L˜(j)ch (yd1|bj−11 ) + Lext(Bj). (4.62)
where bj−11 are the speciﬁc realizations of the bits B
j−1
1 , Lch
(j)(yd1|bj−11 ) characterizes
the information about the j-th bit plane given previously decoded bits b1, · · · , bj−1,
and it is a function of yd1. L˜
(j)
ch (yd1|bj−11 ) denotes the information about the j-th
bit from the “virtual” channel, and Lext(Bj) denotes the information provided by the
distribution of the j-th bit itself. For NSQ, due to the symmetric property of f(yr|yd1)
as shown in (4.22) and Fig. 22, P (Bj = 0) = P (Bj = 1) =
1
2
, thus Lext(Bj) = 0, and
Lch
(j)(yd1|b1, · · · , bj−1) = L˜(j)ch (yd1|b1, · · · , bj−1).
The conditional probabilities of each quantization index given the side informa-
tion Yd1 when d = 8 m, c
2
sr = 2 × 10−7, Ps1 = 68.2 dB, and the corresponding Lch(j)
for the same d, are shown in Fig. F (a) and (b), respectively.
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F. Simulations
In this section we present our results for the half-duplex relay channel using nested
scalar quantization as the practical quantization followed by DJSCC, and compare
them with those from our implementation of the best DF design [55]. In all our
simulations we assume that the distribution of source messages is uniform. Prior to
transmission, the pdf’s needed for decoding are stored in look-up tables at the receiver
nodes. In each experiment, BPSK modulation is always assumed.
Our experimental setup is as introduced in section II and Fig. 18. In our experi-
ments, we set the target transmission rate at 0.5 bit per channel use and the average
relay power Pr = 70 dB, and examine the average transmitting power from the source
with diﬀerent distance d from the source to relay.
The DJSCC rate for each bit plane and the soft information for iterative decoding
are collected oﬀ-line according to (4.60) and (4.62). The rates and IRA code proﬁles
for each bit plane using NSQ for quantization when d = 7 m and d = 9 m are listed
in Table I, with nesting ration N = 4 for both cases.
Simulation results for the half-duplex Gaussian relay channel with BPSK modula-
tion are shown in Fig. 31 and Fig. 32 using NSQ and IRA for DJSCC with Pr = 70dB
and 65 dB, respectively, together with the theoretical capacity bound and achievable
rates given by [44] assuming Gaussian modulation, and the bounds on the capacity
and achievable rates assuming BPSK modulation given by (4.40), (4.41), (4.10), and
(4.13). The x axis of Fig. 31 and Fig. 32 are the distance d from the source to relay
in meters, and y axis are the average transmitting power Ps from the source. The
additive white Gaussian noises over the transmitting channels are all set to be with
unit variance.
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Fig. 30. (a) The conditional probabilities of diﬀerent NSQ indices given the side infor-
mation Yd1 when the nesting ratio is N = 4 in the Gaussian relay setup with
d = 8 m, and (b) Soft input for iterative decoding of DJSCC as Lch
(1)(yd1)
for the ﬁrst bit plane. For the second bit plane, since the IRA code rate is
approximately 1, there is no need to evaluate the information for iterative
decoding. Both (a) and (b) are functions of yd1.
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Fig. 30. Continued.
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For coding two parts of the message, m1 and m2, we employ two diﬀerent LDPC
codes designed via density evolution. In the experiment, we independently simulate
transmission of 100, 000 bits, increase the source power level until the bit error rate
falls below the target error rate of 10−4. When d = 9 m, our practical result is 1.6
dB away from the CF limit (and 1.8 dB away from the upper bound of half-duplex
relaying), and 0.73 dB away from the CF limit assuming nested scalar quantization
and ideal DJSCC. When d = 5 m, our practical CF design performs 3.03 dB away
by using nested scalar quantization and IRA code for practical DJSCC, and 0.73
dB away assuming ideal DJSCC. We re-implemented the DF scheme proposed in
[55], using the turbo code with generator (33/31) and block length 100, 000 [55, p.
1901]. Fig. 31 indicates that for Pr = 70dB, when d > 8 m, CF outperforms DF
theoretically, and the proposed practical CF code is preferable to the practical DF
code. Note that, when 7.5 m< d < 8 m where DF is superior in theory, our scheme
still performs better than the practical DF code. In Fig. 32 for Pr = 65dB, the
simulation results of practical CF and DF codes are consistent with the theoretical
bound, i.e., when the CF outperforms DF theoretically, the practical CF code gain a
better performance than the practical DF code, and vice versa. The code proﬁles for
DJSCC are shown in Table III.
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Fig. 31. Half-duplex Gaussian relay channel using NSQ for quantization and IRA code
for DJSCC. With ﬁxed overall transmitting rate 0.5 and average transmitting
power from the relay as Pr = 70 dB, the average transmitting power from
the source Ps is examined with diﬀerent distance d from the source to relay,
while the relay is moving along the line from the source to destination. BPSK
signaling is assumed.
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Fig. 32. Half-duplex Gaussian relay channel using NSQ for quantization and IRA code
for DJSCC. With ﬁxed overall transmitting rate 0.5 and average transmitting
power from the relay as Pr = 65 dB, the average transmitting power from
the source Ps is examined with diﬀerent distance d from the source to relay,
while the relay is moving along the line from the source to destination. BPSK
signaling is assumed.
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Table III. The conditional entropy and the corresponding degree distribution poly-
nomials λ(x) and ρ(x) for each bit plane of CF for Gaussian relay channels
using nested scalar quantization when (a) d = 7 m and (b) d = 9 m.
Bit Conditional Degree polynomials
plane j entropy rj/nα λ(x) ρ(x)
1 0.765635 0.77
0.246779x2 + 0.160927x3
+0.0000215323x4 + 0.0000265542x5
+0.158502x6 + 0.0366871x8
+0.0390752x12 + 0.0354665x19
+0.0125102x20 + 0.116069x23
+0.0000125083x98 + 0.0000207854x99
+0.1939040000x100
x6
2 0.178334 0.2
0.124799x2 + 0.17686x3
+0.176933x7 + 0.0424318x8
+0.00796064x9 + 0.0113302x19
+0.134332x20 + 0.0389052x23
+0.00866671x25 + 0.0330878x28
+0.00109343x37 + 0.0517676x69
+0.122933x74 + 0.0287246x77
+0.0401743x80
x30
(a) d = 7 m
Bit Conditional Degree polynomials
plane j entropy rj/nα λ(x) ρ(x)
1 0.818696 0.82
0.303792x2 + 0.173188x3
+0.0671337x5 + 0.0123568x6
+0.134132x7 + 0.0314767x13
+0.0108393x15 + 0.025639x17
+0.0910351x20 + 0.0400076x40
+0.0000240473x46 + 0.0117242x52
+0.0189157x58 + 0.0112433x63
+0.0684922x77
x5
2 0.140643 0.19
0.114444x2 + 0.179976x3
+0.14779x7 + 0.0806827x8
+0.0126197x17 + 0.0208893x19
+0.132564x21 + 0.0336681x22
+0.00152895x38 + 0.0606354x42
+0.0197357x69 + 0.0334799x72
+0.123705x79 + 0.0382818x87
x44
(b) d = 9 m
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CHAPTER V
SUMMARY
A. SWCNQ for Wyner-Ziv Coding
we have analyzed the high-rate performance of nested lattice quantization for Wyner-
Ziv coding, showing an increasing gap from the theoretical limit as the rate increases.
The reason for the increase of the gap is mainly because the boundary loss is an
increasing function of the rate. To compensate for the boundary loss, a SWC-NQ
framework has been proposed for Wyner-Ziv coding, where Slepian-Wolf coding plays
the role of second-stage binning to save rate after nested lattice quantization. As-
suming ideal Slepian-Wolf coding, SWC-NQ is shown to perform a constant gap (in
dB) away from the Wyner-Ziv D-R function at high rate. This result mirrors that
from entropy-coded quantization in classic source coding. A non-linear minimum
MSE estimator at the decoder is introduced and used in simulations that degenerates
to the linear estimator we use in our high-rate performance analysis. Simulations
with one- and two-dimensional nested lattice quantization and SWC-NQ (with ideal
Slepian-Wolf coding) for quadratic Gaussian sources show agreement with our high-
rate analytical results. Using irregular LDPC codes for practical Slepian-Wolf coding
in SWC-NQ exhibits a roughly constant gap from the Wyner-Ziv limit for a wide
range of rates.
We have also proved that the performance of Wyner-Ziv coding of quadratic
Gaussian sources with nested lattice quantization at a ﬁxed high rate is independent
of the source correlation, with or without Slepian-Wolf coding.
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B. An Application of SWCNQ: Practical CF Code Design for Half-Duplex Gaussian
Relay Channels with BPSK Modulation
Based on the recent information-theoretical results, we have developed the ﬁrst prac-
tical CF code design for the half-duplex Gaussian relay channel with BPSK modula-
tion using WZC. The WZC with BPSK modulation is studied at ﬁrst, with a lower
bound and an upper bound being proposed, which are derived from the Shannon
lower bound and additive noise upper bound, respectively, concerning the correla-
tion of the signal to be compressed and the side information under the assumption
of BPSK modulation. Based on the upper and lower bounds of WZC, code design
issues are discussed including the quantizer design and distributed source-channel
coding (DJSCC). Simulation results with nested scalar quantization for quantization
and IRA code for DJSCC exhibit a gap of 1.6 to 3.03 dB from the CF limit for the
half-duplex Gaussian relay channel with BPSK moculation, focusing on the scenario
where CF outperforms DF theoretically. We believe that our code design is paving
the way for realizing the potential gains of cooperative diversity in wireless ad hoc
and sensor networks, as promised by the theory.
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APPENDIX A
PROOF OF LEMMA 1 FOR THE LOWER BOUND ON THE D-R
PERFORMANCE SWC-NQ IN THE QUADRATIC GAUSSIAN CASE.
1) Rate Computation: The rate for SWC-NQ is
R =
1
n
H(S|Y). (A.1)
Since at high rate,
p(s|y) =
∞∑
j=−∞
∫
x∈Rj(s)
fX|Y(x)dx
=
∞∑
j=−∞
∫
x∈R0(s)
fZ(x+ cj(0))dx
(a)
=
∞∑
j=−∞
fZ(s+ cj(0))V1
= g(s)V1, (A.2)
where (a) is due to the high rate assumption and g(x) 
∑∞
j=−∞ fZ(x+ cj(0)).
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Then the achievable rate of SWC-NQ is
nR = H(S|Y) = −
∑
s∈Λ1/Λ2
p(s|y) log2[p(s|y)]
(b)
= −
∑
s∈Λ1/Λ2
p(s|y) log2[g(s)V1]
= −
∑
s∈Λ1/Λ2
∞∑
j=−∞
∫
x∈R0(s)
fZ(x+ cj(0))dx log2 g(s)− log2 V1
(c)
= −
∞∑
j=−∞
∑
s∈Λ1/Λ2
∫
x∈R0(s)
fZ(x+ cj(0)) log2 g(x)dx− log2 V1
(d)
= −
∫
x∈Rn
fZ(x) log2 g(x)dx− log2 V1
= −
∫
x∈Rn
fZ(x) log2[
∞∑
j=−∞
fZ(x+ cj(0))]dx− log2 V1,
where (b) and (c) use the high rate assumption and (d) is due to the periodic property
of g(·), i.e., g(x− l) = g(x),∀l ∈ Λ2. Thus the achievable rate of SWC-NQ is
nR = H(S|Y) = h′(X,Λ2) + log2 σnZ − log2 V1. (A.3)
2) Distortion Computation: From Theorem 4.1, the average distortion of nested lat-
tice quantization over all realizations of (X,Y) is Dn = G(Λ1)V
2
n
1 +
1
n
EZ[‖QΛ2(Z)‖2],
which can be lower bounded as
Dn ≥ G(Λ1)V
2
n
1 +
(n− 1)
nΓ(n+1
2
)2
n
2 π
1
2
∑
l∈Λ2
l2
∫ l+r
l−r
∫ cos−1( l2+u2−r2
2lu
)
0
sinn−2 θdθ
un−1
σnZ
exp(− u
2
2σ2Z
)du
(A.4)
according to (3.29) and (3.35).
Because Slepian-Wolf coding is near-lossless, the distortion of SWC-NQ is also
Dn. Combining Dn and R through V1 in (A.3) and (A.4), we obtain the D-R perfor-
mance of SWC-NQ with a pair of n-dimensional nested lattices (Λ1,Λ2) as (3.46).
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APPENDIX B
PROOF OF LEMMA 2
Proof: This proof closely follows remark 3) of [1, p. 3] with slight modiﬁcations. Let
δ  minw 
=xˆ d(w, xˆ) > 0. Here δ is actually the minimum distance between points in
Λ2. Thus if (X, Xˆ) ∈ S1,
λ  Pr{W = Xˆ} ≤ 1
δ
E[d(W, Xˆ)]
(a)
≤ 1
δ
(E[d(W,X)] + E[d(X, Xˆ)]), (B.1)
where (a) is due to the triangle inequality. From theorem 4.1, D = 1
n
E[d(X, Xˆ)] =
DS + DC , where DS =
1
n
E[d(W,X)] is the source coding loss and DC is the channel
coding loss, then
λ ≤ 2nD
δ
. (B.2)
Now since Xˆ is a function of S and Y, Fano’s inequality [2, 95] implies that
H(W|S,Y) ≤ −λ log λ− (1− λ) log(1− λ) + λ log(|W|)  ε(λ), (B.3)
then
H(S|Y) ≥ I(W;S|Y) = H(W|Y)−H(W|S,Y) ≥ H(W|Y)− ε(2nD
δ
).(B.4)
Meanwhile, from the data processing lemma [2], we have H(S|Y) ≤ H(W|Y). At
high rate, D → 0 and ε(2nD
δ
)→ 0, thus H(S|Y) = H(W|Y).
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APPENDIX C
CALCULATION OF CONDITIONAL PDF F (E|YD1).
Let us start from f(e˜|yd1), where e˜ = xs1 −
√
Ps1 tanh(csd
√
Ps1yd1) and e = csre˜+ zr.
To calculate f(e˜|yd1), let us ﬁrst evaluate P (e˜ < ξ|yd1).
P (e˜ < ξ|yd1) = P (xs1 −
√
Ps1 tanh(csd
√
Ps1yd1) < ξ|yd1)
=
∑
xs1
P (e˜ < ξ|xs1, yd1)P (xs1|yd1)
= ζP (e˜ < ξ|xs1 =
√
Ps1, yd1) + (1− ζ)P (e˜ < ξ|xs1 = −
√
Ps1, yd1)
= ζP (1− tanh(csd
√
Ps1yd1) <
ξ√
Ps1
|yd1)
+(1− ζ)P (−1− tanh(csd
√
Ps1yd1) <
ξ√
Ps1
|yd1)
= ζP (
1
1 + exp(2csd
√
Ps1yd1)
<
ξ
2
√
Ps1
|yd1)
+(1− ζ)P ( 1
1 + exp(−2csd
√
Ps1yd1)
> − ξ
2
√
Ps1
|yd1),
Let us discuss P (e˜ < ξ|yd1) for 3 cases:
• When ξ < −2√Ps1: In this region,P ( 11+exp(2csd√Ps1yd1) <
ξ
2
√
Ps1
|yd1) = 0 because
ξ
2
√
Ps1
< 0 and 1
1+exp(2csd
√
Ps1yd1)
> 0. Also P ( 1
1+exp(−2csd
√
Ps1yd1)
> − ξ
2
√
Ps1
|yd1) =
0 because − ξ
2
√
Ps1
> 1 and 1
1+exp(−2csd
√
Ps1yd1)
< 1. Then P (e˜ < ξ|yd1) = 0 when
ξ < −2√Ps1.
• When −2√Ps1 < ξ < 0: In this region, P ( 11+exp(2csd√Ps1yd1) <
ξ
2
√
Ps1
|yd1) =
0, then P (e˜ < ξ|yd1) = ζP ( 11+exp(−2csd√Ps1yd1) > −
ξ
2
√
Ps1
|yd1). By dividing
this region furthermore, we have P (e˜ < ξ|yd1) = 0 when −2
√
Ps1 < ξ <
−2√Ps1
1+exp(−2csd
√
Ps1yd1)
, and P (e˜ < ξ|yd1) = 1− ζ when −2
√
Ps1
1+exp(−2csd
√
Ps1yd1)
< ξ < 0.
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• When ξ > 0: In this region, P ( 1
1+exp(−2csd
√
Ps1yd1)
> − ξ
2csd
√
Ps1
|yd1) = 1 because
1
1+exp(−2csd
√
Ps1yd1)
> 0 and− ξ
2
√
Ps1
< 0. Then P (e˜ < ξ|yd1) = ζP ( 11+exp(2csd√Ps1yd1) <
ξ
2
√
Ps1
|yd1)+(1−ζ). By dividing this region furthermore, we have P (e˜ < ξ|yd1) =
1− ζ when 0 < ξ < 2
√
Ps1
1+exp(2csd
√
Ps1yd1)
, and P (e˜ < ξ|yd1) = ζ + (1− ζ) = 1 when
ξ > 2
√
Ps1
1+exp(2csd
√
Ps1yd1)
.
Summarily, we get P (e˜ < ξ|yd1) as
P (e˜ < ξ|yd1) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 if ξ < −2
√
Ps1
1+exp(−2csd
√
Ps1yd1)
1− ζ if −2
√
Ps1
1+exp(−2csd
√
Ps1yd1)
< ξ < 2
√
Ps1
1+exp(2csd
√
Ps1yd1)
1 if ξ > 2
√
Ps1
1+exp(2csd
√
Ps1yd1)
(C.1)
From (C.1) we can get f(e˜|yd1) as a function consists two pulses at locations
−2√Ps1
1+exp(−2csd
√
Ps1yd1)
and 2
√
Ps1
1+exp(2csd
√
Ps1yd1)
, with magnitudes 1− ζ = 1
1+exp(2γyd1)
and ζ =
1
1+exp(−2γyd1) , respectively. Then we can write fE˜(e˜|yd1) as
fE˜(e˜|yd1) = (1− ζ)δ(e˜ + 2
√
Ps1ζ) + ζδ(e˜− 2
√
Ps1(1− ζ)). (C.2)
Since e = csre˜ + zr, we get the conditional distribution of E given yd1 as
fE(e|yd1) = 1
csr
fE˜(
u
csr
|yd1) ∗ fZr(u)
=
1− ζ√
2π
exp(−(e + 2csr
√
Ps1ζ)
2
2
) +
ζ√
2π
exp(−(e− 2csr
√
Ps1(1− ζ))2
2
).
(C.3)
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