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ABSTRACT
Modal synthesis is used to generate the sounds associated
with the vibration of rigid bodies, according to the char-
acteristics of the force applied onto the object. Towards
obtaining sounds of high quality, a great quantity of modes
is necessary, the development of which is a long and te-
dious task for sound designers as they have to manually
write the modal parameters. This paper presents a new
approach for practical modal parameter estimation based
on the spectral analysis of a single audio example. The
method is based on modelling the spectrum of the sound
with a time-varying sinusoidal model and fitting the modal
parameters with linear and semi-linear techniques. We also
detail the physical and mathematical principles that moti-
vate the algorithm design choices. A Python implemen-
tation of the proposed approach has been developed and
tested on a dataset of impact sounds considering objects of
different shapes and materials. We assess the performance
of the algorithm by evaluating the quality of the resyn-
thesised sounds. Resynthesis is carried out via the Sound
Design Toolkit (SDT) modal engine and compared to the
sounds resynthesised from parameters extracted by SDT’s
own estimator. The proposed method was thoroughly eval-
uated both objectively using perceptually relevant features
and subjectively following the MUSHRA protocol.
1. INTRODUCTION
Modal synthesis [1] is a physical modelling approach to
sound synthesis based on approximating the vibrations of
a complex object by decomposing them into a set of in-
dependent modes, i.e. oscillations at a single frequency.
The physical motivation of this approach is that we can ex-
press the the behaviour of a mechanically vibrating object
describing it as a lumped mass-spring network [2]. This,
in turn, can be modelled by a system of second-order par-
tial differential equations (PDEs). Such a system can be
diagonalized and the solution of every factorized PDE is
a damped oscillator (function of time) with initial ampli-
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tude given by the modal shape (function of space). So,
oscillations at any one point can be computed as the linear
combination of the damped oscillators, each one weighted
by its modal shape at that point.
Despite their potential advantages in terms of interactiv-
ity and parametrizability, physically based and procedural
approaches have so far gained limited popularity in appli-
cation domains related to sound design. Bo¨ttcher [3] dis-
cusses possible reasons for this. One is the need for tools
that facilitate the work of the sound designers, without re-
quiring them to deal with low-level technicalities of the
sound models.
In the context of modal synthesis, a much needed facil-
itating tool for the sound designer is one that allows for
automatic tuning of the mode parameters in order to re-
liably resynthesize a target (e.g., recorded) sound. In the
constrained case of monophonic audio, every mode is fully
characterised by a triplet of scalars: the modal frequency,
the decay coefficient and the initial amplitude. This can be
generalised to multichannel audio by considering an array
of initial magnitudes (each associated to a “pickup point”
for the sound), or even to space-continuous processes de-
scribing modal shapes as functions of spatial coordinates
on the modal object. These parameters have a direct effect
on the spectral content of the synthesised sound. Every
mode describes how the power of the corresponding modal
frequency evolves over time.
This paper presents an approach to the automatic estima-
tion of modal parameters based on a target sound. The pro-
posed approach is abbreviated as SAMPLE (Spectral Anal-
ysis for Modal Parameters Linear Estimate) as it employs a
spectral modelling algorithm to track the variations of en-
ergy with respect to every sinusoidal component (partial)
and then to perform linear regression to estimate the modal
parameters corresponding to the inferred energy function.
SAMPLE is evaluated in combination with the Sound De-
sign Toolkit (SDT), a a software package developed over
several years [4, 5], which provides a set of sound models
for the interactive generation of several acoustic phenom-
ena, including interactions between solid objects by means
of modal synthesis and physically-based interaction force
models (impacts and frictions) [6]. Objects used to record
an impact sounds evaluation dataset are shown in Fig. 1.
Figure 1. The four object used for recording the dataset: a
glass bottle, a metal saucepan, a porcelain mug and a small
piece of wood. Recordings by Giulia Clerici, LIM (Music
Informatics Laboratory), University of Milan.
2. RELATEDWORK
Starting with the studies by van den Doel and co-workers [7],
modal synthesis has become a popular technique in inter-
active computer graphics applications, where the aim is to
generate a sound that matches the geometry and the mate-
rial of virtual objects as well as the user’s interaction with
them. In this context, the geometry of the object is usually
known and it provides useful information about the modes
of the object.
If both the geometry and the material distribution of the
object are known, finite element methods (FEM) can be
employed to estimate the modal parameters. Picard et al. [8]
propose to use finite element methods to compute the masses
and stiffnesses of the mass-spring network matrix and to
find the modal parameters by eigen-decomposition of that
matrix. This approach can compute the complete modal
shape for the modes and allows for the synthesis of the
sound at any pickup point on the object. However the ge-
ometry and the material distribution of the object are as-
sumed to be available a-priori.
A conceptually similar approach is taken by Michon et
al. [9] who use FEM analysis starting from a volumetric
mesh of a 3D object, and generate the corresponding modal
physical model in the framework of the FAUST program-
ming language for real-time audio processing.
Acoustic information can also be used, as an alternative
to, or in combination with object geometry. Ren et al. [10]
propose a hybrid approach, combining FEM and audio anal-
ysis. An initial estimate of the modal parameters is made
from the geometrical model, assuming that the material
is isotropic and homogeneous along with several starting
values with respect to mass density, Young’s modulus and
Poisson’s ratio. Then, convex optimization is used to fit
the material parameters to the detected modes in the audio
example, which are extracted from an array of varying res-
olution spectrograms. It also employs deterministic resid-
ual compensation for modelling the non-sinusoidal com-
ponent. This approach has the advantage of working in
the absence of any knowledge of the material parameters.
Furthermore, it can translate the identified material’s pa-
rameters to virtual objects with different geometries.
Sterling et al. [11] build their approach on top of the fea-
ture extraction algorithm proposed by Ren et al., and add
a probabilistic model for the damping parameters in order
to reduce the effect of external factors and non-linearities
on the estimate of damping. External factors that may af-
fect the estimate are the object support (that adds damping
on top of the object’s natural damping) background noise,
feature extraction errors (e.g. spectrogram resolution and
windowing sidelobes) and the relative emission and pickup
patterns of the object and the microphone. The modal pa-
rameters are estimated through maximum-likelihood over
an average of nearly 50 impact sounds samples per object,
using and exponentially-modified gaussian as the proba-
bility density function of the likelihood. This approach re-
quires neither the material parameters nor the geometrical
model of the object, and improves robustness to some ex-
ternal factors. However, it is still affected by reverberation
and does not estimate the modal shape function. At the
same time, it requires multiple audio examples to estimate
the parameters.
Kereliuk et al. [12] proposed a modification of the ES-
PRIT algorithm [13] to determine the modal parameters of
room impulse responses. Their approach supported a vari-
able number of modes, emphasising on high quality for
lower mode counts.
Some approaches address modal parameter estimation via
parametric estimate using autoregressive (AR) system fit-
ting. Abel et al. [14] used resonant filter parameters fitting
to model the modal response of rooms and spring reverber-
ators. Maestre et al. [15] used a similar technique to model
the response of the body of stringed instruments, such as
guitars and violins.
Deep learning approaches are not well suited to address
the present problem, for two main reasons: the amount
of available labeled data is usually too small to train a
deep neural network (DNN) and the number of output fea-
tures is not known a priori. Owens et al. [16] presented
a recurrent-convolutional neural network (R-CNN) that di-
rectly estimates the sound of a struck or scratched object
from a silent video recording of the interaction. The down-
side of this approach is that, whatever physical properties
that DNN has learned to estimate, they are not encoded in
a physically meaningful format nor can they be converted
into one. Also, in the context of interactive sound, avail-
ability of a video registration of the physical interaction
corresponding to the sound is a strong assumption.
3. METHODS
The proposed estimation algorithm is based on one single
audio example, without any prior knowledge about the ge-
ometry or the material properties of the object. The modal
parameters are found through linear and non-linear regres-
sion on the spectral features obtained by state-of-the-art
sinusoidal analysis. The method is summarized in Algo-
rithm 1. An implementation has been developed in Python
(Python 3.7.4, NumPy 1.17.2, SciPy 1.3.1). During the de-
velopment of the approach, we have used MTG’s own im-
plementation of SMS, which is available on their GitHub
repository 1 .
3.1 Sinusoidal Analysis
Serra [17–19] introduced Spectral Modelling Synthesis (SMS),
an analysis and synthesis system for musical sounds based
on the decomposition of the sound into a deterministic si-
nusoidal and a stochastic component. The main compo-
nents of the sinusoidal analysis are the peak detection and
the peak continuation algorithms. The peak detection al-
gorithm detects peaks in each STFT frame of the analysed
sound as a local maximum in the magnitude spectrum:
zero-phase windowing is employed, so, local flatness of
the phase spectrum can be used to detect the peaks. The
peak continuation algorithm organizes the peaks into tem-
poral trajectories, with every trajectory representing the
time-varying behaviour of a partial. Subsequently, for ev-
ery peak in a trajectory, the instantaneous frequency, mag-
nitude and phase are stored to allow further manipulation
and resynthesis. The residual power-spectral density is
estimated with a line-segment approximation of the dif-
ference between the original spectrum and the sinusoidal
component.
For the problem of modal analysis, our method relies
only on the deterministic sinusoidal component of SMS.
The general-purpose analysis of SMS enables recycling of
the peak trajectories: if one trajectory becomes inactive,
it can be later picked up when a newly detected partial
arises. Thus, after SMS analysis, one first post-processing
step amounts to splitting mixed trajectories into trajectories
that represent only one partial. Subsequently, two trajecto-
ries that do not overlap in time but have approximately the
same average frequency (any thresholding function could
be used, in the default implementation of the algorithm it
is set to 1 mel) can be considered as belonging to the same
partial and merged into the same trajectory.
Some simplifying assumptions and ad-hoc refinements
can be made for the sounds considered in this work, i.e.
sounds of resonating objects produced by mechanical im-
pacts. First, all partials start at the same onset, so any
identified trajectory that starts significantly after the on-
set can be discarded. Second, we found that feeding the
audio signal into the algorithm with the time axis reversed
(i.e. starting from the end of the sound) avoids the detec-
tion of spurious spectral peaks in the attack transient of
the sound, while allowing it to pick up the longest-lasting
partials more robustly. This is a common trick used in au-
dio analysis for additive synthesis [20], that is also used in
MPEG Audio [21]. It doesn’t impose any further limitation
to the approach, because processing is always assumed to
be batch.
1 https://github.com/MTG/sms-tools
Data: the array of audio samples x,
the sampling frequency fs
Result: list of frequencies f ,
list of decays d,
list of magnitudes m
// Sinusoidal analysis
x← flip(x)
τ ← sinusoidal analisis(x, fs)
for i := 0 to #τ − 1 do
τ [i]← flip(τ [i])
end
// Split trajectories
τ ← ⋃#τ−1i=0 split trajectory(τ [i])
// Merge trajectories
i := 0
offset := +∞
while i < #τ do
j := i+ 1
while j < #τ do
if mergeable(τ [i], τ [j]) then
τ [i]← merge trajectories(τ [i], τ [j])
delete τ [j]
j ← i+ 1
else
j ← j + 1
end
end
offset← min(offset, τ [i][0].time)
i← i+ 1
end
// Discard trajectories starting
late
i := 0
while i < #τ do
if τ [i][0].time ≤ offset + off thresh then
i← i+ 1
else
delete τ [i]
end
end
// Regression
initialize empty lists: f, d,m
for i := 0 to #τ − 1 do
(k, q)← regression(τ [i].time, τ [i].db)
f .append(mean(τ [i].freq))
d.append (−40 log10 (e)/k)
m.append (exp10(q/20))
end
// Filter
i := 0
while i < #f do
if is plausible(f [i], d[i],m[i]) then
i← i+ 1
else
delete f [i], d[i], m[i]
end
end
Algorithm 1: Summary of the SAMPLE algorithm.
3.2 Parameter Regression
Partials of a modal impact sound are characterized by ex-
ponentially decaying amplitudes. In its general form, the
oscillation related to the ith modal partial is defined as
pi(x, t) = si(x)e
− tdi cos
(
2pi
∫ t
0
fi(t)dt+ φ0
)
, (1)
where fi is the instantaneous frequency of the mode, di
is the associated damping, and si is the modal shape at
the spatial point x. In the case of static modes (constant
modal frequency) and for one pickup point, Eq. (1) can be
simplified as follows:
pi(t) = mie
− tdi cos (2pifit+ φ0) . (2)
SMS trajectories carry information about instantaneous fre-
quency, magnitude and phase; however, phase information
will not be considered. Hence, the trajectory τi relative to
the ith partial will be regarded as a function that associates
to every frame index the instantaneous amplitude and fre-
quency of the partial:
τi : N(i) ⊂ N→ R2, n 7→
(
mie
− t(n)di , fi(t(n))
)
, (3)
τi(n) =: (A(τi(n)), f(τi(n))) , (4)
where t(n) is the time instant associated to frame n and
N(i) is the set of indices of the frames where there is a
peak belonging to τi.
The modal frequency is then estimated as the average fre-
quency of the trajectory:
fˆi :=
1
#N(i)
∑
n∈N(i)
f(τi(n)). (5)
The instantaneous amplitude of the partial can be derived
from Eq. (2), excluding the oscillatory component, as de-
fined previously in Eqs. (3) and (4):
Ai(t) = mie
− tdi . (6)
Taking the logarithm of the instantaneous amplitude, the
function becomes linear.
lnAi(t) = − t
di
+ lnmi , (7)
Thus, lnmi and d−1i can be estimated as the coefficients of
a linear model via ordinary linear regression (least-squares
estimate, LSE) [22]. In the implementation of the method,
amplitude is expressed in decibel.
A
(dB)
i (t) = kit+ qi ⇒ Ai(t) = 10
kit+qi
20 . (8)
The estimates of the linear coefficients are
kˆi, qˆi = argmin
ki,qi
∑
n∈N(i)
∣∣∣A(dB)(τi(n))− kit(n)− qi∣∣∣2 ,
(9)
Figure 2. Comparison of fitting a linear function and a
hinge function to noisy amplitude trajectory data when the
noise floor stops the linear decay. Axes are time (abscissa)
and amplitude (ordinate, logarithmic). The hinge regres-
sion allows for a better estimate of the linear parameters,
while the linear regression is biased towards a lower value
for the intercept q and a less steep slope k.
where A(dB) denotes the trajectory point amplitude ex-
pressed in decibel. These are the conversion formulae.
mi = 10
qi
20 , (10)
di = −20 log10 e
ki
. (11)
When the noise floor is high, it could be detected by SMS
and its magnitude would contribute to the magnitude of the
trajectory. In order to obtain a finer estimate of the linear
parameters, the amplitude of the trajectory can be fitted to
a hinge function using non-linear least squares estimate (as
shown in Fig. 2). A hinge function h(t) is a function that
is linear for t < α and then continues as a constant.
hk,q,α(t) = k ·min (t, α) + q. (12)
Non-linear LSE is not guaranteed to converge to a global
optimum. Matti et al. [23] included the noise in the model
and defined a customized optimization method. In this ap-
proach most of the noise is excluded by the sinusoidal anal-
ysis and the optimizer is initialized with the linear param-
eters values found via linear LSE, with α equal to half of
the duration of the signal. Parameter α is discarded after
the estimate.
3.3 Feature elimination
Triplets of parameters not corresponding to plausible modal
features are discarded. Partials whose frequency is not in
the audible band (default 20Hz ∼ 20 kHz) are filtered out
because they are not of interest for audio resynthesis.
The time-constant d is not conventionally used to describe
the decay time of a sound. A more common descriptor is
Figure 3. Violin plots for the Pearson correlation coefficient and the normalized Euclidean dissimilarity between the
original sounds MFCCs and the resynthesised sounds. The twelve pairs of violin plots correspond to the MFCC index
(one to twelve). The body of the violin plot is the histogram, the black rectangle is the interquartile range and the white
dot is the median value. Stars above the groups are indicative of the p-value of the paired-difference test as explained in
equation (17). Macro averages are drawn as horizontal lines of the same colour of the corresponding class.
t60, the time to decay by 60 dB [24].
A(t60)
A(0)
= 10−
60
20 ⇒ t60 = d · 3 ln 10 = −60
k
. (13)
A threshold value on the t60 can be set to filter out rapidly
decaying partials. Setting the threshold to 0 has the effect
of filtering out only misbehaving partials. If k > 0 it, then
the partial is increasing in magnitude instead of decreasing.
A threshold can be also set on the relative magnitude.
Considering the partial with the largest magnitude m∗ as
a reference, the relative magnitude (in decibel) is
m
(r)
i := 20 log10
mi
m∗
. (14)
In this way, very soft partials can be discarded.
3.4 Resynthesis
To resynthesise modal sounds, the PureData implementa-
tion of SDT [5] was employed. 2 A PureData patch has
been assembled to synthesise sounds using previously ex-
tracted modal parameters. Also, a Python interface was
developed with Cython [25] to wrap the relevant C API
of SDT, which makes it possible to write complete analy-
sis/synthesis pipelines entirely in Python.
An important technical caveat is that SDT resonator ob-
jects require a decay parameter δ that is twice the decay
2 http://soundobject.org/SDT/
parameter d defined in Eq. (1):
δi = 2di = −40 log10 e
ki
. (15)
4. RESULTS
A dataset was collected, containing 20 audio recordings
from each of the 4 objects in Fig. 1 (a bottle, saucepan,
plank, and mug), for a total of 80 samples. They have been
recorded in an acoustically isolated room at LIM with a
Zoom H4 recorder. The sounds have been produced by
manually hitting the objects with a wooden stick.
Additionally, five publicly available recordings of differ-
ent bells sounds were used: they have been recorded by
Daniel Simion and are available under Creative Commons
Attribution 3.0 3 licence. Every recording has been cropped
to a single repetition, starting right at the onset.
The two datasets were analysed with both the proposed
approach and SDTModalTracker, a modal parameters esti-
mator recently added to SDT. The sounds resynthesised us-
ing the parameters extracted with the two approaches were
compared both objectively and subjectively.
All sounds have been analysed using the same hyperpa-
rameters. This serves as a reference for the baseline per-
formance of the approach. An experienced sound-designer
should tweak those hyperparameters based on the nature of
3 http://soundbible.com/tags-bell.html
the sound being analysed. The hyperparameters we used
are the following: Hamming window (2048 points), FFT
size 16384, hop size 256, magnitude threshold -80 dB, min-
imum sine duration 0.02 s, maximum number of sines 64,
frequency deviation offset 10 and slope 0.001, time delay
threshold 0.1 s, initial magnitude threshold -60 dB (abso-
lute), frequency boundaries 20 Hz and 18 kHz, t60 thresh-
old 0 s, using time-reversed audio.
The original audio files and the outputs can be found on
the GitLab Pages website of the development repository 4 ,
as well as time-domain and time-frequency domain plots 5 .
Plots for the in-between analysis steps are also available at
the same page.
4.1 Objective Evaluation
To assess the resynthesis accuracy of the two methods, the
resynthesised sounds are compared to the original sounds
using the mel-frequency cepstrogram (12 MFCCs are com-
puted for every STFT frame, resulting in a time-cepstrum
representation of the sound). For every MFCC, the Pear-
son correlation coefficient is computed between the orig-
inal and the resynthesised sound. Since the correlation is
invariant to scale factors, another metric is employed to
account for absolute differences, the normalized Euclidean
dissimilarity (NED). This is a variant on the RMSE that is
insensitive to bins for which both vectors are zero-valued
and is always in the interval between zero and one.
NED(A,B) =
‖A−B‖2√
2(‖A‖22 + ‖B‖22)
. (16)
The first dataset was used for this evaluation. For each of
the 48 output values (12 MFCCs, 2 evaluation metrics, 2
analysis methods) the Shapiro-Wilk test for normality [26]
was performed to ascertain which paired-difference statis-
tical test could be used for comparison. The only output
value that did not fail the Shapiro-Wilk test for normality
was the NED for MFCC-6.
For MFCC-6, the paired-samples t-test rejected the hy-
pothesis that the two methods have different means for the
NED. Also, the Wilcoxon signed-rank test rejects the same
hypothesis for the PCC. For every other MFCC, the differ-
ence in the empirical values is significant and in favour of
the proposed method, according to the Wilcoxon signed-
rank test. Fig. 3 shows violin plots with the distributions
of the metrics for all MFCCs and for both methods. Stars
indicate the level of significance for the p-value of the cor-
4 chromaticisobar.gitlab.io/pyaprsi2/audio
5 chromaticisobar.gitlab.io/pyaprsi2/plots
µ PCC σ µ NED σ
SDTModalTracker 0.225 0.293 0.494 0.077
SAMPLE 0.643 0.132 0.351 0.069
Table 1. Objective evaluation metrics macro-average and
macro-standard-deviation.
responding paired-difference test.
* p ≤ 0.05 ** p ≤ 0.01
*** p ≤ 0.005 **** p ≤ 0.001 (17)
The macro-average values are summarized in table 1. It
should be noted that the PCC is a measure of similarity
and the NED is a measure of dissimilarity.
4.2 Subjective Evaluation
A MUSHRA test (MUltiple Stimuli with Hidden Reference
and Anchor) [27] has been set up to evaluate the subjective
quality of the resynthesised sounds. It has been developed
using webMUSHRA, a MUSHRA compliant web audio
API based experiment software [28], and deployed to the
web 6 .
The listening test has 9 pages, one for each of the dif-
ferent sounds (one sample for each of the four objects in
Fig. 1, chosen at random, and the five bell sounds). In each
page the listener is presented with one reference sound
sample and 5 approximations: the reference, two anchors
(the reference sound filtered with a low-pass filter at 7 kHz
and 3.5 kHz) and two synthetic sound generated with SDT
using the modal parameters extracted with SAMPLE and
SDTModalTracker.
The listener is asked to report on the quality of each ap-
proximation with respect to the reference sound using a
scale from 0 to 100. The listener is informed that the ref-
erence sound is hidden among the approximations. They
are also encouraged to give a prefect score to a sample if
they think that it is the reference. The listener can listen to
the reference and to the approximations in any order and
as many times as they like.
The listener is also asked to use headphones or studio
monitors instead of their computer or phone built-in speak-
ers, if possible. At the end of the test the listener must state
what listening device they used (headphones, earphones,
studio monitors or built-in speakers) at what is their audio
background: no background, intermediate (e.g. student or
amateur musician or audio engineer) or expert (e.g. musi-
cian or audio engineer). Optional information about gen-
der and age can be input, along with a feedback message.
We received 12 entries, two of which have been discarded
according to the MUSHRA guideline because they rated
the hidden reference below 90 MUSHRA points for more
than 15 percent of all test items. One of them reported hav-
ing no audio background, the other reported being an inter-
mediate. The remaining 10 participants were so divided: 2
no-background, 3 intermediate and 5 experts. Only the dis-
carded intermediate used studio monitors, all other partic-
ipants used either headphones or earphones. Although the
test was not conducted in a controlled environment, these
conditions and support have been considered sufficient to
draw macroscopic conclusions.
The results for all the valid entries are summarized us-
ing violin plots in Fig. 4, similarly to Fig. 3. The sound
resynthesised using the parameters extracted with SAM-
PLE have been considered as Fair in the average case.
6 www.lim.di.unimi.it/mushra/?config=sample.yaml
SDT SAMPLE 3.5 kHz 7 kHz reference
0
20
40
60
80
100 **** **** ****
 Bad
 Poor
 Fair
 Good
 Excellent
Figure 4. Violin plots for the MUSHRA test scores. The
body of the violin plot is the histogram, the black rectan-
gle is the interquartile range and the white dot is the me-
dian value. Stars above the groups are indicative of the
p-value of the paired-difference test as explained in equa-
tion (17). The audio samples resynthesised with parame-
ters extracted with the proposed method have been judged
similar to the 3.5 kHz anchor and better than SDT.
The distribution of the scores is also very similar to the
3.5 kHz low-pass filtered anchor and their differences are
not significant (p > 0.05 for the Wilcoxon signed-rank
test). The 7 kHz low-pass filtered anchor and the refer-
ence collected better scores (Good and Excellent, respec-
tively). The sound resynthesised using the parameters ex-
tracted with SDTModalTracker have been considered as
Poor in the average case, that is, significantly worse than
SAMPLE (p ≤ 0.001 for the Wilcoxon signed-rank test).
5. CONCLUSION
A method for estimating modal parameters has been pre-
sented, which uses only one audio recording as a sam-
ple. The method has been compared to a publicly avail-
able open-source method with the same premises in the
task of parameter estimation for modal synthesis. The two
methods were compared with computational and subjec-
tive tests.
The proposed method does not require any previous knowl-
edge of the object geometry or materials and also requires
no more than one audio recording of the sound of the im-
pacted object. However, it is only applicable to rigid res-
onators and it is not robust to external factors such as re-
verberation. Furthermore, the system that contributes to
the sound is modelled as a whole: the contribution of the
resonator, the impacting object and any support are not dis-
entangled. Also, the method only models the mode contri-
bution when impacted at one impact point and recorded at
one pickup point.
Non-linear phenomena, such as coupling, are not mod-
elled in this approach. Modal systems that have a sig-
nificantly non-linear behaviour should be analysed by ad-
dressing the specific non-linearities. Those non-linearities
should also be implemented in the synthesis model.
The parametrization of transients is not addressed and left
to the sound-designers. The main motivation of this choice
is that it would require a complementary approach (e.g.
it could be addressed using information from the residual
component). Also, in modal synthesisers such as SDT’s
there is a small number of transient parameters, that can
easily be tweaked by the sound-designer.
Assumptions of modal analysis could be implemented di-
rectly in the sinusoidal model, instead of after the analysis,
such as stationarity of modes and monotonic decreasing
amplitude. A stand-alone GUI will be developed to allow
for the fine-tuning of hyperparameters and modal param-
eters and ease the access for sound-designers who are not
familiar with Python.
Beats could be included in the model, allowing for the
resolution of partials that are grouped together in the STFT.
This could be done either in the time domain or in the time-
frequency domain, as a successive fitting step after hinge
regression.
The model could be generalized to the case in which more
than one example is available, to improve robustness. Sim-
ilarly, a generalized model could accept optional prior in-
formation about the geometry and the material distribution
of the object, to extend the model to a space-time process.
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