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User-generated big data mining is vital important for large online platforms in terms of security,
profits improvement, products recommendation and system management. Personal attributes
recognition, user behavior prediction, user identification, and community detection are the
most critical and interesting issues that remain as challenges in many real applications in terms
of accuracy, efficiency and data security. For an online platform with tens of thousands of
users, it is always vulnerable to malicious users who pose a threat to other innocent users
and consume unnecessary resources, where accurate user identification is urgently required to
prevent corresponding malicious attempts. Meanwhile, accurate prediction of user behavior
will help large platforms provide satisfactory recommendations to users and efficiently allocate
different amounts of resources to different users. In addition to individual identification,
community exploration of large social networks that formed by online databases could also
help managers gain knowledge of how a community evolves. And such large scale and diverse
social networks can be used to validate network theories, which are previously developed from
synthetic networks or small real networks. In this thesis, we study several specific cases to
address some key challenges that remain in different types of large online platforms, such as
user behavior prediction for cold-start users, privacy protection for user-generated data, and
large scale and diverse social community analysis.
In the first case, as an emerging business, online education has attracted tens of thousands of
users as it can provide diverse courses that can exactly satisfy whatever demands of the students.
Due to the limitation of public-school systems, many students pursue private supplementary
tutoring for improving their academic performance. Similar to online shopping platform, online
education system is also a user-product based service, where users usually have to select and
purchase the courses that meet their demands. It is important to construct a course recommen-
dation and user behavior prediction system based on user attributes or user-generated data.
Item recommendation in current online shopping systems is usually based on the interactions
between users and products, since most of the personal attributes are unnecessary for online
shopping services, and users often provide false information during registration. Therefore, it
is not possible to recommend items based on personal attributes by exploiting the similarity
of attributes among users, such as education level, age, school, gender, etc. Different from
most online shopping platforms, online education platforms have access to a large number
of credible personal attributes since accurate personal information is important in education
service, and user behaviors could be predicted with just user attribute. Moreover, previous
works on learning individual attributes are based primarily on panel survey data, which ensures
v
its credibility but lacks efficiency. Therefore, most works simply include hundreds or thousands
of users in the study. With more than 200,000 anonymous K-12 students’ 3-year learning
data from one of the world’s largest online extra-curricular education platforms, we uncover
students’ online learning behaviors and infer the impact of students’ home location, family
socioeconomic situation and attended school’s reputation/rank on the students’ private tutoring
course participation and learning outcomes. Further analysis suggests that such impact may
be largely attributed to the inequality of access to educational resources in different cities and
the inequality in family socioeconomic status. Finally, we study the predictability of students’
performance and behaviors using machine learning algorithms with different groups of features,
showing students’ online learning performance can be predicted based on personal attributes
and user-generated data with MAE< 10%.
As mentioned above, user attributes are usually fake information in most online platforms,
and online platforms are usually vulnerable of malicious users. It is very important to identify
the users or verify their attributes. Many researches have used user-generated mobile phone
data (which includes sensitive information) to identify diverse user attributes, such as social
economic status, ages, education level, professions, etc. Most of these approaches leverage
original sensitive user data to build feature-rich models that take private information as input,
such as exact locations, App usages and call detailed records. However, accessing users’ mobile
phone raw data may violate the more and more strict private data protection policies and
regulations (e.g. GDPR). We observe that appropriate statistical methods can offer an effective
means to eliminate private information and preserve personal characteristics, thus enabling the
identification of the user attributes without privacy concern. Typically, identifying an unfamiliar
caller’s profession is important to protect citizens’ personal safety and property. Due to limited
data protection of various popular online services in some countries such as taxi hailing or
takeouts ordering, many users nowadays encounter an increasing number of phone calls from
strangers. The situation may be aggravated when criminals pretend to be such service delivery
staff, bringing threats to the user individuals as well as the society. Additionally, more and
more people suffer from excessive digital marketing and fraud phone calls because of personal
information leakage. Therefore, a real time identification of unfamiliar caller is urgently needed.
We explore the feasibility of user identification with privacy-preserved user-generated mobile,
and we develop CPFinder, a system which implements automatic user identification callers on
end devices. The system could mainly identify four categories of users: taxi drivers, delivery
and takeouts staffs, telemarketers and fraudsters, and normal users (other professions). Our
evaluation over an anonymized dataset of 1,282 users with a period of 3 months in Shanghai
City shows that the CPFinder can achieve an accuracy of 75+% for multi-class classification
and 92.35+% for binary classification.
In addition to the mining of personal attributes and behaviors, the community mining of
a large group of people based on online big data also attracts lots of attention due to the
accessibility of large-scale social network in online platforms. As one of the very important
branches of social network, scientific collaboration network has been studied for decades as
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online big publication databases are easy to access and many user attributes are available.
Academic collaborations become regular and the connections among researchers become closer
due to the prosperity of globalized academic communications. It has been found that many
computer science conferences are closed communities in terms of the acceptance of newcomers’
papers, especially are the well-regarded conferences [24]. However, an in-depth study on the
difference in the closeness and structural features of different conferences and what caused these
differences is still missing. Previous studies of coauthor networks did not adequately consider
the central role of some authors in the publication venues, such as Program Committee (PC)
chairs of the conferences. Such people could influence the evolutionary patterns of coauthor
networks due to their authorities and trust for members to select accepted papers and their
core positions in the community. Thus, in addition to the ratio of newcomers’ papers it would
be interesting if the PC chairs’ relevant metrics could be quantified to measure the closure
of a conference from the perspective of old authors’ papers. Additionally, the analysis of the
differences among different conferences in terms of the evolution of coauthor networks and
degree of closeness may disclose the formation of closed communities. Therefore, we will
introduce several different outcomes due to the various structural characteristics of several
typical conferences. In this paper, using the DBLP dataset of computer science publications and
a PC chair dataset, we show the evidence of the existence of strong and weak ties in coauthor
networks and the PC chairs’ influences are also confirmed to be related with the tie strength and
network structural properties. Several PC chair relevant metrics based on coauthor networks
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1.1 Personal data mining
Online personal big data mining and user data learning are key issues of managing a large
online service platform. To efficiently allocate resources and identify malicious users, mining
the correlations among the user attributes and user-generated data have been studied for decades
[14, 7]. User attributes usually include intrinsic user profiles such as gender, age, personal
interests, affiliations, as well as family economic status. While user-generated data usually
include user activities during using apps or mobile devices such as interactions with items and
geo-location information. For example, many online shopping systems will recommend items to
consumers base on user-product interactions such as click, add to chart, buy, share, etc. And user
Global Positioning System (GPS) information are occasionally used for predicting user actions
or recommending trajectories, which is widely deployed in map applications and taxi-hailing
services [3, 6]. Meanwhile, large online platforms usually suffer from malicious users who
will bring threats and harasses to other normal users, and many robotic accounts will generate
useless data and consume unnecessary computational resources. Therefore, identifying such
abnormal users is critical for providing satisfactory services to the users, reducing cost expenses
for the platform and preventing any form of malicious attempt. In addition to individual data
mining, online user data also provide the possibility of mining dynamics of a community of
people, where interactions and relations within a group of users worth exploration in case
to learn the diverse evolutionary pattern in social communities. Knowing how a community
evolves, and whether a community is reasonable and is developing in correct direction, is
quite important for community managers because they can prevent the community from being
controlled by a small group of people or being separated into fractured components. Mining
large online personal and social big data could not only help companies create satisfactory
services to costumers and detect abnormal users to protect the system, but also can provide
visions of the dynamics of different types of communities.
Currently, personal data learning is mainly based on user-generated data to mine similarities
between people with similar attributes or behaviors, where two different scenarios are usually
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studied: 1) predicting user behavior based on user attributes; 2) identifying user attributes based
on user-generated data. For the first scenario, user attributes are usually provided by users
themselves and then directly used to predict user behavior, such as whether a user will buy a
certain product or not. Most previous studies only consider raw user attributes without extending
the exploration of additional information, such as retrieving an individual’s spending power by
crawling the house prices around a given address, and using commuting patterns between home
and work locations to indicate a user’s occupation. Collecting additional information usually
improves the accuracy of predicting user behavior. In the second case of detecting malicious
users, the data provided by the user is not credible because malicious accounts are usually
registered with false information. The only available and trustworthy data is user-generated
data, which usually contains the user’s behavior and activities while using an application.
Since user-generated data usually contains sensitive information about personal privacy, the
processing of such data should comply with data protection regulations. Previous studies do
not consider privacy issues and use raw plaintext data as input for identification, which may
violate data protection regulations in some cases, especially when distributing data to the cloud.
Therefore, using privacy-preserving data to identify user attributes is becoming increasingly
important, and how to maximize the retention of valuable information while removing sensitive
personal information is a key issue in solving the problem.
Most previous studies use user-generated data to learn user behavior and recommend items
based on user-item interactions and similarities between users, while a few studies explore the
possibility of using the user intrinsic attributes to predict user behaviors [83]. Actually, for most
online platforms such as online shopping system and online social services, the user profiles
provided by users are usually fake since user profiles are Non-essential in such platforms [111].
The few studies using reliable user profiles are mostly rely on panel survey data, where only
hundreds of people are included [54]. Therefore, there is not enough credible data to allow
the use of user profiles to learn about user attributes and user behavior in many existing online
services. However, the emergence of online services for important applications such as health
[117, 84] and education [110, 20, 54, 39] offers the possibility of collecting large amounts of
user profile data. Users from these applications usually voluntarily provide credible personal
data as accurate personal information is very important for acquiring high quality services.
Meanwhile, credible personal information could be extended to many dimensions by adopting
external data resource, which is infeasible for the previous online personal big data mining
since there is a lack of untrustworthy information. As a result, mining large credible personal
data to predict user behavior and user attributes is urgently required by many platforms.
In addition to mining user data for user behavior prediction, identifying user attributes and
detecting anomalies is also a critical issue. Malicious users remain as serious threats for most
online service platforms, and there are many researches attempt to detect abnormal users and
behaviors base on user-generated data [29, 153, 102, 116]. Traditional methods only focus on
how to improve the accuracy of malicious user detection and continuously adopting more and
more user data into the model, less researches have considered reducing the data complexity
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and protecting privacy of user-generated data. For mobile application, user-generated data
typically contains user behavior within the platform and user locations recorded by devices,
which usually include sensitive information of high privacy requirement. Especially for the
studies that use mobile phone data, the data generated from mobile devices and collected
by the telecommunication operators usually contains critical information of personal privacy,
such as exact locations, specific apps usage and call records. The leakage of these categories
of information could bring much threats for people since malicious attempts of using such
sensitive personal information could easily trace a person’s trajectory and precisely place
advertisement to people during their use of specific apps. Therefore, many companies and
institutions could only process such personal data within the server under highest security to
prevent the leakage of sensitive personal information, which makes the whole system running
inefficiently especially for the system serving users all over a country.
Besides mining online big personal data for individual behavior prediction and identification,
online social big data mining is a big challenge for many social communities. In the study
of mining online big social networks, many researches attempted to find the opinion leader
in an unknown communities based on the social connections among the people or to find
the optimized network structures by exploring different network structures [157, 131, 11].
However, most previous studies use anonymous data sets to construct the social networks since
the data are mostly collected from social platforms, where the user data are usually under strict
protections. Data collected from large online social platforms could enable exploring large
scale of communities with tens and thousands of persons, but the network is only homogeneous
as all the nodes are anonymous without any difference. There is a lack of investigation of some
important roles in side a community. Therefore, most previous studies ignore some special
roles in a community, whose impacts and influences actually are far more than those of others.
In addition to global or local statistical metrics of a social collaboration network, structural
statistics of some critical persons can be used to quantify the pros and cons of a network, such as
openness and creativity. Fortunately, academic cooperation and publications provide a way of
exploring large social networks that containing real name researchers. The co-author networks
have been studied for years since the availability of large online publication platform such as
DBLP for computer science. According to the DBLP statistics, currently there is an increase
of nearly 50,000 publications every year in computer science society, and a total of 507,375
papers was published in the year 2020. Exploration of large online bibliography could not only
help people learn the evolution pattern of large social communities, but also could analyze
special authors as all the people can be identified with unique names without ambiguity.
This thesis focus on mining online big data from both personal level and community level,
and it addresses several challenges of previous online data mining in specific scenarios and
application by exploring the methodology of user behavior prediction, user identification and
community structural pattern identification. Although, many previous studies attempt to contin-
uously improve the accuracy of either user behavior prediction and user profile identification,
but some challenges such as adopting trustworthy personal profiles and mining their relations
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with user behavior, leveraging privacy-preserved user-generated data in user identification, and
mining big evolutionary pattern of online large social collaboration communities. Specifically,
the thesis studies three specific cases to address the above issues, respectively:
• Predict user behavior and user performance based on both user-generated data and
trustworthy user profiles for online education platform. This work aims at mining the
multi-dimension relations between student performance, courses participation and their
personal profiles such as family status, school levels, grades, city levels, etc.
• Identify user professions based on privacy-preserved mobile phone data. This work aims
at using statistical methods to eliminate sensitive information, such as exact coordinates,
app preferences and CDR, from user-generated mobile phone data. Then leveraging pri-
vacy excluded data to identify user professions to protect users from malicious attempts.
• Identify evolutionary community patterns of academic collaboration networks in com-
puter science society. This work aims at mining the different structural properties among
different levels of conferences to find out the underlying evolutionary mechanism that
cause the diversities between top level conferences and normal level conferences.
1.2 Challenges of data mining in big online
platforms
1.2.1 User-level mining
For large online platforms, user-level data mining is very important for managing a highly
efficient operating system and improving user experiences. Currently, most online platforms
are focusing on two data mining issues: identify user behaviors and user identities. Accurate
user behavior identification is usually used for product recommendation and for resources
prediction, which leverages user historical behavioral records to predict next action of a
user. For example, the key competence of online shopping platforms is recommendation
algorithms, which could accurately identify user interests and recommend high probability
purchase items to users. In another case, user identities identification is used to target abnormal
users, including malicious users posing threat to other normal users and robotic account
consuming unnecessary computational resources. Accurate identification of abnormal users
could help reduce unnecessary expense for platforms and prevent normal users from malicious
attempts. However, most platforms are suffering from absorbing a large number of new users,
who have no historic records at all, in which case many user behavioral data prediction methods
are not applicable as they are usually based on sufficient user historic records. These new users
are often referred to as cold-start users, and users with a small number of records are also
currently referred to as cold-start users in most studies, which attempt to provide satisfactory
behavioral predictions with few records. While for predicting the behavior of pure cold-start
users, existing studies try to divide people into groups based on their social connections. This
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type of approach makes use of the assumption that a group of friends usually have similar
interests and behave in a somewhat similar way when using online services. Currently, such
approaches have not attain satisfying performances in terms of accuracy [114]. Besides user
behavioral data, another data resource is user provided personal profile data including genders,
ages, school, home address, professions etc. Such personal attributes can build up demographic
information about the user and then be used to predict the user’s behavior, where we believe in
the assumption that people with similar demographic information are likely to behave in similar
ways. However, since such personal profiles are not necessary in most online platforms and
most users want their personal data not to be exposed, user profiles provided by user themselves
are usually fake. As a result, the personal-level analysis between user behavioral data and user
profile data is missing for most online big data mining.
Figure 1.1: Databases of large personal data.
For the identification of anomalous users, existing approaches typically use machine learning
methods based on rich features. These methods try to collect as much data as possible to build
individual behavior patterns and work only for binary identification. In particular, cell phone
caller identification is one of the most popular areas. However, the growth of online services
based on mobile phones make people frequently receive calls from strangers such as taxi drivers
and delivery men. This extends the threat from only fraudsters or telemarketers to criminals
who will pretend to be cab drivers and delivery men, at which point the victim is in danger
if they believe these false identities. As a result, the identification of mobile users should be
extended to multiclass problems including different professions. Meanwhile, these feature-
rich approaches require a large amount of data for each user and require large computational
resources. In addition, user behavior data often contains sensitive personal information, such
as location and application usage, the leakage of which would pose a serious risk to users.
As a result, eliminating privacy and reducing data dimensions from mobile phone data while
keep the valuable information for profession identification, is very important. The use of
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privacy-preserving data to identify the occupations of multiple users can primarily help users
identify malicious callers who provide false identities, which can then reduce the need for data
storage considering data volume and data security.
1.2.2 Community-level mining
In addition to user-level data mining, community-level data mining is also an important
issue of managing large online platforms [142, 2]. Understanding the structural patterns of
large communities can help large system managers control the evolutionary direction of their
communities and prevent them from being dominated by small local groups. Online social
networks can be constructed by both user behavioral data and profile data, in terms of the type
of connections. As shown in Figure. 1.1, there are various types of social networks formed by
different types of connection. Typically, social networks are usually based on user interactions
such as followers and followees, collaborations, and information exchange. Ties in spatial
networks are formed by considering the visiting patterns of a pair of people. If two people
frequently visit the same place at the same time, these two people may be connected with a high
probability. While for attribute network based on user profile data, people in different units
are connected if they preserve very similar pattern of demographic information. Existing data
mining of community-level analysis typically use social connections as supplementary data
resources for predicting user-level behaviors or overall trends of the entire community. None
of the existing work compares different social network structures and explores the differences
in group behavior between good or bad communities. In particular, scientific collaboration
network based on co-authorship is one of the most important online social network, and
naturally different journals or conferences form their own communities. Especially for the area
of computer science, many ranking lists divide conferences into different levels according to
their paper qualities. The studies of comparisons among different levels of conferences are
missing, where the evolutionary patterns of different conferences, which maybe related to the
cause of conference levels, is also lack of exploration.
1.3 Motivation
In this section, we list the the motivations of three works on online user big data mining in
the dissertation.
1.3.1 Identify user behaviors in online education
platforms
For large platforms with tens of millions or even millions of users, the critical issue of
accurately predicting user needs and user behavior remains a key challenge. Especially for
new users who do not have any historical information and only some untrustworthy personal
profiles, predicting the behavior and needs of these new users is very difficult. This is because
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most previous user data mining was mainly based on user-generated data and was based on
the assumption that people who bought the same items might be interested in other similar
items. These methods are not feasible for mining cold-start user data because they have no
record of interaction with any items. To address the problem of predicting the behavior of
cold-start users and their needs, some work [83, 71, 81] attempts to explore the relationship
between user profiles and user-generated data. In contrast to mining the interaction between
user-generated data and items, mining the relationship between user profiles and their interest
in products does not rely exclusively on user-generated data. It aims to explore the possibility
that people with very similar characteristics may have very similar behaviors and needs on
online platforms. For example, people from residential areas with similar housing prices may
have very similar spending levels, and people of the same age may have similar interests and
product tastes. Therefore, by simply knowing as many user profiles as possible and constructing
user demographics, it is possible to predict user behavior and needs by finding users whose
demographics and historical interactions with the product are very similar.
However, people are often reluctant to provide the correct personal profile on online plat-
forms because individuals have concerns about the security of their personal information. For
example, users only need to provide their address to enjoy all the features of online shopping
platforms, while for public social media, users do not actually need to provide any information
but only an email for registration. Therefore, there is a lack of exploration on how to build user
demographic information and use it to predict the behavior of cold-start users. Recently, new
online services such as online education have grown significantly worldwide, especially after
the explosion of Covid-19 its market size has almost doubled. The massive influx of students
into online education platforms has created a huge challenge for online education providers in
terms of human resources and hardware management. Faced with the large number of new users
and the uncertainty of their needs, accurately predicting how many students will participate
courses and how well they will perform is crucial for platforms to recruit enough teachers and
tutors to deliver satisfactory course content and to prepare enough hardware resources to ensure
good video streaming. Otherwise, insufficient human resources and hardware resources can
lead to low quality courses and low resolution videos, which can make the platform lose many
potential users. And excessive recruitment and hardware purchase may cause unnecessary
expenses, which may reduce a lot of profiles.
In Chapter 3, a novel method of user behavior prediction on large online education platforms
is introduced, which takes account the mining of the relations between user personal profiles
and their performances, their participation in online courses.
1.3.2 Identify user professions based on privacy-preserved
mobile phone data
Large web platforms often have malicious users who pose a threat to other normal users
and platforms, and they consume unnecessary computational resources and generate much
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useless data. To identify anomalous and bot accounts, many previous studies have leverage
user-generated data and deploy machine learning methods in mining the differences between
normal and malicious users. Typically, user-generated data contains diverse user activities and
user interests during using an app or mobile devices, such as their interactions with items, their
mobility patterns, their followings of other user accounts and some other temporal records [58,
140, 145]. Especially when considering the user data generated from mobile phone, we can
build feature-rich demographic information for a user because the data collected from mobile
phone contains much more useful information than an single app. Many previous researches
[103, 97, 63] have proved that mobile phone usage is highly related to people’s emotions
and professions, that can be predicted or identified by mining user-generated mobile phone
data. Meanwhile, there are some works try to detect fraud and malicious phone numbers by
using mobile phone data including Call Detailed Record (CDR) data, network requests and
application usage [115, 144].
However, serious user data leakage occasionally happened in the past several years. In
2019, data from 533 million people in 106 countries was stolen by hackers and was then
published on a hacking forum. In late 2018, Google engineers discovered a software leak
in the Google+ API used in the social media network. A total of 5 million users data was
compromised, which caused a widely criticize of the level of consumer privacy within Google+
and the service was shutdown accordingly in the next year. Meanwhile, personal privacy and
data protection regulations have been becoming more and more strict, where big personal data
collection, sensitive personal data mining, data transmission and data storage should be well
considered. Most previous studies that deal with big mobile phone data simply use the original
form of the data, such as exact coordinates and their extends by exploring Point of Interest (POI)
information around them, detailed call records about in and out calls of a personal number,
and detailed apps usages records about when and how an app interact with users. Since these
original form of sensitive personal data actually can be used to trace where users are and what
users do in certain time period, it is very hazardous if such original data is intercepted by people
with malicious attempts. Therefore, it is a big challenge for online platforms to secure user data
especially when user-generated data are used for mining user behavior and user identification.
If users could be identified based on privacy-preserved data or privacy-preserved data could
achieve relative similar accuracy in user identification compared with original data, online
platforms do not actually need to retain the original user data and the privacy-preserved data
could even been distributed to the cloud and end devices for real time application.
In Chapter 4, a novel method of mobile phone user identification based on privacy-preserved
data is introduced by a case study on identifying user professions. The methods actually address
the challenges about how to deal with numerous personal data on large platforms, how to
accurately and quickly identify a caller’s profession, and how to use privacy-preserved data in
mining user profiles.
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1.3.3 Mining community difference based on collaboration
networks
Online platforms not only need deep mining of personal data for user identification and
user behavior prediction, but also they create another important research field of social net-
work analysis. With the help of online social platforms, large scale of social interaction and
collaboration networks are available by using user-generated data. Such online big data based
large social networks could be used to valid several classical theorems of complex network [75,
67], which were proposed many years before and were only verified to be correct on small real
social network. Large online social networks could also be used to detect community [3, 123,
25, 159], to find valuable and important person inside a large society [12, 40], to predict the
link among people [105, 42, 113], as well as to predict some potential customers by exploring
how the tie strength could help attract existing users’ acquaintances.
Large online databases of scholarly publications offer the possibility of studying large
networks of social collaboration, and studying strict temporal evolutionary patterns of such
networks. As an online open source data, the Scientific Collaboration Network (SCN) also
enables people to explore more information about each person as his/her name is necessary
in the dataset, whereas on most previous online social platforms, people’s information is
anonymous for security reasons. As a result, SCN not only represent a classic type of large
social network, but also create new dimensions of the measurement of social network by taking
some personal information into consideration. Currently, the exploration of using personal
information in large social network is still missing, and studying evolutionary patterns of large
scale social networks is also missing due to the lack of temporal records of data.
The conferences of computer science strictly take place every year or every two years, which
naturally show a temporal evolution pattern. In addition, the level of the conference is actually
a strong indicator of the quality of the network structure. For example, top computer science
conferences are considered as good social network because they produced many excellent
papers, which means connections and collaborations among the researchers in top conferences
are positively influences the evolution of the entire society of top conferences. Meanwhile,
for computer science conferences, the Program Committee (PC) chair are usually prestigious
researchers, who are in the core community of co-author network and are mainly responsible
for the paper selection for conferences. Studying some metrics that are related with PC chairs of
a conferences would present how a conference is influenced by these prestigious researchers.
In Chapter 5, we introduce the problem of mining community properties in computer science
conferences, including how different levels of conferences evolve, and what are the differences
in co-author networks. Meanwhile, several PC chair related metrics are studied to explore how
prestigious researchers actually influence the society of a conference.
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1.4 Contribution
In this section, we list the main contributions of three studies on the user and community
data mining on large platforms in this dissertation.
1.4.1 Identify user behaviors in online education
platforms
To address the problem of predicting the behavior of cold-start users on large online
education platforms, we propose a method for building user demographic information using
user profiles and user-generated data, which can be used to predict user performance and
participation in courses either with and without the help of user history data. The demographic
information includes gender, grade, school, home location, and family status, which are all
trustworthy information that are important for online education to provide suitable services. In
addition to the data provided by the users, we also extend the dimensions of the data by adopting
online data resources, such as crawling house prices around a user’s home location from real
estate transaction websites to approximately denote his/her family status, using public city ranks
to group the users into different groups according to the level of their cities, and computing
distance between a user’s home and school locations to denote the difference between home
and school Socioeconomic status (SES). By aggregating user-generated data and user-provided
profiles, the correlations among these parameters are analyzed in detail. In particular, user
performances and participation of courses are found to be related to not only user historic data,
but also user profiles. For example, users from different levels of cities show significantly
different preferences of subjects in online education.
In this work, by employing a dataset from the world’s largest online education platform,
we successfully validate some hypothesis about the relation between student performance
and student demographic information, that has not been considered before and are currently
extreme important for online education platforms. Several dimensions of factors, such as
city, grade, and school reputation are analyzed in detail to explore different user behaviors in
different levels of above factors. Meanwhile, the user-generated data such as daily online time,
historic participation of courses, subject preferences, in-class and after-class interactions with
teachers, and number of terms since joining in the platform, are also proved to be correlated
with user performance and participation. These correlations has been partly uncovered by some
previous studies using panel survey data, which includes only hundreds or thousands of users
to the maximum. To our knowledge, this is the first time that such correlations between user
performance and user social profiles are studied based on a large dataset, which contains more
than ten thousands users and is from the world’s largest online education platform.
In addition, we explore the predictability of user behavior and participation in online
education platforms by using either user profiles or user-generated data, and both of them. We
divide several user features into three categories, that are user basic personal attribute, user
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family and school SES, and user-generated data about previous course participation. We try to
predict user performances on different courses they participate, the number of courses a user
will participate, and the number of subjects a user will select, based on the three categories
of features. And further experiments of using different combinations of the three categories
of features to predict user behavior prove that not all the features positively contribute to the
accuracy of prediction.
To sum up, the main contributions of this study could be listed as follows:
• A thorough analysis of 212,342 users from the world’s largest K-12 online education;
• We build user demographic information for users on online education platforms by
adopting several online data resources, which are more detailed than previous studies;
• Analysis on the relations between additional user features and user performances proves
that student performance in online education are related to not only personal attribute,
but also school and family SES.
• Conducted experiments of using different combinations of user features to predict user
performance and user participation in online education courses, the results shows using
machine learning algorithms students’ online learning performance can be predicted with
MAE<10%.
1.4.2 Identify user professions based on privacy-preserved
mobile phone data
To address the problem of mining user-generated data with serious data privacy concern,
we can actually use privacy-preserved data for identifying users or predict user behaviors.
Instead of using original user-generated data directly into various models for leaning, using
sensitive information eliminated data may significantly reduce the security issues of dealing
with personal data. For example, to prevent malicious attempts of tracing user locations and
trajectories from exact coordinates of user GPS data, we can do some statistical calculation on
the location points of a user and generate several metrics (e.g., directional ranges, diameters)
that can still represent the mobility pattern of the user, then only these statistical data are stored
in the data bases. Meanwhile, using privacy preserved data could also reduce the dimensionality
or complexity of the input data, because many data fields are not applicable and some data
fields may be simplified by removing part of the factors. However, eliminating such sensitive
information could absolutely reduce the quality of the data and bring challenge of keeping the
accuracy of identification and prediction. Existing methods have not tackled such problem
of using privacy-preserved data to identify user profession. In addition, eliminating private
information by statistical methods and reducing the dimensionality of the data could also
improve the efficiency of the learning and prediction processes and could reduce the network
requirement for data transmission, as the size of input data decreases. Low dimension of input
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data are more preferred in real-time system as the processing and transmission of such data do
not consume much computational resources and network bandwidths.
In this work, we propose a system architecture to implement profession identification of
mobile phone users based on privacy-preserved user-generated mobile phone data. The system
also integrates a method for handling the elimination of private information from raw cell
phone data, which includes three categories of information: location, app usage, and network
usage. The system presents the full cycle of data procession from the data generation to
end device application, in between which are raw private data storage, privacy preserve by
statistical methods, data transmission from secure data bases to clouds, data request from end
device, and etc. Since the prediction target is user profession, which is more related with
user behavior in workdays, the data generated in holidays and weekends are all eliminated
from the dataset because people’s behavior during leisure time is irregular and personally
motivated. In particular, we design directional ranges of a user’s coordinates to present his/her
mobility pattern. The output of the calculation of directional range is just several Standard
Deviations (SD) with attenuation coefficient of the coordinates that are projected in several
different directions, which exclude any exact location that can be used to trace where a user
visits. For the information of apps, previous study attempts to find out user preferences on
different apps or different types of apps, which need to know the exact names of the apps [133].
In addition, previous study also explores that on what time an app is used by a user, which could
easily be exploited by malicious or marketing people for information steal and advertisement
targeting. To prevent such risk of data security, instead of studying the user preferences of
specific app names we attempt to anonymize the original information of different apps, i.e., we
calculate the proportional preferences of all the apps according to their frequencies of use.
In conclusion, this study mainly has the following contributions:
• We propose a method of automatically identifying multiple caller’s professions based on
privacy-preserved mobile data, which exclude sensitive personal information to protect
user from malicious attempts. And we present a system that includes the full cycle of
using user-generated data to identify callers’ professions.
• We conducted extensive experiments on a real data set from one of the largest telecommu-
nication operators in China, the results show that the proposed methods could outperforms
some state-of-the-art methods in terms of accuracy.
• We also analyze how different volumes of data actually influence the user identification
performance, the results show that our method is robust to the size of input data with
acceptable bias.
• We use statistical methods to significantly reduce the dimension of the input data without
losing identification accuracy, whereas the computational efficiency could be improved.
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1.4.3 Mining community difference based on collaboration
networks
Motivated by the fast growth of scientific collaboration network, many studies we analyze a
total of 334 conferences in computer science selected from one of the well-known conference
rankings, CCF ranking 1 that rates the conferences into 3 levels: A, B and C. Firstly, we compare
the evolutionary and structural differences in terms of coauthor networks. And try to trace the
formation of weak ties and strong ties. Our results suggest that there are significant different
structures among different levels of conferences, including the ratio of newcomers’ papers, the
community pattern, the connections inside the giant component. We also find top conferences
are more likely to form a huge and fully connected communities, and the connections inside the
giant component is also denser in top conferences, which means they are denser communities
and have a high possibility to form elite small-world networks. To determine what makes
the significant differences, we introduce several network based and PC chair based metrics to
measure the relations among papers, authors and PC chairs. The PC chair related metrics also
disclose the paper selection differences among the conferences, where several conferences are
more likely to select papers (co-)authored by closely connected researchers. These quantified
paper selection metrics provide useful information for authors to choose a conference that
could most probably accept their papers, in addition to the common considerations. For the
conference organizers, these metrics would be a warning for them to avoid the bad influences
of high trust and adjust the policies to introduce more preconditions for the formation of weak
ties to prevent the conferences from serious PC chairs’ influences.
In summary, the main contributions of this work are:
• We analyze the structural differences among 334 different levels of computer science
conferences regarding their co-author networks;
• We find that top level conferences are likely to form dense and large connected commu-
nities;
• We take a special group of identities, program committee chairs who are responsible for
paper evaluation and selection, into analysis. And we design several PC chair relevant
metrics to quantify their influences on chaired conferences;
• We adopt strong tie and weak tie theory to analysis hierarchical collaboration networks
and find out diverse pattern that how PC chairs influence conferences.
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fessions from privacy-preserving mobile phone data." 2020 16th International Conference
on Mobility, Sensing and Networking (MSN). IEEE, 2020. [150].
• Jiaquan Zhang, Hui Chen, Xiaoming Yao, Xiaoming Fu. "CPFinder: Finding an
Unknown Caller’s Profession from Anonymized Mobile Phone Data" Digital Communi-
cations and Networks. [149]
• Jiaquan Zhang, Xin Gao, Hui Chen, Lei Chen, Liang Wang, Jar-Der Luo, Xiaoming Fu.
"A Data-Driven Analysis of K-12 Students’Participation and Learning Performance on
an Online Supplementary Learning Platform." 2021 30th International Conference on
Computer Communications and Networks (ICCCN). IEEE, 2021.
• Chapter 1 introduces the background of this dissertation at the beginning. In Chpater 1.2,
some basic challenges in big data mining in specific applications are discussed. Then the
motivations of each work respectively are listed in Section 1.3. Section 1.4 summaries
the contributions of each work. At last, Section 1.5 presents the content guide of this
dissertation.
• Chapter 2 first describes general problems of user data mining in large online platforms
and some remaining challenges. Section 2.2 review existing works in online education
data mining and a specific challenge of addressing cold-start users. Section 2.3 briefly
introduce malicious user detection and user identification in large online systems. In
Section 2.4, community analysis of large online social network in academic society is
introduce by a specific case in computer science conferences.
• Chapter 3 presents a novel user behavior prediction framework for large online education
platform, which adopts various external data resources to build user demographic infor-
mation and can predict user behavior without generate-data. And several hypothesises in
terms of the relevance between user performances in online education and their social
attributes are validated. In particular, Section 3.1 introduce the basic background of
mining online private-tutoring data. A data collected from the world’s largest online
private education platform and statistical analysis on the dataset are introduced in Section
3.2. Section 3.4 present analysis of how various user attributes and user-generated data
are correlated with their performances and course selections by regression methods.
Finally, based on the feature regression, Section 3.5 explore using personal demographic
information to predict user course selection and performances. Section 3.6 summarizes
the chapter.
• Chapter 4 mainly focus on identifying mobile phone users’ professions based on privacy-
preserved data. Section 4.1 introduces the importance of accurate identification of mobile
phone callers, and existing works on mobile phone data mining and user identification
through user-generated data. Section 4.2 describes a problem state about how to identify
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caller professions using user-generated data. In Section 4.3, we introduced the methods
of eliminating sensitive information from raw mobile phone data and an overview of
proposed CPFinder system. And in Section 4.4 the propose model is evaluated on
a dataset from one of the largest Chinese telecommunication operator. Section 4.5
concludes this chapter.
• Chapter 5 studies community differences among different conferences in computer
science. Different communities are found in different levels of conferences in terms of
many classical network metrics and proposed PC chair relevant metrics. Section 5.1
introduces backgrounds and some basic notations of scientific collaboration communities,
which in particular are co-author network. In Section 5.2, several classical metrics
are compared among different levels of conferences and the results indicate significant
differences among different conference levels. Section 5.3 conducts validation of PC
influences on the communities by considering the relations among PC chairs and their
collaborators. In Section 5.4, several PC chair relevant metrics are designed to measure
the closeness of a conference from individual aspect. Finally, Section 5.5 summarize this
chapter.
• Chapter 6 summarizes the contributions of this dissertation and provides plans for future
work.




Personal big data mining has been attracting the research society for decades since the avail-
ability of big personal data. Different types of platforms providing different services have
diverse demands of processing user-generated data, such as item recommendation for online
shopping system, user identification and community analysis for large online social platforms,
and user behavior prediction for online services. Typically, machine learning methods such
as Deep Neural Network (DNN), Recurrent Neural Network (RNN), and Convolution Neural
Network (CNN), are used to mine feature-rich personal data to fulfill the aforementioned
demands in large online platforms, and many modifications have been made to make these
basic methods applicable in diverse scenarios.
In this Chapter, we first introduce basic personal big data mining issues, corresponding
questions and solutions, and challenges in Section 2. Section 2.2 introduces a specific branch
of personal data mining, which is user behavior prediction in online education platforms. Then
in Section 2.3we introduce user identification issue based on user-generated data, which are
typically referred to the data generated from mobile phones. At last, the community analysis
of large online social network in academic society is introduce by a specific case in computer
science conferences in Section 2.4.
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2.1 Big data mining in large online platforms
Since the prosperity of diverse online services such as online shopping, online education,
Online Social Network (OSN), and many other online content providers. Such online platforms
usually have tens and millions of active and inactive users, and there are also considerable
number of new users flooding into such platforms. As the world’s largest online retailers,
Amazon currently has near 300 million active users and maintains a growth rate of 10 million
users per year. Especially due to the pandemic outbreak of Covid-19, many people are turning to
online platforms for their daily consumption and essential resources. For example, the number
of the users from online education platforms almost doubled in the year of 2020 compared to
that in 2021, and Amazon delivered a record performance in 2020 with annual revenue up 38%
to 386 billion dollars, a yearly increase of up to 84% net profit for the year 2020 as compared to
last year. Faced with such a large amount of users and business requirements, online platforms
have been working on mining user-generated big personal data to solve a variety of problems
in large systems, which are key issues of providing satisfactory services to customers and
managing systems in high efficiency with the lowest cost. For example, online platforms
usually have to recommend products to users based on the interactions between users and items,
in order to enhance user experience of browsing apps and to improve the sales [32, 127, 152].
And online platforms also have to predict user behaviors for estimating the data volume users
will generate and their possible next action [82, 76, 137], according to which platforms could
prepare sufficient computational resources in advance to ensure system uptime and early load
resources for next action of a user to reduce latency. Second, large online platforms usually
suffer from malicious users and robotic account, which pose threats to other normal users and
consume unnecessary computation resources. User identification [48, 8] based on feature-rich
personal data are usually applied to detect anormaly users and behaviors. Most studies attempt
to adopt as much information as possible to improve the accuracy of anormaly detection, such
as location with exact coordinate, interactions with items and other users, browsing history,
incoming levels and other personal information, etc. In addition, large social networks formed
by users from online platforms also attract many attentions since such large social networks
pave the way of validating many social network theories, which are previously studied on
small scale of networks formed by panel survey data. Opinion leader detection, link prediction,
rumor propagation, and social community dynamics are several popular topics that depend
on large online social networks, where many methods are developed to solve and improve
the performance of above topics and OSN formed by real online data are usually used as an
exemplary experimental targets. In particular, as one of the few large and open-source online
database, scientific collaboration network is usually the primary exemplary target in many
studies science the publication data is easy to access and users could be identified with their
names. However, differences between communities have not been studied, as there are usually
different rankings in terms of the quality of journals and conferences. Good conferences usually
contain high quality publications, which may be the result of community patterns. High level
conferences may form a community with high creativity due to the efficient communication
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or collaboration pattern within the network, where excellent work and publications could be
generated.
Personal data usually contain two categories of data resources: user-generated data and user
profile data. User-generated data are generated by users when they use various services, which
include locations, browsing histories, interactions, and many other text and image information.
User profile data are user intrinsic information such as age, gender, profession, incoming level,
education level and many other social attributes. Most of previous works focus on mining
user-generated data, which are usually considered large and valuable. User profile data, on the
other hand, usually provide insufficient value and in most cases are fake. As shown in Fig. 2.1,
there are many patterns in terms of the data mining objectives and data categories. First, user
behavior prediction and recommendation system typically target on predicting user behavioral
data, and are also based on user historical behavioral records. Second, user identification aims
to identity or learn personal attributes, which is also mainly based on user-generated data. Last,
both user-generated data and user profiles could be used to create a variety of social networks
based on different types of connections. As mentioned above, user profile data are infrequently
used in personal data mining in online platforms as in most cases the information provided by
user themselves are fake. For example, for many online services such as online shopping and
online social platform, users are free to provide their personal information as such services do
not requirement any authenticity of personal attributes. As result, only a few previous works
tried to include personal profile data that are mainly collected from panel survey data. Then
mapping such panel survey data to user-generated data and combine them together for user
identification, user behavior prediction, and social network analysis.
However, many challenges remain in the above scenarios. First, for predicting behaviors of
cold-start users, how to efficiently acquire sufficient and trustworthy data of personal attributes
is still not well solved since the data provided by users in most online platforms are fake.
One typical solution is finding a cold-star user’s friends through social networks, who already
generated enough data in the platform. Based on the assumption that close friends may
have similar preference and behavior in online platform, actions of a cold-star user could be
predicted approximately by data from his/her friend [34]. And a few works [4, 83] try to solve
the prediction and recommendation for cold-start users combining sparse personal attributes
with user-generated data into CNN models. As a fast growing industry, online education
has attracted numerous users and online education platforms are faced with the challenge of
how to predict student demand and performance for cold-start students. Many studies have
explored the influences of online extra-curricular courses on student personal performance
[54, 53], while less has studied on online private tutoring and how student’s geo-location,
family status, and degrees of their engagement affect learning achievements. Second, for
user identification with user-generated data, the previous feature-rich methods usually take
sensitive personal information such as locations, app records, call detailed records, and etc.
Such personal data need to be stored in secure databases because leakage of such information
bring serious threats to users. Faced with strict data protection regulations, online platforms
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Figure 2.1: Overview of personal data mining.
have to seriously consider data protection during using user-generated data. Less studies have
considered of using privacy-preserved data in user identification, i.e., eliminating privacy from
original user-generated data and keeping the valuable information for modeling. In particular,
malicious user detection of mobile phone numbers based on mobile phone data is one of
the typical applications. Previous studies try to include as much information as possible for
improving identification accuracy [99, 78, 141], without considerations of data privacy and
efficiency. Third, for social network analysis on academic collaboration network, most previous
works have not explore the differences among different scientific communities. Link prediction
[143, 61], finding rising starts [30, 151], and both static and dynamic network structural pattern
analysis [155, 156], are several hot topics regarding co-author network as experimental target.
Moreover, as a special case, proceedings of conferences of computer science are usually divided
into different levels according to their paper qualities. And different conferences could form
their unique co-author networks, which may be correlated with their creativity. The exploration
and comparison of different community patterns in different levels have not been studied, where
community structure may present very different patterns in different conference levels.
2.2 User behavior prediction for online education
platform
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2.2.1 Behavior prediction for cold-start users
User behavior prediction based on user-generated data have been well studied by online
platforms, which is usually used for item recommendation. By exploring interactions between
items and users, By exploring the interaction between an item and a user, a recommendation
system should predict whether a user will buy or view the item when it is displayed. Most of
these approaches rely on the assumption that people buying similar goods may have similar
interests, and a person’s interactions with different items may also be quite similar [32, 127,
152]. In the most recent work of applying recommendation system in real platforms [83],
Yifei develop a general and efficient recommendation model based on RNN, which could
be applied in different use cases without time-consuming and labor-intensive training. The
method combines several stat-of-the-art algorithms used in recommendation systems, such
as RNN and meta-data learning. Using user-generated data for user behavior prediction has
attain significant success as it is easy to build personal multi-dimension attribute based on
historic data, and people usually have repeated actions periodically. One main challenge in
user behavior prediction is dealing with cold-start scenario, where there is no or few historical
interactions between a item with any user, or a user with any item. Meta-data learning [81,
83] has been proved to be an efficient way to deal with cold-start problem from model aspects.
While content-aware methods [74, 135, 158], which try to exploit the auxiliary information
form user connections and item relations, also attain success of cold-start recommendation from
data aspect. However, none of these solutions consider to build user demographic information,
which leverages the similarities of user social attributes, to address the cold-start problem in
large online platform.
2.2.2 Mining online education data
Horton [59] classifies learning activities into three categories: 1) Absorb activities (presenta-
tions, readings, stories by a teacher, field trips etc); 2) Do activities (practice, discovery, games
and simulations etc); and 3) Connect activities (guide learners to link what they are learning
to prior learning and to situations where they apply current learning in subsequent courses or
on their daily life). As an increasingly important way to improve academic achievements also
through these learning activities, private tutoring differentiates itself from traditional public
school learning (where theories and introductory information are provided which mainly consti-
tute Absorb activities) by putting more emphasis on solving problems and practicing (which
offers more Do and Connect activities) [21].
A number of work studies the impact of private tutoring on student’s learning performance in
different countries (e.g., Korea [110], Cambodia [21], Germany [53], China [54]). For example,
Guo et al. [54] quantifies the impacts of private learning on students’ learning outcomes
based on the China Education Panel Survey, and finds that 1) subject-specific tutoring on
literature and mathematics has more significant (and positive) impact on students’ corresponding
academic performance; 2) instead of improving students’ general cognitive skills, private
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tutoring improves mainly students’ subject-specific knowledge and test skills; 3) private tutoring
is more effective for female students, low-performing students, and students from better
socioeconomic status (SES) families.
Wu et al. [139] find that there is no causal relationship between the family SES and student’s
academic performance; students’ cognitive skills and psychological properties play more
important role in their academic performance and students from families with high SES achieve
better academic performance are likely due to their higher cognitive skills, family expectations
and attitudes towards learning [18, 87]. Thus, improving low SES students’ cognitive skills
and psychological properties will help improving their academic performance. Matsuoka
[86] indicates that students from high family SES and in higher ranking schools have more
opportunities to participate in shadow education courses. The author uses the aggregation
of all students’ SES to compute the school SES and finds that there is a high correlation
(β = 0.73, p < 0.001) between school SES and school ranking. However, obtaining the
accurate SES information with household surveys and questionnaires is time-consuming and
human-intensive. We note location-related information such as family housing price (which
partially reflects the affordability of a family for children’ private education) may provide a
new means to estimate SES [36], which we leverage in this paper to understand the effects of
SES and location on students’ private tutoring participation and performance. Literatures [119,
20, 77] study how students’ school attributes and family SES affect the decision to take private
tutoring. Literatures [134, 56] also investigate the relationship between SES and academic
achievements. While SES can be estimated through different means, e.g., with home location
[36], the impact of SES on online private tutoring stays largely unknown. In summary, much
research has examined how learning achievements are affected by private tutoring; less has
studied on online private tutoring and how student’s geo-location, family status and degrees of
their engagement affect learning achievements. This paper aims to fill the gap with a data-driven
approach.
2.3 User Identification for mobile phone users
Mobile phone data have received increasing attentions from data science researchers, es-
pecially in social computing areas [27, 88, 46, 26, 147, 60]. Some studies have analyzed
the mobility patterns of populations on the city level [136]. They found people’s moving
distances follow a scale-free distribution. Public health [94] and regional air pollution [92]
could also be inferred by mobile phone data. These studies analyzed group behaviors and
the corresponding statistical parameters of certain districts. With the development and wide
deployment of high-speed cellular networking technologies, users’ data volume significantly
increases, which makes it possible for researchers to study personal characteristics based on
big data analysis [121, 28]. As a result, studies on profession, human activity, age, and gender
prediction have become widespread. For example, mobile phone data are used to identify
personalities and could implement multiclass classification [27, 88]. In particular, the usage
of apps have become a main source feature for identifying personal characteristics [133, 28].
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Besides phone-based data, these works also included other information, such as age and gender
from survey or questionnaires. From these works’ perspectives, simply relying on artificially
collected data is inefficient and unsuitable for real-time identification.
There are also many studies on detecting harass or fraud phone callers using mobile phone
data for run-time application, which are mostly considered as binary classification problems [66,
100, 78]. Furthermore, most of these studies used Call Detail Records (CDR) and Short
Message Service (SMS) data to derive their predictive models [66, 63, 148]. CDR data are very
useful for fraud phone detection because fraudsters significantly differ from normal users in
terms of dialing properties. Meanwhile, content analysis based on natural language processing
or artificial intelligence methods has recently attracted attention. [99, 154]. However, these
kinds of data are insufficient for identifying strange callers’ professions, which is a multiclass
classification problem. People of different professions, such as delivery people, taxi drivers,
and telemarketers, share similar dialing properties as they have to frequently communicate
with customers. CDR data could also provide location information estimates based on the base
stations’ locations [46, 147, 63]. However there is a large bias in such locations because each
tower is in a fixed position and with a coverage of up to 1-km radius in most urban areas. [80]
shows GPS data could provide more precise location information, enabling people to build
personal maps for mobility pattern analysis.
2.4 Analysis of scientific collaboration network
from large online databases
With coauthor networks, researchers’ attributes are no longer restricted within personal as-
pects, but generalized to social patterns containing many graph based metrics. People have used
the graph based collaboration networks to find rising stars in the coming few years [30, 151], to
predict personal academic progress such as h-index and number of publications [57, 37, 104], as
well as to predict the links [143, 61, 125] or citations [146] among the authors. Despite personal
behaviors studies, detecting communities concealed inside the extreme complex networks
are also a hot topic including finding local communities, tracing communities’ evolution [15,
155], network embedding [129, 160, 9] and hierarchical hybrid networks [156]. The scientific
network based on DBLP data is used to test algorithms of social influence maximization [122].
A focus of these studies is on networks, including coauthor networks which regard authors as
nodes and collaborations as edges, citation networks [35]which regard publications as nodes
and citations, as well as mixed networks containing multiple different elements, especially on
formulating network models to best characterize the academic society [91, 90].
Several platforms specifically developed for analyzing academic social networks become
popular recently. For example, Aminer [130] from Tsinghua University and Acemap [128] from
Shanghai Jiaotong University provide detailed and plentiful statistical indexes of a huge number
of conferences and journals. Acemap further provides visible interfaces of the network structure
of the academic collaborations and it supports querying of several network metrics. However,
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these works do not investigate the differences among different conferences but only focus on the
whole academic community constructed from the database, which is a homogeneous network.
Recently, some works try to find out the diversity of academic collaboration networks that
influences the papers [5]. They find there are strong correlations between the ethnic diversity
and papers, as well as scientists. There are many natural ways of partitioning a researcher
community of a certain area into pieces, such as by topics, by affiliations, by geographic
boundaries, by conferences’ levels, etc. Even though these factors have been considered for
academic society analysis, but they are processed as a single node when constructing the
networks, which could not provide in-depth knowledge of the unique network structure in each
conference. The analysis of the statistics of some special nodes is a way to find out the diverse
community patterns of different conferences.
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Chapter 3
Mining user behaviors based on
credible user profiles in online
education
Due to the limitation of public school systems, many students pursue private supplementary
tutoring for improving their academic performance. Different from public schools, the private
online education provides diverse courses and satisfy differentiated demands of the students.
Students’ behavior and performance in online supplementary learning are relevant to not only
personal attributes, but also some factors such as city levels, grades and family situation.
Existing studies mostly rely on panel survey/questionnaire data and few studied online private
tutoring. In this Chapter, with 212,342 anonymous From Kindergarten to 12th Grade (K-12)
students’ 3-year learning data from one of the world’s largest online extra-curricular education
platforms, we uncover students’ online learning behaviors and infer the impact of students’
home location, family socioeconomic situation and attended school’s reputation/rank on the
students’ private tutoring course participation and learning outcomes. Further analysis suggests
that such impact may be largely attributed to the inequality of access to educational resources
in different cities and the inequality in family socioeconomic status. Finally, we study the
predictability of students’ performance and behaviors using machine learning algorithms with
different groups of features, showing students’ online learning performance can be predicted
with Mean Absolute Error (MAE)< 10%.
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3.1 Introduction of online education data mining
Online education has significantly grew in last several years, especially in the areas where
education competition is very severe. Due to the limitation of public school systems, many
students pursue private supplementary learning for improving their academic performance,
especially in east and southeast Asia [110, 20, 54] and US [39, 16]. According to the National
Bureau of Statistics of China [89], 220 million students were enrolled in K-12 education in
China in 2019, among which 150 million students (68.1%) enrolled in compulsory education
(K1-K9). It is reported about 21.9% of K1-K6 (primary school) students, 36.8% of K7-K9
(junior high school) students and 57.8% of K10-K12 (high school) students in China took
extra-curricular courses in 2017, in both on-site and online forms [33]. Faced with such a large
amount of new users, online education platforms are challenged by how to prepare sufficient
but not excessive computational resources to ensure the quality of video streaming, how to
arrange different students into suitable classes according to their abilities, and how to recruit
sufficient but not excessive teachers and tutors to ensure the quality of courses. To address such
challenges in online education platforms, accurate user behavior prediction can help platforms
estimate how many courses each user will participate and how much improvement each user
will acquire after taking the online courses. In particular, how to accurately predict the demands
for cold-start users, who have no historical user-generated data, is the biggest challenge.
Existing studies on private tutoring primarily focused on using panel survey/questionnaire
data to understand the impact of its on-site form on academic performance [110, 21, 54, 53].
The outbreak of COVID-19 pandemic raises a new challenge for private tutoring. First, many
private tutoring activities as well as public educational activities have to go online [17, 96].
Second, students with different socioeconomic background and from different cities may attend
a same class, without the need to sit in a common physical room and with flexible tutoring
hours and class composition [69]. Socioeconomic status (SES) as an important factor for
studies on children’s development, is typically measured by household income, education and
occupational status, representing the economic position and social status (prestige) of a family
in related to others. However, it has not reached a consensus when concerning different cultures
and regions [64, 18]. [38] uses family pays for rent and housing as a proxy, which is also one
of the important features to represent SES in this paper. With the increasing availability of
computing devices and improved Internet connectivity, online private lessons and tutoring have
been more and more popular nowadays. COVID-19 coincidentally increases the pace of wide
adoption of online private tutoring.
We conjecture that factors like family inequality, location/regional inequality and students’
engagement will affect the students’ online extra-curricular course participation and learning
performance, on which no consensus has reached in previous literatures [86]. Specifically,
few studies consider the impact of the difference in family socioeconomic status (SES) on
students’ obtaining additional learning opportunities [118, 86]. Based on the behavior and
performance data of the students in online learning courses, the online education institutions
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could develop different advertising strategies for students in different regions, family and age
groups. Meanwhile, the platforms could optimize their course structures and human resources
according to the demands of students, in order to provide higher quality education and more
cost-efficient services, where more students could benefit from.
With 11,392 anonymous K-12 students’ data between January 2018 and December 2020
from one of the world’s largest online supplementary education institutions, we quantitatively
analyze these impacts and test the following hypotheses:
1. The more frequent interactions between a student and the teacher/tutor, the better learning
performance;
2. Students with lower difference in housing prices between family and school locations
will more likely choose more (and pay more) on private tutoring courses and get better
learning performance;
3. Given a student’s demographic information, family socioeconomic status (approximated
by housing price levels), and learning behaviors, it is possible to predict the student’s
learning performance and course participation.
3.2 Data Statistics
3.2.1 Overview of Datasets
Our analysis is mainly based on three datasets: 1) learning data of 11,392 students with
anonymous demographic and location information (from the online learning platform); 2) city
ranking data; 3) students’ family socioeconomic status (SES) data, using housing prices as a
proxy.
The students’ online learning dataset comprises three subgroups of information for each
student: 1) demographic and location information such as city name, school’s rough location,
home’s rough location, gender and grade/age; 2) registered course names and terms; 3) study
records for each course, including in-class and after-class engagement/interactions with the
teacher/tutor, ratio of correctly answered questions in in-class quiz. Note each academic
calendar year is divided into 4 terms, namely spring semester, summer break, autumn semester,
and winter break in China, each offering complete courses in different frequencies (e.g. once a
week in semesters vs. 4-6 times a week during breaks). A student may choose up to one course
for each subject during a term.
The influential Yicai Magazine ranks Chinese cities into 6 categories based on size and
strength: Tier 1 (4 cities), New Tier 1 (15 cities), Tier 2 (30 cities), Tier 3 (70 cities), Tier 4 (90
cities) and others (below-Tier-4); we crawled the detailed list from https://www.yicai.
com/news/100648666.html.
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The housing prices near students’ home locations are used as the proxy of the students’
family SES. The housing price is divided into 13 categories with an interval of 10,000(Chinese
Yuan (CNY)/m2). The housing prices are crawled from the China Real Estate Association
(https://www.creprice.cn/).
3.2.2 Statistics
The statistics are depicted in Table 3.1. Among all 11,392 students, 2.7% didn’t provide
gender information, and 49.8% of the remaining are males. 59.1%, 32.8% and 9.1% of the
11,392 students are enrolled respectively in primary schools, junior high schools and high
schools. The students are distributed in Tier-1 (27.6%), New-Tier-1 (26.5%), Tier-2 (18.1%),
Tier-3 (14.1%), Tier-4 (9.1%) and below-Tier-4 cities (4.6%). The housing prices of students’
home locations range from 2,447 to 166,185 (CNY/m2) (Mean=35,262, Standard Deviation
(S.D.)=34,919), which act as a proxy for their families’ SES [36]. The difference between
students’ home and school housing prices (Pricehome−Priceschool) ranges from −154, 695 to
121,744 (CNY/m2) (Mean=4,186, S.D.=21,945). Intuitively, except for those extremely high
SES families, due to the affordability of expensive houses near the Chinese schools, the shorter
commuting distance between a student’s home and school locations, typically the higher SES
is the student’s family. Hence, the housing price difference between a student’s home and
school locations may additionally reflect the student’s family SES. Therefore, we also compute
the commuting distance between home and school locations (Mean= 29,266m, S.D.=136,950,
Min=58, Max=2,903,401). As shown in Fig. 4(d), majority of students are living within< 3km
distance to their schools. The outstanding mean value here due to a small amount of students
with very long distances between their home locations (e.g., in a different city) and school
locations.
Among the 11,382 students, 8,211 have performance records with no missing values of
other variables. The average number of questions a student answers in classes (‘in-class
interactions’) is 8.76 (S.D.=0.11, Min=0, Max=137). The average online time is 93.44 minutes
(Min=1.25, Max=296.13). The mean value of correct answer ratio (‘ratio’) in all classes is
21.74% (Min=0.41%, Max=100%). In the observed 3-year period, the average number of terms
these students have attended online courses is 6.51 (Min=1, Max=21). For students’ choice of
courses/subjects, we denote the value as 1 if a student selects a certain course, 0 if not. Among
all courses, Math, Chinese and English courses are most popular as 76%, 72% and 60% of
students registered them respectively. The frequency of after-class interactions between students
and teachers/tutors is also computed. The average interaction frequency (Noafter_interactions)
is 1,340 times (Min=0, Max=53,759).
We also explore the correlation between each pair of variables. Fig. 3.1 illustrates the
Pearson correlation between students’ attributes, interaction frequency between students and
teachers/teacher’s assistants, course selection behaviors and students’ performance. If there is
no significant relationship between variables, the corresponding box will be blank. The blue
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Table 3.1: Statistics
min max mean S.D.
Nointeractions 0 137.00 8.76 11.02
Noafter_interactions 0 53,759 1,340 3,412
time (minutes) 1.25 296.13 93.44 33.51
ratio (%) 0.41 100.00 54.07 21.74
distance (meters) 58.29 2,903,401 29,266 136,950
Pricehome (CNY) 2,447 166,185 35,262 34,919
Pricehome−Priceschool (CNY) -154,695 121,744 4,185 21,945
courses_per_term 0.71 8.75 1.68 0.79
paid_per_term (CNY) -1,832 13,650 2,099 1,037
number_subjects 1.00 9.00 2.58 1.18
terms 1.00 21.00 6.51 3.40
English 0.00 1.00 0.60 0.49
Math 0.00 1.00 0.76 0.42
Chinese 0.00 1.00 0.72 0.45
Physics 0.00 1.00 0.20 0.40
Chemistry 0.00 1.00 0.11 0.31
Biology 0.00 1.00 0.03 0.17
Computer 0.00 1.00 0.13 0.34
Politics 0.00 1.00 0.00 0.05
History 0.00 1.00 0.00 0.06
Geography 0.00 1.00 0.01 0.08
circles represent a positive correlation while the red represents a negative correlation between
them. The bigger the circle is, the higher Pearson coefficient value between them.
1) A strong positive correlation is shown between after-class interaction frequency and the
amount of subjects, courses and tuition fee paid for each term on online courses, which means
the students having more interactions with their teachers/tutor would select more subjects,
more courses and spend more money on the extra-curricular education platform. However, the
interaction frequency between students and teachers/tutors has no significant correlation with
students’ performance.
2) No significant correlation is shown between the housing price difference (or distance)
and students’ learning performance and purchasing behaviors, thus hypothesis 2 needs further
analysis with regression models.
3) Concerning students’ average online performances, students in higher grades who choose
Math, Physics and Chemistry have higher in-class interaction frequencies, while students who
choose English and Computer have shorter online time. The in-class quiz correctness has a
strong negative correlation with selecting English, slightly negative correlation with selecting
Math, subject number, course number and tuition fee, while having a positive correlation with
in-class interaction frequency and online time. It means more active students tend to answer a
higher percentage quiz. These results provide preliminary evidence for hypothesis 3.
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More detailed regression analyses are given in the following sections to test the hypotheses
proposed in Section 3.1.
Figure 3.1: Correlation between variables
3.3 Student attributes and behaviors vs. learning
performance and course selection
In this section, we study how the differences of students’ demographic features and online
learning behaviors (such as current grade a.k.a. age, city rank, family SES and geolocation
information) may affect the course selection and learning performance. Specifically, we use
five kinds of features that are relevant to in-class interactions and course selection:
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• Online time: The average time a student spends in a class could indicate his/her persis-
tence in classes.
• Frequency of in-class interactions: The average in-class interaction frequency indicates a
student’s engagement in class, the higher the more active the student is.
• Subject numbers: The number of subjects indicates a student’s course diversity. Moreover,
a detailed analysis of specific subjects is used to study the difference among different
cities and grades.
• Course number per term: The average number of courses a student participates in each
term, which strongly indicates how much effort a student puts on online courses.
• Quiz correctness ratio: This largely indicates a student’s learning performance. Temporal
analysis on ratio may also estimate learning effects.
(a) City levels statistics (b) Subjects’ popularity in different city levels
Figure 3.2: Statistics of 5 features and subject selection in different city levels
(a) Grades statistics (b) Subjects’ popularity in different grades
Figure 3.3: Statistics of 5 features and subjects selections in different grades
Different city levels: As shown in Fig. 3.2(a), the average time spent on online courses
increases with the decrease of the city levels and finally leads to an average daily difference
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about 0.5 hours. The correctness ratio does not present significant differences among the Tier-1,
New Tier-1 and Tier-2 cities, but tends to decline after Tier-2 cities. Moreover, students from
cities below Tier 4 averagely have fewer subjects and a lit bit more in-class interactions than
students from higher level cities. For the statistics in terms of grades, the 4 features among the
students in different grades show visible differences in Fig. 3.3(a). Overall, the time in each
class, the correctness ratio and the number of subjects slightly increase with the increase of
grades before K10, and tend to decrease between K10 and K12. But the interaction frequency
in the classes does not differ much among different grades.
In addition to the average number of subjects that each student participates, the specific
subjects each student selected differs in different city levels and grades, which can provide
more information about different students’ demands of extra-curricular education. Fig. 3.2(b)
shows the percentages of students for each specific subject in different city levels. Typically,
Math, English and Chinese as well as Computer courses are visibly becoming less popular
with the decrease of the city levels. Reversely, the percentage of students who selected Physics,
Biology and Chemistry courses slightly increases with the increase of the city levels. However,
considering some subjects start in different grades (e.g., Chemistry only starts in K9), a lower
percentage of the students does not indicate less importance or fewer students’ attentions to the
course.
Different grades: Fig. 3.3 shows the students’ percentage of each subject in the dimension
of grades. Overall, Math keeps the most importance and most popularity throughout the K-12
grades. Chinese has high importance in primary schools (having more students than Math)
but turn to lose its importance after K7. An evolutionary pattern in terms of the importance is
shown about English course as Math does, but less than that of Math. Chemistry and Physics
start in junior high school and become more and more important until the beginning of high
school, then start losing students in the following grades. Specially, K3, K7 and K10 are 3
grades that demands of the online education reach the peak. As K3, K7 and K10 are the first
important years in primary school, junior high school and high school stages respectively in
China, the increase of the demands of online education in these grades is likely due to the
significant discontinuous articulation of knowledge, making them rely more on online learning.
Trend in student distribution: We study the overall trend from the perspective of the
online participants’ distribution in 2018-2020. Fig. 3.4(a) shows that the number of the students
almost doubled in 2020 compared with that of 2019, while a trend can be seen that online
education tends to attract more students from low-level cities. Currently, the linear descent of
the student numbers from large cities to small cities is mainly due to the parents’ higher SES and
their attention on education. Parents from larger cities may have clearer understandings of the
importance of education and have the ability to afford extra education expenses. Additionally,
parents in small cities tend to trust more face-to-face education than online educations. A
plausible response for online education institutions is to develop differentiated pricing strategies
according to the overall economic status in different regions.
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(a) City level (number) (b) City level (ratio)
(c) Grades (ratio) (d) Home-school distances (ratio)
Figure 3.4: Student distributions in city levels, grades and home-school distances
Fig. 3.4(c) and (d) show the distribution of the student numbers in different grades and
different distances between home and school, respectively. The student numbers shows a
Gaussian-like distribution with the highest demands between K4 and K7, and the distribution
does not change too much over time. The learning content in lower primary grades is typically
limited, while the high school students are mostly stressed by the learning content in their own
school and have no time for extra online education. The distance between home and school
locations shows a long tail distribution, where most students are close to their schools (<
3km).
Our data analysis shows significant differences among the students in different city levels in
terms of course selection and learning performance. Additionally, the student’s family SES is a
more precise factor of students’ behavior in online education. The quiz correctness ratio slightly
increases with the increase of student family SES, and the improvement of the correctness ratio
after one year online learning also shows a positive relationship with family SES. For subject
selection, the overall trend is similar with that of city level, with a few differences, such as
Computer courses are mostly selected by students with high family SES (except the highest
SES).
School ranking (Case in Beijing): To explore the relationship between school ranking and
housing prices of students in Beijing according to the reputation and quality of these schools
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reported by various sources (http://www.51sxue.com/, http://www.xschu.com/
and http://www.jzb.com/bbs/bj/) with different ranks: high (1), middle (2), and low
(3). The student distribution is 33.6% in rank 1, 31.2% in rank 2 and 35.3% in rank 3. We
compute the Pearson correlation and find the school ranking highly correlates with school
housing price (β = .335, p < .001) and family housing price (β = .24, p < .001). However,
since currently we only get the school ranking in one Tier-1 city (Beijing), we don’t explore
this factor further in the studies in Sections V and VI.
Then we compute the mean value and standard deviation differences in students’ perfor-
mance and purchasing behaviors with different school ranking. As shown in Table 3.2, students
in rank 1 take (and purchase) more private tutoring courses. Students in rank 2 have the longest
average online time and the highest average ratio of correctness in quiz among the three groups.
Students in rank 3 have the highest in-class interaction frequencies while the quiz correctness
ratio is not as good as those from rank 2. Notably, although students in rank 1 were enrolled in
more courses, they did worse than students from schools of lower ranks. We don’t have these
students’ performance data in their schools, but since students in different areas and school
rankings may have online courses in a class, the online performance can reflect the activity and
learning outcomes of these students to some extent. In short, this evidence shows that students
from higher ranked schools do not always achieve better learning performance or behave more
actively than lower ranked schools. , which shows education inequality.










1 mean 7.45 4,871 47.11 1.71 2,367
S.D. 7.63 2,004 24.72 0.79 1,292
2 mean 7.51 5,319 51.24 1.63 2,253
S.D. 9.36 2,274 26.21 0.67 1,072
3 mean 8.43 4,994 47.85 1.64 2,286
S.D. 11.16 1,984 25.72 0.73 1,170
all mean 7.81 5,054 48.66 1.66 2,303
S.D. 9.51 2,091 25.56 0.73 1,183
3.4 Feature Regression and Statistical Analysis
Ordinary Least Squares (OLS) regression analyses are used to examine how students’
attributes, subject/course selection behavior and their family SES affect their course selection
and performance. The regression results are shown in Table 3.3.
1) We find a significant positive effect of after-class frequencies between students and the
teacher to in-class interaction (β = .0886, p < .001), which means the more interactions
between students and teachers, the better in-class performance the students will get, proving
hypothesis 1 holds true. This evidence was also found in [108].
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2) The regression results show that there is no correlation between the higher difference in
housing prices between a students’ home and school locations and the students’ performance.
However, the higher difference in housing prices between a students’ home and school locations,
they tend to spend more money on private tutoring platforms (β = .0284, p < .05). Therefore,
hypothesis 2 is partially proven. This also confirms the finding in [86] that family SES
impacts students’ participation in shadow education, which is similar to private tutoring courses
in this paper.
3) Regression models 1-3 (Table 3.3) show that given a student’s demographic information,
family SES, and previous subject selection and in-class engagement, it’s possible to predict the
student’s learning performance and course participation. The R2 of ratio is 0.2925, online time is
0.3540. However, the R2 of in-class interactions is 0.0665, which is not significant. This may be
because some courses (e.g. Physics, History) do not provide many Question Answering (QA)s.
Thus we use machine learning models (in Section 3.5) to further test hypothesis 3.
Table 3.3: Performance regression
Dependent variable Ratio Time Interactions No_subjects Courses_per_term Paid_per_term
control
Grade 0.0617*** 0.2650*** -0.0530*** -0.0016 0.0286** 0.0662***
Gender_Male 0.00001 -0.0092 0.0242* 0.0143 0.0047 0.0147
Family SES
home_price 0.0026 -0.0113 0.0002 -0.0026 0.0364** 0.0503***
city level 0.0090 0.02543* 0.0042 -0.0004 0.0200 0.0284*
Diff (school SES, family SES)
Pricehome−Priceschool 0.0024 -0.0040 -0.0158 0.0018 -0.0141 -0.0245*
Commuting distance
Distance (family, school) -0.0021 0.0041 0.0040 0.0012 -0.0045 0.0007
Course selection type
English -0.5111*** -0.4626*** -0.0924*** 0.4083*** 0.3342*** 0.2368***
Math 0.1572*** 0.1718*** -0.0200 0.3602*** 0.2709*** 0.2447***
Chinese 0.1804*** 0.1210*** 0.0901*** 0.3749*** 0.3063*** 0.2469***
Physics 0.0588*** 0.0731*** -0.0110 0.3264*** 0.2416*** 0.2904***
Chemistry 0.0415** 0.0429*** 0.0301* 0.2580*** 0.1688*** 0.1136***
Biology -0.0216* -0.0337*** -0.0007 0.1397*** 0.0432*** 0.0304**
Computer 0.0751*** -0.0020 0.1301*** 0.2859*** 0.2075*** 0.1645***
Politics 0.0001 -0.0005 0.0050 0.0389*** 0.0090 0.0090
History -0.00003 -0.0094 0.0070 0.0575*** 0.0288*** 0.0178
Geography -0.0039 -0.0105 0.0057 0.0593*** 0.0219** 0.0116
Historical behavior
Duration of attendance (No_terms) -0.0166 0.1659*** -0.0400** 0.0061*** -0.1243*** -0.3149***
Number of courses (per_term) -0.0669*** -0.0053 -0.1619*** 0.0163***
Interactions (student, teacher/tutor)
Avg interact frequency (student,
teacher/tutor) (averaged by term)
-0.0176 -0.0186 0.0886*** 0.0007 0.1355*** 0.1158***
R2 0.2925 0.3540 0.0665 0.9914 0.5333 0.4014
Table 3.4 shows that males have more in-class interactions (β = 0.0242, p < .5) but there
is no significant difference in other performance between males and females, which shows
different results with [54]. As proven by [43, 72] that males are not disadvantaged in students’
learning achievements in Math and Science subjects, especially for participation rates which is
similar to in-class interactions in this context. As for grades, the regressions show a similar
finding.
We use group regression to further explore the effects of the difference among primary
school, junior high school and high school. As shown in Table 3.4, high school students in
highly developed cities have a higher correctness ratio and online time, while it is not found in
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other two groups. Among the primary and middle school students, the higher their family house
price is, the more money tends to be paid on the private tutoring platform, but it doesn’t impact
the purchasing behavior of high school students. As for after-class interactions between students
and teachers/tutors, there are negative effects on the correctness ratio of primary school and
junior high school students. This finding was also proved by [108] that the effects of negative
relationships of students-teacher interaction and students’ performance were stronger in primary
than in secondary school. It is all positively correlated with purchasing behavior in all stages.
As shown in Table 3.5, for primary school students, the larger distance between family and
school, the more money is paid to the tutoring platform. And the difference in housing prices
between family and school negatively affects the amount of tuition paid on tutoring courses.
This result makes a complement for the findings in [86] that students with higher family SES
will engage more in shadow education when taken their grades into consideration. Higher
family SES has a stronger influence on students’ selection behavior of private tutoring courses
when they are in primary and junior high school stages. This study gives a more comprehensive
perspective on family SES and the difference between family and school SES by considering
the housing price, location and distance (housing price of students’ family, commuting distance
and difference in housing price between home and school). Moreover, we also select Beijing as
an example to illustrate that there is a strong correlation between school housing price and their
rankings, which gives a new enlightening for the measurement of school SES when there is no
ground truth of school ranking in the whole country.
Table 3.4: Group regression of students’ performance in three stages
city level home_price after-class interactions
Dependent Variable primary junior high high primary junior high high primary junior high high
Rate 0.0036 0.0044 0.1136* 0.0074 -0.0186 -0.0286 -0.0439** -0.0373* 0.0288
Time 0.0180 0.0185 0.1049* -0.0088 0.0023 -0.0066 -0.0756*** -0.0155 -0.0650***
Interactions -0.0021 -0.0216 -0.0544 -0.0048 0.0191 0.0623 0.0699** 0.1260*** 0.1615***
paid_per_term 0.0127 0.0428* 0.0251 0.0958*** 0.0687** -0.0343 0.4652*** 0.1285*** 0.3443***
Table 3.5: Group regression of students’ purchasing behavior in three stages









3.5 Prediction of Learning Performance and
Course Selection
Based on the analysis above, we can conclude that the students’ behavior and performance on
online education platforms are related to many factors, such as grades, city levels, family SES,
in-class interaction frequency, and so forth. Therefore, the students’ behavior and performance
could be predicted by several features. In addition to the statistical analysis of the students’
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behavior in different cities, grades and SES, individual behavior prediction could provide more
useful information for both students and online education platforms. If a student’s behavior
could be predicted, the online education providers could develop more precise advertisement
placement to reduce cost and provide tailor-made course combinations to maximize the learning
performance for each student. The students and the parents could decide how many courses
they need to achieve the best learning improvement and how much efforts they should put in
the courses (i.e. times and participation of the in-class interactivity). As a result, the study of
predicting the students behaviors’ on private online tutoring platforms is conducted to seek
for possible scenarios that can be adapted into practicality. According to the analysis above, 3
metrics that are important for students’ online learning behaviors are set for predictive targets,
namely the ratio of correctness in in-class quiz, the number of courses bought in each term and
selected subjects.
1. Ratio: Correctness ratio of in-class quiz;
2. Daily online time: The average time each student spends in online education every day;
3. In-class interaction frequency: Average number of interactions (Q&As) with teacher
in a class;
4. After-class interaction frequency: Average number of after-class communications with
teacher/tutor;
5. Gender: Whether the student is female or male;
6. Grade: The grade of a student by the end of year 2020;
7. City level: The city level (out of 6 categories) of a student’s home location;
8. Distance: Distance between home and school locations;
9. Home price: Housing price around home location;
10. Price difference (home-school): Housing price difference between a student’s home
and school locations;
11. Terms: The number of terms a student attends within the 3-year period;
12. Courses per term: Average number of courses per term;
13. Subjects: Total number of subjects;
14. English course number: Total number of all English courses a student participated on
the online platform;
15. Math course number: Total number of online Math courses a student participated in;
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16. Chinese course number: Total number of Chinese courses a student participated on the
online platform.
For predicting these 3 metrics, 5 representative regression methods are used to test the
prediction power of the given parameters: Gradient Boosting Regression (GBR), K-Nearest Re-
gression (KNR), Random Forest Regression (RFR), Multi Layer Perceptron (MLP) regression,
Adaptive Boosting (AdaBoost) [98] and TabNet [10]. All the boosting and bagging methods
are set with a number of 500 estimators, the n_neighbors of KNR method is set to 10, while
MLP has a hidden size of 100 layers and a max iteration of 500. To evaluate the performance
of the prediction methods, the evaluation metric Mean Absolute Errors (MAE, see Eq. 3.1)
is applied here as all the predictive targets are continuous values. All the features are divided
into 3 clusters according to their attributes. Features 1) to 6) are relevant to students’ basic
attributes and combined as cluster C1; features 7) to 10) are combined as cluster C2 (related to
family SES, approximated with home and school housing prices); and features 11) to 16) are
combined as cluster C3 (about students’ participation in the online education platforms). For
each prediction target, the target itself is excluded from the inputs. Different combinations of
the 3 clusters of features are tested to find out the optimal performance of each method. Except
some stable embedding algorithms of bagging and boosting, other unstable methods are all
averaged of 100 realizations.




|yi − ŷi| . (3.1)
3.5.1 Prediction of Correctness Ratio (Learning
Performance)
The correctness ratio of in-class quiz is a strong indicator for evaluating the performances
of the students. If the online learning performance could be approximately predicted based
on students’ demographic attributes and family SES as well as previous course selection
information, it may provide useful hints in advance for both the students and online education
platforms. Table 3.6 shows the MAEs of 5 methods under 7 different feature combinations
for predicting the ratio of correctness in in-class quiz. The best result is with MAE of 0.0877,
when all the features are included in the input for the Adaboosting regressor, which means that
all the features are useful when predicting the students’ learning performance. Meanwhile, the
combination of C1 and C3 features without C2 features could achieve a very close result to the
best MAE of ratio prediction, which means family SES contributes the least for the prediction
of students’ performance on online learning platforms, while the other two clusters of features
contribute the most for the accuracy of predicting the ratio of correctness.
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Table 3.6: MAE of ratio prediction
GBR KNN RFR MLP AdaBoost TabNet
C1 + C2 + C3 0.12 0.1102 0.1296 0.1252 0.1005 0.0877
C1 + C2 0.1296 0.1278 0.1271 0.1047 0.111 0.0969
C1 + C3 0.1163 0.1108 0.1295 0.1051 0.099 0.0898
C2 + C3 0.1604 0.1201 0.1391 0.1191 0.1247 0.121
C1 0.1328 0.1247 0.1346 0.115 0.1134 0.0997
C2 0.215 0.1795 0.176 0.1752 0.1806 0.175
C3 0.1571 0.1167 0.1404 0.1174 0.1259 0.1162
3.5.2 Predicting of participation in courses
The prediction of the number of course per each term could help the platforms develop
more adequate course structures and place the advertisements more precisely to the potential
customers. Similarly, Table 3.7 shows the MAEs of predicting the average number of courses in
a term with 5 algorithms under 7 different combinations of features. Unlike the results in ratio
prediction, the best result in predicting the number of courses is obtained by the MLP regressor
under the feature combination of C1 and C2, with MAE of 0.1363. Considering the average
number of courses in the whole data set is 1.68, the error is less than 10% if compared with
the mean value. However, the dataset does not contain information on some students’ previous
course selection. At this moment, the feature combination of only C1 and C2 is reasonable for
predicting the number of courses, as the features in C3 contain much information about the
course selection. Within such limitations, the best MAE achieved by the experiments without
C3 features is 0.3688, also by using the MLP regressor. Moreover, the result demonstrates that
the user profile data also contribute to the accuracy of predicting course participation.
Table 3.7: MAE of course numbers prediction
GBR KNN RFR MLP AdaBoost TabNet
C1 + C2 + C3 0.2894 0.2454 0.4369 0.1833 0.4555 0.1761
C1 + C2 0.498 0.426 0.4374 0.3688 0.396 0.4086
C1 + C3 0.2986 0.2419 0.4524 0.1866 0.4418 0.1495
C2 + C3 0.3144 0.1944 0.4788 0.1363 0.5002 0.1564
C1 0.5184 0.4311 0.4665 0.3788 0.3962 0.333
C2 0.7665 0.6286 0.6006 0.5988 0.6497 0.3995
C3 0.3003 0.1741 0.4653 0.1455 0.5024 0.1423
3.5.3 Prediction of subject numbers
The number of the subjects examines the diversity of a student’s online learning demands.
Different from correctness ratio and the number of the courses, the number of subjects is more
personalized attributes, that has fairly little relations of the given features including the grade,
city, genders and family SES. As the number of subjects is strongly related with the course
selection, so the meaningful results in predicting the number of subjects should also exclude
the features of cluster 3. As shown in Table 3.8, the best MAE in predicting the numbers of
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subjects is 0.5929, which is produced by the MLP regressor. But if a students has some history
data of course selection, the MAE will be improved a lot to 0.2016.
Table 3.8: MAE of subjects numbers prediction
GBR KNN RFR MLP Adaboost TabNet
C1 + C2 + C3 0.4609 0.5401 0.6695 0.2762 0.7408 0.2016
C1 + C2 0.7453 0.686 0.7018 0.5929 0.6435 0.7849
C1 + C3 0.4403 0.5364 0.6385 0.278 0.8016 0.2182
C2 + C3 0.4806 0.4672 0.6592 0.2582 0.7098 0.3014
C1 0.7461 0.6651 0.6918 0.5843 0.6997 0.6054
C2 1.1664 0.9593 0.9531 0.9518 0.9508 0.9622
C3 0.4893 0.4123 0.6661 0.2594 0.8383 0.2276
In addition, for the prediction of user subjects selection, we also examine the predictability
of whether a user will choose courses of a specific subjects. Five different subjects are selected
for experiments as they have sufficient number of users, while the other courses are ignored
due to the lack of participation. For each subject, a new column indicating whether a user will
choose this subject is generated and is used as prediction objective. As a binary prediction
problem, instead of using MAE as evaluation metrics we adopt another more powerful metrics,
F1-score, to evaluate the performance of predicting specific subject selection for individuals. In
addition, because it is obvious that the three features in C3, English course number, Chinese
course number, and Math course number, are highly related to individual selection of specific
subject, we drop these three features in the experiments. For each subject and each combination
of the features, we similarly applied the six algorithms into modeling and only the best one is
shown in Table. 3.9. Similarly to above results, the best performance of predicting individual
subject selection is using all the three categories of the features, which shows that user profile
information could help improve the accuracy of user behavior prediction. In particular, using
only C1 and C2 features, the F1-score is just a little bit worse than that of using all the three
categories of feature, which means for cold-start users the individual selection of specific
subjects could still be predicted.
Table 3.9: F1-score of subjects selection prediction
Chinese Math English Physics Chemistry
C1 + C2 + C3 0.9274 0.9537 0.9374 0.8745 0.8355
C1 + C2 0.9134 0.9340 0.9252 0.8622 0.6875
C1 + C3 0.9178 0.9449 0.9279 0.8739 0.7076
C2 + C3 0.9096 0.9317 0.8934 0.6216 0.6854
C1 0.9109 0.9347 0.9272 0.8588 0.6700
C2 0.9137 0.9298 0.8583 0.7855 0.7328
C3 0.9151 0.9359 0.8972 0.5799 0.7689
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3.6 Chapter Summary
This paper studies students’ learning behaviors and performance on an online private
supplementary education platform. We specifically focus on the effects of inequality from
different aspects (family SES and difference between family and school SES, gender, city level,
etc.) on the performance and courses’ selection behaviors. Our study exploits a new angle
by using housing price, location and distance (housing price of students’ family, commuting
distance and difference in housing prices between home and school) to represent the family
SES and school attributes. Furthermore, our analyses show although the higher family SES
and higher difference in family and school SES significantly influence students’ monetary
spending on private tutoring courses, the effect diminishes with the increase of grades. Also,
these inequalities don’t affect students’ online engagement and performance significantly. As
for gender, except for class participation, there is no significant difference in class performance
and course selection behaviors for males and females. We also use machine learning to examine
the predictability of learning performance and course selection.
Our analysis of SES and learning performance is based on some simplifications which may
lead to inaccuracy. We plan to conduct online user questionnaires like what we have done in
[45] for collecting more ground truth data from students and teachers to better assess student’s
academic achievements and their influencing factors including more accurate measures of
family SES. Furthermore, we are currently studying the impact of the COVID-19 pandemic on
different types of students.
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Chapter 4
Mining user behaviors based on
privacy-preserved mobile phone
data
Identifying an unfamiliar caller’s profession is important to protect citizens’ personal safety and
property. Due to limited data protection of various popular online services in some countries
such as taxi hailing or takeouts ordering, many users nowadays encounter an increasing number
of phone calls from strangers. The situation may be aggravated when criminals pretend to
be such service delivery staff, bringing threats to the user individuals as well as the society.
Additionally, more and more people suffer from excessive digital marketing and fraud phone
calls because of personal information leakage. However, previous works on malicious call
detection only focused on binary classification, which do not work for identification of multiple
professions. We observed that web service requests issued from users’ mobile phones may
exhibit their Apps preferences, spatial and temporal patterns, and other profession related
information. This offers researchers and engineers a hint to identify unfamiliar callers. In
fact, some previous works already leveraged raw data from mobile phones (which includes
sensitive information) for personality studies. However, accessing users’ mobile phone raw
data may violate the more and more strict private General Data Protection Regulation (GDPR).
We observe that appropriate statistical methods can offer an effective means to eliminate private
information and preserve personal characteristics, thus enabling the identification of the types
of mobile phone callers without privacy concern.
In this chapter, we develop CPFinder, a system which exploits privacy-preserving mobile
data to automatically identify the callers who are divided into four categories of users: taxi
drivers, delivery and takeouts staffs, telemarketers and fraudsters, and normal users (other
professions). Our evaluation over an anonymized dataset of 1,282 users with a period of
3 months in Shanghai City shows that the CPFinder can achieve an accuracy of 75+% for
multi-class classification and 92.35+% for binary classification.
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4.1 Mobile phone user identification
With the widespread use of online services, such as online shopping, food delivery ordering,
and taxi hailing, there is a significant annual growth of platform-to-consumer delivery (8.2%)
[101], restaurant-to-consumer delivery (6.8%) [106], ride and taxi hailing (17.5%) [107]. As a
result, numerous people frequently receive unfamiliar phone calls from delivery people and
taxi drivers. Moreover, many people are suffering from digital marketing and fraud phone calls
due to the leakage of personal information from phone number related services. Criminals
may pretend to be delivery men and contact victims by making phone calls, which could cause
personal safety crisis and property loss. Similarly, fraud phone and telemarketing calls cause
millions of financial loss yearly [1]. Therefore, it is critical for the mobile phone users to
recognize the professions of callers to protect themselves from potential dangers and losses.
The phone identification systems, such as Baidu phone number labeling 1 and 360 phone
number query 2, offer an effective way of solving the aforementioned problems by retrieving
information of each phone call accumulated before. Originally developed for only identifying
fraud phone calls, the phone identification systems were generalized to cover new phone user
types, such as delivery persons and taxi drivers since the emergence of smart phones. However,
the currently off-the-shelf phone identification systems face the following challenges, especially
concerning efficiency and accuracy. First, these phone identification systems are based on
manual and subjective reports and annotations from end users. As shown in Fig. 4.1, a phone
number is labeled as advertisement purposes and has been reported by nine users, as shown
in Baidu search. However, owing to the laziness and unwillingness of many end users, the
annotation rate is very low (0.154) and a high percentage of incorrect labels are generated [79].
Similar observations are also made in Google search. The incorrect labels could bring much
inconvenience for normal users, e.g., their phone calls may be refused by others if they are
mislabeled as fraud phones. To make the service more accurate and avoid wrong information
due to incorrect labels, only the phone numbers with sufficient reported times could be released
to the public by phone labeling services providers. Therefore, there will be a long gap for
releasing the label information since a phone number was first labeled. To overcome these
problems and improve the performance of the phone labeling systems, we develop CPFinder, a
new machine learning-based system to automatically identify phone labels by leveraging only
anonymized mobile phone cellular data without the need of any manual interventions.
Smart phones exchange a large amount of data traffic and application (app) request data
across the cellular base station, where large records of Uniform Resource Locator (URL)
data are generated by users. Such requests could provide lots of useful information, enabling
researchers and engineers to study people’s daily behaviors and living habits, which are highly
related to people’s occupation [126, 27, 88, 46, 133]. However, privacy preservation remains
a critical issue for handling personal data [65, 124]. Most personality studies use raw mobile
phone data, including sensitive personal information such as locations, application logs, and
1https://haoma.baidu.com/mark
2https://chaxun.360.cn/chaxun/tel
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Figure 4.1: Baidu phone label search result.
charging records. Often, more detailed personal data from surveys are included as well. The
major privacy concern in these works is believed to be addressed by encrypting personal
IDs, such that the owners of the data are claimed to be protected. However, a user could be
re-identified even though the labels are invisible [124, 133] provided the input data remains
unchanged. Personal locations, application usages, and activities could be used to trace and
(re-)identify a person.
As personal data protection policies are becoming more strict, using sensitive information
for personality identification may violate various data protection regulations. For example,
General Data Protection Regulation (GDPR Art. 71) mentioned that private data, such as
personal preferences or interests, reliability or behaviour and locations should be processed by
appropriate mathematical or statistical procedures for privacy concern. Compared with where
people visit (exact coordinates) and what apps people use (app logs), how people move and
how people use smart phones are less sensitive. Typically, these statistical parameters could
not be used to reversely trace any personal information and will not violate privacy protection
regulations. As GDPR recital 71 recommends [49], appropriate statistical procedures should be
used while profiling personal data to prevent potential risks of retrieving personal interest and
privacy.
In this work, based on our analysis on an anonymous dataset from one of the largest telecom-
munication operators in China, we develop CPFinder, a machine learning-based intelligent
phone user profession identification framework, which can identify phone labels among four
categories, including normal users, taxi drivers, takeouts and delivery, fraud, and telemarketing.
According to the information provided by various apps’ network traffic and the professional
attributes of each category, we develop comprehensive features via statistical analysis, and
some nonsensitive parameters based on privacy eliminated data are created to model users’
patterns. We show that only with the mobile phone user data of a single day, the profession
category of a user could be identified with a high accuracy. The key highlights of the proposed
framework are as follows:
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• It uses privacy-preserved personal data as the inputs for user identification, which enables
end-device data processing and complies with data protection regulations.
• It contains multiclass classification module, which complements previous binary classifi-
cation methods. Binary classification is also embedded in the system, and outperforms
some previous works [1, 126].
• It significantly reduces the number of features and the requirement of data size, which
helps improve the efficiency to 10 times compared with feature-rich methods.
4.2 Problem statement
In this paper, we develop a method to allow mobile phone users to identify a caller’s pro-
fession immediately when they receive a call from an unknown number. The data used for
identification are primarily the web service requests issued from the devices and recorded
by telecommunication operators, who could push the identification results to end-users when
necessary. Suppose there is a set of mobile phone users U , each user has a phone num-
ber pi, a label of profession li, and mobile phone records Ri, where U = {[p1, l1, R1],
[p2, l2, R2], ..., [pn, ln, Rn]}. The mobile phone records are web services requests, thatRi ={
[time, request], [time, request], ...
}
. Time is in the form of YYYYMMDDHHmmSS with
a precision of seconds, and the request is always formed as www.xxx.com/...longitude =
xx&latitude = xx/.... The problem is using the data of Ri to identify the label of profession
li without any external data resource. Currently, four categories of professions are included,
where li ∈ {Normal, Driver, Delivery, Harass}.
Base on the information of web services requests, three kinds of highly profession-related
and sensitive information-eliminated features are constructed: mobility pattern, request volume,
and apps preferences.
4.2.1 Mobility pattern
A user’s mobility pattern characterizes the user’s overall movements throughout a day. A
statistical parameter, Standard Deviation (SD) is applied to describe mobility. Because the
location records are not always complete, using statistical parameter could maximally preserve
mobility characteristics. The four categories of professions have very different moving ranges
in every single working day.
4.2.2 Request volume
Request volume tells the number of requests in different time, which could indicate people’s
activeness. The more requests, the more active a user is. Different professions have significantly
different active time. Request volume is different from data volume, as one request of video
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may generate much more data transmission than several requests of pure text. Therefore, the
number of requests is much more suitable to characterize activeness.
4.2.3 App preferences
App preferences indicate how frequently each App is used. The apps here are web services
extracted from the main domain names of the requests because the requests could be generated
by browsers or many other apps. The main domain name is extracted by eliminating the prefix
and suffix representing the same institution (i.e., diditaxi out of www.poiservice.diditaxt.com).
Therefore, two different domains, www.common.diditaxi.com.cn, and www.poiservice.diditaxi.com
are referred to an identical main domain name, which indicate a root related web service. Each
profession has its own several frequently used services, which results in its unique apps prefer-
ences pattern.
4.2.4 Time span of data
The time span of the data is also considered to be a factor for modeling. Each of the above
mentioned features could be computed using the data of an arbitrary number of days, but at
least one day is needed. Generally, if more days are included in the data, a better identification
performance will be achieved. The problem is how much the accuracy improves with the
increasing of time length of data. It addresses the question of the identifying efficiency, which
cares about if the data of one single day is sufficient to identify a caller’s profession. The overall
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Figure 4.2: CPFinder privacy preservation process.
4.3 Mobile phone users identification framework
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4.3.1 Mobility pattern
Researchers found that mobility trajectories could be useful in identifying personalities [133,
147]. In these works, users’ exact coordinates are used to locate their work and residential
places. Exact coordinates could provide the possibilities of tracing where users are and thus
may face the personal data protection issues. However, using some statistical parameters to
characterize people’s mobility pattern instead of using exact locations could avoid violating any
data protection policies. To ensure data privacy protection, any information about how people
move cannot be used to trace personal location.
Our analysis shows mobility pattern is strongly related to users’ professions, especially
on workdays. This coincides with the following intuitive scenario: during holidays, people’s
activities are self-related with high randomness, which means it is hard to find a common
mobility pattern for people with an identical label if considering their mobility in the leisure
time. For this reason, we first study users’ mobility patterns of active time (6:00–24:00) on
workdays. As shown in Fig. 4.3(a), three typical users with different labels are presented with
their locations in one week. Not surprisingly, each category of users has its unique mobility
pattern: taxi drivers cover a large area and have large ranges in all directions, takeouts and
delivery staffs mostly serve in certain regions with limited areas, whereas telemarketing and
fraud phone callers mostly show a strip-like commuting pattern (which indicates their commutes
between their residences and offices). Normal users are excluded in the figure, because normal
users’ mobility patterns are not similar and are of large bias among different entities.
Base on the above analysis , we propose an SD-based parameter to denote the mobility
patterns of different professions. The parameter contains the ranges of 12 evenly distributed
directions on the flat. For a given set of N points, a list containing frequencies of each point V ,
a certain direction d (angled with x axis of θ), and a hyperparameter α to adjust the logarithmic








(xi cos θ + yi sin θ − x cos θ + y sin θ)2 · (1 + αln(Vi)
)
(4.1)
where N is the number of points, xi and yi are the longitude and latitude of each point. The
hyperparameter α is a real number between 0 and 1, which can be tuned to improve the
prediction accuracy by reducing the bias cause by some point with extra large frequencies.
For each user, his/her daily mobility pattern is characterized by a vector, containing ranges
of several different but evenly distributed directions. In addition, the range vector is sorted from
maximum to minimum to eliminate the directional bias. For a certain pattern, its sorted range
vector remains the same no matter how it rotates. As shown in Fig. 4.3(b), the sorted ranges of
12 directions significantly differ among three professions. Drivers and telemarketers have a
decreasing trend of the sorted ranges, but driver’s range is much larger than telemarketing and
fraud users. Delivery staff have a more balanced pattern, where there are rare differences among




(a) Locations of three different professions
(b) Sorted standard deviations of 12 directions (c) Accuracy of different numbers of directions
Figure 4.3: Users’ mobility patterns in active time of workdays and its statistical results.
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all directions. For the normal users, their patterns are somewhere between drivers and delivery
people, and no unified pattern could be found because their trajectories vary among different
people. However, they are different from the other professions in terms of the following features.
The number of directions used for characterizing a person’s mobility pattern needs investigation
in terms of both accuracy and efficiency. As shown in Fig. 4.3(c), when increasing the number
of directions, the accuracy remains almost unchanged after more than 12 directions, which
means using more than 12 directions will only increase the computational complexity without
bringing any improvement on the performance.
4.3.2 User data volume in different time periods
Data volume can indicate the frequency of using mobile phones. The higher the data volume,
the more network requests are generated, which also means the mobile phone is more frequently
used. The data volumes in different time slices are also related to professions. Each profession
has its unique pattern of active duration. As shown in Fig. 4.4, a day is divided into 6 equal time
slices: 6:00–9:00, 9:00–12:00, 12:00–15:00, 15:00–18:00, 18:00–21:00, 21:00–24:00. Data
between 0:00 am and 6:00 am are excluded, because there are too few records during this period.
Since some apps may automatically generate network requests when executing in background
and this kind of execution usually generates a large amount of repeated requests within a second.
These large amounts of repeated requests, which are generated within a short time period, could
significantly interfere with the analysis of data usage in different time periods. Therefore, for
each time stamp, if a request has many duplicated records, the duplicated records will be deleted.
Fig. 4.4 shows the distribution of number of network requests for all professions. Drivers and
telemarketers share a very similar data usage pattern; they are more active than the other two
professions after 18:00. For delivery staff, their data volume is somehow evenly distributed
in different time slices and is more stable than the others. For normal users, the data volume
distribution is slightly different from the delivery people’s. For each user, his/her data volume
pattern in a single day is created by calculating the daily network request distributions, which is
a vector of six elements. The ith element is given by vi = ni/ntotal, where ni is the number of
network requests in time slice and ntotal is the number of requests in an entire day.
4.3.3 Apps preference distribution
Mobile phone apps usage plays an important role in personality studies [27, 88, 133, 93].
These studies attempted to figure out what apps people use, what categories of apps each person
prefers to use, as well as how someone use different apps. Apps log containing what apps
are used, as well as when and how long an App is used, could easily be leveraged by others
to forward advertisements to certain devices. For privacy concern, plaintext of apps names
should not be contained in any parameters. In addition, the exact apps’ names could not be
directly used as inputs unless they are transferred as numeric values, e.g., mapping each App
to an integer. Moreover, as there are thousands of apps used by people, it is very complex to
create users’ apps preference patterns when considering the exact apps. Futher, as there are
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Figure 4.4: Data volume distribution in different time slices.
new apps released frequently, it is impossible to maintain the mapping list when considering
the new apps. A more efficient and more accurate way to characterize users’ App preferences
is finding the distribution of 10 mostly used apps, regardless of the exact host names. Each
network request is related to a web service, which could be found from the host. Fig. 4.5
shows the normalized daily apps usage distribution (sorted from the most frequently used to the
least frequently used) of four categories. Except normal users, other professions have a steep
descend in their apps usage distributions, which means they have several frequently used apps
or services. In particular, the delivery people have the least frequently used apps or services.
Meanwhile, the normal users show a more balanced distribution. The best number of most
frequently used apps is also investigated in Fig. 4.5(b). With more than 10 apps, the percentages
of the four categories are all extremely low and close to each other. As a result, it is unnecessary
to include more than 10 apps. Moreover, the accuracy tends to decrease slightly when including
more than 10 apps.
4.3.4 CPFinder system implementation
Based on the above analysis , the users’ data will not contain sensitive personal information
after privacy-preserving processing. The privacy preserved data could then be stored out of the
centralized secure sever and even be transmitted to end devices. Previous methods use original
data that contain sensitive personal information to build features, resulting in the limitations
that the entire procedure (including both training and identifying phases) should be operated
within a secured server. Then, only the identification results will be directly transmitted to the
end users. Considering that there are numerous cell phone calls every second, generating users’
data and identifying the labels for all phone calls is a big challenge for the server.
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(a) Sorted usage rate of 10 most frequently used apps
(b) Accuracy of different numbers of apps
Figure 4.5: Apps preference.
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However, if the identification task could be pushed to be done in each end device, the
workload of the centralized server could be substantially reduced in terms of both computational
amount and storage. Transmitting the input data from a secure server to end devices is feasible
only when the input data do not contain any sensitive personal information, in case of not
violating some data protection policies and regulations. Distributing the privacy-preserved data
is acceptable as the data cannot be used for any malicious purpose. As shown in Fig. 4.6, the
private user-generated data, which are stored in the centralized secure sever, are first being
processed to eliminate sensitive information (by Fig.4.2) and exported as privacy-preserved
data. Then, the data could be distributed to servers with lower security levels or even unsecured
servers. The servers could train a model with the privacy-preserved data periodically, and the
identification models in the end devices could be kept updated when a newly trained model is
available. When a device receives a call from an unfamiliar number, the serve could transmit
the corresponding data of the number to the device simultaneously for identification.
The CPFinder system is also flexible and efficient, as it does not require excessive com-
putational and network resources. For the secure database maintaining original user data, the
main computation is processing the user data into privacy-preserved form and transmitting
the processed data to distributed insecure clouds. The processing of the user data only has to
traverse each user just once, the time complexity is linear. For each user, the additional data
outputs the module is only 28 float numbers and a phone number, which are much smaller than
the size of original data and are portable for transmission. For the clouds that holds non-private
user data, the main computation is training the models and transmitting the identification models
to the end devices. As the above tasks only have to be done periodically, they do not require
powerful CPUs or large bandwidths. The only real-time application is when an end device
receives an unfamiliar phone call, the end device has to request the data of the specific users
from the clouds and identify the label. However, the data query only needs one hash, map and
the main body of transmission only contains 28 float numbers.
User Cellular network Data





















CPF (in edge)CPF (in cloud)
Figure 4.6: CPFinder implementation: an overview.
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4.4 Evaluation results and discussions
4.4.1 Dataset
The dataset of user mobile cellular data comes from a major telecommunication operator in
China. Each record contains three fields: phone number, time stamp, network request. The data
contain 1,282 users in Shanghai City and cover a period from November 1, 2016 to February
16, 2017. In the total 108 days, call records during the 35 Chinese public holidays are excluded
due to their different nature from ordinary days. For the phone label data, if a phone number
is labeled, the annotation information could be easily found by searching the phone number
via Baidu search engine (Fig. 4.2). An annotation is the detailed description of the phone
number, which directly indicates the profession of the user. In addition, each labeled number
would be assigned with a root annotation, which is formatted textual data containing several
different types of professions. Originally, the online datasets typically contains the following
annotations: fraud, harass, illegal, insurance, finance management, intermediary, recruiting
hunter, takeouts, delivery, driver, and customer service. These root annotations could be divided
into three categories: taxi drivers, delivery, harass. Delivery includes express delivery and
takeouts delivery, whereas harass is a general designation of harass, fraud, and telemarketing.
For numbers that are not annotated, they are regarded as normal users. The label crawling is
done by the telecommunication operator within their internal server for privacy concerns, and
the phone numbers are replaced by the categories of professionals for later processing.
Table 4.1: Phone labels distribution within the data set
Group Number Group Description Group description Number of users
1 Normal Normal users 591
2 Drivers Taxi drivers 176
3 Delivery Delivery & Takeouts men 183
4 Harass Telemarketing & Fraud people 332
Although there are only 1,282 users, each user has 73 days of data and could generate up
to 73 different instances. However, the instances of a single user are only used in the training
or testing phase because instances of a same user may show significant similarities and will
seriously impact the performance of the models. If a testing instance belongs to a user, whose
other instances were used in the training phase, the testing instance will be correctly identified
with a high probability. We seek to find a general pattern for individuals of the same profession,
rather than particular individuals. As a result, applying the instances of an identical person
both in the training and testing phases will not make much sense, and a better testing data
selection scheme should be based on persons rather than instances. Several regression and
classification algorithms are applied to evaluate the performance of the model. Each algorithm is
fine-pretested to present its best performance. Tab. 4.1 shows the distribution of user quantities
in different categories. Considering the unbalanced distribution of the user quantities, 50 users
are randomly selected from each category; a total of 200 users are formed for testing.
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4.4.2 Evaluation results: multiclass classification
To test the performance of our method, we adopt several classic and state-of-the-art machine
learning algorithms, e.g., Logistic Regression (LR), K-Nearest Neighbors (KNN), Support Vec-
tor Machine (SVM) with Radial Basis Function (RBF) kernel, Random Forest (RF), AdaBoost,
and Neural Network (NN). Tab. 4.2 shows the identification accuracy of all algorithms, accu-
racy of each category of people is also presented. Each result is an average of 100 experiments
with cross validations. Except the LR, other classification algorithms perform very similarly.
Random forest could achieve the highest overall accuracy of 75.64%. The taxi drivers, delivery
and takeouts, are more accurately identified, whereas the identification accuracy for the other
two groups are slightly lower. The result shows our approach outperforms the performance of
the approach presented in [126], whose accuracy is 70.4% for unemployment identification
(and lower for exact profession identification).
Table 4.2: Identification accuracy of different categories and different methods
Normal Driver Delivery Harass Overall
LR 0.5677 0.6284 0.6257 0.6113 0.6083
KNN 0.6970 0.7771 0.7705 0.6864 0.7328
RF 0.7300 0.7912 0.7884 0.7160 0.7564
SVM-RBF 0.7062 0.7625 0.7633 0.7112 0.7358
ADABOOST 0.6865 0.7404 0.7510 0.6888 0.7167
NN (MLP) 0.7216 0.7505 0.7366 0.7142 0.7307
However, because a user’s data on each single day is not always complete, merging the data
of several days together may influence the accuracy. Therefore, we also investigate how time
duration impacts the performance of the model by combining data from different numbers of
days. The combination is not the average of the statistical parameters from different days, but
is the one-time calculation of all data within these days. For example, the mobility pattern
of a two-day combined data is the range of all locations during the two days. We study the
impact of combining data in the training phase, while the test data remains the duration of
one day. Reversely, combining testing data while the training data remains uncombination is
also investigated. Fig. 4.7 shows the identification accuracy of combining training data over
different time lengths.
The identification performance does not change too much when the number of days increases
for data combination, which means combining data for training phase makes no much sense.
However, the accuracy slightly improves when the number of days for data combination
increases. The improvement is not significant even when comparing the accuracy of combining
7 days of data together with non-combination data. In general, we can see from our data that
using the data of a single day is sufficient to identify a strange caller’s profession with a good
performance, even though adding data of more days could somehow improve the accuracy.
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(a) Training data combination
(b) Testing data combination
Figure 4.7: Accuracy of different time duration for training (a) and testing (b) data.
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The latitudes and longitudes extracted from mobile cellular network requests could indicate
the exact positions of the users, but the dataset could not fully contain all locations or trajectories
of a user because not each network request contains location related information. Generally,
as users could control the access of location services for each APP, and most people prefer to
turn off the location services for most apps except map-related applications such as ride-hailing
applications (e.g., Uber and DiDi). The incomplete location information brings the bias between
the actual and recorded patterns of a user, which turns out to influence the performance of the
proposed method. This is why the accuracy slightly improves with increasing the number of
days for data combination. In a long period of nearly 3 months, some users may change their
professions. These changes negatively impact the accuracy of identifying callers’ professions,
and it is hard to verify how serious is the impact because how and when people changes their
professions are not recorded.
Moreover, the deviation of personalities between individuals of the same label also negatively
influences the performance of the model. This challenge holds true for most personality-related
studies, especially for multiclass classification problems [126, 27, 88]. Overall, CPFinder
achieves relatively good performances based on such limited information and outperforms
some previous methods.
4.4.3 Evaluation results: binary identification
Mobile phones users typically have some prior knowledge of incoming phone calls. If
a person orders a taxi and receives a call later from unfamiliar phone numbers, he/she just
needs some information about whether the caller is a driver from the taxi company that he just
ordered. In addition, there is another scenario, that users may need identification quickly upon
receiving a call and knowing some basic information from the caller, e.g., the caller states as a
driver or delivery staff. In such scenarios, a binary identification rather than multiclass classes
classification can adequately meet the demands of providing information to identify the callers.
Therefore, for a specific category of callers, a binary model regarding the other categories as
negative labels can be created to serve as special binary identification system, which typically
requires quick and accurate identification. At the moment, each category should have its own
model and trained individually with the data. For demonstrating the advantage of the method,
we compare the results with the work of using CDR data to identify harass calls (DeMalC)
[79] and using real-time mobile phone data to prediction unemployment and professions (TRP)
[126]. Based on the results in [79], we adopt exactly the same algorithms, that is GBDT [98]
for training the models. All metrics are compared, including precision, recall, F1-score and
overall accuracy, between our methods and others’. As there are no other metrics except the
accuracy in TRP, only the overall accuracy of unemployment prediction is compared here.
To better demonstrate the comparison between our method and some previous studies,
several evaluation metrics will be introduced. For the binary classification problem, the
classification results consist of four classes, based on ground truth labels and predicted labels.
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True Positive (TP) is the number of correctly classified positive samples, while False Negative
(FN) is the number of misclassified positive samples. True Negatives (TN) is the number of
correctly classified negative samples while False Positive (FP) is the number of misclassified
samples. The classified results in a confusion matrix for binary classification problem is shown
in Table 4.3.
Table 4.3: Confusion matrix for the binary classification results
Predicted Positive Predicted Negative
Actually Positive True Positives (TP) False Negatives (FN)
Actually Negative False Positives (FP) True Negatives (TN)
Accuracy = TP + TN
TP + TN + FP + FN (4.2)
Error = FN + FP
TP + TN + FP + FN = 1−Accuracy (4.3)
The very Naive metrics used to evaluate prediction performance are accuracy and error,
whose summation is strictly one. However, they can not precisely evaluate the classification
performance in variety conditions, such as when the data is imbalanced. As a complement
to accuracy, there are several metrics that are much more powerful than it, such as Precision,
Recall, and F1-score:
Precision = TP
TP + FP (4.4)
Recall = TP
TP + FN (4.5)
F1− score = 2 · precision · recall
precision+ recall =
TP
TP + 12(FP + FN)
(4.6)
First, CPFinder outperforms the DeMalC method when used for identifying harass calls.
DeMalC is based on CDR data and some explicit information about mobile devices and calls,
including IP address, base station tower locations, and call frequencies. As mentioned above, the
data used for the inputs of this method contain much plaintext of sensitive personal information,
which could be used to trace a person’s trajectory or retrieve personal behavior. Moreover,
using such data requires the approvals of the data owners. Although our method outperforms
DeMalC for identifying harass phone calls with just around 0.01 accuracy improvement, it
contains much less features and variables: CPFinder contains only 3 features and 28 variables
in total, whereas DeMalC needs 7 features and up to 190 variables. Obviously, less variables
could lead to higher efficiency in terms of shorter training time and lower identifying speed,
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as well as the faster transmission of the data. Our method also adopts the privacy-preserved
features, hence the input data could be transmitted to end devices or third-party servers to
further speed up the computational efficiency. The performances of two other categories
are better than the category of harass and could achieve an accuracy more than 0.93 for
driver identification; TRP also uses CDR data to generate feature-rich models for predicting
personal employment status and professions. The best result TRP could achieve for predicting
binary status (employed or unemployed) is 0.704. Moreover, the overall average accuracy
of predicting personal professions is 0.675, which is worse than our original model used for
multiclass identification.
Both DeMalC and TRP contain a large amount of features (up to 160) and variables, which
requires high computational complexity. As is well known, the time complexity of decision
tree is O(m), whereas for XGboost algorithm, it is O(m2), where m is the number of the
attributes. As a result, our method will be more than six times faster than DeMalC and more
than five times faster than TRP if applying algorithms with linear time complexity, and the
time efficiency will be quadratically increased if algorithms with O(m2) time complexity are
applied in the model.
In addition to the overall accuracy, the precision of our method also outperforms the
counterpart methods. The overall precision of our methods of all the three categories is around
0.85, where left a false positive rate of around 0.15. The false positive rate means for each
positive identification, it is actually not a positive sample with a probability of 15%. In whatever
conditions, misidentifying negative to positive is a big problem, e.g., identifying normal phone
numbers as harass phone calls may make user miss important calls. However, reversely
identifying harass phone calls as normal calls is somehow less severe than missing important
calls. Currently, the methods used in the paper are optimized by maximizing overall accuracy.
If precision is more preferable than accuracy, the optimization function could be changed to
maximize precision, where the false positive rate will decrease but the overall accuracy will also
decrease. Therefore, there is a consideration of the balance between precision and accuracy.
Table 4.4: Experimental results of binary classification
Precision Recall F1-score Accuracy Features
Driver (GBDT) 0.8672 0.8012 0.8329 0.9351
Harass (GBDT) 0.8338 0.7935 0.8132 0.9287 28
Delivery (GBDT) 0.8476 0.7790 0.8119 0.9235
DeMalC (GBDT)[79] 0.8395 0.7521 0.7934 0.9186 190
TRP (DNN) [126] - - - 0.704 160
4.4.4 Capability of privacy-preserving
We compare our approach with other works (e.g., DeMalC and TRP) in terms of privacy
preservation of user data. In addition to the advantage of reducing the dimensions of the
input features and computational complexity, adopting privacy-preserved data in the training
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phase could also bring other benefits, such as enabling end devices identification and looser
requirements for data arrangements.
Prevent re-identification of personal data
According to the study in [133], mobile phone data could be used to identify a person. In
other words, a person could be uniquely re-identified in the crowd by the apps he/she uses and
the locations he/she visits. However, the identification requires investigating a few frequently
used apps by knowing their names and how they operated in the devices. In terms of locations,
with additional information of coordinates, a person is entirely exposed to the public if such
kind of data are disclosed. Therefore, using original sensitive personal data brings a lot of risks
on people’s privacy, even in the training phase. So obviously, the original personal data should
not be distributed outside the secure data centers to end devices. However, privacy-preserved
data do not support identifying exactly who a person is, but only some non-private attributes,
e.g., professions. DeMaLC requires city level locations of the data, whereas TRP requires some
information of a person’s home district and charge amount of each account. Consequently,
the attributes of the two models are not in compliance of data protections when the data are
distributed.
Privacy considerations on data acquisition and processing
According to various data protection regulations and policies (e.g., Art. 5 GDPR), collecting
personal data for any purpose of processing should be conducted under the consent of the data
owners. Consequently, the data used in the methods of DeMalC and TRP, as well as the data in
many studies that use personal mobile phone data for various purpose, are mostly declared to be
used under the agreement of the data owners. Although the data used in the case study in this
paper also complies with the consent of the users, our model could be further generalized to the
data without the users’ additional agreement. Because users’ requests with encryption through
the network are public to all people, our approach just needs the information of some frequently
used apps without knowing their exact names. For example, the name of apps could be hashed
and captured by the network edge devices, the same hash value indicates a unique app and the
data is somehow public. As a consequence, the users’ preferences of apps could be collected
and processed in a privacy-preserving manner without violating data privacy regulations. In
contrast, as the name of the apps could not be reversely retrieved from the encrypted requests,
the results obtained in previous methods relying on data containing plaintext of personal data,
are not easily reproducible, since they are not applicable with privacy-preserved data.
4.5 Chapter Summary
We present CPFinder, a new methodological framework and system for identifying a
mobile phone caller’s profession using mobile cellular data, i.e., users’ cellular network traffic
recorded by telecommunication operators. Three kinds of privacy-preserving features are
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constructed based on the information provided by the cellular data: mobility pattern, data
volume distribution, and apps preferences. All features are formed by several statistical
parameters, which exclude sensitive information such as coordinates and apps log. These
private information could be used to reversely trace people’s locations and living habits, thus
eliminating the private information, even for input data, could avoid violating any data privacy
regulation.
We apply several state-of-the-art classification and regression algorithms in our model; the
experimental results of a dataset containing 1,282 users in Shanghai City prove that CPFinder
could achieve an accuracy of 0.7564 (against the alternative methods that achieve accuracies up
to 0.7358) when identifying four different categories of callers: normal users (other professions),
drivers, delivery and harass. If binary classification is applied to the same dataset, CPFinder
achieves an accuracy of 0.923+, outperforming two existing approaches with accuracies of
0.704 (TRP) and 0.9186 (DeMalC).
Combining data of different time lengths is also investigated for both training and test
phases to study how the amount of data impact the performance of identification. The result
demonstrates that data of a single day are sufficient for identifying a caller’s profession, even
though the accuracy slightly improves when using combined data of several days. Again,
the overall performance outperforms some previous studies in terms of both accuracy and
efficiency.
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Chapter 5
Mining community differences in
computer science conference
Academic collaborations become regular and the connections among researchers become closer
due to the prosperity of globalized academic communications. It has been found that many
Computer Science (CS) conferences are closed communities in terms of the acceptance of
newcomers’ papers, especially are the well-regarded conferences [24]. However, an in-depth
study on the difference in the closeness and structural features of different conferences and
what caused these differences is still missing. Previous studies of coauthor networks did not
adequately consider the central role of some authors in the publication venues, such as PC
chairs of the conferences. Such authors could influence the evolutionary patterns of coauthor
networks due to their authorities and trust for members to select accepted papers and their
core positions in the community. Thus, in addition to the ratio of newcomers’ papers it would
be interesting if the PC chairs’ relevant metrics could be quantified to measure the closure
of a conference from the perspective of old authors’ papers. Additionally, the analysis of the
differences among different conferences in terms of the evolution of coauthor networks and
degree of closeness may disclose the formation of closed communities.
In this chapter, using the Digital Bibliography & Library Project (DBLP) dataset of
computer science publications and a PC chair dataset, we show the evidence of the existence of
strong and weak ties in coauthor networks and the PC chairs’ influences are also confirmed to
be related with the tie strength and network structural properties. Several PC chair relevant
metrics based on coauthor networks are introduced to measure the closure and efficiency of a
conference.
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5.1 Community mining in computer science
society
It has been reported that computer science conferences are closed communities as they
have very low ratio of newcomers’ papers every year, especially are the top level conferences
[24]. However, using newcomers’ papers alone to characterizing the closure of a conference
is not sufficient, it would be interesting if more metrics such as structural properties of the
collaboration network, relations between the existing authors’ papers and the communities, as
well as PC chair relevant metrics are considered. Adopting more metrics to characterizing the
closure of a conference could help distinguish different degrees of closed communities among
different conferences. Moreover, temporal analysis of these metrics may provide the perspective
that what factors lead to different structural properties in co-author networks. With the rapid
growth of scientific collaborations due to academic globalization, the prosperity of co-authored
publications makes it possible to access large digital library data and analyze huge researcher
collaboration networks. The structure of relations among researchers is becoming more and
more complicated and it is important to know how the academic communities evolve and
what affects the paper acceptance in addition to the quality alone. Typically, when researchers
attempt to submit their works, especially when considering papers that may be of marginal
quality, they may evaluate the possibilities of getting them accepted among different conference
or journal options. The typical factors of such evaluation include conference’s ranking (e.g.,
China Computer Federation (CCF) ranking 1, CORE ranking 2, CSranking 3), acceptance rate,
the fitness of the topics and the paper style preferences of the conferences, which are easily
justifiable for authors. Now, the closure of the conference can be a new and even powerful
factor.
However, as an important branch of social networks, the coauthor networks formed by
scientific collaborations preserve the patterns that the connections among the people could
influence personal behaviors [109]. Previous studies show that researchers tend to cite papers
from their collaborators [13]. Similarly, in addition to the quality of the paper and the factors
about conferences, will the collaboration ties among the authors could also influence the paper
acceptance? Especially, when a special role (i.e., program committee chairs, who are mostly in
the core positions of the community and with a high level of authorities to decide the lists of
accepted paper) are taken into considerations, the statistical analysis of coauthor networks are
no longer restrained within the homogeneous nodes. Intuitively, PC chairs could influence the
evolution of the coauthor networks and bring subsequent effects, however to the best of our
knowledge, such influence has not been quantitatively studied before.
Moreover, strong tie and weak tie theory [52, 85] has been developed for almost 30 years
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applicability of these theories in the paper selection process. Can weak ties exert strength in
selecting papers and benefit the whole community? What role do weak ties and strong ties
play in the evolution of community structures? Reviewing the weak tie theory, Granovetter[52]
indicated when people acted like a bridge to span different separate groups and there was
a "forbidden triad" (not all members connect each other) in the network when weak ties
exist. Thus, there is a situation that the weak tie could not require an actual link between
the nodes. Predicting the probability of the presence of a link between the nodes that are not
connected is a kind of detecting invisible weak ties problem. A classic weak tie definition
is that if two unconnected nodes are both directly connected to a same node, there will be
a greater-than-chance probability that these two nodes will be connected after enough time.
Therefore, this kind of connection can bring heterogeneous diverse information and broaden
the size of communities. After that, Burt[22] proposed the structural hole theory to illustrate
that the existence of weak ties can strongly boost the network effectiveness and efficiency,
which can be called brokers. They are not constrained by certain connections and have a high
betweenness. Existing work shown that a long-range tie which span large social networks
and is "assumed to be weak, composed of sporadic and emotionally distant relationship, can
strength the diffusion and social integration of network[95]. In coauthor networks, despite
the relations of collaborations, the paper selection relations between PC chairs and the papers
they select may present some weak tie patterns because most of the papers do not contain a
author who is directly connected to the chair in terms of coauthor relations. They must have
some connections which are indirectly have coauthor-ship with them. Different PC chairs
have different preference to maintain weak ties of different proportions. If these potential
weak ties are proved to exist, then the existence of PC chairs’ influences on the paper selection
is also confirmed. It will also be very interesting to detect how the influences change with
the weak tie strengths. The strong ties, are obviously the direct connections between two
authors that jointly published a paper. Previous studies [70] highlighted that strong tie - a kind
of emotional friendliness between leaders and their employees within the organization had
significant benefits to companies. In this situation, the strong ties between chairs and their
collaborators could also have different strengths in terms of their positions in the network and
their connections with other researchers, not just the times of collaborations.That is we should
not neglect the fact that there is a PC chair ego-centered network structure exist and the different
intimacy between chairs and other authors. Existing researches [62] [31][41][44]have explored
the dynamic process of trust-building in academic communities’ partnership sustainability in
health research. However, these works only focus on the building and maintaining of the trust
relationship and the positive benefits of trust-building and pay little attention to the weak tie
effects to the communities. [47] proposed that strong ties can promote the emergence of elites
in cooperation networks. Also, researches proved that there are negative effects of a high trust
network that is composed of strong ties merely. Members are closely connected and easier to
form an information cocoon to harm innovation and efficiency [73][112]. On the other hand,
if the communities have a very low level of trust or no trust, the efficiency of information
dissemination in this community will be extremely low and the cooperation between members
will be hard. Thus, a polycentric small-world network with moderate trust is more efficient
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and processes a higher ability to develop and update knowledge[68]. Therefore, predicting
and describing the evolution of weak ties and strong ties is helpful for us to better grasp the
dynamic evolution process of academic communities.
As a fast evolving researcher area, the computer science society pays more attention on
the conferences than journals. There are tens of broader fields in computer science, each
having tens to hundreds of known international conferences today. According to a statistics of
DBLP [132], a total number of 5,295 conferences are included in the database till the year of
2020. Meanwhile, the yearly published number and total number of conference and workshop
papers has reached 216,299 and 2,736,712 in 2020 (in contrast to 109,911 and in 2010), more
than doubled in last 10 years. And the increasing trend will most likely continue according to
the records of last decade. Notably, the quality among these conferences differs significantly.
As a result, many institutions and organizations have different rating standards that divide
conferences into different levels according to their publications’ quality for their recruitment,
promotion, budget allocation, or university/departmental ranking purposes. A rough consensus
in the computer science community is that high level conferences are relatively harder to enter
because of their rigorous requirements on the quality of the accepted papers. However, despite
the quality differences, other factors that differentiate conferences have not been investigated,
such as the collaborations among the researchers, the communities within related conferences,
as well as the evolutionary patterns of the networks. So far analyzing the differences among
different conferences in the view of coauthor network is missing. A deeper analysis of the
complex network based differences among conferences could provide useful hints for both
authors and conference organizers. The authors could consider more dimensions of factors
when choosing a proper conference to submit their works, while the organizers could trace the
evolution of communities to prevent the conformation of locally dense groups and provide a
fair environment for the broader research community.
The scientific reputation, citation index, H5-index, the quality of accepted papers and keynote
speakers are typical factors when rating the level of a conference. High quality publications,
prestigious committee members and chairs, high citation index, are common advantages of
top level conferences. Despite these obvious and well known factors, the analysis on some
“hidden" features of conferences which drive the evolution of conferences may also help authors
and organizers to make appropriate decisions. For example, an interesting aspect is the patterns
of communities inside a given conference and how they interact with each other. If the coauthor
network of a conference has a large size of Giant Component (GC), it is critical to find out how
this strong connectivity is formed. The collaboration patterns among authors and the paper
selection process could both affect the evolution of the coauthor networks and result in different
network structures. The influences could be quantified by some network based metrics, which
could clearly disclose the particularity of selecting accepted papers. And when taking PC chairs
into consideration, if the paper selection of a conference is proved to have strong relations with
the PC chairs and the community pattern, its overall acceptance rate of the papers may be no
longer that important to some authors. For example, a stable ratio of papers from the chairs,
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the chairs’ former collaborators or authors that are already inside the core community will also
decrease the acceptance rate for those authors who are far way from the giant component in the
conference.
In this paper, we analyze a total of 334 conferences in computer science selected from one
of the well-known conference rankings, CCF ranking that rates the conferences into 3 levels: A,
B and C. Firstly, we compare the evolutionary and structural differences in terms of coauthor
networks. And try to trace the formation of weak ties and strong ties. Our results suggest that
there are significant different structures among different levels of conferences, including the
ratio of newcomers’ papers, the community pattern, the connections inside the giant component.
We also find top conferences are more likely to form a huge and fully connected communities,
and the connections inside the giant component is also denser in top conferences, which means
they are denser communities and have a high possibility to form elite small-world networks.
To determine what makes the significant differences, we introduce several network based and
PC chair based metrics to measure the relations among papers, authors and PC chairs. The
PC chair related metrics also disclose the paper selection differences among the conferences,
where several conferences are more likely to select papers (co-)authored by closely connected
researchers. These quantified paper selection metrics provide useful information for authors to
choose a conference that could most probably accept their papers, in addition to the common
considerations. For the conference organizers, these metrics would be a warning for them to
avoid the bad influences of high trust and adjust the policies to introduce more preconditions
for the formation of weak ties to prevent the conferences from serious PC chairs’ influences.
5.2 Is the CS conferences a closed or an elite
small-world network community
5.2.1 Newcomers’ papers
Researches[24] used DBLP data to prove that computer science conferences are closed
communities as the acceptance of the newcomers’ papers (all the authors of a paper are new
to a conference) is very low among CS conferences, especially in top level and well-regarded
conferences. However, they only analyze the index of newcomers’ papers and based on static
data in 2017 and are there more forms of community exist? Here we borrow the notion of
the ratio of newcomers’ papers and check how closed the CS conferences are in a dynamic
perspective, as well as the differences among different levels of conference.In the meantime,
this paper tries to introduce different perspectives to distinguish whether the community is
closed or not.
Based on the different levels of trust between members and the composition of strong and
weak ties in communities, we define three kinds of communities. The first is that there are only
strong ties with high density and few weak ties in the community, which is called a closed
network. A closed community formed by some researchers who have a close cooperative
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relationship and high trust within the group and the conference has a relatively low acceptance
rate. The second kind of community is that there are a few strong ties but many weak ties
and long-distance bridges[138] in the network. The average path length of the network is
low and there are structural holes [22] and elites (such as PC chairs) in the network. We
define this kind of network as an elite small-world network community. Although this kind
of conference community has a low acceptance rate, the quality of papers may higher than
the closed communities. And because of the existence of weak ties, the size of the network
continues to expand. The third is called an amorphous community which is composed of many
unconnected nodes and a lack of trust in the network. Therefore, there is no stable community
structure in this kind of network. Such communities most likely appeared in the early stage of
the formation of the first two kinds of communities.
Here, a well-known conference ranking system defined by CCF is applied here in order to
check the differences among different conference levels. For each conference, its yearly ratio
of the papers from newcomers are calculated and sorted by time, which naturally started from
1 because all the papers are new to the conference when it is firstly held. Similarly, only the
papers from main tracks are counted since short papers, posters and demos are typically easier
to be accepted. Additionally, other community based metrics such as giant component and
average degree are used to demonstrate the different closures of the conferences in detail.
As shown in Fig.5.1, since the start of a conference, its acceptance of newcomers’ papers
is really high regardless of its level. All conferences show a highly similar evolution of the
ratios of newcomers’ papers in the first several years (i.e. logarithmically decrease over the
time). Later, the ratio of the newcomers’ papers of level C conferences stop decreasing and
keep a stable ratio around 0.3, but for higher level (Level A and B) conferences the ratios of
newcomers’ papers continue decreasing at low speed. Specially, level A conferences even reach
a very low ratio of newcomers’ papers that is less than 0.1, which indicates the threshold is
higher than other conferences and maybe a serious closed with high trust community or an elite
small-world network community with moderate trust is forming among new researchers. The
result is partly consistent with the analysis in [24] that the median value of the ratios of the
newcomers’ in top conference is 14%. However, we need to compute other network properties
and based on papers’ quality to figure out which kinds of communities these conferences are.
5.2.2 Co-author network, Giant component, Average
degree
In addition, in order to explore whether there is a closed community or an elite small-world
network forming in higher level conferences, we analyze other structural metrics of authors’
collaborations pattern, that is giant component and average degree. For each conference, the
authors who ever published any paper could form a co-authorship network. The networks
only contain the collaborations with this conference without any outside relation. The network
structures may not be similar among different conferences or even differ significantly among
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Table 5.1: Coauthor network relevant metrics
Names Descriptions Symbols
Network metrics
Giant Component The largest connected sub graph of a network pgc
Average Degree Average number of links per node < k >
Shortest Path Length Shortest hops between a pair of nodes (v1, v2) Distance(v1, v2)
Average Shortest Path Length Average shortest path between each pair of nodes -
External-internal index density of largest component/ density of entire community EI
Q value cluster coefficient (CC)/ average path length (PL) Q
PC chair metrics
Paper-chair distance Average reciprocal of all distances between authors and chair Rdpaper−chair
Paper-community distance # of the authors already in the giant component for a paper dpaper−community
Chair associated paper index Probability of a paper contains 1+ collaborator of the chair Pcap
Chair paper index Probability of a paper contains the chair him/herself pcp
Chair betweenness centrality Node importance (betweenness) in the network cB(chair)
them. The network structure could be characterized by several metrics, and the metrics could
provide some hints on how conferences select submissions, what is the relation between authors
and committees and what makes the conferences different from each other. To present the
structural characteristics of the conferences that could best uncover the differences among them,
we firstly check several community related parameters to find out how the communities look
like and evolve.We aim to find out the diverse community structures of different conferences
in computer science, and quantify the differences by both traditional metrics used in graph
theory and newly designed metrics that take PC chairs into considerations. The following are
the notations used in this paper and their explanations.
Giant component size, average shortest path length and average degree of nodes are basic
metrics of graph theory, which could characterize the structures of a complex network. The size
of the giant component measures the connectivity of a network, a fully connected network’s
pgc equals to 1. The average degree and average shortest path length could jointly indicate
the density and internal communicative pattern. In coauthor network, the low path length and
high degree are resulted from a densely connected community, where the collaborations among
the authors are very frequent. These traditional metrics are implemented by Networkx [55], a
famous network analyzing library.
As for the PC chair related data, paper-chair distance measures the relation between the
authors and the chairs. For a conference in a specific year, there will be an entire coauthor
network for the conferences authors, and there will be a shortest path between each author and
the chair if they are connected. The chairs’ preferences of selecting papers from their personal
communities could be quantified by these distances. Chair associated paper index ignores the
distances between the chair and the authors, but counts the number of papers coauthored by
at least one direct collaborator of the chair. The detailed description of these chair relevant
metrics is given in Section 6. The PC chair data is collected from the official websites of the
conferences and matching operations are applied to solve the inconsistency between the DBLP
and the web data. Finally, a set of 3,697 PC chairs of different conferences (level A and level
B) and different years is constructed.
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A graph has two phases in terms of connectivity, fully connected or not. If a graph is not
fully connected, it means there are pairs of nodes that no paths could connect them. As a result,
the whole network is decomposed into several connected components.
The most important parameter is the distribution of the size of the giant isolated component.
The larger the giant component without any connections with other small components are,
the more centralized the network is. If the distribution of the size of the giant component is
even, the network is decentralized and may be dominated by several different communities,
where checks and balances exist. Even better, if there are a small number of weak ties between
different components, the different components are not completely isolated. To present the
size of the giant component of each conference, we construct each of them a coauthor network
including the authors since the start of the conference till the year 2020. As shown in Figure
5.2, a total of 334 conferences within three levels are extracted and their sizes of the giant
component of their coauthor networks in the year 2020 are sorted from the least to the largest.
Figure 5.1: Ratio of newcomers’ papers evolves with time for different levels of conference.
Similar to the ratio of newcomers’ papers, almost all CCF-A conferences have a large size
of giant component. The average size of giant components by conference levels shown in
the subfigure in Figure 5.1 proves that higher level conferences are more likely to form a big
community in terms of collaborations among the authors. In addition to the giant component,
the average degree of each network shows similar pattern to giant component size, where
the number of connections among the authors increase with the conference level. The large
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Figure 5.2: The giant component size of 334 conferences in the year of 2020.
size of a giant component and dense connections among authors indicate a tight and strong
communities inside the top level conferences. To understand how the communities are formed in
top conferences, we need to analyze the evolution process of the conferences’ author networks.
Fortunately, conferences have a strict temporal stream since they are typically organised every
year or once another year. In addition to the static networks, Figure 5.4 shows the average size
of giant component of the conferences of a same level from the year of 1981. At the beginning
there are not visible differences among different levels of conferences, but the communities
grow differently with the time. Top conferences formed their communities rapidly after early
1990s and the growth of the giant components is almost linear with a stable speed. However,
for other levels of conferences, their sizes of giant component increased almost linearly with
time and grew fast in last 3 decades. It is easy to imagine that there is a threshold of the giant
component for each conference (i.e. less than 1) and the trend of the increasing size of GC will
decelerate in the future. But currently, averagely the GC of the conferences will still increase
in the coming a few years based on the data end in 2020. Figure 5.5 shows the evolutionary
process of average degree for different levels of conferences. Similar with the evolutionary
pattern of GC, the average degree of top conferences increases quickly than that of lower level
conferences. We also fit a straight line for each level of conferences, which shows that top
conferences significantly have formed densely connected communities and will become denser
in the future.
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Figure 5.3: The average degree of the giant component in 334 conferences in the year of 2020.
5.2.3 Shortest path length, small world, strong and weak
ties
The average degree and average shortest path length could jointly indicate the density and
internal communicative pattern. In the coauthor network, the low path length results from a
densely connected community with more weak ties and long-distance bridges exist, where the
efficiency of information transfer among the authors is very high. In this kind of community,
members can communicate with each other through limited links. In addition, two small-
world network metrics are also calculated to measure the connections among different local
communities, which are External-internal index (E-I index) and Q value:
E − I = Density of max component
Density of network
(5.1)
Q = Cluster Coefficient
Average Shortest Path
(5.2)
Cluster Coefficient for a nodeu = cu =
2T (u)
deg(u)(deg(u)− 1) , (5.3)
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Figure 5.4: Giant component size evolves with time for different levels of conference.
where T (u) is the number of triangles through node u and deg(u) is the degree of u.




n(n− 1) , (5.4)
where V is the set of nodes in network, d(s, t) is the shortest path from s to t, and n is the
number of nodes in network.
Therefore, an elite small-world network community has a low path length value although the
network size is big. On the contrary, the closed network consists of strong ties with higher path
length value when the network size is big or a low value in a small community. Therefore, we
need to compute the proportion of weak and strong ties to determine which type of community
is. In Table 5.2, several classic network structural metrics are calculated and averaged by
conference levels. All these metrics could jointly describe the network structural properties
and a comparison among them could help explore the structural difference among different
levels of conferences. First, for GC and degree, top conferences have large giant components
and densely connected communities, which means communications among authors in top
conferences are very efficient and effective as most pairs of authors could reach each other
and each author has many authors with others. Then for average shortest path in the giant
component, level A conferences and level C conferences share a similar value while level B
conferences are averagely larger. For EI index, there are significant differences among different
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Figure 5.5: Average degree evolves with time for different levels of conference.
levels of conferences. Top level conferences have larger and denser communities overall, but
connections within the core community are much thinner than at lower-level conferences,
implying that lower level conferences are preliminary driven by a small group of people.
In addition, the proportion of strong connections supports this in another way, namely the
frequency of collaboration. The connections in core communities in lower level conferences
are not only dense, but also highly weighted. Finally, there are not significant differences in
different conference levels in terms of the Q value, meaning that the small world pattern is
similar among these conferences.
Table 5.2: Network metrics for different levels of conferences
GC Degree Shortest Path EI index Q value Strong Tie
CCF-A 0.7031 6.6963 5.9876 1.6986 0.1323 0.00267
CCF-B 0.5200 5.6190 6.2360 4.6683 0.132 0.00329
CCF-C 0.3617 5.4123 6.0478 8.7030 0.152 0.00966
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5.2.4 Relations between newcomers’ papers and giant
component
New author with a paper accepted by top conferences will get the opportunity to further
collaborate with the researchers who are already inside the giant component. When compar-
ing the evolutionary patterns of giant component (Fig.5.4) and newcomers’ papers(Fig.5.1),
it is easily seen that level A and level B conferences share a very similar pattern in terms of
the evolution of newcomers’ papers, but level A conferences are more likely to form a larger
giant component in terms of the collaborations among the authors. Similar ratio of newcomers’
papers but significant different size of core community could only appear when the new authors
are later connected to the giant component of the co-author network after their papers are
accepted. The formation of such communities in top conferences may be explained by different
reasons: 1) researchers with publications in top conferences, in addition to the good quality
of their submissions, may have some connections with the existing communities. This can be
explained by signal theory [120], which indicates that trust can be bulit by reputation signal
and multiple collaborations. 2) with papers accepted by the top conferences, people could have
more chances to collaborate with prestigious researchers who will connect them to the core
communities, which can be explained by the relational embeddedness theory [52].
(a) ASAP (n = 2335, gc = 0.1272,
< k >gc=5.1143)
(b) ICNP (n = 2635, gc = 0.5089,
< k >gc=5.2549)
(c) NSDI (n = 1694, gc = 0.8583,
< k >gc=8.9772)
Figure 5.6: Coauthor networks of 3 conferences in year 2020. The 8 largest components are marked by
colors (red for giant component).
In Fig. 5.6, 3 different conferences with very different sizes of giant components are selected
to show their entire coauthor network structures by a view of graph. It is clearly seen that the
community patterns differ a lot among them in terms of both the component distribution and
the connections inside the giant component. For the ASAP conference which has a low size of
giant component, its entire society of the authors is decomposed into several balanced groups
regardless of the dispersed and isolated authors. Although the giant component seems to have a
little bit more authors than the second giant component, the third giant component and so on,
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these strong components are not much different with each other. Therefore, there are few bridge
nodes between different communities which means few weak ties and strong ties exist.
For ICNP, which has a middle level size of giant component with a pgc near 0.5, its giant
component already dominates the entire coauthor networks. Even the size of the second largest
component is far smaller than the giant component and the core community of this conferences
is already formed and starts growing, but there are still not too many connections inside the
core component, which is a sparely connected network. Thus, few strong ties exist in the
biggest component. For NDSI, which just became a CCF-A level conference two years before
has a very large giant component 0.8583, as well as a densely connected core community
with an average degree of 8.9772. Moreover, there are some obvious sub communities in the
giant components that indicate different groups of researchers who frequently collaborate and
publish papers in this conference.That is, the combination of weak and strong ties can facilitate
communication between and within the components.
5.3 Validation of PC chairs’ prestige by
community metrics and tie strengths
Program committee chairs are typically the persons playing a decisive role in selecting
accepted papers for the conference. Regardless of PC chairs’ special role in the conferences,
they are also ordinary researchers inside the whole scientific community. It is interesting to find
out the behavior patterns of the PC chairs in order to figure out how the PC chairs influence
the communities of the conferences, as well as their personal change from being a conference
chair. To the consensus, PC chairs of computer science conferences (especially for top level
conferences) are one of the most prestigious researchers in the community. Typically, they
are in the core locations or communities in either co-author networks or citation networks
of the entire computer science society. Additionally, PC chairs will form an ego-centered
network which can be depicted by the different levels of intimacy and distance between them
and their community members. The connections involve trust, power, and mutual obligation
[19][23][51], which shape acceptance behaviors and co-authorship between them. Therefore,
the closure of a conferences can be additionally evaluated by the relations between chairs and
authors. For example, if the papers selected by chairs are very close to the chairs in terms of the
collaboration distances, the conferences could be regarded as closed communities or elite small-
world network communities. Similarly, we need to combine density, network size, numbers of
strong and weak ties, and betweenness to figure out these two kinds of communities. However,
compared with PC chairs’ metrics in the entire society, the metrics in specific conferences
that they ever chaired could be more precisely to calculate their relations with the papers and
authors. In this section, several metrics are carried out to verify that the chairs are already inside
the core communities or in the key locations of the conferences the time they were elected as
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chairs. Overall, a set of 3697 PC chairs from level A and level B conferences are constructed to
complete the following analysis. 4
5.3.1 PC chairs from conferences’ own core community
Betweenness centrality and closeness centrality are the metrics that can precisely represent
the importance of a node. The larger betweenness and larger closeness of a node are both
indicating a core location in the community. In specific, betweenness indicates that the PC
chairs act as a bridge and span more different groups, possessing more structural hole benefits
such as obtain and control more diverse recourses and information [22]. To measure whether a
chair is selected from the core locations of the conference’s co-author network, a comparison
of the betweenness and closeness between the chairs and the average value of all the authors
in the co-author network at the time the chairs are elected is a straightforward and effective
method. When chairs are not in the co-author network of the conference they chair, that means
currently they have no publications in the conferences before, the betweenness and closeness
are set to 0 (minimal value). Here, we leverage the normalized versions of betweenness and
closeness in order to eliminate the bias caused by the scale of the network and fairly compare
the differences among conferences.
For a specific node v in a network, its betweenness centrality is:
CB(v) =
2




σ(s, t) , (5.5)
where V is the set of nodes, N is the number of the nodes, σ(s, t) is the number of shortest
(s,t)-paths, and σ(s, t|v) is the number of those paths passing through some node v other than
s, t. If s = t, σ(s, t) = 1, and if v ∈ s, t, σ(s, t|v) = 0.







where n is the number of the reachable nodes from v, N is the number of the nodes, d(v, u) is
the shortest-path distance between v and u.
Table.5.3 presents comparisons of the both betweenness centrality and closeness centrality
between PC chairs and average values of the other authors. It is obviously seen that PC chairs
have significant larger centrality than the average centrality of other authors in the network
at the same time, which demonstrate that PC chairs are mostly selected from core positions
of bridging and central role in the co-author network at the time. Moreover, chairs of level A
conferences are more close to the center of the community than those of level B as they have
larger betweenness and closeness centrality. It indicates that long-distance bridges exist in the
4The data and codes could be found here: https://github.com/zhangjq1014/DBLP-data
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network. If the network contains a few strong ties and many weak ties and low density, we can
distinguish this kind of network as an elite small-world network community.
Table 5.3: PC chairs’ high centrality.
Conference level
Betweenness Closeness
Chair Average Chair Average
CCF-A 0.008701 0.000903 0.08689 0.05052
CCF-B 0.007297 0.000973 0.06609 0.03987
5.3.2 Paper-chair tie strength of different distances
Weak tie theory depicts one kind of relationships that potentially exists between two people
[52], which means two nodes in a social network may know each other and convey information
even though there is no visible edge between them. To validate the weak tie existence and to
prove there are PC chairs’ influence on paper selections from a statistical aspect, we investigate
the relations between each PC chair and the accepted papers from the conference in the
year he/she chaired. The minimal distance between a paper and its corresponding chair is
defined as the minimal shortest path length among all the authors of the paper. The reason
of using minimal distance instead of averaged distance is that we believe the closest relation
dominates the influences from the chair to the paper. Firstly, we check the distribution of
the paper-chair distances of two levels of conferences separately, level A and level B. The
level C conferences are not considered in this part because most of them have not formed a
well-organized community. Moreover, it is hard to collect the PC chairs information from the C
level conferences because many of their past conferences are not accessible through the website.
For each chair, the naive paper-chair distance distribution is the ratio of the numbers of papers
in all distances. Suppose there are N papers in a conference in a specific year, each accepted
paper APi ∈ {AP1, AP2, ..., APN} has ki authors, the distances between each paper and a
chair is
D(chair, APi) = min{Distance(authorj , chair) ∀authorj ∈ APi)}.





D(chair, APi) = k (5.7)
For better visualization here the distances that are greater than 10 are combined as a single data
point named >10, which also includes the distance of∞. Figure 5.7 shows that most papers
have a distance of 3 to the chair, and the number of papers with a distances greater than 10 is
also considerable. The increase after 10 is because there are many papers without even one
author who has a path to the chair in the coauthor network. And there are small but visible
differences between the two levels of conferences. The A level conferences have a shorter
distances, which means there are more weak ties and more efficient propagation tracks between
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the members in the community and chairs (chairs directly connect a small number of people,
but they can indirectly influence a large community through weak ties). Thus, it is the reason
why the top level conferences form a relative larger giant component. The large connected
component is formed by selecting the papers from chairs close collaborators. The distribution
of the absolute numbers of papers in terms of paper-chair distances does not show a tie strength
related pattern. The distribution is most likely influenced by the statistical distribution of
author-chair distances that overall the authors are mostly likely to have a distance of 3 to the
chairs that makes the distribution of paper-chair distances the similar statistics.
To eliminate the statistical bias cause by the intrinsic network statistics in terms of the
distances, the simple paper-chair distribution should be adjusted and normalized according to
the author-chair distribution. For a specific chair, the author-chair distribution is calculated
by counting the number of authors of different distances in the whole coauthor network that
contains the 334 selected conferences. A key point here is the distribution of author-chair
distances used for adjusting the distribution of paper-author distances is strongly aware of
temporal series. That is when adjusting the distribution of paper-chair distances for a chair
in a specific year, the author-chair statistics from this chair in exactly the same year is used.
As a result, the paper-chair distance distribution multiplied by the author-chair distribution in
the same year could accurately indicate the relation between tie strength and paper selection.






Distance(chair, authori) = k, (5.8)
where n is the number of the authors in a specific year.





Finally, the adjusted distribution is normalized to make the summation of all elements equals
to 1. Obviously, the distribution becomes more different if the absolute numbers are normalized
by multiplying a ratio of the distribution of author-chair distances. Even thought there is a
turning point for the data for those papers with a distance of 1 to the chair, the whole pattern of
this normalized paper-chair distance distribution proves that the strong and weak ties do exist
and the constraint of strong ties decreases when the shortest path distance grows. Because if
there is no bias when chairs selecting the papers, the normalized distribution should be even
that all distances should have an identical probability. This also discloses that tie strength in the
coauthor networks does influence the selection of the papers, that the closer authors connect
to the chairs, the more probably their papers could be accepted. However, this tie strength
influenced paper selection pattern does not indicate a subjective factor or objective factor. It
could be caused by many reasons, e.g., the chairs are more unsuspecting of the works from
people they know well, or the people around the chair are doing excellent works that in the
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lead, or the chairs just want to pick the papers from their own community, or whatever possible
scenarios. It is impossible to figure out what is exactly the reason because reevaluating the
paper selection is not feasible. But as long as the chairs’ influences exist, it is worth knowing
how the chairs influence the paper selection. And learning such influences may help people
know the reasons that cause the closed communities in conferences.
Figure 5.7: Distribution of the minimal distance between each paper and its corresponding chair, and a
normalized distribution.
5.3.3 Collaborator-chair tie strength
In addition to the paper-chair distances, the tie strength between PC chairs and their collabo-
rators is also an important parameter that could validate the existence of PC chairs’ influences
on the conferences. Especially when removing the chair from the network, the changes of their
collaborators’ connections with other researchers could provide an insight knowledge of the
tie strength between chairs and their collaborators. For a conference, if a chair’s collaborators’
connections with the other people change a lot after eliminating the chair from the coauthor
network, the collaborator-chair tie strength effect of this chair is very high that this chair
significantly influences the network structure of the conference. To measure the change of the
connections, the average shortest path length from a single source to the other nodes is used.
For each chair and a conference he/she ever chaired, each of the chair’s collaborators has an
averaged shortest path length to the other nodes in the giant component. Then the changes of
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these average shortest path lengths from the chair’s collaborators are a strong indicator of the
influences from the chair. Suppose that for a conferences there are N people including a PC
chair in the giant component, which is a connected networks. And if the chair has a number of











However, after eliminating the node of chair from the network, the calculation of the
LC(chair) is a little bit different. Because removing the chair from the network may cause the
decomposition of the network, some pairs of nodes are not reachable by each other. To keep a
consistence of the LC(chair) before and after removing the chair from the network, we use
the maximal shortest path length of the original network to indicate the length between two













max length, if @ Distance(i,j)Distance(i, j), else
.
Then the change of the LC is:
∆LC(chair) = LCafter(chair)− LC(chair) (5.12)
Figure 5.8 shows a sorted results of the ∆LC of the chairs, as well as a base line. The
base line is a result from a set of randomly selected people who have exactly the same degree
distribution with the chairs. The same degree distribution could guarantee that the selected
people are at the similar positions of the network as the chairs are and could eliminate the bias.
Obviously, removing the chairs could influence the connections of their collaborators, in other
words without the chairs their collaborators may not be connected to the community of the
conferences.
Also, in an elite small-world network community, few high-betweenness members connect
and they all have their own ego-centered network. If we delete these nodes (e.g. PC chairs), the
connectivity of the network will decrease seriously. As shown in Figure 6, some elites who
connect with PC chairs in the community.
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Figure 5.8: The change of the average shortest path length of the chairs’ collaborators.
5.4 Quantifying the closure of the conference by
PC chair aware metrics
Based on the analysis above, most PC chairs are the people who are already in the core
communities when they are elected as chairs of a conference. It is partly consistent with the
consensus that PC chairs are prestigious researchers in computer science communities. Here
we use several PC chairs’ network related metrics to quantitatively presents the centrality of
the chairs and find out that PC chairs’ of top conferences are likely to have higher centrality.
Therefore, in addition to the newcomers’ papers, the relation between the old authors’ papers
their corresponding chairs could quantify the closure of a conference from another perspective.
Especially at the time when the chairs are already in the central positions of the community.
None of the previous works on scientific collaboration networks have ever taken the PC chairs’
influences into consideration. In this section, several metrics, which are related to PC chairs,
are investigated to introduce the differences among conferences. No explicit researchers data is
presented here, but the statistical parameters of the conference level are examined instead.
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5.4.1 PC chairs’ connections with their former
collaborators
As it is well-known, people are embedding in different type of social networks which
influence their behaviors and interaction pattern [50]. The scientific collaboration society is not
different from any other social network; it is often the case that the PC chairs have to process
the submissions from their close collaborators. For some submissions of the same quality, the
same fitness for the topic and the same level of reviewers’ rating, it is really hard to make the
decisions with absolute objective evaluations. We conjecture that personal social connections
may be additional factors for deciding which submissions should be accepted. This kind of
social connections impacted decisions are not only personal behaviors, it could also influence
the conferences and bring some continuous effects for the communities (e.g. the community
structures, behaviors and cultures). It is easy to imagine that if chairs frequently pick the
submissions from their previous collaborators in the conference, the community will be closer
and the network density will be increase. Therefore, the number of the accepted papers that
contain authors having close collaborations with the PC chairs is used to quantify the influences.
Here the collaborations between authors and chairs are constrained within a single conference
itself, because it is impossible to find the collaborations through the entire coauthor network for
all publications (not computer science alone). A paper is defined as a associated paper if it has
at least one author that ever co-authored a paper with the chair, the relation between a paper
and chair rpaper−chair is either 0 or 1:
rpaper−chair(p, c) =
1, if ∃ Distance(author, chair)=10, else
.
Suppose that a conference hasN accepted papers and in a period of Y years, {X1, X2, ..., XY }
is a set of accepted papers organized by year, that Xi ∈ {X1, X2, ..., XY } is the set of ac-
cepted papers in year i, and Xi contains Ni papers. Each paper xij ∈ Xi has a number
of ki authors. {PC1, PC2, ..., PCY } is a set of PC chairs organized by year, that PCi ∈
{PC1, PC2, ..., PCY } is the PC chair in year i.The average ratio of the accepted papers that










rpaper−chair(xij , PCi) (5.13)
,
The averaged proportion of associated accepted papers of some A and B conferences in CCF
recommendations are shown in Table.5.4. For each conference, the results are the average Pcap
of the data since the year the conference started. Unlike the intrinsic metrics of the network
such as average degree, giant component size and ratio of newcomers’ papers, average Pcap of
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Table 5.4: Statistics of papers from chairs’ collaborators.
Conference level
pcap
Avearage Max Min Std
CCF-A 0.04506 0.1558 0.007946 0.02972
CCF-B 0.05375 0.3715 0.007192 0.05788
B conferences is higher than that of A conference. As a result, Pcap actually can measure the
closure of a conference from the perspective of PC chairs. The max Pcap is even large as 0.3715
in B conferences, which means a conference averagely has up to 37.15% papers from chairs’
collaborators. Overall, the average Pcap of most of the conferences ranges between 0 and
0.1, while the five unique conferences with relative higher proportion of associated accepted
papers. These five conferences (TCC, COMPGEOM, NSDI, ICDT, CRYPTO) are significantly
different from the other conferences as their PC chairs like to select the papers authored by their
previous collaborators. Moreover, the Pcap of TCC is even much higher than that of other four
conferences, and is more than a double of the Pcap of the second conference. If we check some
other structural metrics of the network, the proportion of associated accepted papers Pcap is not
related to any of them. It means the pcap is only PC chair based parameter that indicates the
chairs’ behaviors and dose not affect the communities’ pattern. The reason why a conference
keeps an enthusiasm in selecting PC chair associated papers is likely due to the fact that there
is a dense and internal group of researchers dominating the operations. However, this kind
of community has nothing to do with the quality of the accepted paper because it is possible
that some densely connected communities are doing the most advanced works and create high
quality products.The pcap is only considered under the circumstance that a borderline paper
tries to find a suitable conference to submit, when the authors should consider their connections
with the communities of the conferences and the PC chairs. Choosing the conferences with
lower pcap may probably increase the possibility of being accepted. It is assuredly that a
submission with a high quality will be accepted regardless of the communities and the chairs of
the conferences.
To further test whether the quality of these accepted papers, we collect the real citation
numbers of them in three typical conferences over years.
5.4.2 Distance between paper and chair
pcap actually measures the direct connections between PC chairs and the authors. Even
though it could largely distinguish the conferences in terms of PC chair influences, it is still
limited because of considering just single author connections with the chairs. A more general
metric is average distance of accepted papers that takes all the authors within the paper into
consideration, that is dpaper−chair. Suppose that a conference has N accepted papers and
in a period of Y years, {X1, X2, ..., XY } is a set of accepted papers organized by year, that
Xi ∈ {X1, X2, ..., XY } is the set of accepted papers in year i, and Xi contains K authors.
{C1, C2, ..., CY } is a set of giant component organized by year, that Ci ∈ {C1, C2, ..., CY }
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is the giant component in year i. {PC1, PC2, ..., PCY } is a set of PC chairs organized by
year, that PCi ∈ {PC1, PC2, ..., PCY } is the PC chair in year i. Then for each author k in a
accepted paper xij in year i, the reciprocal of distances between the authors and the PC chair
for a paper is di,j,k = Distance(authork, PCi) in Ci. Then the reciprocal averaged distance
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Table 5.5: Statistics of average distances between chairs and papers.
Conference level
Rdpaper−chair
Avearage Max Min Std
CCF-A 0.2269 0.3466 0.09124 0.05173
CCF-B 0.2074 0.4856 0.07959 0.07444
As a complement to pcap, the average distance between paper and chairs dpaper−chair takes
the connections that are more than one hop distance into considerations, which could be used to
evaluate the PC chairs’ influences of selecting accepted papers from closely connected authors.
The reciprocal of the distance is used for computing the metric, for the reason that if two nodes
are not connected whose shortest path is∞, reciprocal could make the value back to 0. And
when distance equals to 0 that means a paper containing the PC chair exists, the reciprocal of
this condition is defined as 2. As a result, the higher Rdpaper−chair means that the PC chairs
prefer more on the closely connected authors. As shown in Table.5.5, different from the metric
of pcap, A conferences have less average distances between authors and chairs. It means that
A conferences are statistically prefer the papers with the authors who are close to the chairs,
in terms of the average collaboration distances of all the authors within a paper. However, the
conference TCC (Theory of Cryptography Conference) is still significantly more severe than
the others in terms of the distance between chair and papers, while the following-up conferences
are different from the top 5 conferences in terms of pcap .
5.4.3 Distance between paper and community
In addition to the above PC chair included metrics, another similar metric examining the
evolutionary relations between authors and the giant component Ipaper−community is used to
find out that how much the PC chairs prefer selecting authors who are already inside the
giant community, or probably the unique collaboration pattern of each conference in terms of
authors. Ipaper−community measures the distribution of the numbers of authors who are already
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inside the giant component (i.e., having an accepted paper). Suppose that a conference has
N accepted papers and in a period of Y years, {X1, X2, ..., XY } is a set of accepted papers
organized by year, that Xi ∈ {X1, X2, ..., XY } is the set of accepted papers in year i, and
Xi contains K authors. {C1, C2, ..., CY } is a set of giant component organized by year, that
Ci ∈ {C1, C2, ..., CY } is the giant component in year i. {PC1, PC2, ..., PCY } is a set of PC
chairs organized by year, that PCi ∈ {PC1, PC2, ..., PCY } is the PC chair in year i. Let
dpaper−community denote the number of authors that are already in the giant component for
paper Nij , that dpaper−community = # of authors in Ci. Then the preference for authors










Ipaper−community also provides a view that how the conferences deal with the submissions
from different kinds of author combinations. The higher the Ipaper−community, the more likely
a conference prefers to accept submissions that contain more authors that are already inside
the giant component. Naturally, higher Ipaper−community would lead to a larger size of a giant
component which means a more self-community selection oriented community. Unlike the
ratio of newcomers’ papers, this metric considers all the papers regardless of newcomers’
papers or existing authors’ paper, and precisely quantify the relations between a paper and the
giant community by examining every author in each paper. As shown in Table.5.6, CCF-A
conferences averagely show a larger Ipaper−community than that of CCF-B conferences, which
is inconsistent with the hypothesis that top conferences are more self-community selection
oriented communities. This phenomenon results from the trust within the community to a great
extent. However, if the community lacks weak ties or indirect connections between nodes in a
long run, the community will become more and more closed. Therefore, preferring papers with
more authors who are already in the giant community and lacking weak ties simultaneously is
one of the causations of a closed community.
Table 5.6: Statistics of average number of authors in GC.
Conference level
Ipaper−community
Avearage Max Min Std
CCF-A 0.9443 1.8935 0.3170 0.3610
CCF-B 0.5744 1.5221 0.02734 0.3501
5.4.4 How these PC chair relevant metrics be useful and
discussions
Even the PC chairs metrics are used to measure the self-community selection degree of a
conference, the proportion of weak and strong ties in the community will decide whether the
community to develop into a closed community or an elite small-world network community.
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Table 5.7: Highly closed conferences based on 5 metrics in the recent 5 venues.
Conference gc 1− pnew Rdpaper−chair pcap Ipaper−community CCF ranking
TCC 0.8538 0.9167 1.0 1.0 0.6408 B
SIGCOMM 0.6530 0.9809 0.6779 0.3593 0.9055 A
IMC 0.7541 0.9133 0.6791 0.3327 0.8720 B
NSDI 0.8564 0.9039 0.7202 0.4511 0.6895 A
FSE 0.7584 0.9538 0.7117 0.4681 0.6533 B
SC 0.6923 0.9501 0.5138 0.0875 1.0 A
MICRO 0.7069 0.9765 0.5821 0.2712 0.7811 A
CRYPTO 0.6721 0.9238 0.7933 0.4762 0.5628 A
ISCA 0.7004 0.9720 0.6264 0.1986 0.7939 A
COMPGEOM 0.8350 0.9424 0.6700 0.3481 0.6200 B
CVPR 0.8447 1.0 0.5073 0.0716 0.8963 A
SIGMOD 0.8465 0.9418 0.5894 0.1725 0.7814 A
ICDT 0.5881 0.8686 0.7712 0.5179 0.4335 B
UIST 0.7526 0.9305 0.5645 0.2507 0.6882 B
HPCA 0.7539 0.9605 0.5964 0.2148 0.6969 A
INFOCOM 0.7967 0.9937 0.5592 0.0948 0.8058 A
ICDE 0.8091 0.8955 0.5401 0.1090 0.7332 A
CHI 0.8226 0.9694 0.4174 0.0528 0.7854 A
ICSE 0.6512 0.9761 0.5248 0.1085 0.7156 A
PODS 0.7461 0.9300 0.6904 0.2297 0.5893 B
Table 5.8: Highly closed conferences based on 5 metrics since the start.
Conference gc 1− pnew Rdpaper−chair pcap Ipaper−community CCF ranking
TCC 0.7240 0.8633 1.0 1.0 0.7095 B
NSDI 0.7206 0.8983 0.7344 0.4382 0.8500 A
COMPGEOM 0.7133 0.9150 0.7107 0.4574 0.8156 B
SIGMOD 0.6896 0.9320 0.5502 0.1830 0.9509 A
IMC 0.5946 0.8709 0.6321 0.2631 0.8699 B
CRYPTO 0.4796 0.8052 0.6401 0.3762 0.5526 A
ICDE 0.5850 0.9195 0.4830 0.1001 0.8133 A
STOC 0.7029 0.8917 0.6673 0.1545 0.7481 A
COLT 0.5922 0.8539 0.7117 0.2870 0.6122 B
PODS 0.5425 0.8529 0.6648 0.2263 0.6726 B
FOCS 0.7034 0.8648 0.6338 0.2049 0.6895 A
ICDT 0.3725 0.7343 0.7119 0.4442 0.4401 B
FSE 0.5199 0.7824 0.6134 0.3164 0.5598 B
SODA 0.6680 0.9243 0.6222 0.1550 0.6998 B
CVPR 0.5518 1.0 0.3943 0.0729 0.7717 A
SC 0.4120 0.7314 0.4270 0.1062 0.7346 A
SIGCOMM 0.3191 0.7615 0.5476 0.2211 0.6061 A
SENSYS 0.4638 0.7541 0.4599 0.1868 0.6222 B
ISCA 0.3327 0.8023 0.5655 0.2033 0.5911 A
UIST 0.4532 0.8422 0.4587 0.2085 0.5761 B
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When PC chairs maintain too many strong relationships and prefer to select the submissions
from their own community, it is difficult for them to find other excellent papers. The trust
level of the community is too high and the community size is hard to grow, thus it tends to
be a closed one. On the opposite, if the PC chairs connect a lot of members through indirect
links, they are more likely to break the information cocoons and community size will maintain
sustainable growth.
The acceptance of a paper is not only related to PC chairs, but also related to many other
factors. The reason for using PC chairs relevant metrics is that they are highly temporal in nature.
PC chairs are rarely repeated in consecutive years, the metrics measuring the relations between
the chairs and the authors could preserve more dynamic characteristics of a conference’s
community. In addition to the characterization of community patterns, these metrics could
provide some other valuable information for the reevaluation of the possibility that a paper to
be accepted. Although the quality of the paper is the primary determinant of acceptance, it
is very common that many papers of a similar quality compete for a limited number of slots.
Finally, some of them are rejected and it is not only because of their quality. The question is
the quality of a paper is very subjective and hard to quantify. And there is no data of rejected
papers, it is impossible to figure out what are the main factors that make a paper to win the
competition among the papers with almost the same quality. However, the quantified metrics
that are relevant with PC chairs provide useful information in terms of evaluating the actual
possibility of paper acceptance, especially when a conference keeps a stable and significant PC
chair influences. It turns out that in addition to the factors of quality and conferences’ overall
paper acceptance, these PC chair relevant metrics could help the authors adjust the general
acceptance rates to their unique values, according to their connections to the PC chairs and their
positions inside the community. In a nutshell, for a certain conference,the actual acceptance
rate is different for different authors, people could compute their own acceptances based on the
proposed PC chair relevant metrics.
As for the conference organizers, these PC chair relevant metrics could help them to evaluate
the behavior of the program committees and the paper selection process. When serious PC
influences are detected, they should make quick responses such as limiting the number of the
papers from PC chairs, bringing more PC members from other relevant conferences and double-
checking the papers that are close to the chairs in terms of collaboration distance, to prevent the
conference from being dominated by several powerful groups and closed community. In a long
run, they should encourage PC chairs to build more weak ties instead of strong ties merely to
avoid the formation of closed communities. However, having with high PC chairs’ influences
are not always a bad situation, because it is possible that a researcher network centered by PC
chairs of a conference is leading the scientific progress in their respective research areas and
the papers they produced are containing high quality works. These excellent papers deserve
to be accepted even though the authors are associated with PC chairs. As a result, the PC
chair relevant metrics are not used to determine whether a conferences is bad or not, but just
an implication of a quantified paper selection patterns that take PC chairs into consideration.
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Whether a highly PC chair influenced conference is biased from a fairness point of view requires
more subjective judgements, which could not be simply indicated by numbers. Nevertheless, as
the influences for the authors are fixed and can be quantified, these metrics provide each author
a different actual acceptance rate by taking their positions in the community and their relations
with chairs into considerations.
Table 5.7 and Table 5.8 shows some conferences that have highly self-community selection
oriented communities, in terms of the data since the start of a conference and the data in last 5
venues, respectively5. A total of 20 conferences are presented here. Each PC chair relevant
metric is normalized to a proportion of its maximum. Then the table is sorted according to the
summation of all the relevant metrics. The ranking of the closure of the conference are different
in terms of different periods. For example, SIGCOMM is in the 17th place in the rankings of
using all the data since its start, but it rises to the second in the past 5 years. Especially, its ratio
of newcomers’ papers drops from 0.3325 in full-time data to just around 0.08 in the past 5 year
(here the original result is used, not the normalized version in the table).
5.5 Chapter Summary
In this paper, we analyze the community differences among different conferences in com-
puter science society, which has not been investigated before. Based on the weak tie and
structural hole theories, we proposed an elite small-world network community to distinguish
one kind of network structure form from a single judgment in a closed network among the
conference levels. Furthermore, trust theory is discussed deeply in three kinds of communities
(closed community, elite small-world community and amorphous community) in this paper. We
also conclude that a moderate trust with a decentralized, sparely, large network which called
elite small-world network benefits more to the development and innovation of the conference.
The result from a total of 334 conferences in the CCF ranking list supports that top conferences
are statistically more likely to form a densely and largely connected coauthor network as they
have a low ratio of newcomers papers. Moreover, new authors in top conferences are more likely
to further collaborate with the authors in the core community and are more likely to form an elite
small-world network community because of the existence of weak ties and high-betweenness
elites. The coauthor network of each conference preserves clearly a unique pattern in terms of
its giant component. Overall, tie strength influenced paper selection pattern is disclosed and
the weak tie is proved to exist in coauthor networks. In addition to the classic metrics, several
PC chair relevant metrics that quantify their influences on the closures of conferences are
proposed to offer more insights into how each conference evolves. A total of 3,697 chairs from
93 CCF-A and CCF-B ranked conferences are used to analyze the PC chair influences from
both evolutionary and static phases. The metrics measuring the relations among the chairs, the
authors and the conference communities could effectively disclose the interactions among them
5The full list of the 93 conferences can be found in: https://github.com/zhangjq1014/DBLP-data/
blob/main/closure%20ranking.csv
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and some conferences with high PC chair influences could be identified base on the proposed
metrics.
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Chapter 6
Conclusion and Future Work
This chapter summaries this dissertation and provides an outlook for the future work.
6.1 Conclusion
This dissertation focuses on addressing some challenges that remain in personal data mining
in some specific applications in online platforms, and propose corresponding solutions to solve
the problems. In particular, the problem of user behavior prediction in large online education
platform especially for cold-start users, user identification for mobile phone system using
privacy-preserved data, and mining different community patterns in different levels of computer
science conferences.
Over the past few years, online education platforms have attained tremendous success, and
many of the same challenges arise when operating large online education platforms with tens
of thousands of users. Especially for for k-12 users, how extracurricular course influence
different students performances and course participation is vital important for both students and
platforms. Trough studying a dataset from the world’s largest extracurricular K-12 education,
the correlations between many user-generated data and user profiles data hold true. User profile
data is not only provided by the users themselves, but also extended by employing external data
sources based on trusted user-generated data. E.g., such as crawling housing prices around a
user’s home location and use the prices to approximately indicate his/her family socioeconomic
status, crawling school reputations to indicate the educational quality a user attains in public
school, and using city levels to group users. It is found that user behavior in k-12 online
education is significantly correlated with such user profile information, which could be used to
solve the problem of user behavior prediction or item recommendation for cold-start users who
have no user-generated data at all. We divide user demographic information into three different
categories and try to predict user performance, course participation, and subject selection based
on different combinations of the feature categories. The experimental results show that user
profiles data could contribute to the accuracy of user behavior prediction. In particular, for the
prediction of user test scores, the best accuracy is obtained using all the features, with a bias
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less than 0.09, while the MAE is just reduced by less than 0.01 when user profile data alone is
used without user history. For the prediction of course participation and subject selection, user
profiles also slightly improve the prediction accuracy.
In the second work, we propose a model to identify user profession in mobile phone system,
using privacy-preserved user generated mobile phone data. Accurate identification of a caller’s
profession is vital important for protecting mobile users when they use a variety number
of online services and they have to engage with strangers. Most of the existing studies on
mobile phone user identification have incorporated as much original data as possible into the
modeling, ignoring the consideration of operational efficiency and data security problems.
Using privacy-preserved data to identify users can not only solve the problem of data security
by reducing requirements for secure databases, but also can improve computation efficiency
for real time applications by reducing the dimensionality of the input data. To eliminate the
sensitive personal information from original data and reduce the dimensionality of the input
features, our model transmit the original mobile phone data into three categories of data and ,
such as mobility, app usage, and amount of data generated per unit of time. For location records,
we project a user’s coordinates of arbitrary number of days into 12 different directions and
calculate directional bias by adopting Standard Deviation, an attenuation coefficient, and natural
logarithmic function to reduce the impact of large frequency of a point after projection. For
usage of different apps, we use hash functions to encrypt the exact names of applications and
design a sorted distribution of several most frequently used apps, which could preserve the apps
usage pattern and exclude sensitive information. The experimental results on a dataset from
telecommunication operators show that our methods could achieve high accuracy in multiclass
identification, and outperforms some existing methods in binary identification. In addition, our
method takes more than ten times less features, which could reduce the computational time
linearly for O(n) complexity algorithms, and exponentially for algorithms with O(n2) and
higher exponents time complexity.
Finally, we study a typical online social network, scientific collaboration network created
by co-authorship, in computer science conferences. First, through analyzing many classical
network metrics we find a more closed and densely connected community in top level confer-
ences. In particular, the average giant component size is more than 0.7 for top top conferences,
which means for each conference nearly 70% of authors are connected. Similarly, for average
degree, ratio of new papers, and average shortest path, top conferences all show a significant
transcendence over lower level conferences. Furthermore, the evolutionary analysis of the above
metrics shows a growing trend, which implies that the computer science community is going
to be more closed in the future, and the collaboration will become denser. In particular, top
conferences have significantly formed very closed and dense communities and will significantly
widen the gap with lower-level conferences in terms of GC, average degree, average shortest
path, Q value, E-I index, and new author rate, according to the evolutionary pattern in the past
decades. For the first time, we built a dataset containing information of PC chairs from 93
conferences, and we validated and quantified the impact of PC chairs on community formation
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in a conference. In addition, we designed several metrics related to PC chairs, considering the
link between PC chairs and the papers of the year they chaired. Finally, we seek to access the
closeness of the community in a conference from multidimensional analysis taking both the
classic metrics and proposed PC chair metrics into account.
6.2 Future Work
Although, our methods have somehow filled in some gaps in personal data mining in several
specific applications and achieved promising performance compared existing works, there are
still some issues to be improved in the future.
For mining user behaviors in online education platform, since there is no ground truth data
about students’ public school performances, the comparison between private extra-curricular
courses and public school courses is missing. So as the question that how extra-curricular
courses be as a complement to compulsory education is also missing due the lack of data from
questionnaires. In the next step, we will send questionnaires to the users in this study, especially
to the users in k9 and k12 who have already attended the official entrance examination, collecting
their performances in two different time before and after taking the online courses. Then the
impact of extracurricular online education will be quantified by comparing their performances
in two time slots. As the dataset actually contains a special circumstance, Covid-19 outbreak,
we will analyze how Covid-19 outbreak impacts users participation and performance in online
education platforms and its different impacts on users of different demographic information.
At last, our current study is limited within just one online education platform which is lack
of generalization. And for the prediction accuracy, since currently many SES information is
approximated by online external data resources, we believe that using data from questionnaires
will help improve prediction accuracy.
For identifying mobile phone callers using privacy preserved data, currently we are seeking
to collaborate with other telecommunication operators to acquire additional data from different
platforms and different regions, in order to verify the performance of our proposed methods
in a various of environments. Currently, our method takes only network requests data into
account, which could be only acquired from telecommunication operator. Many mobile phone
itself generated data is ignored, such as data from diverse sensors, user click behavior, and
user operations within a application. We believe that these additional data could be used
to build multidimentional features for a user and could significantly improve the accuracy
of identifying a caller’s profession. However, acquiring such data needs cooperation from
several independent companies or institutions, such as device manufacturer, telecommunication
operations, and various application providers. Previously, such different institutions seldom
collaborate with each other for data mining issues, especially for big and sensitive personal
data sharing. With our approach, maybe many different institutions holding different data
resources could share privacy-preserved but identifier-retained data. We are going to collaborate
with one of the largest Internet Company to acquire some privacy-preserved data within a few
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specific applications and try to use the data to improve the identification accuracy, especially
for multiclass identification.
For the analysis of coauthor networks in computer science conferences, we will refer to
many other ranking lists instead of CCF ranking alone. Taking different ranking lists into
account, especially the lists that are ranked by numeric factors and have detailed continuous
ranks, will help more on exploring the cause of the formation of diverse communities with
different closeness. In addition, we will explore more community differences in networks
formed by other type of connections, e.g., citation network, affiliation network, and possible
peer review network. These different networks could be coupled together and many new metrics
could be designed for measuring the community patterns.
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