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Abstract
This course is addressed to giving a short introduction to control theory of stochastic
systems, governed by stochastic differential equations in both finite and infinite di-
mensions. We will mainly explain the new phenomenon and difficulties in the study
of controllability and optimal control problems for these sort of equations. In partic-
ular, we will show by some examples that both the formulation of stochastic control
problems and the tools to solve them may differ considerably from their deterministic
counterpart.
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1 Introduction
It is well-known that control theory was founded by N. Wiener in 1948. After that, this
theory was greatly extended to various complicated settings and widely used in sciences and
technologies.
Clearly, “control” means a suitable manner for people to change the dynamics of a system
under consideration. There are two fundamental issues in control theory. One is “feasibility”,
or in the language of control theory, controllability, which means that one may find at least
one way to achieve a goal. Another is “optimality”, or optimal control, which indicates that,
one hopes to find the best way, in some sense, to achieve the goal.
Roughly speaking, control theory can be divided into two parts. The first part is control
theory for deterministic systems, and the second part is that for stochastic systems. Of
course, these two parts are not completely separated but rather they are inextricably linked
each other.
Control theory for deterministic systems can be again divided into two parts. The first
part is control theory for finite dimensional systems, mainly governed by ordinary differential
equations, and the second part is that for (deterministic) distributed parameter systems,
mainly described by differential equations in infinite dimensional spaces, typically by partial
differential equations. Control theory for finite dimensional systems is by now relatively
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mature. There exist a huge list of works on control theory for distributed parameter systems
but it is still quite active.
Likewise, control theory for stochastic systems can be divided into two parts. The first
part is control theory for stochastic finite dimensional systems, governed by stochastic (ordi-
nary) differential equations, and the second part is that for stochastic distributed parameter
systems, described by stochastic differential equations in infinite dimensions, typically by
stochastic partial differential equations.
One can find a huge list of publications on control theory for stochastic finite dimensional
systems and its applications, say, in mathematical finance. Nevertheless, most of the existing
works in this respect are mainly addressed/related to the optimal control problems. As we
shall see later in this course, so far controllability theory for stochastic finite dimensional
systems is NOT well-developed.
Control theory for stochastic distributed parameter systems, is, in our opinion, still at its
very beginning stage. This is actually a rather new branch of mathematical control theory,
which is indeed the main concern of this course (See [14, 15] for more material).
One of the most essential difficulties in the study of control theory for stochastic dis-
tributed parameter systems is that, compared to the deterministic setting, people know very
little about stochastic evolution equation (and in particular, about stochastic partial differ-
ential equations) although significant progresses have been made there, especially in recent
years. On the other hand, as we shall show in this course, both the formulation of stochastic
control problems in infinite dimensions and the tools to solve them may differ considerably
from their deterministic/finite-dimensional counterparts. Because of this, one has to develop
new mathematical tools to solve some problems in this field.
The rest of this course is organized as follows. In Section 2, we collect some preliminary
results (without proofs) from probability theory and stochastic analysis. In Sections 3 and
4, we analyze respectively the controllability and optimal controls for stochastic differential
equations in finite dimensions; while in Sections 5–6, we consider the same problems but for
stochastic evolution equations in infinite dimensions.
2 Some preliminary results from probability theory
and stochastic analysis
For the proofs of the results presented in this section, we refer to [1, 14]. In what follows, we
shall denote by C a generic positive constant, which may change from one place to another.
2.1 Probability, random variables and expectation
Fix a nonempty set Ω and a σ-field F on Ω. Let (Ω,F ,P) be a complete probability space,
i.e. a complete measure space for which P(Ω) = 1. Any point ω ∈ Ω is called a sample, any
A ∈ F is called an event and P(A) represents the probability of event A. If an event A ∈ F
is such that P(A) = 1, then we may alternatively say that A holds, P-a.s., or simply A holds
a.s.
Let H be a Hilbert space. Each H-valued, strongly measurable function f : (Ω,F) →
(H,B(H)) is called an (H-valued) random variable. Clearly, f−1(B(H)) is a sub-σ-field of
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F , which is called the σ-field generated by f , denoted by σ(f). Further, if f is Bochner
integrable w.r.t. the measure P, i.e. the integral
Ef ≡
∫
Ω
f(ω)dP(ω)
exists, then we say that f has a mean. We also call Ef the (mathematical) expectation of
f . For a given index set Λ and a family of H-valued, random variables {fλ}λ∈Λ (defined on
(Ω,F)), we denote by σ(fλ;λ ∈ Λ) the σ-field generated by ∪λ∈Λσ(fλ).
For any p ∈ [1,∞), denote by LpF(Ω;H) ≡ Lp(Ω,F ,P;H) the set of all random variables
f such that |f |pH has means. It is a Banach space with the norm |f |LpF(Ω) =
(∫
Ω
|f |pHdP
)1/p
.
In particular, L2F (Ω;H) is a Hilbert space. We simply denote L
p
F (Ω;R) by L
p
F(Ω). For any
f ∈ L2F (Ω), we define the variance of f by
Var f = E(f − Ef)2.
Let A,B ∈ F . We say that A and B are independent if P(A ∩ B) = P(A)P(B). Let J1
and J2 be two subsets of F . We say that J1 and J2 are independent if P(A∩B) = P(A)P(B)
for any A ∈ J1 and B ∈ J2. Let f, g : (Ω,F) → (H,B(H)) be two random variables. We
say that f and g (resp. f and J1) are independent if σ(f) and σ(g) (resp. σ(f) and J1) are
independent.
Let X : (Ω,F) → (R,B(R)) be a random variable. We call F (x) ≡ P{X ≤ x} the
distribution function of X . If for some function p(·), one has
F (x) =
∫ x
−∞
p(ξ)dξ,
then the function p(·) is called the density of X . If p(·) is of the following form:
p(x) = (2πµ)−1/2 exp
{
− 1
2µ
(x− λ)2
}
,
where λ ∈ R, µ ∈ R+, then X is called a normally distributed random variable (or X is a
normal distribution). Clearly, λ and µ are the mean and variance of f , respectively.
Assume that J ⊂ F is a given sub-σ-field and f ∈ L1F (Ω;H). Define a function on J by
ν(B) =
∫
B
fdP, ∀ B ∈ J .
It is easy to see that ν is an (H-valued) vector measure of bounded variation on (Ω,J ), and
ν(B) = 0 whenever P(B) = 0. Hence, there is a (unique) function in L1J (Ω;H), denoted by
E(f | J ), such that ∫
B
E(f | J )dP =
∫
B
fdP, ∀ B ∈ J . (2.1)
This function is called the conditional expectation of f given σ-field J .
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Example 2.1 Let B1, B2 ⊂ F such that B1 ∪ B2 = Ω, B1 ∩ B2 = ∅, and P(Bk) > 0 for all
k = 1, 2. Let f ∈ L1F (Ω;H) and J = {∅,Ω, B1, B2}. Then
E(f | J )(ω) =
2∑
k=1
1
P(Bk)
∫
Bk
fdPχBk(ω).
We collect some basic properties of conditional expectation as follows.
Theorem 2.1 Let J be a sub-σ-field of F and f ∈ L1F (Ω;H). It holds that:
1) The map E(· | J ) : L1F(Ω;H)→ L1J (Ω;H) is linear and continuous;
2) E(a | J ) = a, P|J -a.s. , ∀ a ∈ H;
3) If α ∈ L1J (Ω) satisfies αf ∈ L1F(Ω;H), then
E(αf | J ) = αE(f | J ), P|J -a.s.
In particular, E(α | J ) = α, P|J − a.s. ;
4) If f is independent of J , then
E(f | J ) = Ef, P|J -a.s. ;
5) Let J ′ be a sub-σ-field of J . Then
E(E(f | J ) | J ′) = E(E(f | J ′) | J ) = E(f | J ′), P|J ′-a.s. ;
6) (Jensen’s inequality) Let φ : H → R be a convex function such that φ(f) ∈ L1F (Ω).
Then
φ(E(f | J )) ≤ E(φ(f) | J ), P|J -a.s.
In particular, for any p ≥ 1,∣∣E(f | J )∣∣p
H
≤ E(|f |pH | J ), P|J -a.s.
provided that E|f |pH exists.
2.2 Stochastic processes
Let I = [0, T ] with T > 0. A family of H-valued random variables {X(t)}t∈I is called a
stochastic process. For any ω ∈ Ω, the map t 7→ X(t, ω) is called a sample path (of X). We
will interchangeably use {X(t)}t∈I , X(·) or even X to denote a (stochastic) process.
An (H-valued) process X(·) is said to be continuous (resp., ca´dla`g, i.e., right-continuous
with left limits) if there is a P-null set N ∈ F , such that for any ω ∈ Ω \ N , the sample
path X(·, ω) is continuous (resp. , ca´dla`g) in H . In a similar way, one can define right-
continuous stochastic processes, etc. Two (H-valued) processes X(·) and X(·) are said to
be stochastically equivalent if P({X(t) = X(t)}) = 1 for any t ∈ I. In this case, one is said
to be a modification of the other.
We call a family of sub-σ-fields {Ft}t∈I in F a filtration if Ft1 ⊂ Ft2 for all t1, t2 ∈
I with t1 ≤ t2. For any t ∈ I, we put
Ft+ △=
⋂
s∈(t,+∞)∩I
Fs, Ft− △=
⋃
s∈[0,t)∩I
Fs.
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If Ft+ = Ft (resp. Ft− = Ft), then {Ft}t∈I is said to be right (resp. left) continuous. In
the sequel, for simplicity, we write F = {Ft}t∈I unless we want to emphasize what Ft or I
exactly is. We call (Ω,F ,F,P) a filtered probability space.
We say that (Ω,F ,F,P) satisfies the usual condition if (Ω,F ,P) is complete, F0 contains
all P-null sets in F , and F is right continuous. We shall keep these assumptions in what
follows unless stated otherwise.
Definition 2.1 Let X(·) be an H-valued process.
1) X(·) is said to be measurable if the map (t, ω) 7→ X(t, ω) is strongly (B(I)×F)/B(H)-
measurable;
2) X(·) is said to be F-adapted if it is measurable, and for each t ∈ I, the map ω 7→
X(t, ω) is strongly Ft/B(H)-measurable;
3) X(·) is said to be F-progressively measurable if for each t ∈ I, the map (s, ω) 7→
X(s, ω) from [0, t]× Ω to H is strongly (B([0, t])× Ft)/B(H)-measurable.
A set A ∈ I × Ω is called progressively measurable w.r.t. F if the process χA(·) is
progressive. The class of all progressively measurable sets is a σ-field, called the progressive
σ-field w.r.t. F, denoted by F. One can show that, an (H-valued) process ϕ : [0, T ]×Ω→ H
is F-progressively measurable if and only if it is strongly F-measurable.
It is clear that if X(·) is F-progressively measurable, it must be F-adapted. Conversely, it
can be proved that, for any F-adapted process X(·), there is an F-progressively measurable
process X˜(·) which is stochastically equivalent to X(·). For this reason, in the sequel, by
saying that a process X(·) is F-adapted, we mean that it is F-progressively measurable.
For any p, q ∈ [1,∞), write
Lp
F
(Ω;Lq(0, T ;H))
△
=
{
ϕ : (0, T )×Ω→H
∣∣∣ϕ(·) is F-adapted and E(∫ T
0
|ϕ(t)|qHdt
) p
q
<∞
}
,
Lq
F
(0, T ;Lp(Ω;H))
△
=
{
ϕ : (0, T )×Ω→H
∣∣∣ϕ(·) is F-adapted and ∫ T
0
(
E|ϕ(t)|pH
) q
p
dt <∞
}
.
Similarly, we may also define (for 1 ≤ p, q <∞){
L∞
F
(Ω;Lq(0, T ;H)), Lp
F
(Ω;L∞(0, T ;H)), L∞
F
(Ω;L∞(0, T ;H)),
L∞
F
(0, T ;Lp(Ω;H)), Lq
F
(0, T ;L∞(Ω;H)), L∞
F
(0, T ;L∞(Ω;H)).
All these spaces are Banach spaces (with the canonical norms). In the sequel, we shall simply
denote Lp
F
(Ω;Lp(0, T ;H)) ≡ Lp
F
(0, T ;Lp(Ω;H)) by Lp
F
(0, T ;H); and further simply denote
Lp
F
(0, T ;R) by Lp
F
(0, T ).
For any p ∈ [1,∞), set
Lp
F
(Ω;C([0, T ];H))
△
=
{
ϕ : [0, T ]× Ω→ H
∣∣∣ϕ(·) is continuous,
F-adapted and E
(|ϕ(·)|pC([0,T ];H)) <∞}
and
CF([0, T ];L
p(Ω;H))
△
=
{
ϕ : [0, T ]× Ω→ H
∣∣∣ϕ(·) is F-adapted
and ϕ(·) : [0, T ]→ LpFT (Ω;H) is continuous
}
.
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One can show that both Lp
F
(Ω;C([0, T ];H)) and CF([0, T ];L
p(Ω;H)) are Banach spaces
with canonical norms |ϕ(·)|Lp
F
(Ω;C([0,T ];H)) =
(
E(|ϕ(·)|pC([0,T ];H))
)1/p
and |ϕ(·)|CF([0,T ];Lp(Ω;H)) =
maxt∈[0,T ]
(
E(|ϕ(t)|pH)
)1/p
, respectively. Also, we denote by DF([0, T ];L
p(Ω;H)) the Banach
space of all processes such that X(t) is ca`dla`g in LpFT (Ω;H), w.r.t. t ∈ [0, T ], such that
|E|X(·)|pH|1/pL∞(0,T )) <∞, with the canonical norm.
We need to introduce two important classes of stochastic processes, i.e., Brownian motion
and martingale.
Definition 2.2 A continuous F-adapted process W (·) is called a 1-dimensional Brownian
motion (over I), if for all s, t ∈ I with 0 ≤ s < t < T , W (t)−W (s) is independent of Fs,
and normally distributed with mean 0 and variance t− s. In addition, if P(W (0) = 0) = 1,
then W (·) is called a 1-dimensional standard Brownian motion.
In the seuqel, we fix a 1-dimensional standard Brownian motion on (Ω,F ,F,P). Write
FWt △= σ(W (s); s ∈ [0, t]) ⊂ Ft, ∀ t ∈ I. (2.2)
Generally, the filtration {FWt }t∈I is left-continuous, but not necessarily right-continuous.
Nevertheless, the augmentation {FˆWt }t∈I of {FWt }t∈I by adding all P-null sets is contin-
uous, and W (·) is still a Brownian motion on the (augmented) filtered probability space
(Ω,F , {FˆWt }t∈I ,P). In the sequel, by saying that F is the natural filtration generated by
W (·), we mean that F is generated as in (2.2) with the above augmentation, and hence in
this case F is continuous.
Definition 2.3 An H-valued, F-adapted process X = {X(t)}t∈I is called an F-martingale,
if X(t) is Bochner integrable for each t ∈ I, and E(X(t) | Fs) = X(s) a.s. , for any t, s ∈ I
with s < t.
Clearly, for any f ∈ L1F(Ω;H), the process {E(f | Ft)}t∈I is an F-martingale.
Write
M2[0, T ]={X∈L2
F
(0, T ;H)
∣∣X is a right-continuous, F-martingale withX(0)=0,P-a.s.},
M2c [0, T ] =
{
X ∈M2[0, T ] ∣∣ X is continuous } .
Define
|X|M2[0,T ] =
√
E|X(T )|2H , ∀ X ∈M2[0, T ].
Then, (M2[0, T ], | · |M2[0,T ]) is a Hilbert space, andM2c [0, T ] is a closed subspace ofM2[0, T ].
2.3 Itoˆ’s integral and its properties
We now define the Itoˆ integral ∫ T
0
X(t)dW (t) (2.3)
of an H-valued, F-adapted stochastic process X(·) (satisfying suitable conditions) w.r.t. a
Brownian motion W (t). Note that one cannot define (2.3) to be a Lebesgue-Stieltjes type
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integral by regarding ω as a parameter. Indeed, the map t ∋ [0, T ] 7→ W (t, ·) is nowhere
differentiable, P-a.s.
Denote by L0 the class of simple processes f ∈ L2F(0, T ;H) of the forms:
f(t, ω) =
n∑
j=0
fj(ω)χ[tj ,tj+1)(t), (t, ω) ∈ [0, T ]× Ω, (2.4)
where 0 = t0 < t1 < · · · < tn+1 = T , fj is Ftj -measurable with sup
{|fj(ω)|H ∣∣ j ∈
{0, · · · , n}, ω ∈ Ω} <∞. One can show that L0 is dense in L2F(0, T ;H).
We now define the Itoˆ integral (2.3) as a mapping f ∈ L2
F
(0, T ) 7→ I(f) ∈ M2c [0, T ].
First, assume that f ∈ L0 takes the form of (2.4). Then we set
I(f)(t, ω) =
n∑
j=0
fj(ω)[W (t ∧ tj+1, ω)−W (t ∧ tj , ω)]. (2.5)
It is easy to show that I(f) ∈M2c [0, T ] and the following Itoˆ isometry holds:
|I(f)|M2[0,T ] = |f |L2
F
(0,T ;H). (2.6)
Generally, for f ∈ L2
F
(0, T ;H), one can find a sequence of {fk} ⊂ L0 such that |fk −
f |L2
F
(0,T ;H) → 0 as k → ∞. Since |I(fk) − I(fj)|M2[0,T ] = |fk − fj |L2
F
(0,T ;H), one deduces
that {I(fk)}∞k=1 is a Cauchy sequence in M2[0, T ] and therefore, it converges to a unique
element X ∈ M2[0, T ]. Clearly, X is determined uniquely by f and is independent of the
particular choice of {fk}∞k=1. This process is called the Itoˆ integral of f ∈ L2F(0, T ;H) w.r.t.
the Brownian Motion W (·). We shall denote it by ∫ t
0
f(s)dW (s) or simply
∫ t
0
fdW.
Theorem 2.2 Let f, g ∈ L2
F
(0, T ;H), a, b ∈ L2Fs(Ω), T ≥ t > s ≥ 0. Then
1)
∫ t
s
(af + bg)dW = a
∫ t
s
fdW + b
∫ t
s
gdW,P-a.s. ;
2) E
( ∫ t
s
fdW
∣∣ Fs) = 0,P-a.s. ;
3) E
( 〈 ∫ t
s
fdW,
∫ t
s
gdW 〉H
∣∣ Fs) = E( ∫ ts 〈 f(r, ·), g(r, ·)〉Hdr ∣∣ Fs), P-a.s. ;
4) The stochastic process {∫ t
0
f(s)dW (s)}t∈[0,T ] is a martingale.
For any p ∈ (0,∞), denote by Lp,loc
F
(0, T ;H) the set of F-adapted stochastic processes
f(·) satisfying only ∫ T
0
|f(t)|pHdt < ∞, P-a.s. One can define the Itoˆ integral
∫ t
0
ΦdW for
Φ ∈ L2,loc
F
(0, T ;H) (See [14, 23] for more details).
Definition 2.4 An H-valued, F-adapted process X(·) is called an Itoˆ process if there exist
two H-valued stochastic processes φ(·) ∈ L1,loc
F
(0, T ;H) and Φ(·) ∈ L2,loc
F
(0, T ;H) such that
X(t) = X(0) +
∫ t
0
φ(s)ds+
∫ t
0
Φ(s)dW (s), P-a.s., ∀ t ∈ [0, T ]. (2.7)
The following fundamental result is known as Itoˆ’s formula.
8
Theorem 2.3 Let X(·) be given by (2.7). Let F : [0, T ] ×H → R be a function such that
its partial derivatives Ft, Fx and Fxx are uniformly continuous on any bounded subset of
[0, T ]×H. Then,
F (t, X(t))− F (0, X(0))
=
∫ t
0
Fx(s,X(s))Φ(s)dW (s) +
∫ t
0
[
Ft(s,X(s)) +
〈
Fx(s,X(s)), φ(s)
〉
H
+
1
2
〈Fxx(s,X(s))Φ(s),Φ(s)〉H
]
ds, P-a.s., ∀ t ∈ [0, T ].
(2.8)
The following deep result, known as the Burkholder-Davis-Gundy inequality, links Itoˆ’s
integral to the Lebesgue/Bochner integral.
Theorem 2.4 For any p > 0, there exists a constant Cp > 0 such that for any T > 0 and
f ∈ Lp,loc
F
(0, T ;H),
1
CpE
(∫ T
0
|f(s)|2Hds
)p
2 ≤ E
(
sup
t∈[0,T ]
∣∣∣ ∫ t
0
f(s)dW (s)
∣∣∣p
H
)
≤ CpE
(∫ T
0
|f(s)|2Hds
)p
2
. (2.9)
2.4 Stochastic evolution equations
In what follows, we shall always assume that H is a separable Hilbert space, and A is an
unbounded linear operator (with domain D(A) on H), which is the infinitesimal generator of
a C0-semigroup {S(t)}t≥0. Denote by A∗ the dual operator of A. Clearly, D(A) is a Hilbert
space with the usual graph norm, and A∗ is the infinitesimal generator of {S∗(t)}t≥0, the
dual C0-semigroup of {S(t)}t≥0.
Let us consider the following stochastic evolution equation:{
dX(t) =
[
AX(t) + F (t, X(t))
]
dt+ F˜ (t, X(t))dW (t) in (0, T ],
X(0) = X0.
(2.10)
Here X0 ∈ LpF0(Ω;H) (for some p ≥ 2), and F (·, ·) and F˜ (·, ·) are measurable functions from
[0, T ]× Ω×H to H , satisfying the following conditions:
Condition 2.1
|F (t, y)− F (t, z)|H ≤ C|y − z|H , ∀ y, z ∈ H, a.e. t ∈ [0, T ], P-a.s. ,
|F˜ (t, y)− F˜ (t, z)|H ≤ C|y − z|H , ∀ y, z ∈ H, a.e. t ∈ [0, T ], P-a.s. ,
F (·, 0) ∈ Lp
F
(Ω;L1(0, T ;H)), F˜ (·, 0) ∈ Lp
F
(Ω;L2(0, T ;H)).
(2.11)
First, we give the notion of strong solution to the equation (2.10).
Definition 2.5 An H-valued stochastic process X(·) ∈ CF([0, T ];Lp(Ω;H)) is called a strong
solution to (2.10) if X(t, ω) ∈ D(A) for a.e. (t, ω) ∈ [0, T ]×Ω, AX(·) ∈ L1,loc
F
(0, T ;H), and
for all t ∈ [0, T ],
X(t) = X0 +
∫ t
0
[
AX(s) + F (s,X(s))
]
ds+
∫ t
0
F˜ (s,X(s))dW (s), P-a.s.
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Generally speaking, one needs very strong conditions to guarantee the existence of a
strong solution. Thus, people introduce two types of “weak” solutions.
Definition 2.6 An H-valued stochastic process X(·) ∈ CF([0, T ];Lp(Ω;H)) is called a weak
solution to (2.10) if for any t ∈ [0, T ] and ξ ∈ D(A∗),
〈
X(t), ξ
〉
H
=
〈
X0, ξ
〉
H
+
∫ t
0
(〈
X(s), A∗ξ
〉
H
+
〈
F (s,X(s)), ξ
〉
H
)
ds
+
∫ t
0
〈
F˜ (s,X(s)), ξ
〉
H
dW (s), P-a.s.
Definition 2.7 An H-valued stochastic process X(·) ∈ CF([0, T ];Lp(Ω;H)) is called a mild
solution to (2.10) if for any t ∈ [0, T ],
X(t) = S(t)X0 +
∫ t
0
S(t− s)F (s,X(s))ds+
∫ t
0
S(t− s)F˜ (s,X(s))dW (s), P-a.s.
It is easiest to show the well-posedness of (2.10) in the framework of mild solution among
the above three kinds of solutions. Indeed, we have the following result.
Theorem 2.5 Let p ≥ 2. Then, there is a unique mild solution X(·) ∈ CF([0, T ];Lp(Ω;H))
to (2.10). Moreover,
|X(·)|CF([0,T ];Lp(Ω;H)) ≤ C
(|X0|Lp
F0
(Ω;H) + |F (·, 0)|Lp
F
(Ω;L1(0,T ;H)) + |F˜ (·, 0)|Lp
F
(Ω;L2(0,T ;H))
)
.
(2.12)
If p > 2 or {S(t)}t≥0 is a contraction semigroup, then one can get a better regularity
for the mild solution with respect to time, i.e., X(·, ω) ∈ C([0, T ];H), P-a.s. Here we only
consider the latter case.
Theorem 2.6 If A generates a contraction semigroup and p ≥ 1, then (2.10) admits a
unique mild solution X(·) ∈ Lp
F
(Ω;C([0, T ];H)). Moreover,
|X(·)|Lp
F
(Ω;C([0,T ];H)) ≤ C
(|X0|Lp
F0
(Ω;H) + |F (·, 0)|Lp
F
(Ω;L1(0,T ;H)) + |F˜ (·, 0)|Lp
F
(Ω;L2(0,T ;H))
)
.
(2.13)
The following result indicates the space smoothing effect of mild solutions to a class of
stochastic evolutions equations, say the stochastic parabolic equation.
Theorem 2.7 Let p ≥ 1. Assume that A is a self-adjoint, negative definite (unbounded
linear) operator on H. Then, the equation (2.10) admits a unique mild solution X(·) ∈
Lp
F
(Ω;C([0, T ];H)) ∩ Lp
F
(Ω;L2(0, T ;D((−A) 12 ))). Moreover,
|X(·)|Lp
F
(Ω;C([0,T ];H)) + |X(·)|Lp
F
(Ω;L2(0,T ;D((−A) 12 )))
≤ C(|X0|Lp
F0
(Ω;H) + |F (·, 0)|Lp
F
(Ω;L1(0,T ;H)) + |F˜ (·, 0)|Lp
F
(Ω;L2(0,T ;H))
)
.
(2.14)
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Next result gives the relationship between mild and weak solutions to (2.10).
Theorem 2.8 Any weak solution to (2.10) is also a mild solution and vice versa.
Usually, the mild solution does not have enough regularity. For example, when establish-
ing the pointwise identity for Carleman estimate, we need the functions to be second order
differentiable in the sense of weak derivative with respect to the spatial variable. Neverthe-
less, these problems can be solved by the following strategy:
1. Introduce some approximating equations with strong solutions such that the limit of
these strong solutions is the mild or weak solution of the original equation.
2. Obtain the desired properties for these strong solutions.
3. Utilize the density argument to establish the desired properties for the mild/weak
solutions.
There are many methods to implement the above three steps in the setting of deter-
ministic partial differential equations. Roughly speaking, any of these methods, which does
not destroy the adaptedness of the solution, can be applied to stochastic partial differential
equations. Here we only present one approach. Introduce an approximating system of (2.10)
as follows:{
dXλ(t) = AXλ(t)dt +R(λ)F (t, Xλ(t))dt+R(λ)F˜ (t, Xλ(t))dW (t) in (0, T ],
Xλ(0) = R(λ)X0 ∈ D(A).
(2.15)
Here λ ∈ ρ(A), the resolvent set of A, and R(λ) △= λ(λI − A)−1 with I being the identity
operator on H .
Theorem 2.9 For each X0 ∈ LpF0(Ω;H) with p ≥ 2 and λ ∈ ρ(A), the equation (2.15)
admits a unique strong solution Xλ(·) ∈ CF([0, T ];Lp(Ω;H)). Moreover, as λ → ∞, the
solution Xλ(·) converges to X(·) in CF([0, T ];Lp(Ω;H)), where X(·) solves (2.10) in the
sense of the mild solution.
2.5 Backward stochastic evolution equations
Backward stochastic differential equations and more generally, backward stochastic evolution
equations are by-products in the study of stochastic control theory, both of which have
independent interest and been applied in other places.
Let us consider the following H-valued, backward stochastic evolution equation{
dy(t) = −[Ay(t) + F (t, y(t), Y (t))]dt− Y (t)dW (t) in [0, T ),
y(T ) = ξ.
(2.16)
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Here ξ ∈ LpFT (Ω;H) (for some p ≥ 1), F : [0, T ]×Ω×H×H → H is a measurable functionm
satisfying that
F (·, 0, 0) ∈ Lp
F
(Ω;L1(0, T ;H)),
|F (t, y1, z1)− F (t, y2, z2)|H ≤ C(|y1 − y2|H + |z1 − z2|H),
∀ y1, y2, z1, z2 ∈ H, a.e. t ∈ [0, T ], P-a.s.
(2.17)
Similarly to the case of stochastic evolution equations, one introduces below notions of
strong, weak and mild solutions to the equation (2.16).
Definition 2.8 A stochastic process (y(·), Y (·)) ∈ Lp
F
(Ω;C([0, T ];H))× Lp
F
(Ω;L2(0, T ;H))
is called a strong solution to (2.16) if y(t) ∈ D(A) for a.e. (t, ω) ∈ [0, T ] × Ω, Ay(·) ∈
L1,loc
F
(0, T ;H), and for all t ∈ [0, T ],
y(t) = ξ +
∫ T
t
[
Ay(s) + F (s, y(s), Y (s))
]
ds+
∫ T
t
Y (s)dW (s), P-a.s.
Definition 2.9 A stochastic process (y(·), Y (·)) ∈ Lp
F
(Ω;C([0, T ];H))× Lp
F
(Ω;L2(0, T ;H))
is called a weak solution to (2.16) if for any t ∈ [0, T ] and η ∈ D(A∗),
〈 y(t), η 〉H = 〈 ξ, η 〉H +
∫ T
t
〈 y(s), A∗η 〉Hds
−
∫ T
t
〈F (s, y(s), Y (s)), η 〉Hds−
∫ T
t
〈Y (s), η 〉HdW (s), P-a.s.
Definition 2.10 A stochastic process (y(·), Y (·)) ∈ Lp
F
(Ω;C([0, T ];H))×Lp
F
(Ω;L2(0, T ;H))
is called a mild solution to (2.16) if for any t ∈ [0, T ],
y(t) = S(T − t)ξ +
∫ T
t
S(s− t)F (s, y(s), Y (s))ds+
∫ T
t
S(s− t)Y (s)dW (s), P-a.s.
Similar to Theorem 2.5 (but here one needs that the filtration F is natural), one can get
the well-posedness of (2.16) in the sense of mild solution.
Theorem 2.10 Assume that F is the natural filtration generated by W (·). Then, for any
p ≥ 1 and ξ ∈ LpFT (Ω;H), the equation (2.16) admits a unique mild solution (y(·), Y (·)) ∈
Lp
F
(Ω;C([0, T ];H)) ×Lp
F
(Ω;L2(0, T ;H)) satisfying that
|(y, Y )|Lp
F
(Ω;C([0,T ];H))×Lp
F
(Ω;L2(0,T ;H)) ≤ C
(|ξ|Lp
FT
(Ω;H) + |F (·, 0, 0)|Lp
F
(0,T ;H)
)
. (2.18)
Also, similar to Theorem 2.8, we have the following relationship between the weak and
mild solutions to (2.16).
Theorem 2.11 A stochastic process (y, Y ) is a weak solution to (2.16) if and only if it is a
mild solution to the same equation.
12
Similarly to Theorem 2.7, the following result describes the the smoothing effect of mild
solutions to a class of backward stochastic evolution equations.
Theorem 2.12 Let F be the natural filtration generated by W (·), F (·, 0, 0) ∈ L1
F
(0, T ;
L2(Ω;H)), and A be a self-adjoint, negative definite (unbounded linear) operator on H.
Then, for any ξ ∈ L2FT (Ω;H), the equation (2.16) admits a unique mild solution (y(·), Y (·)) ∈(
L2
F
(Ω;C([0, T ]; H)) ∩ L2
F
(0, T ;D((−A) 12 )))× L2
F
(0, T ;H). Moreover,
|y(·)|L2
F
(Ω;C([0,T ];H)) + |y(·)|L2
F
(0,T ;D((−A) 12 )) + |Y (·)|L2F(0,T ;H)
≤ C(|ξ|L2
FT
(Ω;H) + |F (·, 0, 0)|L1
F
(0,T ;L2(Ω;H))
)
.
(2.19)
Similarly to (2.15), we introduce an approximating equation of (2.16) as follows:{
dyλ(t) = −[Ayλ(t) +R(λ)F (t, yλ(t), Y (t))]dt−R(λ)Y λ(t)dW (t) in (0, T ],
yλ(T ) = R(λ)ξ ∈ D(A).
(2.20)
Similarly to Theorem 2.9, we have the following result.
Theorem 2.13 Assume that F is the natural filtration generated by W (·), and F (·, 0, 0) ∈
L1
F
(0, T ; L2(Ω;H)). Then, for each ξ ∈ L2FT (Ω;H) and λ ∈ ρ(A), the equation (2.20) admits
a unique strong solution (yλ(·), Y λ(·)) ∈ L2
F
(Ω;C([0, T ];D(A)))× L2
F
(0, T ;H). Moreover, as
λ → ∞, (yλ(·), Y λ(·)) converges to (y(·), Y (·)) (in L2
F
(Ω;C([0, T ];H)) × L2
F
(0, T ;H)), the
mild solution to (2.16).
Note that, in Theorems 2.10 and 2.12–2.13, we need the filtration F to be natural. For
the general filtration, as we shall see later, we need to employ the stochastic transposition
method (developed in [11, 12, 13]) to show the well-posedness of the equation (2.16).
3 Controllability of stochastic (ordinary) differential
equations
In this section, we assume F the natural filtration generated by W (·).
We begin with the following controlled system governed by a deterministic linear ordinary
differential equation: 
dy(t)
dt
= Ay(t) +Bu(t), t > 0,
y(0) = y0.
(3.1)
In (3.1), A ∈ Rn×n, B ∈ Rn×m (n,m ∈ N), y(·) is the state variable, u(·) is the control
variable, Rn and Rm are respectively the state and control spaces.
Definition 3.1 The system (3.1) is called exactly controllable at time T if for any y0, yT ∈
R
n, there is a control u(·) ∈ L1(0, T ;Rm) such that the solution y(·) to (3.1) satisfies y(T ) =
yT .
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One has the following result:
Theorem 3.1 The system (3.1) is exactly controllable at time T if and only if the Kalman
rank condition holds
rank [B,AB, · · · , An−1B] = n.
Write GT =
∫ T
0
eAtBB⊤eA
⊤tdt. Further, one can show the following result:
Theorem 3.2 If the system (3.1) is exactly controllable at time T , then detGT 6= 0. More-
over, for any y0, yT ∈ Rn, the control
u∗(t) = −B⊤eA⊤(T−t)G−1T (eATy0 − yT )
transfers y0 to yT at time T .
Remark 3.1 From Theorem 3.2, it is easy to see that, if (3.1) is exactly controllable at time
T (by means of L1-(in time) controls), then the same controllability can be achieved by using
analytic-(in time) controls. Actually the same can be said for the case that the control class
L1(0, T ;Rm) in Definition 3.1 is replaced by Lp(0, T ;Rm) for any p ∈ [1,∞]. However, we
shall see a completely different phenomenon evev in the simplest stochastic situation.
Now, let us consider the following controlled system governed by a stochastic linear
ordinary differential equation:{
dy = (Ay +Bu)dt+ (Cy +Du)dW (t) in [0, T ],
y(0) = y0,
(3.2)
where C ∈ Rn×n and D ∈ Rn×m, u(·) is the control (valued in Rm) and x(·) is the state
(valued in Rn).
Definition 3.2 The system (3.2) is called exactly controllable (at time T ) if for any y0 ∈ Rn
and yT ∈ L2FT (Ω;Rn), there exists a control u(·) ∈ L2F(0, T ;Rm) such that the corresponding
solution y(·) ∈ L2
F
(Ω;C([0, T ];Rn)) to (3.2) satisfies that y(T ) = yT .
Define a (deterministic) function η(·) on [0, T ] by
η(t) =
 1, for t ∈
[(
1− 1
22i
)
T,
(
1− 1
22i+1
)
T
)
, i = 0, 1, 2, · · · ,
−1, otherwise.
(3.3)
One can show that ([18]) there exists a constant β > 0 such that∫ T
t
|η(s)− c|2ds ≥ 4β(T − t), for any (c, t) ∈ R× [0, T ]. (3.4)
One has the following result, which provides a necessary condition for the exact control-
lability of (3.2).
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Proposition 3.1 ([18]) If the system (3.2) is exactly controllable, then rankD = n.
Proof : We use the contradiction argument. Assume that the system (3.2) was exactly
controllable for some matrix D with rankD < n. Then, we would find a vector v ∈ Rn with
|v|Rn = 1 such that v ·D = 0.
Let yT =
∫ T
0
η(t)dW (t)v (recall (3.3) for η(·)). Since (3.2) was exactly controllable, there
would exist a control u ∈ L2
F
(0, T ;Rm) such that
yT = y0 +
∫ T
0
[
Ay(t) +Bu(t)
]
dt+
∫ T
0
[
Cy(t) +Du(t)
]
dW (t),
which implies that∫ T
0
η(t)dW (t) = v · y0 +
∫ T
0
v · [Ay(t) +Bu(t)]dt+ ∫ T
0
v · Cy(t)dW (t). (3.5)
Hence, ∫ T
0
[
η(t)− v · Cy(t)]dW (t) = v · y0 + ∫ T
0
v · [Ay(t) +Bu(t)]dt.
Therefore,∫ t
0
[
η(s)− v · Cy(s)]dW (s)
= v · y0 +
∫ t
0
v · [Ay(s) + Bu(s)]ds+ E( ∫ T
t
v · [Ay(s) + Bu(s)]ds∣∣∣Ft).
This gives that∫ T
t
[
η(s)− v · Cy(s)]dW (s)
=
∫ T
t
v · [Ay(s) +Bu(s)]ds− E(∫ T
t
v · [Ay(s) +Bu(s)]ds∣∣∣Ft),
which implies that
E
∫ T
t
∣∣η(s)− v · Cy(s)∣∣2ds
= E
[ ∫ T
t
v · [Ay(s) +Bu(s)]ds− E( ∫ T
t
v · [Ay(s) +Bu(s)]ds∣∣∣Ft)]2
≤ E
[ ∫ T
t
v · [Ay(s) +Bu(s)]ds]2
≤ (T − t)
∫ T
t
∣∣v · [Ay(s) +Bu(s)]∣∣2ds.
(3.6)
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On the other hand, by the inequality (3.4), we have that
E
∫ T
t
∣∣η(s)− v · Cy(s)∣∣2ds
≥ 1
2
E
∫ T
t
∣∣η(s)− v · Cy(T )∣∣2ds− E ∫ T
t
∣∣v · Cy(T )− v · Cy(s)∣∣2ds
≥ 2β(T − t)− E
∫ T
t
∣∣v · Cy(T )− v · Cy(s)∣∣2ds.
(3.7)
By virtue of that y(·) ∈ L2
F
(Ω;C([0, T ];Rn)), there is a t˜ ∈ [0, T ) such that
E
∣∣v · Cy(T )− v · Cy(s)∣∣ ≤ β, for all s ∈ [t˜, T ).
This, together with (3.7) implies that
E
∫ T
t
∣∣η(s)− v · Cy(s)∣∣2ds ≥ β(T − t), for all t ∈ [t˜, T ). (3.8)
From (3.6) and (3.8), we have that
β ≤
∫ T
t
∣∣ v · [Ay(s) +Bu(s)]∣∣2ds, for all t ∈ [t˜, T ),
which leads to a contradiction.
Proposition 3.2 If the system (3.2) is exactly controllable at time T , then (A,B) fulfills
the Kalman rank condition.
Proof : Let y˜ = Ey, where y is a solution to (3.2) with some y0 ∈ Rn and u(·) ∈
L2
F
(0, T ;Rm). Then y˜ solves 
dy˜
dt
= Ay˜ +BEu in [0, T ],
y˜(0) = y0.
(3.9)
Since (3.2) is exactly controllable, we see that (3.9) is exactly controllable. Hence, (A,B)
fulfills the Kalman rank condition.
By means of Propositions 3.1–3.2, it follows that we should assume that rankD = n and
(A,B) fulfills the Kalman rank condition if we expect the exact controllability of the system
(3.2) in the sense of Definition 3.2.
Since rankD = n, it is easy to see that n ≤ m, and we can find two matrices K1 ∈ Rm×m
and K2 ∈ Rm×n such that DK1 = (In, 0) and that DK2 = −C. Introducing a simple linear
transformation
u = K1
(
v2
v1
)
+K2y,
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where v1 ∈ L2F(0, T ;Rm−n) and v2 ∈ L2F(0, T ;Rn) , we see that the system (3.2) is reduced
to the following system{
dy = (A1y + A2v2 +B1v1)dt+ v2dW (t) in [0, T ],
y(0) = y0,
(3.10)
where
A1 = A+BK2, A2 ∈ Rn×n, B1 ∈ Rn×(m−n) and A2v2 +B1v1 = BK1
(
v2
v1
)
.
In order to deal with the exact controllability problem for (3.10), we consider the following
controlled backward stochastic differential system:{
dy = (A1y + A2Y +B1v)dt+ Y dW (t) in [0, T ],
y(T ) = yT ,
(3.11)
where yT ∈ L2FT (Ω;Rn), v ∈ L2F(0, T ;Rm−n) is the control variable.
Definition 3.3 The system (3.11) is called exactly controllable (at time 0) if for any yT ∈
L2FT (Ω; R
n) and y0 ∈ Rn, there is a control v ∈ L2F(0, T ;Rn×(m−n)) such that the correspond-
ing solution (y(·), Y (·)) ∈ L2
F
(Ω;C([0, T ];Rn))× L2
F
(0, T ;Rn) to (3.11) satisfies y(0) = y0.
It is easy to show the following result:
Proposition 3.3 The system (3.10) is exactly controllable at time T if and only if the system
(3.11) is exactly controllable at time 0.
The dual equation of the system (3.11) is the following stochastic ordinary differential
equation: {
dz = −A⊤1 zdt− A⊤2 zdW (t) in [0, T ],
z(0) = z0 ∈ Rn.
(3.12)
Similar to Theorem 3.1, one can show the following result:
Theorem 3.3 The following statements are equivalent:
1) The system (3.11) is exactly controllable at time 0;
2) All solutions to (3.12) satisfy the following observability estimate:
|z0|2 ≤ CE
∫ T
0
|B⊤1 z(t)|2dt, ∀ z0 ∈ Rn; (3.13)
3) Solutions to (3.12) enjoy the following observability:
B⊤1 z(·) ≡ 0 in (0, T ), a.s. ⇒ z0 = 0; (3.14)
4) The following rank condition holds:
rank [B1, A1B1, A2B1, A
2
1B1, A1A2B1, A
2
2B, A2A1B1, · · · ] = n. (3.15)
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Proof : By means of the classical duality argument, it is easy to show that “1)⇐⇒2)”.
The proof of “2)⇐⇒3)” is easy.
“4)=⇒3)”. We use an idea from the proof of [18, Theorem 3.2]. Let us assume that
B⊤1 z(·) ≡ 0 in (0, T ), a.s. for some z0 ∈ Rn. Then,
B⊤1 z(t) = B
⊤
1 z0 +
∫ t
0
B⊤1 A
⊤
1 z(s)ds+
∫ t
0
B⊤1 A
⊤
2 z(s)dW (s) = 0, ∀ t ∈ (0, T ).
Therefore, we have that
B⊤1 z0 = 0, B
⊤
1 A
⊤
1 z ≡ 0, B⊤1 A⊤2 z ≡ 0. (3.16)
Hence B⊤1 A
⊤
1 z0 = B
⊤
1 A
⊤
2 z0 = 0.
Noticing that z(·) solves (3.12), we have that
z(t) = z0 +
∫ t
0
A⊤1 z(s)ds+
∫ t
0
A⊤2 z(s)dW (s).
This together with (3.16) implies that
B⊤1 A
⊤
1 z = B
⊤
1 A
⊤
1 z0 +
∫ t
0
B⊤1 A
⊤
1 A
⊤
1 z(s)ds+
∫ t
0
B⊤1 A
⊤
1 A
⊤
2 z(s)dW (s) = 0,
and
B⊤1 A
⊤
2 z = B
⊤
1 A
⊤
2 z0 +
∫ t
0
B⊤1 A
⊤
2 A
⊤
1 z(s)ds+
∫ t
0
B⊤1 A
⊤
2 A
⊤
2 z(s)dW (s) = 0,
which are equivalent to
B⊤1 A
⊤
1 A
⊤
1 z ≡ B⊤1 A⊤1 A⊤2 z ≡ B⊤1 A⊤2 A⊤1 z ≡ B⊤1 A⊤2 A⊤2 z ≡ 0,
and implies that B⊤1 A
⊤
1 A
⊤
2 z0 = B
⊤
1 A
⊤
1 A
⊤
1 z0 = B
⊤
1 A
⊤
2 A
⊤
1 z0 = B
⊤
1 A
⊤
2 A
⊤
2 z0 = 0.
Utilizing the above argument, by induction, we can conclude that
z⊤0 [B1, A1B1, A2B1, A
2
1B1, A1A2B1, A
2
2B, A2A1B1, · · · ] = 0. (3.17)
By (3.15) and (3.17), it follows that z0 = 0.
“3)=⇒4)”. We use the contradiction argument. Assume that (3.15) was false. Then, we
could find a nonzero z0 ∈ Rn satisfying (3.17). For this z0, denote by z(·) the corresponding
solution to (3.12). Clearly, z(·) can be approximated (in L2
F
(Ω;C([0, T ];Rn))) by the Picard
sequence {zk(·)}∞k=0 defined as follows
z0(·) = z0,
zk(·) = z0 +
∫ ·
0
A⊤1 zk−1(s)ds+
∫ ·
0
A⊤2 zk−1(s)dW (s), k ∈ N.
(3.18)
By (3.17) and (3.18), via a direct computation, one can show that
B⊤1 zk(·) = 0, k = 0, 1, 2, · · · . (3.19)
By (3.19), we deduce that B⊤1 z(·) ≡ 0 in (0, T ). Hence, by (3.14), it follows that z0 = 0,
which is a contradiction.
As a consequence of Theorem 3.3, we have the following characterization for the exact
controllability of (3.10) (and hence also for that of (3.2)).
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Corollary 3.1 ([18]) The system (3.10) is exactly controllable at time T if and only if the
rank condition (3.15) holds.
In the above, we introduce two (different) controls v1 and v2 in the system (3.10), and
both v1 and v2 are L
2-(in time). Is it possible to introduce only one control or to use other
class of controls?
We consider the simplest one-dimensional controlled “stochastic” differential equation as
follows {
dy(t) = u(t)dt,
y(0) = y0.
(3.20)
We say that the system (3.20) is exactly controllable if for any y0 ∈ R and yT ∈ L2FT (Ω),
there exists a control u(·) ∈ L1
F
(0, T ;L2(Ω)) such that the corresponding solution y(·) satisfies
y(T ) = yT .
It is showed in [10] that the system (3.20) is exactly controllable at any time T > 0 (by
means of L1
F
(0, T ;L2(Ω))-controls).
On the other hand, surprisingly, in virtue of Proposition 3.1, the system (3.20) is NOT
exactly controllable if one is confined to use admissible controls u(·) in L2
F
(0, T ;L2(Ω))!
Further, the authors in [10] showed that the system (3.20) is NOT exactly controllable,
either provided that one uses admissible controls u(·) in Lp
F
(0, T ;L2(Ω)) for any p ∈ (1,∞].
To the best of our knowledge, unlike the deterministic case, there exists no universally
accepted notion for stochastic controllability so far. Motivated by the above example, we
introduced a corrected formulation for the exact controllability of stochastic differential equa-
tions.
Definition 3.4 The system (3.2) is called exactly controllable if for any y0 ∈ Rn and
yT ∈ L2FT (Ω;Rn), one can find a control u(·) ∈ L1F(0, T ;L2(Ω;Rm)) such that Du(·, ω) ∈
L2(0, T ;Rn), a.e. ω ∈ Ω, and the corresponding solution y(·) to (3.2) satisfies y(T ) = yT .
The above definition seems to be a reasonable notion for exact controllability of stochas-
tic differential equations. Nevertheless, a complete study on this problem is still under
consideration and it does not seem to be easy.
One may think that the requirement of exact controllability for (3.2) is too strong. How
about the null/approximate controllability? Consider the following two weaker notions of
controllability.
Definition 3.5 The system (3.2) is called null controllable (at time T ) if for any y0 ∈ Rn,
there exists a control u(·) ∈ L2
F
(0, T ;Rm) such that the corresponding solution y(·) to (3.2)
satisfies y(T ) = 0.
Definition 3.6 The system (3.2) is called approximately controllable (at time T ) if for any
y0 ∈ Rn, yT ∈ L2FT (Ω;Rn) and ε > 0, there exists a control u(·) ∈ L2F(0, T ;Rm) such that the
corresponding solution y(·) to (3.2) satisfies |y(T )− yT |L2
FT
(Ω;Rn) < ε.
We shall show below that there exists no any rank condition for the null/approximate
controllability of (3.2). In fact, if there is a such kind of rank condition, then it should has
the following properties:
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• It is robust with respect to perturbations small enough;
• The system (3.2) is null/approximately controllable at time T for any T > 0.
However, as pointed in [15], such properties cannot be held. In fact, consider the following
2-dimensional stochastic differential system:
dy1 = y2dt+ εy2dW (t) in [0, T ],
dy2 = udt in [0, T ],
y1(0) = y10, y2(0) = y20,
(3.21)
where (y10, y20) ∈ R2, u(·) ∈ L1F(0, T ;L2(Ω)) is the control variable, ε is a parameter. Clearly,
if ε = 0, then (3.21) is null controllable. If the above two properties held, then there would
exist an ε0 > 0 such that for all ε ∈ [−ε0, ε0] and T > 0, (3.21) is null controllable. Let us
take y10 = 0, y20 = 1, ε = ε0 and T =
ε20
2
. Since (3.21) is null controllable at T =
ε20
2
, then
y1
(ε20
2
)
=
∫ ε20
2
0
y2dt+ ε0
∫ ε20
2
0
y2dW (t) = 0.
Thus,
E
∣∣∣ ∫ ε202
0
y2dt
∣∣∣2 = E∣∣∣ε0 ∫ ε
2
0
2
0
y2dW (t)
∣∣∣2 = ε20 ∫ ε
2
0
2
0
E|y2|2dt. (3.22)
On the other hand,
E
∣∣∣ ∫ ε202
0
y2dt
∣∣∣2 ≤ E∣∣∣( ∫ ε202
0
1dt
)(∫ ε20
2
0
|y2|2dt
)∣∣∣ ≤ ε20
2
∫ ε20
2
0
E|y2|2dt. (3.23)
It follows from (3.22) and (3.23) that
∫ ε20
2
0
E|y2|2dt = 0, which contradicts the choice of y2(0).
Next, we consider the approximate controllability. For this purpose, we introduce the
following backward stochastic differential equation:
dz1 = Z1dW (t) in [0, T ],
dz2 = −(z1 + εZ1)dt+ Z2dW (t) in [0, T ],
z1(T ) = z1T , z2(T ) = z2T ,
(3.24)
where (z1T , z2T ) ∈ L2FT (Ω;R2). By the classical duality argument, it is easy to show that the
approximate controllability of (3.21) is equivalent to the following observability of (3.24): If
z2(·) = 0, then (z1(·), Z1(·), z2(·), Z2(·)) = (0, 0, 0, 0).
If ε = 0 and z2(·) = 0, then we
−
∫ t
0
z1(s)ds+
∫ t
0
Z2(s)dW (s) = 0, for all t ∈ [0, T ].
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This, together with the uniqueness of the decomposition of semimartingale (See [21, page
358]), implies that z1(·) = Z2(·) = 0. Then, by the first equation in (3.24), we see that
Z1(·) = 0. Therefore, we conclude that (3.21) is approximately controllable if ε = 0.
However, if ε 6= 0, then it is easy to check that
(z1(t), Z1(t), z2(t), Z2(t)) =
(
exp
{
−W (t)
ε
− t
2ε2
}
,−1
ε
exp
{
−W (t)
ε
− t
2ε2
}
, 0, 0
)
is a solution to (3.24) with (z1T , z2T ) =
(
exp
{
−W (T )
ε
− T
2ε2
}
,−1
ε
exp
{
−W (T )
ε
− T
2ε2
})
.
Hence, the above observability of (3.24) does not hold. Therefore, (3.21) is not approxi-
mately controllable whenever ε 6= 0.
Generally speaking, when n > 1, the controllability for the linear system (3.2) is far
from well-understood. Actually, in our opinion, compared to the deterministic case, the
controllability/observability for stochastic differential equations is at its enfant stage.
4 Pontryagin-type maximum principle for controlled
stochastic (ordinary) differential equations
The first order necessary optimality condition, i.e., Pontryagin-type maximum principle,
for optimal control problems for stochastic (ordinary) differential equations is by now well-
understood (at least when there exist no endpoint constraints). When F is the natural
filtration, the general stochastic maximum principle was established in [18]. In this section,
we do not assume that F is the natural filtration. Thus, we cannot use the classical well-
posedness theory of backward stochastic differential equations. A key point is that we need
to use the stochastic transposition method, developed in [11].
Let U be a separable metric space with its metric d(·, ·). Put
U [0, T ] ,
{
u(·) : [0, T ]→ U
∣∣∣ u(·) is F-adapted}.
We assume the following condition.
(A1) Suppose that a(·, ·, ·) : [0, T ]×Rn×U → Rn and b(·, ·, ·) : [0, T ]×Rn×U → Rn are two
functions satisfying: i) For any (x, u) ∈ Rn × U , the functions a(·, x, u) : [0, T ] → Rn and
b(·, x, u) : [0, T ]→ Rn are Lebesgue measurable; ii) For any (t, x) ∈ [0, T ]×Rn, the functions
a(t, x, ·) : U → Rn and b(t, x, ·) : U → Rn are continuous; and iii) There is a constant CL > 0
such that for all (t, x1, x2, u) ∈ [0, T ]× Rn × Rn × U ,{ |a(t, x1, u)− a(t, x2, u)|Rn + |b(t, x1, u)− b(t, x2, u)|Rn ≤ CL|x1 − x2|Rn,
|a(t, 0, u)|Rn + |b(t, 0, u)|Rn ≤ CL.
(4.1)
Let us consider the following controlled stochastic differential equation:{
dx = a(t, x, u)dt+ b(t, x, u)dW (t) in [0, T ],
x(0) = x0,
(4.2)
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where u ∈ U [0, T ] and x0 ∈ LpF0(Ω;Rn) for a given p ≥ 2. Under the assumption (A1), it is
easy to show that the equation (4.2) is well-posed in the sense of adapted solutions in the
space Lp
F
(Ω;C([0, T ];Rn)).
Also, we need the following condition:
(A2) Suppose that g(·, ·, ·) : [0, T ] × Rn × U → R and h(·) : Rn → R are two functions
satisfying: i) For any (x, u) ∈ Rn × U , the function g(·, x, u) : [0, T ] → R is Lebesgue
measurable; ii) For any (t, x) ∈ [0, T ] × Rn, the function g(t, x, ·) : U → R is continuous;
and iii) For all (t, x1, x2, u) ∈ [0, T ]× Rn × Rn × U ,{ |g(t, x1, u)− g(t, x2, u)|Rn + |h(x1)− h(x2)|Rn ≤ CL|x1 − x2|Rn,
|g(t, 0, u)|Rn + |h(0)|Rn ≤ CL.
(4.3)
Define a cost functional J (·) (for the controlled system (4.2)) as follows:
J (u(·)) , E
[ ∫ T
0
g(t, x(t), u(t))dt+ h(x(T ))
]
, ∀ u(·) ∈ U [0, T ], (4.4)
where x(·) is the corresponding solution to (4.2).
Let us consider the following optimal control problem for the system (4.2):
Problem (OPF) Find a u¯(·) ∈ U [0, T ] such that
J (u¯(·)) = inf u(·)∈U [0,T ]J (u(·)). (4.5)
Any u¯(·) satisfying (4.5) is called an optimal control. The corresponding state process x¯(·)
is called an optimal state (process), and (x¯(·), u¯(·)) is called an optimal pair.
Furthermore, we impose the following assumption.
(A3) The functions a(t, x, u), b(t, x, u), g(t, x, u) and h(x) are C2 in x, and for ϕ(t, x, u) =
b(t, x, u), σ(t, x, u), f(t, x, u), h(x) and any t ∈ [0, T ], x, x̂ ∈ Rn and u, û ∈ U , it holds that
|ϕ(t, x, u)− ϕ(t, x̂, û)| ≤ CL
(|x− x̂|+ d(u, û)),
|ϕ(t, 0, u)| ≤ CL,
|ϕx(t, x, u)− ϕx(t, x̂, û)| ≤ CL
(|x− x̂|+ d(u, û)),
|ϕxx(t, x, u)− ϕxx(t, x̂, û)| ≤ CL
(|x− x̂|+ d(u, û)).
Suppose that (x¯(·), u¯(·)) is a given optimal pair. Similar to the corresponding determin-
istic setting, one introduces the following first order adjoint equation (which is however a
backward stochastic differential equation in the stochastic case):
dy(t) =−[ax(t, x¯(t), u¯(t))⊤y(t)+bx(t, x¯(t), u¯(t))⊤Y (t)−gx(t, x¯(t), u¯(t))]dt
+Y (t)dW (t) in [0, T ],
y(T ) = −hx(x¯(T )).
(4.6)
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Next, to establish the desired maximum principle for stochastic controlled systems with
control-dependent diffusion and possibly nonconvex control domains, one has to introduce
an additional second order adjoint equation as follows:
dP (t)=−
[
ax(t, x¯(t), u¯(t))
⊤P (t)+P (t)ax(t, x¯(t), u¯(t))+bx(t, x¯(t), u¯(t))⊤P (t)bx(t, x¯(t), u¯(t))
+bx(t, x¯(t), u¯(t))
⊤Q(t)+Q(t)bx(t, x¯(t), u¯(t))+Hxx(t, x¯(t), u¯(t), y(t), Y (t))
]
dt
+Q(t)dW (t) in [0, T ),
P (T ) = −hxx(x¯(T )).
(4.7)
In (4.7), the Hamiltonian H(·, ·, ·, ·, ·) is defined by
H(t, x, u, y1, y2) = 〈 y1, a(t, x, u) 〉Rn + 〈 y2, b(t, x, u) 〉Rn −g(t, x, u),
(t, x, u, y1, y2) ∈ [0, T ]× Rn × U × Rn × Rn.
Since we do not assume that F is the natural filtration, the equations (4.6)/(4.7) may
not have classical adapted solutions. We need to introduce below the notion of transposition
solutions to the following backward stochastic differential equation:{
dy(t) = f(t, y(t), Y (t))dt+ Y (t)dW (t) in [0, T ],
y(T ) = yT ,
(4.8)
where yT ∈ LpFT (Ω;Rn), f(·, ·, ·) satisfies f(·, 0, 0) ∈ LpF(Ω;L1(0, T ;Rn)), and
|f(t, p1, q1)− f(t, p2, q2)|Rn ≤ CL(|p1 − p2|Rn + |q1 − q2|Rn),
t ∈ [0, T ], P-a.s., ∀ p1, p2, q1, q2 ∈ Rn.
(4.9)
In order to define the transposition solution to (4.8), for any t ∈ [0, T ], we consider the
following linear stochastic differential equation{
dz(τ) = u(τ)dτ + v(τ)dW (τ), τ ∈ (t, T ],
z(t) = η.
(4.10)
For any given u(·) ∈ L1
F
(t, T ;Lq(Ω;Rn)), v(·) ∈ Lq
F
(Ω;L2(t, T ;Rn)) and η ∈ LqFt(Ω;Rn), the
equation (4.10) admits a unique adapted solution z(·) ∈ Lq
F
(Ω;C([t, T ];Rn)). Now, if the
equation (4.8) admits an adapted solution (y(·), Y (·)) ∈ Lp
F
(Ω;C([0, T ];Rn))×Lp
F
(0, T ;L2(Ω;
Rn)), then, applying Itoˆ’s formula to 〈 z(t), y(t)〉
Rn
, it is easy to check that
E 〈 z(T ), yT 〉Rn − E 〈 η, y(t)〉Rn
= E
∫ T
t
〈 z(τ), f(τ, y(τ), Y (τ))〉
Rn
dτ + E
∫ T
t
〈u(τ), y(τ)〉
Rn
dτ + E
∫ T
t
〈 v(τ), Y (τ)〉
Rn
dτ.
(4.11)
This inspires us to introduce the following new notion of solution to the equation (4.8).
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Definition 4.1 We call (y(·), Y (·))∈DF([0, T ];Lp(Ω;Rn))×LpF(Ω;L2(0, T ;Rn)) a transposi-
tion solution to (4.8) if the identity (4.11) holds for any t ∈ [0, T ], u(·) ∈ L1
F
(t, T ;Lq(Ω;Rn)),
v(·) ∈ Lq
F
(Ω;L2(t, T ;Rn)) and η ∈ LqFt(Ω;Rn).
We have the following well-posedness result for (4.8) in the sense of transposition solution.
Theorem 4.1 ([11]) For any given yT ∈ LpFT (Ω;Rm), the equation (4.8) admits a unique
transposition solution (y(·), Y (·)) ∈ DF([0, T ];Lp(Ω;Rm)) × LpF(Ω;L2(0, T ;Rm)). Further-
more,
|(y(·), Y (·))|DF([0,T ];Lp(Ω;Rm))×LpF(Ω;L2(0,T ;Rm))
≤ C
[
|f(·, 0, 0)|Lp
F
(Ω;L1(0,T ;Rm)) + |yT |Lp
FT
(Ω;Rm)
]
.
(4.12)
By means of the transposition solutions (y(·), Y (·)) and (P (·), Q(·)) respectively to (4.6)
and (4.7) (guaranteed by Theorem 4.1), we can establish the following Pontryagin-type
maximum principle for Problem (OPF).
Theorem 4.2 ([11]) Let (A1)–(A3) hold and x0 ∈ Rn. Let (x¯(·), u¯(·)) be an optimal pair of
Problem (OPF). Then
H(t, x¯(t), u¯(t), y(t), Y (t))−H(t, x¯(t), u, y(t), Y (t))
−1
2
〈
P (t)
[
b(t, x¯(t), u¯(t))− b(t, x¯(t), u)], b(t, x¯(t), u¯(t))− b(t, x¯(t), u)〉
Rn
≥ 0, ∀ u ∈ U, a.e. t ∈ [0, T ], P-a.s.
(4.13)
Sketch of the proof of Theorem 4.2 : Since the detailed proof of Theorem 4.2 is
too lengthy, we shall give below only a sketch to show some key points for establishing the
stochastic maximum principle.
Fix any u(·) ∈ U [0, T ] and ε > 0, let
uε(t) =
{
u¯(t), t ∈ [0, T ] \ Eε,
u(t), t ∈ Eε,
where Eε ⊆ [0, T ] is a measurable set with Lebesgue measure |Eε| = ε. For ϕ = a, b and f ,
we set {
ϕx(t) = ϕx(t, x¯(t), u¯(t)), ϕxx(t) = ϕxx(t, x¯(t), u¯(t)),
δϕ(t) = ϕ(t, x¯(t), u(t))− ϕ(t, x¯(t), u(t)). (4.14)
Let xε1(·) and xε2(·) solve respectively the following stochastic differential equations{
dxε1(t) = ax(t)x
ε
1(t)dt +
[
bx(t)x
ε
1(t) + χEε(t)δb(t)
]
dW (t) in [0, T ],
xε1(0) = 0,
(4.15)
and
dxε2(t) =
[
ax(t)x
ε
2(t) + χEε(t)δa(t) +
1
2
axx(t)
(
xε1(t), x
ε
1(t)
)]
dt
+
[
bx(t)x
ε
2(t) + χEε(t)δbx(t)x
ε
1(t) +
1
2
bxx(t)
(
xε1(t), x
ε
1(t)
)]
dW (t) in [0, T ],
xε2(0) = 0.
(4.16)
24
Then, by some lengthy but direct computations, one can obtain that
J (uε(·))− J (u(·))
= E
〈
hx(x¯(T )), x
ε
1(T ) + x
ε
2(T )
〉
Rn
+
1
2
E
〈
hxx(x(T ))x
ε
1(T ), x
ε
1(T )
〉
Rn
+E
∫ T
0
{〈
gx(t), x
ε
1(t)+x
ε
2(t)
〉
Rn
+
1
2
〈
gxx(t)x
ε
1(t), x
ε
1(t)
〉
Rn
+χEε(t)δg(t)
}
dt + o(ε).
(4.17)
By means of the fact that (y(·), Y (·)) is the transposition solution to the equation (4.6) with
p = 2, we find that
−E〈hx(x¯(T )), xε1(T )〉Rn = E ∫ T
0
[〈
gx(t), x
ε
1(t)
〉
Rn
+ χEε(t)
〈
δb(t), Y (t)
〉
Rn
]
dt, (4.18)
and
−E〈hx(x¯(T )), xε2(T )〉Rn
= E
∫ T
0
{〈
gx(t), x
ε
2(t)
〉
Rn
+
1
2
[〈
y(t), axx(t)
(
xε1(t), x
ε
1(t)
)〉
Rn
+
〈
Y (t), bxx(t)
(
xε1(t), x
ε
1(t)
)〉
Rn
]
+χEε(t)
[〈
y(t), δa(t)
〉
Rn
+
〈
Y (t), δbx(t)x
ε
1(t)
〉
Rn
]}
dt.
(4.19)
Further, put xε3(t) = x
ε
1(t)x
ε
1(t)
⊤(∈ Rn×n). A direct computation shows that xε3(·) solves
dxε3(t)=
{
ax(t)x
ε
3(t) + x
ε
3(t)ax(t)
⊤ + bx(t)xε3(t)bx(t)
⊤ + χEε(t)δb(t)δb(t)
⊤
+χEε(t)
[
bx(t)x
ε
1(t)δb(t)
⊤ + δb(t)xε1(t)
⊤bx(t)⊤
]}
dt
+
[
bx(t)x
ε
3(t)+x
ε
3(t)bx(t)
⊤+χEε(t)
(
δb(t)xε1(t)
⊤+xε1(t)δb(t)
⊤
)]
dW (t) in (0, T ],
xε3(0) = 0.
(4.20)
Utilizing the fact that (P (·), Q(·)) is the transposition solution to the equation (4.7) with
p = 4, and noting that the inner product defined in Rn×n is tr (P1P⊤2 ) for P1, P2 ∈ Rn×n, we
find that
−Etr [hxx(x¯(T ))xε3(T )]
= E
∫ T
0
tr
[
χEε(t)δb(t)
⊤P (t)δb(t)−Hxx(t, x¯(t), u¯(t), y(t), Y (t))xε3(t)
]
dt+ o(ε),
which gives that
−E〈hxx(x¯(T ))xε1(T ), xε1(T )〉Rn
= E
∫ T
0
[
χEε(t)
〈
P (t)δb(t), δb(t)
〉
Rn
− 〈Hxx(t, x¯(t), u¯(t), y(t), Y (t))xε1(t), xε1(t)〉Rn]dt+ o(ε).
(4.21)
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From (4.17)–(4.21), we obtain that
J (uε(·))− J (u¯(·))
= E
∫ T
0
χEε(t)
{[
H(t, x¯(t), u(t), y(t), Y (t))−H(t, x¯(t), u¯(t), y(t), Y (t))]
−1
2
〈
P (t)
[
b(t, x¯(t), u(t))− b(t, x¯(t), u¯(t))], b(t, x¯(t), u(t))− b(t, x¯(t), u¯(t))〉
Rn
}
dt+ o(ε).
(4.22)
Since u¯(·) is the optimal control, we have J (uε(·))−J (u¯(·)) ≥ 0. This, together with (4.22),
yields that
E
∫ T
0
χEε(t)
{[
H(t, x¯(t), u(t), y(t), Y (t))−H(t, x¯(t), u¯(t), y(t), Y (t))]
−1
2
〈
P (t)
[
b(t, x¯(t), u(t))−b(t, x¯(t), u¯(t))], b(t, x¯(t), u(t))−b(t, x¯(t), u¯(t))〉
Rn
}
dt
≥ o(ε),
(4.23)
which leads to (4.13).
For some optimal controls, it may happen that the first-order necessary conditions turn
out to be trivial. When an optimal control is singular, the first-order necessary condition
cannot provide enough information for the theoretical analysis and numerical computation,
and therefore one needs to study the second order necessary conditions. Quite different from
the deterministic setting, there exist some essential difficulties in deriving the pointwise
second-order necessary condition from an integral-type one when the diffusion term of the
control system contains the control variable, even for the case of convex control constraint
(see the first four paragraphs of subsection 3.2 in [24] for a detailed explanation). In [24, 25],
these difficulties were overcome by means of some technique from the Malliavin calculus,
and some pointwise second-order necessary conditions for stochastic optimal controls were
established, even for the general case when the control region is nonconvex but the full
picture is still quite unclear (see [2] for some recent progresses).
5 Controllability of stochastic differential equations in
infinite dimensions: An analysis of a typical equation
This section is devoted to studying the controllability of stochastic differential equations in
infinite dimensions. Since the stochastic controllability problem is even less understood in
finite dimensions, we shall concentrate only on a typical equation, i.e., a stochastic parabolic
system. Our main results can be described as follows:
• When the coefficients of the underlying system are space-independent, using the spec-
tral method, we show the null/approximate controllability using only one control ap-
plied to the drift term;
• The null/approximate controllability of general stochastic parabolic systems with two
controls are shown by means of duality argument.
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In each of the above cases, we shall explain the main differences between the deterministic
problem and its stochastic counterpart.
5.1 Formulation of the problem
Throughout this section, we assume that F is the natural filtration generated by W (·),
G ⊂ Rn (n ∈ N) is a given bounded domain with a C∞ boundary Γ, and G0 is a given
nonempty open subset of G. Denote by χG0 the characteristic function of G0 in G. Put
Q
△
= (0, T )×G, Σ △= (0, T )×Γ and Q0 △= (0, T )×G0. Also, we assume that ajk : G→ Rn×n
(j, k = 1, 2, · · · , n) satisfies ajk ∈ C1(G)), ajk = akj, and for some s0 > 0,
n∑
j,k=1
ajk(x)ξjξk ≥ s0|ξ|2, ∀ (x, ξ) ≡ (x1, · · · , xn, ξ1, · · · , ξn) ∈ G× Rn. (5.1)
Let us fix an m ∈ N and consider the following controlled stochastic parabolic system:
dy −
n∑
j,k=1
(ajkyxj)xkdt =
( n∑
j=1
a1jyxj + a2y + χG0u
)
dt+ (a3y + v) dW (t) in Q,
y = 0 on Σ,
y(0) = y0 in G,
(5.2)
where {
a1j ∈ L∞F (0, T ;W 1,∞(G;Rm×m)), j = 1, 2, · · · , n,
a2 ∈ L∞F (0, T ;L∞(G;Rm×m)), a3 ∈ L∞F (0, T ;L∞(G;Rm×m)). (5.3)
In the system (5.2), the initial state y0 ∈ L2F0(Ω;L2(G;Rm)), y is the state variable, and the
control variable consists of a pair (u, v) ∈ L2
F
(0, T ;L2(G0; R
m))× L2
F
(0, T ;L2(G;Rm)).
We first recall the following well-posedness result for the equation (5.2). The proof can
be found in [1, Chapter 6] and [14, Chapter 3].
Lemma 5.1 Let a1j ∈ L∞F (0, T ;L∞(G;Rm×m)) for j = 1, 2, · · · , n, and a2 and a3 be given
as in (5.3). Then, for any y0 ∈ L2(G;Rm) and (u, v) ∈ L2F(0, T ;L2(G0;Rm)) × L2F(0, T ;
L2(G;Rm)), the system (5.2) admits a unique weak solution y ∈ L2
F
(Ω;C([0, T ];L2(G;Rm)))∩
L2
F
(0, T ;H10(G;R
m)). Moreover,
|y|L2
F
(Ω;C([0,T ];L2(G;Rm)))∩L2
F
(0,T ;H10 (G;R
m))
≤ C(|y0|L2(G;Rm) + |(u, v)|L2
F
(0,T ;L2(G0;Rm))×L2F(0,T ;L2(G;Rm))
)
.
(5.4)
Definition 5.1 The system (5.2) is said to be null controllable if for any y0 ∈ L2(G;Rm),
there exists a pair of (u, v) ∈ L2
F
(0, T ;L2(G0;R
m)) × L2
F
(0, T ;L2(G;Rm)) such that the cor-
responding solution to (5.2) fulfills that y(T ) = 0, P-a.s.
Note that we introduce two controls u and v in (5.2). In view of the controllability
result for the deterministic parabolic equation, it is more natural to use only one control and
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consider the following controlled stochastic parabolic system (which is a special case of (5.2)
with v ≡ 0):
dy −
n∑
j,k=1
(ajkyxj)xkdt =
( n∑
j=1
a1jyxj + a2y + χG0u
)
dt+ a3ydW (t) in Q,
y = 0 on Σ,
y(0) = y0 in G.
(5.5)
It is easy to see that, the dual system of both (5.2) and (5.5) is the following backward
stochastic parabolic system:
dz +
n∑
j,k=1
(ajkzxj )xkdt =
[ n∑
j=1
(
a⊤1jz
)
xj
− a⊤2 z − a⊤3 Z
]
dt+ ZdW (t) in Q,
z = 0 on Σ,
z(T ) = zT in G.
(5.6)
We have the following well-posedness result for the equation (5.6) (See [14, Chapter 4]
for example).
Proposition 5.1 Under the condition (5.3), for any zT ∈ L2FT (Ω;L2(G; Rm)), the sys-
tem (5.6) admits one and only one weak solution (z, Z) ∈ (L2
F
(Ω;C([0, T ];L2(G;Rm)))⋂
L2
F
(0, T ;H10(G;R
m))
) ×L2
F
(0, T ;L2(G;Rm)). Moreover, for any t ∈ [0, T ],
|(z(·), Z(·))|(L2F(Ω;C([0,t];L2(G;Rm)))∩L2F(0,t;H10 (G;Rm)))×L2F(0,t;L2(G;Rm)) ≤ C|z(t)|L2Ft (Ω;L2(G;Rm)).
(5.7)
In order to obtain the null controllability of (5.5), we need to prove that solutions to the
system (5.6) satisfy the following observability estimate:
|z(0)|L2
F0
(Ω;L2(G;Rm)) ≤ C|z|L2
F
(0,T ;L2(G0;Rm)), ∀ zT ∈ L2FT (Ω;L2(G;Rm)). (5.8)
Unfortunately, at this moment, we are not able to prove the observability estimate (5.8)
for the general case. Instead, we obtain a weak version of (5.8), i.e., a weak observability
estimate (for the system (5.6)) in Theorem 5.4 (See Subsection 5.3). By duality, Theorem
5.4 implies the null controllability of (5.2).
There exists a main difficulty to establish (5.8), that is, though the correction term
“Z” plays a “coercive” role for the well-posedness of (5.6), it seems to be a “bad” (non-
homogeneous) term when one tries to prove (5.8) using the global Carleman estimate.
Nevertheless, based on the spectral method, for some special case, we are able to show
the controllability of (5.5).
5.2 Controllability of a class of stochastic parabolic systems
In this subsection, we show that when the coefficients of the stochastic parabolic system are
space-independent, it is null/approximately controllable using only one control applied to
the drift term. These results were first proved in [8].
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We consider the following stochastic parabolic system:
dy −
n∑
j,k=1
(ajkyxj)xkdt = [a(t)y + χE(t)χG0(x)u]dt+ b(t)ydW (t) in Q,
y = 0 on Σ,
y(0) = y0 in G,
(5.9)
where a(·) ∈ L∞
F
(0, T ;Rm×m) and b(·) ∈ L∞
F
(0, T ;Rm×m) are given, E is a fixed Lebesgue
measurable subset in (0, T ) with a positive Lebesgue measure (i.e., m(E) > 0). In (5.9), y is
the state variable (valued in L2(G;Rm)), y0 ∈ L2(G;Rm) is the initial state, u is the control
variable, and the control space is L∞
F
(0, T ;L2(Ω;L2(G;Rm))).
Definition 5.2 The system (5.9) is said to be null controllable at time T if for any y0 ∈
L2(G;Rm), there exists a u ∈ L∞
F
(0, T ;L2(Ω;L2(G;Rm))) such that the corresponding solu-
tion to (5.9) fulfills that y(T ) = 0, P-a.s.
We have the following null controllability result for the system (5.9).
Theorem 5.1 The system (5.9) is null controllable at time T .
Remark 5.1 When E = (0, T ), one can use the global Carleman estimate to prove the
corresponding null controllability result for the deterministic counterpart of (5.9). However,
at least at this moment we do not know how to use a similar method to prove Theorem 5.1
even for the same case that E = (0, T ).
Next, we consider the approximate controllability for the system (5.9) under a stronger
assumption on the controller E ×G0 than that for the null controllability.
Definition 5.3 The system (5.9) is said to be approximately controllable at time T if for
any initial datum y0 ∈ L2(G;Rm), any final state yT ∈ L2FT (Ω;L2(G;Rm)) and any ε > 0,
there exists a control u ∈ L∞
F
(0, T ;L2(Ω;L2(G;Rm))) such that the corresponding solution to
(5.9) satisfies that |y(T )− yT |L2
FT
(Ω;L2(G;Rm)) ≤ ε.
Theorem 5.2 The system (5.9) is approximately controllable at time T if and only if
m((s, T ) ∩ E) > 0 for any s ∈ [0, T ).
At the first glance, it seems that Theorem 5.2 is unreasonable. If b(·) ≡ 0, then the system
(5.9) is like a deterministic parabolic equation with a random parameter. The readers may
guess that one can obtain the approximate controllability by only assuming that m(E) >
0. However, this is not the case. The reason for this comes from our definition of the
approximate controllability for the system (5.9). We expect that any element belonging to
L2FT (Ω;L
2(G)) rather than L2Fs(Ω;L
2(G)) (s < T ) can be attached as close as one wants.
Hence we need to put the control u to be active until the time T .
In some sense, it is surprising that one needs a little more assumption in Theorem 5.2
for the approximate controllability of (5.9) than that in Theorem 5.1 for the null controlla-
bility. Indeed, it is well-known that in the deterministic setting, the null controllability is
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usually stronger than the approximate controllability. But this does not remain to be true
in the stochastic case. Actually, from Theorem 5.2, we see that the additional condition
(compared to the null controllability) that m((s, T )
⋂
E) > 0 for any s ∈ [0, T ) is not only
sufficient but also necessary for the approximate controllability of (5.9). Therefore, in the
setting of stochastic distributed parameter systems, the null controllability does NOT imply
the approximate controllability. This indicates that there exists some essential difference
between the controllability theory of the deterministic parabolic equations and its stochastic
counterpart.
5.2.1 Some preliminaries
Before proving Theorems 5.1 and 5.2, we give some preliminary results. To begin with, we
recall the following known property about Lebesgue measurable sets.
Lemma 5.2 ([7, pp. 256–257]) For a.e. t˜ ∈ E, there exists a sequence of numbers {ti}∞i=1 ⊂
(0, T ) such that
t1 < t2 < · · · < ti < ti+1 < · · · < t˜, ti → t˜ as i→∞, (5.10)
m(E ∩ [ti, ti+1]) ≥ ρ1(ti+1 − ti), i = 1, 2, · · · , (5.11)
ti+1 − ti
ti+2 − ti+1 ≤ ρ2, i = 1, 2, · · · , (5.12)
where ρ1 and ρ2 are two positive constants which are independent of i.
Next, we give the following result (which is a Riesz-type Representation Theorem for the
dual of space Lp
F
(0, T ;Lq(Ω;H))). Its proof can be found in [10] or [14, Chapter 1].
Lemma 5.3 Suppose 1 ≤ p, q <∞, and that H is a Hilbert space. Then
Lp
F
(0, T ;Lq(Ω;H))∗ = Lp
′
F
(0, T ;Lq
′
(Ω;H)). (5.13)
Here, p′ and q′ are respectively the (usual Ho¨lder) conjugate numbers of p and q.
Next, let us define an unbounded operator A on L2(G) as follows:
D(A) = H2(G) ∩H10 (G),
Ah = −
n∑
j,k=1
(ajkhxj)xk , ∀ h ∈ D(A). (5.14)
Let {λi}∞i=1 be the eigenvalues of A, and {ei}∞i=1 be the corresponding eigenfunctions satis-
fying |ei|L2(G) = 1, i = 1, 2, 3 · · · . It holds that 0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ≤ λk ≤ · · · → ∞.
For any r ≥ λ1, write Λr =
{
i ∈ N ∣∣ λi ≤ r}. We recall the following observability estimate
(for partial sums of the eigenfunctions of A), established in [9, Theorem 1.2] (See also [6,
Theorem 3] for a special case of this result).
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Lemma 5.4 There exist two positive constants C1 ≥ 1 and C2 ≥ 1 such that∑
i∈Λr
|ai|2 ≤ C1eC2
√
r
∫
G0
∣∣∣∑
i∈Λr
aiei(x)
∣∣∣2dx (5.15)
holds for any r ≥ λ1 and ai ∈ C with i ∈ Λr.
Further, for any s1 and s2 satisfying 0 ≤ s1 < s2 ≤ T , we introduce the following
backward stochastic parabolic system:
dz +
n∑
j,k=1
(ajkzxj )xkdt = −[a(t)⊤z + b(t)⊤Z]dt+ ZdW (t) in (s1, s2)×G,
z = 0 on (s1, s2)× Γ,
z(s2) = η in G,
(5.16)
where η ∈ L2Fs2 (Ω;L2(G;Rm)).
Put
r0 = 2|a|L∞
F
(0,T ;Rm×m) + |b|2L∞
F
(0,T ;Rm×m).
For each r ≥ λ1, we set Hr = span {ei | λi ≤ r} and denote by Πr the orthogonal projection
from L2(G) to Hr. Write
Hmr =
m times︷ ︸︸ ︷
Hr ×Hr × · · · ×Hr . (5.17)
To simplify the notation, we also denote by Πr the orthogonal projection from L
2(G;Rm) to
Hmr . We need the following observability result for (5.16) with the final data belonging to
L2Fs2 (Ω;H
m
r ), a proper subspace of L
2
Fs2 (Ω;L
2(G;Rm)).
Proposition 5.2 For each r ≥ λ1, the solution to the system (5.16) with η ∈ L2Fs2 (Ω;Hmr )
satisfies that
E
∣∣z(s1)∣∣2L2(G;Rm) ≤ C1eC2
√
r+r0(s2−s1)
(m(E ∩ [s1, s2]))2
∣∣χEχG0z∣∣2L1
F
(s1,s2;L2(Ω;L2(G;Rm)))
, (5.18)
whenever m(E ∩ [s1, s2]) 6= 0.
Proof : Each η ∈ L2Fs2 (Ω;Hmr ) can be written as η =
∑
i∈Λr
ηiei(x) for some ηi ∈ L2Fs2 (Ω;Rm)
with i ∈ Λr. The solution (z, Z) to (5.16) can be expressed as
z =
∑
i∈Λr
zi(t)ei, Z =
∑
i∈Λr
Zi(t)ei,
where zi(·) ∈ CF([s1, s2];L2(Ω;Rm)) and Zi(·) ∈ L2F(s1, s2;Rm), and satisfy the following
equation {
dzi − λizidt = −[a(t)⊤zi + b(t)⊤Zi]dt+ ZidW (t) in [s1, s2],
zi(T ) = ηi.
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By Lemma 5.4, for any t ∈ [s1, s2], we have
E
∫
G
|z(t)|2
Rm
dx = E
∑
i∈Λr
|zi(t)|2Rm ≤ C1eC2
√
r
E
∫
G0
∣∣∣∑
i∈Λr
zi(t)ei
∣∣∣2
Rm
dx
= C1eC2
√
r
E
∫
G0
|z(t)|2
Rm
dx.
(5.19)
By Itoˆ’s formula, we find that
d(er0t|z|2Rm) = r0er0t|z|2Rm + er0t
(〈 dz, z 〉
Rm
+ 〈 z, dz 〉
Rm
)
+ er0t|dz|2Rm .
Hence,
E
(
er0t
∫
G
|z(t)|2
Rm
dx
)
− E
(
er0s1
∫
G
|z(s1)|2Rmdx
)
= r0E
∫ t
s1
∫
G
er0s|z(s)|2
Rm
dxds+ 2
∑
i∈Λr
E
∫ t
s1
er0sλi|zi(s)|2Rmds
+E
∫ t
s1
∫
G
er0s
(− 〈a(s)⊤z(s) + b(s)⊤Z(s), z(s)〉
Rm
−〈z(s), a(s)⊤z(s) + b(s)⊤Z(s)〉
Rm
+ |Z(s)|2
Rm
)
dxds
≥ 2
∑
i∈Λr
E
∫ t
s1
er0sλi|zi(s)|2Rmds ≥ 0.
(5.20)
From (5.19) and (5.20), we obtain that, for any t ∈ [s1, s2],
E
∫
G
|z(s1, x)|2Rmdx ≤ C1eC2
√
r+r0(s2−s1)E
∫
G0
|z(t, x)|2Rmdx. (5.21)
By (5.21), it follows that∫
E∩[s1,s2]
[
E
∫
G
|z(s1, x)|2Rmdx
] 1
2
dt
≤ (C1eC2√r+r0(s2−s1)) 12 ∫
E∩[s1,s2]
[
E
∫
G0
|z(t, x)|2
Rm
dx
] 1
2
dt.
Hence, when m(E ∩ [s1, s2]) 6= 0, we obtain that for each η ∈ L2Fs2 (Ω;Hmr ),
E
∫
G
|z(s1, x)|2Rmdx
≤ C1e
C2
√
r+r0(s2−s1)
(m(E ∩ [s1, s2]))2
{∫ s2
s1
[
E
∫
G
|χE(t)χG0(x)z(t, x)|2Rmdx
] 1
2
dt
}2
=
C1eC2
√
r+r0(s2−s1)
(m(E ∩ [s1, s2]))2 |χEχG0z|
2
L1
F
(s1,s2;L2(Ω;L2(G;Rm)))
,
which gives (5.18).
32
By means of the usual duality argument, Proposition 5.2 yields a partial controllability
result for the following controlled system:
dy −
n∑
j,k=1
(ajkyxj)xkdt = [a(t)y + χEχG0u]dt+ b(t)ydW (t) in (s1, s2)×G,
y = 0 on (s1, s2)× Γ,
y(s1) = ys1 in G,
(5.22)
where ys1 ∈ L2Fs1 (Ω;L2(G;Rm)). That is, we have the following result.
Proposition 5.3 Ifm(E∩[s1, s2]) 6= 0, then for every r ≥ λ1 and ys1 ∈ L2Fs1 (Ω;L2(G;Rm)),
there exists a control ur ∈ L∞F (s1, s2;L2(Ω;L2(G;Rm))) such that the solution y to the system
(5.22) with u = ur satisfies that Πr(y(s2)) = 0, P-a.s. Moreover, ur verifies that
|ur|2L∞
F
(s1,s2;L2(Ω;L2(G;Rm)))
≤ C1e
C2
√
r+r0(s2−s1)
(m(E ∩ [s1, s2]))2 |ys1|
2
L2
Fs1
(Ω;L2(G;Rm)). (5.23)
Proof : Define a subspace H of L1
F
(s1, s2;L
2(Ω;L2(G;Rm))):
H =
{
f = χEχG0z
∣∣∣ (z, Z) solves (5.16) for some η ∈ L2Fs2 (Ω;Hmr )}
and a linear functional L on H :
L(f) = −E
∫
G
〈 ys1, z(s1) 〉Rmdx.
By Proposition 5.2, it is easy to check that L is a bounded linear functional on H and
|L|2 ≤ C1e
C2√r+r0(s2−s1)
(m(E ∩ [s1, s2]))2 |ys1|
2
L2
Fs1
(Ω;L2(G;Rm)).
By the Hahn-Banach Theorem, L can be extended to a bounded linear functional L˜ (sat-
isfying
∣∣L˜∣∣=|L|) on L1
F
(s1, s2; L
2(Ω;L2(G;Rm))). By Lemma 5.3, there exists a control
ur ∈ L∞F (s1, s2; L2(Ω;L2(G;Rm))) such that
E
∫ s2
s1
∫
G
〈ur, f 〉Rmdxdt = L˜(f), ∀ f ∈ L1F(s1, s2;L2(Ω;L2(G;Rm))).
In particular, for any η ∈ L2Fs2 (Ω;Hmr ), the corresponding solution (z, Z) to (5.16) satisfies
E
∫ s2
s1
∫
G
〈 ur, χEχG0z 〉Rmdxdt = −E
∫
G
〈 ys1, z(s1) 〉Rmdx. (5.24)
Applying Itoˆ’s formula to 〈 y, z 〉
Rm
, where y solves the system (5.22) with u = ur, we obtain
that
E
∫
G
〈 y(s2), η 〉Rmdx− E
∫
G
〈 ys1, z(s1) 〉Rmdx = E
∫ s2
s1
∫
G
〈χEχG0ur, z 〉Rmdxdt. (5.25)
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Combining (5.24) and (5.25), we arrive at
E
∫
G
〈 y(s2), η 〉Rmdx = 0, ∀ η ∈ L2Fs2 (Ω;H
m
r ),
which implies that Πr(y(s2)) = 0, P-a.s. Moreover, |ur|L∞
F
(s1,s2;L2(Ω;L2(G;Rm))) = |L|, which
yields (5.23).
Finally, for any s ∈ [0, T ), we consider the following equation:
dy −
n∑
j,k=1
(ajkyxj)xkdt = a(t)ydt+ b(t)ydW (t) in (s, T )×G,
y = 0 on (s, T )× Γ,
y(s) = ys in G,
(5.26)
where ys ∈ L2Fs(Ω;L2(G;Rm)). Let us show the following decay result for the system (5.26).
Proposition 5.4 Let r ≥ λ1. Then, for any ys ∈ L2Fs(Ω;L2(G;Rm)) with Πr(ys) = 0,
P-a.s., the corresponding solution y to (5.26) satisfies that
E|y(t)|2L2(G;Rm) ≤ e−(2r−r0)(t−s)|ys|2L2
Fs
(Ω;L2(G;Rm)), ∀ t ∈ [s, T ]. (5.27)
Proof : Since ys ∈ L2Fs(Ω;L2(G;Rm)) satisfying Πr(ys) = 0, we see that ys =
∑
i∈N\Λr y
i
sei
for some yis ∈ L2Fs(Ω;Rm) with i ∈ N \Λr. Clearly, the solution y to (5.26) can be expressed
as y =
∑
i∈N\Λr y
i(t)ei, where y
i(·) ∈ CF([s, T ];L2(Ω;Rm) solves the following stochastic
differential equation:{
dyi + λiy
idt = a(t)yidt+ b(t)yidW (t) in [s, T ],
yi(s) = yis.
By Itoˆ’s formula, we have that
d(e(2r−r0)(t−s)|y|2
Rm
) = e(2r−r0)(t−s)
(〈 dy, y 〉
Rm
+ 〈 y, dy 〉
Rm
)
+e(2r−r0)(t−s)|dy|2
Rm
+ (2r − r0)e(2r−r0)(t−s)|y|2Rm.
Hence, by λi > r for each i ∈ N\Λr and recalling that r0 = 2|a|L∞
F
(0,T ;Rm×m)+ |b|2L∞
F
(0,T ;Rm×m),
we arrive at
E
∫
G
e(2r−r0)(t−s)|y(t)|2
Rm
dx− E
∫
G
|y(s)|2
Rm
dx
= −2
∑
i∈N\Λr
λiE
∫ t
s
e(2r−r0)(σ−s)|yi(σ)|2
Rm
dσ+E
∫ t
s
∫
G
e(2r−r0)(σ−s)
(〈 ay, y 〉
Rm
+〈 y, ay 〉
Rm
)
dxdσ
+E
∫ t
s
∫
G
e(2r−r0)(σ−s)|b(σ)y(σ)|2
Rm
dxdσ + (2r − r0)E
∫ t
s
e(2r−r0)(σ−s)|y(σ)|2
Rm
dxdσ
≤ 0,
which gives the desired estimate (5.27) immediately.
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5.2.2 Proof of the null controllability result
Now we are in a position to prove Theorem 5.1.
Proof of Theorem 5.1 : We borrow some idea in [5]. For simplicity, we assume thatm = 1.
By Lemma 5.2, we may take a number t˜ ∈ E with t˜ < T and a sequence {tN}∞N=1 ⊂ (0, T )
such that (5.10)–(5.12) hold for some positive numbers ρ1 and ρ2.
Write y˜0 = ψ(t1), where ψ(·) solves the following stochastic parabolic system:
dψ −
n∑
j,k=1
(ajkψxj )xkdt = a(t)ψdt+ b(t)ψdW (t) in (0, t1)×G,
ψ = 0 on (0, t1)× Γ,
ψ(0) = y0 in G.
Let us consider the following controlled stochastic parabolic system:
dy˜ −
n∑
j,k=1
(ajky˜xj)xkdt = [a(t)y˜ + χEχG0u˜]dt+ b(t)y˜dW (t) in (t1, t˜ )×G,
y˜ = 0 on (t1, t˜ )× Γ,
y˜(t1) = y˜0 in G.
(5.28)
It suffices to find a control u˜ ∈ L∞
F
(t1, t˜;L
2(Ω;L2(G))) with
|u˜|2L∞
F
(t1,t˜;L2(Ω;L2(G)))
≤ CE|y˜0|2L2(Ω), (5.29)
such that the solution y˜ to (5.28) satisfies y˜(t˜ ) = 0 in G, P-a.s.
Set IN = [t2N−1, t2N ] and JN = [t2N , t2N+1] for N ∈ N. Then [t1, t˜ ) =
⋃∞
N=1(IN ∪ JN).
Clearly, m(E∩ IN) > 0 andm(E∩JN) > 0. We will introduce a suitable control on each IN
and allow the system to evolve freely on every JN . Also, we fix a suitable, strictly increasing
sequence {rN}∞N=1 of positive integers (to be given later) satisfying that λ1 ≤ r1 < r2 <
· · · < rN →∞ as N →∞.
We consider first the controlled stochastic parabolic system on the interval I1 = [t1, t2]
as follows:
dy1 −
n∑
j,k=1
(ajky1,xj)xkdt = [a(t)y1 + χEχG0u1]dt+ b(t)y1dW (t) in (t1, t2)×G,
y1 = 0 on (t1, t2)× Γ,
y1(t1) = y˜0 in G.
(5.30)
By Proposition 5.3, there exists a control u1 ∈ L∞F (t1, t2;L2(Ω;L2(G))) with the estimate:
|u1|2L∞
F
(t1,t2;L2(Ω;L2(G)))
≤ C1e
C2√r1+r0T
(m(E ∩ [t1, t2]))2E|y˜0|
2
L2(G),
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such that Πr1(y(t2)) = 0 in G, P-a.s. By (5.11), we see that
|u1|2L∞
F
(t1,t2;L2(Ω;L2(G)))
≤ C1e
C2√r1+r0T
ρ21(t2 − t1)2
E|y˜0|2L2(G). (5.31)
Applying Itoˆ’s formula to e−(r0+1)t|y1(t)|2L2(G), similar to the proof of (5.20), we obtain that
e−(r0+1)t2E|y1(t2)|2L2(G)
= e−(r0+1)t1E|y1(t1)|2L2(G) − (r0 + 1)E
∫ t2
t1
e−(r0+1)s
∫
G
|y1|2dxds
−2
n∑
j,k=1
E
∫ t2
t1
e−(r0+1)s
∫
G
ajky1,xjy1,xkdxds
+E
∫ t2
t1
e−(r0+1)s
∫
G
[2a(s)|y1|2+|b(s)y1|2]dxds+ 2E
∫ t2
t1
e−(r0+1)s
∫
G
χEχG0u1y1dxds
≤ e−(r0+1)t1E|y1(t1)|2L2(G) + E
∫ t2
t1
e−(r0+1)s
∫
G
|u1|2dxds
≤ e−(r0+1)t1E|y˜0|2L2(G) +
e−(r0+1)t1 − e−(r0+1)t2
r0 + 1
|u1|2L∞
F
(t1,t2;L2(Ω;L2(G)))
.
Hence, in view of (5.31),
E|y1(t2)|2L2(G) ≤
C3eC3
√
r1
(t2 − t1)2E|y˜0|
2
L2(G). (5.32)
where C3 = max(2ρ−21 C1e(2r0+1)T , C2).
Then, on the interval J1 ≡ [t2, t3], we consider the following stochastic parabolic system
without control:
dz1 −
n∑
j,k=1
(ajkz1,xj )xkdt = a(t)z1dt+ b(t)z1dW (t) in (t2, t3)×G,
z1 = 0 on (t2, t3)× Γ,
z1(t2) = y1(t2) in G.
Since Πr1(y1(t2)) = 0, P-a.s., by Proposition 5.4, we have
E|z1(t3)|2L2(G) ≤ e(−2r1+r0)(t3−t2)E|y1(t2)|2L2(G) ≤
C3eC3
√
r1
(t2 − t1)2 e
(−2r1+r0)(t3−t2)E|y˜0|2L2(G). (5.33)
Generally, on the interval IN with N ∈ N \ {1}, we consider a controlled stochastic
parabolic system as follows:
dyN −
n∑
j,k=1
(ajkyN,xj)xkdt=[a(t)yN+χEχG0uN ]dt+b(t)yNdW (t) in (t2N−1, t2N)×G,
yN = 0 on (t2N−1, t2N )× Γ,
yN(t2N−1) = zN−1(t2N−1) in G.
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Similar to the above argument (See the proof of (5.31) and (5.32)), one can find a control
uN ∈ L∞F (t2N−1, t2N ;L2(Ω;L2(G))) with the estimate:
|uN |2L∞
F
(t2N−1,t2N ;L2(Ω;L2(G)))
≤ C1e
C2√rN+r0T
ρ21(t2N − t2N−1)2
E|zN−1(t2N−1)|2L2(G). (5.34)
such that ΠrN (yN(t2N )) = 0 in G, P-a.s. Moreover,
E|yN(t2N)|2L2(G) ≤
C3eC3
√
rN
(t2N − t2N−1)2E|zN−1(t2N−1)|
2
L2(G). (5.35)
On the interval JN , we consider the following stochastic parabolic system without control:
dzN −
n∑
j,k=1
(ajkzN,xj)xkdt = a(t)zNdt+ b(t)zNdW (t) in (t2N , t2N+1)×G,
zN = 0 on (t2N , t2N+1)× Γ,
zN (t2N) = yN(t2N ) in G.
Since ΠrN (yN(t2N )) = 0, P-a.s., by Proposition 5.4 and similar to (5.33), and recalling that
yN(t2N−1) = zN−1(t2N−1) in G, we have
E|zN (t2N+1)|2L2(G) ≤
C3eC3
√
rN
(t2N − t2N−1)2 e
(−2rN+r0)(t2N+1−t2N )E|yN(t2N−1)|2L2(G)
≤ C4e
C4√rN
(t2N − t2N−1)2 e
−2rN (t2N+1−t2N )E|zN−1(t2N−1)|2L2(G),
(5.36)
where C4 = C3er0T .
Inductively, by (5.12) and (5.36), we conclude that, for all N ≥ 1,
E|zN (t2N+1)|2L2(G)
≤ C
N
4 e
C4(√rN+√rN−1+···+√r1)
(t2N − t2N−1)2(t2N−2 − t2N−3)2 · · · (t2 − t1)2
×exp
{
− 2rN(t2N+1 − t2N )− 2rN−1(t2N−1 − t2N−2)− · · · − 2r1(t3 − t2)
}
E|y˜0|2L2(G)
≤ C
N
4 exp
{C4N√rN − 2rN(t2N+1 − t2N )}
(t2N − t2N−1)2(t2N−2 − t2N−3)2 · · · (t2 − t1)2E|y˜0|
2
L2(G)
≤ C
N
4 ρ
2N(N−1)
2 exp
{C4N√rN − 2(t2 − t1)ρ1−2N2 rN}
(t2 − t1)2N E|y˜0|
2
L2(G).
(5.37)
By (5.12), (5.34)–(5.35) and (5.37), we see that
|uN |2L∞
F
(t2N−1,t2N ;L2(Ω;L2(G)))
≤ C1C
N−1
4 ρ
2N(N−1)
2
ρ21(t2 − t1)2N
exp
{
C2√rN +r0T+ C4(N−1)√rN−1− 2(t2− t1)ρ3−2N2 rN−1
}
E|y˜0|2L2(G).
(5.38)
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and
E|yN(t2N)|2L2(G)
≤ C3C
N−1
4 ρ
2N(N−1)
2
(t2 − t1)2N exp
{
C3√rN + C4(N − 1)√rN−1 − 2(t2 − t1)ρ3−2N2 rN−1
}
E|y˜0|2L2(G).
(5.39)
We now choose rN = max(2
N2, [λ1]+ 1). From (5.38)–(5.39), it is easy to see that, whenever
N is large enough,
|uN |2L∞
F
(t2N−1 ,t2N ;L2(Ω;L2(G)))
≤ 1
2N
E|y˜0|2L2(G) (5.40)
and
E|yN(t2N )|2L2(G) ≤
1
2N
E|y˜0|2L2(G). (5.41)
We now construct a control u˜ by setting
u˜(t, x) =
{
uN(t, x), (t, x) ∈ IN ×G, N ≥ 1,
0, (t, x) ∈ JN ×G, N ≥ 1.
(5.42)
By (5.40), we see that u˜ ∈ L∞
F
(t1, t˜ ;L
2(Ω;L2(G))) satisfies (5.29). Let y˜ be the solution to
the system (5.28) corresponding to the control constructed in (5.42). Then y˜(·) = yN(·) on
IN × G. By (5.41) and recalling that t2N → t˜ as N → ∞, we deduce that y˜(t˜ ) = 0, P-a.s.
This completes the proof of Theorem 5.1.
5.2.3 Proof of the approximate controllability result
To begin with, we show the following two preliminary results, which have some independent
interests.
Proposition 5.5 If m((s, T )
⋂
E) > 0 for any s ∈ [0, T ), then for any given η ∈ L2FT (Ω;
L2(G;Rm)), the corresponding solution to (5.16) with s1 = 0 and s2 = T satisfies
|z(s)|L2
Fs
(Ω;L2(G;Rm)) ≤ C(s)|χEχG0z|L1
F
(s,T ;L2(Ω;L2(G;Rm))). (5.43)
Here and henceforth, C(s) > 0 is a generic constant depending on s.
Proof : We consider the following controlled stochastic parabolic system:
dy −
n∑
j,k=1
(ajkyxj)xkdt = [a(t)y + χ(s,T )∩EχG0u]dt+ b(t)ydW (t) in (s, T )×G,
y = 0 on (s, T )× Γ,
y(s) = ys in G,
(5.44)
where y is the state variable, u is the control variable, the initial state ys∈L2Fs(Ω;L2(G;Rm))
and the control u(·) ∈ L∞
F
(s, T ;L2(Ω;L2(G;Rm))). By the proof of Theorem 5.1, it is easy
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to show that the system (5.44) is null controllable, i.e., for any ys ∈ L2Fs(Ω;L2(G;Rm)), there
exists a control u ∈ L∞
F
(s, T ;L2(Ω;L2(G;Rm))) such that y(T ) = 0 in G, P-a.s., and
|u|2L∞
F
(s,T ;L2(Ω;L2(G;Rm))) ≤ C(s)|ys|2L2
Fs
(Ω;L2(G;Rm)). (5.45)
Applying Itoˆ’s formula to 〈 y, z 〉
Rm
, where y and (z, Z) solve respectively (5.44) and (5.16)
with s1 = 0 and s2 = T , and noting that y(T ) = 0 in G, P-a.s., we obtain that
−E
∫
G
〈 ys, z(s) 〉Rmdx = E
∫
(s,T )∩E
∫
G0
〈u, z 〉
Rm
dxdt.
Choosing ys = −z(s) in (5.44), we then have
E
∫
G
|z(s)|2
Rm
dx = E
∫
(s,T )∩E
∫
G0
〈 u, z 〉
Rm
dxdt
≤ |u|L∞
F
(s,T ;L2(Ω;L2(G;Rm)))|χ(s,T )∩EχG0z|L1
F
(s,T ;L2(Ω;L2(G;Rm)))
≤ C(s)
(
E
∫
G
|z(s)|2
Rm
dx
) 1
2 |χ(s,T )∩EχG0z|L1
F
(s,T ;L2(Ω;L2(G;Rm))),
which gives immediately the desired estimate (5.43).
As an easy consequence of Proposition 5.5, we have the following unique continuation
property for solutions to (5.16) with s1 = 0 and s2 = T .
Corollary 5.1 If m((s, T ) ∩ E) > 0 for any s ∈ [0, T ), then any solution (z, Z) to (5.16)
with s1 = 0 and s2 = T vanishes identically in Q, P-a.s. provided that z = 0 in G0 × E,
P-a.s.
Proof : Since z = 0 in G0 × E, P-a.s., by Proposition 5.5, we see that z(s) = 0 in G,
P-a.s., for any s ∈ [0, T ). Therefore, z ≡ 0 in Q, P-a.s.
Remark 5.2 If the condition m((s, T ) ∩ E) > 0 for any s ∈ [0, T ) was not assumed, the
conclusion in Corollary 5.1 might fail to be true. This can be shown by the following coun-
terexample. Let E satisfy that m(E) > 0 and m((s0, T ) ∩ E) = 0 for some s0 ∈ [0, T ).
Let (z1, Z1) = 0 in (0, s0) × G, P-a.s. and ξ2 be a nonzero process in L2F(s0, T ;Rm) (Then
Z2 ≡ ξ2e1 is a nonzero process in L2F(s0, T ;L2(G;Rm))). Solving the following forward
stochastic differential equation:{
dζ1 − λ1ζ1dt = −[a(t)⊤ζ1 + b(t)⊤ξ2]dt+ ξ2dW (t) in [s0, T ],
ζ1(s0) = 0,
we find a nonzero ζ1 ∈ L2F(Ω;C([s0, T ];Rm)). In this way, we find a nonzero solution
(z2, Z2) ≡ (ζ1e1, ξ2e1) ∈ L2F(Ω;C([s0, T ];L2(G;Rm)))×L2F(s0, T ;L2(G; Rm)) to the following
forward stochastic partial differential equation:
dz2 +
n∑
j,k=1
(ajkz2,xj )xkdt = −[a(t)⊤z2 + b(t)⊤Z2]dt+ Z2dW (t) in (s0, T )×G,
z2 = 0 on (s0, T )× Γ,
z2(s0) = 0 in G.
(5.46)
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(Note however that one cannot solve the system (5.46) directly because this system is not
well-posed). Put
(z, Z) =
{
(z1, Z1), in (0, s0)×G,
(z2, Z2), in (s0, T )×G.
Then, (z, Z) is a nonzero solution to (5.16) with s1 = 0 and s2 = T , and z = 0 in G0×E, P-
a.s. Note also that, the nonzero solution constructed for the system (5.46) indicates that, in
general, the forward uniqueness does NOT hold for backward stochastic differential equations.
We are now in a position to prove Theorem 5.2.
Proof of Theorem 5.2 : The “if” part follows from Corollary 5.1. To prove the “only
if” part, we use the contradiction argument. Assume that m((s0, T ) ∩ E) = 0 for some
s0 ∈ [0, T ). Since the system (5.9) is approximately controllable at time T , we deduce that
any solution (z, Z) to (5.16) with s1 = 0 and s2 = T vanishes identically in Q provided that
z = 0 in G0 ×E, P-a.s. This contradicts the counterexample in Remark 5.2.
5.3 Null controllability of stochastic parabolic systems
In this subsection, we deal with the null controllability for (5.2). The results in this subsection
are taken from [22].
We have the following result.
Theorem 5.3 Let the condition (5.3) be satisfied. Then the system (5.2) is null controllable
at time T .
In order to prove Theorem 5.3, by means of the standard duality argument, it suffices to
establish the following observability result for (5.6):
Theorem 5.4 Let the condition (5.3) be satisfied. Then, for all zT ∈ L2FT (Ω;L2(G;Rm)),
solutions (z, Z) ∈ L2
F
(Ω;C([0, T ];L2(G; Rm))) × L2
F
(0, T ;L2(G;Rm)) to the system (5.6)
satisfy
|z(0)|L2
F0
(Ω;L2(G;Rm)) ≤ C
(|z|L2
F
(0,T ;L2(G0;Rm)) + |Z|L2F(0,T ;L2(G;Rm))
)
. (5.47)
Remark 5.3 In Theorem 5.4, we assume that a1j ∈ L∞F (0, T ;W 1,∞(G; Rm×m)) for j =
1, 2, · · · , n (See the condition (5.3)). It seems that this assumption can be weakened as
a1j ∈ L∞F (0, T ;L∞(G; Rm×m)).
The rest of this subsection is devoted to giving a proof of Theorem 5.4. For simplicity,
we consider only the case m = 1.
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5.3.1 A weighted identity and Carleman estimate for a stochastic parabolic-like
operator
In order to prove Theorem 5.4, we need to derive a weighted identity and Carleman estimate
for a stochastic parabolic-like operator.
We assume that
bjk = bkj ∈ L2
F
(Ω;C1([0, T ];W 2,∞(G))), j, k = 1, 2, · · · , n, (5.48)
ℓ ∈ C1,3(Q) and Ψ ∈ C1,2(Q). Write
A = −
n∑
j,k=1
(
bjkℓxjℓxk − bjkxkℓxj − bjkℓxjxk
)−Ψ− ℓt,
B = 2
[
AΨ−
n∑
j,k=1
(Abjkℓxj)xk]−At − n∑
j,k=1
(bjkΨxk)xj ,
cjk =
n∑
j′,k′=1
[
2bjk
′(
bj
′kℓxj′
)
xk′
− (bjkbj′k′ℓxj′)xk′]− bjkt2 + Ψbjk.
(5.49)
First, we establish a fundamental weighted identity for the stochastic parabolic-like op-
erator “dh−∑nj,k=1(bjkhxj )xkdt”1.
Theorem 5.5 Let h be an H2(G)-valued continuous semi-martingale. Set θ = eℓ and w =
θh. Then, for any t ∈ [0, T ] and a.e. (x, ω) ∈ G× Ω,
2θ
[
−
n∑
j,k=1
(bjkwxj)xk +Aw
][
dh−
n∑
j,k=1
(bjkhxj)xkdt
]
+ 2
n∑
j,k=1
(bjkwxjdw)xk
+2
n∑
j,k=1
[ n∑
j′,k′=1
(
2bjkbj
′k′ℓxj′wxjwxk′−bjkbj
′k′ℓxjwxj′wxk′
)
+Ψbjkwxjw−bjk
(
Aℓxj+
Ψxj
2
)
w2
]
xk
dt
= 2
n∑
j,k=1
cjkwxjwxkdt+Bw2dt+ d
( n∑
j,k=1
bjkwxjwxk +Aw2
)
+ 2
[
−
n∑
j,k=1
(
bjkwxj
)
xk
+Aw
]2
dt
−θ2
n∑
j,k=1
bjk(dhxj + ℓxjdh)(dhxk + ℓxkdh)− θ2A(dh)2.
(5.50)
Proof : The proof is divided into four steps.
Step 1. Recalling that θ = eℓ and w = θh, one has dh = θ−1(dw − ℓtwdt) and hxj =
θ−1(wxj − ℓxjw) for i = 1, 2, · · · , m. By (5.48), it is easy to see that
∑n
j,k=1 b
jk(ℓxjwxk +
1Since only the symmetry condition (5.48) is assumed for the coefficient matrix
(
bjk
)
, we call “dh −∑n
j,k=1
(
bjkhxj
)
xk
dt” a stochastic parabolic-like operator.
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ℓxkwxj) = 2
∑n
j,k=1 b
jkℓxjwxk . Hence,
θ
n∑
j,k=1
(bjkhxj)xk = θ
n∑
j,k=1
[θ−1bjk(wxj − ℓxjw)]xk
=
n∑
j,k=1
[bjk(wxj − ℓxjw)]xk −
n∑
j,k=1
bjk(wxj − ℓxjw)ℓxk
=
n∑
j,k=1
[
(bjkwxj)xk − bjk(ℓxjwxk + ℓxkwxj) + (bjkℓxjℓxk − bjkxkℓxj − bjkℓxjxk)w
]
=
n∑
j,k=1
[
(bjkwxj)xk − 2bjkℓxjwxk + (bjkℓxjℓxk − bjkxkℓxj − bjkℓxjxk)w
]
.
(5.51)
Put 
I
△
= −
n∑
j,k=1
(bjkwxj)xk +Aw, I1
△
=
[
−
n∑
j,k=1
(bjkwxj)xk +Aw
]
dt,
I2
△
= dw + 2
n∑
j,k=1
bjkℓxjwxkdt, I3
△
= Ψwdt.
(5.52)
By (5.51) and (5.52), it follows that
θ
[
dh−
n∑
j,k=1
(bjkhxj )xk dt
]
= I1 + I2 + I3.
Hence,
2θ
[
−
n∑
j,k=1
(bjkwxj)xk +Aw
][
dh−
n∑
j,k=1
(bjkhxj )xkdt
]
= 2I(I1 + I2 + I3). (5.53)
Step 2. Let us compute 2II2. Utilizing (5.48) again, and noting that
n∑
j,k,j′,k′=1
(bjkbj
′k′ℓxj′wxjwxk)xk′ =
n∑
j,k,j′,k′=1
(bjkbj
′k′ℓxjwxj′wxk′ )xk ,
we get
2
n∑
j,k,j′,k′=1
bjkbj
′k′ℓxj′wxjwxkxk′
=
n∑
j,k,j′,k′=1
bjkbj
′k′ℓxj′ (wxjwxkxk′ + wxkwxjxk′ ) =
n∑
j,k,j′,k′=1
bjkbj
′k′ℓxj′ (wxjwxk)xk′
=
n∑
j,k,j′,k′=1
(bjkbj
′k′ℓxj′wxjwxk)xk′ −
n∑
j,k,j′,k′=1
(bjkbj
′k′ℓxj′ )xk′wxjwxk
=
n∑
j,k,j′,k′=1
(bjkbj
′k′ℓxjwxj′wxk′ )xk −
n∑
j,k,j′,k′=1
(bjkbj
′k′ℓxj′ )xk′wxjwxk .
(5.54)
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Hence, by (5.54), and noting that
n∑
j,k,j′,k′=1
bjk(bj
′k′ℓxj′ )xkwxjwxk′ =
n∑
j,k,j′,k′=1
bjk
′
(bj
′kℓxj′ )xk′wxjwxk ,
we obtain that
4
[
−
n∑
j,k=1
(bjkwxj)xk +Aw
] n∑
j,k=1
bjkℓxjwxk
= −4
n∑
j,k,j′,k′=1
(bjkbj
′k′ℓxj′wxjwxk′ )xk + 4
n∑
j,k,j′,k′=1
bjk(bj
′k′ℓxj′ )xkwxjwxk′
+4
n∑
j,k,j′,k′=1
bjkbj
′k′ℓxj′wxjwxkxk′ + 2A
n∑
j,k=1
bjkℓxj (w
2)xk
= −2
n∑
j,k=1
[ n∑
j′,k′=1
(
2bjkbj
′k′ℓxj′wxjwxk′ − bjkbj
′k′ℓxjwxj′wxk′
)−Abjkℓxjw2]
xk
+2
n∑
j,k,j′,k′=1
[
2bjk
′
(bj
′kℓxj′ )xk′ − (bjkbj
′k′ℓxj′ )xk′
]
wxjwxk − 2
n∑
j,k=1
(Abjkℓxj)xkw2.
(5.55)
Using Itoˆ’s formula, we have
2
[
−
n∑
j,k=1
(bjkwxj)xk +Aw
]
dw
= −2
n∑
j,k=1
(bjkwxjdw)xk + 2
n∑
j,k=1
bjkwxjdwxk + 2Awdw
= −2
n∑
j,k=1
(bjkwxjdw)xk + d
( n∑
j,k=1
bjkwxjwxk +Aw2
)
−
n∑
j,k=1
bjkt wxjwxkdt−Atw2dt−
n∑
j,k=1
bjkdwxjdwxk −A(dw)2.
(5.56)
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Now, from (5.52), (5.55) and (5.56), we arrive at
2II2 = −2
n∑
j,k=1
[ n∑
j′,k′=1
(
2bjkbj
′k′ℓxj′wxjwxk′ − bjkbj
′k′ℓxjwxj′wxk′
)−Abjkℓxjw2]
xk
dt
−2
n∑
j,k=1
(bjkwxjdw)xk + d
( n∑
j,k=1
bjkwxjwxk +Aw2
)
+2
n∑
j,k=1
[ n∑
j′,k′=1
(
2bjk
′
(bj
′kℓxj′ )xk′ − (bjkbj
′k′ℓxj′ )xk′
)
− b
jk
t
2
]
wxjwxkdt
−
[
At + 2
n∑
j,k=1
(Abjkℓxj )xk
]
w2dt−
n∑
j,k=1
bjkdwxjdwxk −A(dw)2.
(5.57)
Step 3. Let us compute 2II3. By (5.52), we get
2II3 = 2
[
−
n∑
j,k=1
(bjkwxj)xk +Aw
]
Ψwdt
=
[
− 2
n∑
j,k=1
(
Ψbjkwxjw
)
xk
+ 2Ψ
n∑
j,k=1
bjkwxjwxk +
n∑
j,k=1
bjkΨxk(w
2)xj + 2AΨw2
]
dt
=
{
−
n∑
j,k=1
(
2Ψbjkwxjw − bjkΨxjw2
)
xk
+ 2Ψ
n∑
j,k=1
bjkwxjwxk
+
[
−
n∑
j,k=1
(bjkΨxk)xj + 2AΨ
]
w2
}
dt.
(5.58)
Step 4. Finally, combining the equalities (5.53), (5.57) and (5.58), and noting that
n∑
j,k=1
bjkdwxjdwxk +A(dw)2 = θ2
n∑
j,k=1
bjk(dhxj + ℓxjdh)(dhxk + ℓxkdh) + θ
2A(dh)2,
we conclude the desired equality (5.50) immediately.
Next, we shall derive a Carleman estimate for the stochastic parabolic-like operator
“dh−∑nj,k=1(bjkhxj)xkdt”,
For any fixed nonnegative and nonzero function ψ ∈ C4(G), and (large) parameters λ > 1
and µ > 1, we choose
θ = eℓ, ℓ = λα, α(t, x) =
eµψ(x) − e2µ|ψ|C(G)
t(T − t) , ϕ(t, x) =
eµψ(x)
t(T − t) , (5.59)
and
Ψ = 2
n∑
j,k=1
bjkℓxjxk . (5.60)
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In what follows, for a positive integer r, we denote by O(µr) a function of order µr for large
µ (which is independent of λ); by Oµ(λ
r) a function of order λr for fixed µ and for large λ.
In a similar way, we use the notation O(eµ|ψ|C(G)) and so on. For j, k = 1, 2, · · · , n, it is easy
to check that
ℓt = λαt, ℓxj = λµϕψxj , ℓxjxk = λµ
2ϕψxjψxk + λµϕψxjxk (5.61)
and that
αt = ϕ
2O(e2µ|ψ|C(G)), ϕt = ϕ2O(e
µ|ψ|
C(G)). (5.62)
We have the following result.
Theorem 5.6 Assume that either (bjk)n×n or −(bjk)n×n is a uniformly positive definite
matrix, and its smallest eigenvalue is bigger than a constant s0 > 0. Let h and w = θh be
that in Theorem 5.5 with θ being given in (5.59). Then, the equality (5.50) holds for any
t ∈ [0, T ] and a.e. (x, ω) ∈ G×Ω. Moreover, for A, B and cjk appeared in (5.50) (and given
by (5.49)), when |∇ψ(x)| > 0, λ and µ are large enough, it holds that
A = −λ2µ2ϕ2
n∑
j,k=1
bjkψxjψxk + λϕ
2O(e2µ|ψ|C(G)),
B ≥ 2s20λ3µ4ϕ3|∇ψ|4 + λ3ϕ3O(µ3) + λ2ϕ3O(µ2e2µ|ψ|C(G)) + λϕ3O(e2µ|ψ|C(G)),
n∑
j,k=1
cjkwxjwxk ≥ [s20λµ2ϕ|∇ψ|2 + λϕO(µ)]|∇w|2
(5.63)
for any t ∈ [0, T ], P-a.s.
Proof : By Theorem 5.5, it remains to prove the estimates in (5.63).
Noting (5.60)–(5.61), from (5.49), we have ℓxjxk = λµ
2ϕψxjψxk + λϕO(µ) and that
n∑
j,k=1
cjkwxjwxk
=
n∑
j,k=1
{ n∑
j′,k′=1
[
2bjk
′
bj
′kℓxj′xk′+b
jkbj
′k′ℓxj′xk′+2b
jk′bj
′k
xk′
ℓxj′−(bjkbj
′k′)xk′ℓxj′
]
− b
jk
t
2
}
wxjwxk
=
n∑
j,k=1
{ n∑
j′,k′=1
[
2λµ2ϕbjk
′
bj
′kψxj′ψxk′+λµ
2ϕbjkbj
′k′ψxj′ψxk′+λϕO(µ)
]}
wxjwxk
= 2λµ2ϕ
( n∑
j,k=1
bjkψxjwxk
)2
+ λµ2ϕ
( n∑
j,k=1
bjkψxjψxk
)( n∑
j,k=1
bjkwxjwxk
)
+ λϕ|∇w|2O(µ)
≥ [s20λµ2ϕ|∇ψ|2 + λϕO(µ)]|∇w|2,
which gives the last inequality in (5.63).
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Similarly, by the definition of A in (5.49), and noting (5.62), we see that
A = −
n∑
j,k=1
(
bjkℓxjℓxk − bjkxkℓxj + bjkℓxjxk
)− ℓt
= −λµ
n∑
j,k=1
[
bjkλµϕ2ψxjψxk − bjkxkϕψxj + bjk
(
µϕψxjψxk + ϕψxjxk
)]
+ λϕ2O(e2µ|ψ|C(G))
= −λ2µ2ϕ2
n∑
j,k=1
bjkψxjψxk + λϕ
2O(e2µ|ψ|C(G)).
Hence, we get the first estimate in (5.63).
Now, let us estimate B (recall (5.49) for the definition of B). For this, by (5.61), and
recalling the definitions of Ψ (in (5.60)), we see that
Ψ = 2λµ
n∑
j,k=1
bjk(µϕψxjψxk + ϕψxjxk) = 2λµ
2ϕ
n∑
j,k=1
bjkψxjψxk + λϕO(µ);
ℓxj′xk′xk = λµ
3ϕψxj′ψxk′ψxk + λϕO(µ
2),
ℓxj′xk′xjxk = λµ
4ϕψxj′ψxk′ψxjψxk + λϕO(µ
3),
Ψxk = 2
n∑
j′,k′=1
(
bj
′k′ℓxj′xk′
)
xk
= 2
n∑
j′,k′=1
(bj
′k′
xk
ℓxj′xk′ + b
j′k′ℓxj′xk′xk)
= 2λµ3ϕ
n∑
j′,k′=1
bj
′k′ψxj′ψxk′ψxk + λϕO(µ
2),
Ψxjxk = 2
n∑
j′,k′=1
(
bj
′k′
xjxk
ℓxj′xk′ + b
j′k′ℓxj′xk′xjxk + 2b
j′k′
xk
ℓxj′xk′xj
)
= 2λµ4ϕ
n∑
j′,k′=1
bj
′k′ψxj′ψxk′ψxjψxk + λϕO(µ
3),
−
n∑
j,k=1
(
bjkΨxk
)
xj
=−
n∑
j,k=1
(
bjkxjΨxk + b
jkΨxjxk
)
=−2λµ4ϕ
( n∑
j,k=1
bjkψxjψxk
)2
+λϕO(µ3).
Hence, recalling the definition of A (in (5.49)), and using (5.61) and (5.62), we have that
AΨ = −2λ3µ4ϕ3
( n∑
j,k=1
bjkψxjψxk
)2
+ λ3ϕ3O(µ3) + λ2ϕ3O(µ2e2µ|ψ|C(G)),
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Axk = −
n∑
j′,k′=1
(
bj
′k′
xk
ℓxj′ ℓxk′ + 2b
j′k′ℓxj′ ℓxk′xk − bj
′k′
xk′xk
ℓxj′ − bj
′k′
xk′
ℓxj′xk
+bj
′k′
xk
ℓxj′xk′ + b
j′k′ℓxj′xk′xk
)− ℓtxk
= −
n∑
j′,k′=1
(
2bj
′k′ℓxj′ℓxk′xk + b
j′k′ℓxj′xk′xk
)− ℓtxk + (λϕ+ λ2ϕ2)O(µ2)
= −2λ2µ3ϕ2
n∑
j′,k′=1
bj
′k′ψxj′ψxk′ψxk + λ
2ϕ2O(µ2) + λϕ2O(µe2µ|ψ|C(G)),
n∑
j,k=1
Axkbjkℓxj = −2λ3µ4ϕ3
( n∑
j,k=1
bjkψxjψxk
)2
+ λ3ϕ3O(µ3) + λ2ϕ3O(µ2e2µ|ψ|C(G)),
n∑
j,k=1
(Abjkℓxj)xk = n∑
j,k=1
Axkbjkℓxj +A
n∑
j,k=1
(
bjkxkℓxj + b
jkℓxjxk
)
= −3λ3µ4ϕ3
( n∑
j,k=1
bjkψxjψxk
)2
+ λ3ϕ3O(µ3) + λ2ϕ3O(µ2e2µ|ψ|C(G)),
and that
At = −
n∑
j,k=1
(
bjkℓxjℓxk − bjkxkℓxj + bjkℓxjxk − ℓt
)
t
= −
n∑
j,k=1
[
bjk
(
ℓxjℓxk
)
t
− bjkxkℓxjt + bjkℓxjxkt
]
+ λ2ϕ2O(µ2) + λϕ3O(e2µ|ψ|C(G))
= λ2ϕ3O(µ2e2µ|ψ|C(G)) + λϕ3O(e2µ|ψ|C(G)).
From the definition of B (See (5.49)), we have that
B = −4λ3µ4ϕ3
( n∑
j,k=1
bjkψxjψxk
)2
+ λ3ϕ3O(µ3) + λ2ϕ3O(µ2e2µ|ψ|C(G))
+6λ3µ4ϕ3
( n∑
j,k=1
bjkψxjψxk
)2
+ λ3ϕ3O(µ3) + λ2ϕ3O(µ2e2µ|ψ|C(G))
+λ2ϕ3O(µ2e2µ|ψ|C(G)) + λϕ3O(e2µ|ψ|C(G))− 2λµ4ϕ
( n∑
j,k=1
bjkψxjψxk
)2
+ λϕO(µ3)
= 2λ3µ4ϕ3
(∑
ij
bjkψxjψxk
)2
+ λ3ϕ3O(µ3) + λ2ϕ3O(µ2e2µ|ψ|C(G)) + λϕ3O(e2µ|ψ|C(G)),
which leads to the second estimate in (5.63).
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5.3.2 Global Carleman estimate for backward stochastic parabolic equations
As a key preliminary to prove Theorem 5.4, we need to establish a global Carleman estimate
for the following backward stochastic parabolic equation:
dz +
n∑
j,k=1
(ajkzxj)xkdt = fdt+ ZdW (t) in Q,
z = 0 on Σ,
z(T ) = zT in G.
(5.64)
We begin with the following known technical result (See [3, p. 4, Lemma 1.1] and [9]
for its proof), which shows the existence of a nonnegative function with an arbitrarily given
critical point location in G.
Lemma 5.5 For any nonempty open subset G1 of G, there is a ψ ∈ C∞(G) such that ψ > 0
in G, ψ = 0 on Γ, and |∇ψ(x)| > 0 for all x ∈ G \G1.
Let us choose θ and ℓ as that in (5.59), and ψ given by Lemma 5.5 with G1 being any
fixed nonempty open subset of G such that G1 ⊂ G0. The desired global Carleman estimate
for (5.64) is stated as follows:
Theorem 5.7 There is a constant µ0 = µ0(G,G0, (a
jk)n×n, T ) > 0 such that for all µ ≥ µ0,
one can find two constants C = C(µ) > 0 and λ0 = λ0(µ) > 0 such that for all λ ≥ λ0,
f ∈ L2
F
(0, T ;L2(G)) and zT ∈ L2FT (Ω;L2(G)), the solution (z, Z) ∈ CF([0, T ];L2(Ω;L2(G)))×
L2
F
(0, T ;L2(G)) to (5.64) satisfies that
λ3µ4E
∫
Q
θ2ϕ3z2dxdt+ λµ2E
∫
Q
θ2ϕ|∇z|2dxdt
≤ C
(
λ3µ4E
∫
Q0
θ2ϕ3z2dxdt + E
∫
Q
θ2f 2dxdt+ λ2µ2E
∫
Q
θ2ϕ2Z2dxdt
)
.
(5.65)
Proof : We use Theorem 5.6 with bjk and h replaced respectively by −ajk and z (and
hence w = θz).
Integrating the equality (5.50) (with bjk replaced by −ajk) on G, taking mean value in
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both sides, and noting (5.63), we conclude that
2E
∫
Q
θ
[ n∑
j,k=1
(ajkwxj)xk +Aw
][
dz +
n∑
j,k=1
(ajkzxj )xkdt
]
dx− 2E
∫
Q
n∑
j,k=1
(ajkwxjdw)xkdx
+2E
∫
Q
n∑
j,k=1
[ n∑
j′,k′=1
(
2ajkaj
′k′ℓxj′wxjwxk′ − ajkaj
′k′ℓxjwxj′wxk′
)
−Ψajkwxjw
+ajk
(
Aℓxj +
Ψxj
2
)
w2
]
xk
dxdt
≥ 2s20E
∫
Q
[
ϕ
(
λµ2|∇ψ|2 + λO(µ))|∇w|2 + ϕ3(λ3µ4|∇ψ|4 + λ3O(µ3)
+λ2O(µ2e2µ|ψ|C(G)) + λO(e2µ|ψ|C(G))
)
w2
]
dxdt + 2E
∫
Q
∣∣∣ n∑
j,k=1
(ajkwxj)xk +Aw
∣∣∣2dxdt
+E
∫
Q
θ2
n∑
j,k=1
ajk(dzxj + ℓxjdz)(dzxk + ℓxkdz)dx− E
∫
Q
θ2A(dz)2dx,
(5.66)
where
A =
n∑
j,k=1
(ajkℓxjℓxk − ajkxkℓxj + ajkℓxjxk)− ℓt, Ψ = −2
n∑
j,k=1
ajkℓxjxk .
It follows from (5.64) that
2E
∫
Q
θ
[ n∑
j,k=1
(ajkwxj)xk +Aw
][
dz +
n∑
j,k=1
(ajkzxj)xkdt
]
dx
= 2E
∫
Q
θ
[ n∑
j,k=1
(ajkwxj )xk +Aw
](
fdt+ ZdW (t)
)
dx
= 2E
∫
Q
θ
[
−
n∑
j,k=1
(ajkwxj)xk +Aw
]
fdtdx
≤ E
∫
Q
∣∣∣ n∑
j,k=1
(ajkwxj)xk +Aw
∣∣∣2dtdx+ E ∫
Q
θ2f 2dtdx.
(5.67)
It is clear that the term “E
∫
Q
θ2
∑n
j,k=1 a
jk(dzxj + ℓxjdz)(dzxk + ℓxkdz)dx” in (5.66) is
nonnegative. Hence, by (5.66)–(5.67), one can show that
2s20E
∫
Q
[
ϕ
(
λµ2|∇ψ|2 + λO(µ))|∇w|2 + ϕ3(λ3µ4|∇ψ|4 + λ3O(µ3)
+λ2O(µ2e2µ|ψ|C(G)) + λO(e2µ|ψ|C(G))
)
w2
]
dxdt
≤ E
∫
Q
θ2(f 2 +AZ2)dxdt.
(5.68)
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From (5.68), we conclude that there is a µ0 > 0 such that for all µ ≥ µ0, one can find a
constant λ0 = λ0(µ) so that for any λ ≥ λ0, it holds that
λµ2E
∫
Q
θ2ϕ
(|∇z|2 + λ2µ2ϕ2z2)dxdt
≤ C
[
E
∫
Q
θ2(f 2 + λ2µ2ϕ2Z2)dxdt+ λµ2E
∫ T
0
∫
G1
θ2ϕ
(|∇z|2 + λ2µ2ϕ2z2)dxdt]. (5.69)
Choose a cut-off function ζ ∈ C∞0 (G0; [0, 1]) so that ζ ≡ 1 in G1. By d(θ2ϕh2) = h2(θ2ϕ)tdt+
2θ2ϕhdh+ θ2ϕ(dh)2, recalling limt→0+ ϕ(t, ·) = limt→T− ϕ(t, ·) ≡ 0 and using (5.64), we find
that
0 = E
∫
Q0
θ2
[
ζ2z2(ϕt + 2λϕηt) + 2ζ
2ϕ
n∑
j,k=1
ajkzxjzxk + 2µζ
2ϕ(1 + 2λϕ)z
n∑
j,k=1
ajkzxjψxk
+4ζϕz
n∑
j,k=1
ajkzxjζxk + 2ζ
2ϕfz + ζ2ϕZ2
]
dxdt.
Therefore, for any ε > 0, one has
2E
∫
Q0
θ2ζ2ϕ
n∑
j,k=1
ajkzxjzxkdxdt + E
∫
Q0
θ2ζ2ϕZ2dxdt
≤ εE
∫
Q0
θ2ζ2ϕ|∇z|2dxdt+ C
ε
E
∫
Q0
θ2
( 1
λ2µ2
f 2 + λ2µ2ϕ3z2
)
dxdt.
(5.70)
Since the matrix (ajk)1≤i,j≤n is uniformly positive definite, we conclude from (5.70) that
E
∫ T
0
∫
G1
θ2ϕ|∇z|2dxdt ≤ CE
∫
Q0
θ2
( 1
λ2µ2
f 2 + λ2µ2ϕ3z2
)
dxdt. (5.71)
Combining (5.69) and (5.71), we obtain (5.65). This completes the proof of Theorem
5.7.
5.3.3 Proof of the observability estimate for backward stochastic parabolic
equations
We are now in a position to prove Theorem 5.4.
Proof of Theorem 5.4 : Applying Theorem 5.7 to the equation (5.6), we deduce that, for
all µ ≥ µ0 and λ ≥ λ0(µ),
λ3µ4E
∫
Q
θ2ϕ3z2dxdt+ λµ2E
∫
Q
θ2ϕ|∇z|2dxdt
≤ C
{
λ3µ4E
∫
Q0
θ2ϕ3z2dxdt+E
∫
Q
θ2
[ n∑
j=1
(
a1jz
)
xj
−a2z−a3Z
]2
dxdt+λ2µ2E
∫
Q
θ2ϕ2Z2dxdt
}
≤ C
[
λ3µ4E
∫
Q0
θ2ϕ3z2dxdt+E
∫
Q
θ2
(|∇z|2+λ2µ2ϕ2z2 + Z2)dxdt+ λ2µ2E ∫
Q
θ2ϕ2Z2dxdt
]
.
(5.72)
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Choosing µ = µ0 and λ = C, from (5.72), we obtain that
E
∫
Q
θ2ϕ3z2dxdt ≤ C
(
E
∫
Q0
θ2ϕ3z2dxdt+ E
∫
Q
θ2ϕ2Z2dxdt
)
. (5.73)
Recalling (5.59), it follows from (5.73) that
E
∫ 3T/4
T/4
∫
G
z2dxdt
≤ C
max
(t,x)∈Q
(
θ2(t, x)ϕ3(t, x) + θ2(t, x)ϕ2(t, x)
)
min
x∈G
(
θ2(T/4, x)ϕ3(T/2, x)
) (E ∫
Q0
z2dxdt+ E
∫
Q
Z2dxdt
)
≤ C
(
E
∫
Q0
z2dxdt+ E
∫
Q
Z2dxdt
)
.
(5.74)
By (5.7) in Proposition 5.1, it follows that
E
∫
G
z2(0)dx ≤ CE
∫
G
z2(t)dx, ∀ t ∈ [0, T ]. (5.75)
Combining (5.74) and (5.75), we conclude that, the solution (z, Z) to the equation (5.6)
satisfies (5.47). This completes the proof of Theorem 5.4.
6 Pontryagin-type maximum principle for controlled
stochastic evolution equations in infinite dimensions
This section is addressed to studying the first order necessary optimality condition, i.e.,
Pontryagin-type maximum principle, for optimal control problems for nonlinear stochastic
evolution equations in infinite dimensions, in which both drift and diffusion terms can contain
the control variables, and the control domain is allowed to be nonconvex. The results in this
part are taken from [12, 13].
6.1 Formulation of the problem
In this section, U and U [0, T ] are the same as that in Section 4. To simplify the presentation,
we assume that H is a separable, real Hilbert space.
Let us impose the following condition.
(B1) For ϕ = a, b, suppose that ϕ(·, ·, ·) : [0, T ]×H ×U → H satisfies : i) For any (x, u) ∈
H × U , the functions ϕ(·, x, u) : [0, T ] → H is Lebesgue measurable; ii) For any (t, x) ∈
[0, T ] × H, the functions ϕ(t, x, ·) : U → H is continuous; and iii) For all (t, x1, x2, u) ∈
[0, T ]×H ×H × U , { |ϕ(t, x1, u)− ϕ(t, x2, u)|H ≤ CL|x1 − x2|H ,
|ϕ(t, 0, u)|H + |b(t, 0, u)|H ≤ CL.
(6.1)
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Consider the following controlled (forward) stochastic evolution equation:{
dx =
[
Ax+ a(t, x, u)
]
dt + b(t, x, u)dW (t) in (0, T ],
x(0) = x0,
(6.2)
where u ∈ U [0, T ] and x0 ∈ Lp0F0(Ω;H) for a given p0 ≥ 2. Under the assumption (B1), one
can show that the equation (6.2) is well-posed in the sense of mild solution.
Also, we need the following condition:
(B2) Suppose that g(·, ·, ·) : [0, T ]×H×U → R and h(·) : H → R are two functions satisfying:
i) For any (x, u) ∈ H × U , the function g(·, x, u) : [0, T ] → R is Lebesgue measurable; ii)
For any (t, x) ∈ [0, T ] × H, the function g(t, x, ·) : U → R is continuous; and iii) For all
(t, x1, x2, u) ∈ [0, T ]×H ×H × U ,{ |g(t, x1, u)− g(t, x2, u)|H + |h(x1)− h(x2)|H ≤ CL|x1 − x2|H ,
|g(t, 0, u)|H + |h(0)|H ≤ CL.
(6.3)
Define a cost functional J (·) (for the controlled system (6.2)) as follows:
J (u(·)) , E
[ ∫ T
0
g(t, x(t), u(t))dt+ h(x(T ))
]
, ∀ u(·) ∈ U [0, T ], (6.4)
where x(·) is the corresponding solution to (6.2).
Let us consider the following optimal control problem for the system (6.2):
Problem (OP) Find a u¯(·) ∈ U [0, T ] such that
J (u¯(·)) = inf u(·)∈U [0,T ]J (u(·)). (6.5)
Any u¯(·) satisfying (6.5) is called an optimal control. The corresponding state process x¯(·)
is called an optimal state (process), and (x¯(·), u¯(·)) is called an optimal pair.
The main aim of this section is to derive the first order necessary optimality condition,
i.e., Pontryagin-type maximum principle, for the above Problem (OP).
As we shall see later, the main difficulty to deal with the case of non-convex control
domain U is that one needs to study the following L(H)-valued backward stochastic evolution
equation2: 
dP = −(A∗ + J∗)Pdt− P (A+ J)dt−K∗PKdt
−(K∗Q+QK)dt + Fdt+QdW (t) in [0, T ),
P (T ) = PT .
(6.6)
Here and henceforth, F ∈ L1
F
(0, T ;L2(Ω;L(H))), PT ∈ L2FT (Ω;L(H)), J ∈ L4F(0, T ;L∞(Ω;L(H))) and K ∈ L4
F
(0, T ;L∞(Ω;L(H))). For the special case when H = Rn, it is easy to
2Throughout this section, for any operator-valued process (resp. random variable) R, we denote by R∗ its
pointwise dual operator-valued process (resp. random variable). For example, if R ∈ Lr1
F
(0, T ;Lr2(Ω;L(H))),
then R∗ ∈ Lr1
F
(0, T ;Lr2(Ω;L(H))), and |R|Lr1
F
(0,T ;Lr2(Ω;L(H))) = |R∗|Lr1
F
(0,T ;Lr2(Ω;L(H))).
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see that (6.6) is an Rn×n (matrix)-backward stochastic differential equation, and therefore,
the desired well-posedness follows from that of an Rn
2
(vector)-valued backward stochastic
differential equation. However, one has to face a real challenge in the study of (6.6) when
dimH = ∞, without further assumption on the data F and PT . Indeed, in the infinite
dimensional setting, although L(H) is still a Banach space, it is neither reflexive (needless
to say to be a Hilbert space) nor separable even if H itself is separable (See Problem 99 in
[4]). As far as we know, in the previous literatures there exists no such a stochastic integra-
tion/evolution equation theory in general Banach spaces that can be employed to treat the
well-posedness of (6.6). For example, the existing result on stochastic integration/evolution
equation in UMD Banach spaces (e.g. [20]) does not fit the present case because, if a Banach
space is UMD, then it is reflexive.
To overcome the above-mentioned difficulty, we employ the stochastic transposition
method developed in [11]. More precisely, we introduce a concept of relaxed transposition
solution to the equation (6.6), and develop a way to study the corresponding well-posedness.
Our method can be further modified to treat the second order necessary conditions for
stochastic optimal controls and the feedback control design for linear quadratic stochastic
optimal control problems in infinite dimensions but all of these topics are beyond the scope
of this short course.
6.2 Pontryagin-type maximum principle for convex control do-
main
In this subsection, we give a necessary condition for optimal controls of Problem (OP) for
the case of special control domain U , i.e., U is a convex subset of another separable Hilbert
space H˜, and the metric of U is introduced by the norm of H˜ (i.e., d(u1, u2) = |u1 − u2|H˜).
First, we need to study the following H-valued backward stochastic evolution equation:{
dy(t) = −A∗y(t)dt+ f(t, y(t), Y (t))dt+ Y (t)dW (t) in [0, T ),
y(T ) = yT .
(6.7)
Here yT ∈ L2FT (Ω;H)), f(·, ·, ·) : [0, T ]×H ×H → H satisfies
f(·, 0, 0) ∈ L1F(0, T ;L2(Ω;H)),
|f(t, x1, y1)− f(t, x2, y2)|H ≤ CL
(|x1 − x2|H + |y1 − y2|H),
a.e. (t, ω) ∈ [0, T ]× Ω, ∀ x1, x2, y1, y2 ∈ H.
(6.8)
To define the solution to (6.8), we introduce the following (forward) stochastic evolution
equation: {
dz = (A∗z + v1)ds+ v2dW (s) in (t, T ],
z(t) = η,
(6.9)
where t ∈ [0, T ], v1 ∈ L1F(t, T ;L2(Ω;H)), v2 ∈ L2F(t, T ;H), η ∈ L2Ft(Ω;H). The equation
(6.9) admits a unique mild solution z ∈ CF([t, T ];L2(Ω;H)), and
|z|CF([t,T ];L2(Ω;H)) ≤ C
(|η|L2
Ft
(Ω;H) + |v1|L1
F
(t,T ;L2(Ω;H)) + |v2|L2
F
(t,T ;H)
)
. (6.10)
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We now introduce the following notion.
Definition 6.1 We call (y(·), Y (·)) ∈ DF([0, T ];L2(Ω;H)) × L2F(0, T ;H) a transposition
solution to (6.7) if for any t ∈ [0, T ], v1(·) ∈ L1F(t, T ;L2(Ω;H)), v2(·) ∈ L2F(t, T ;H), η ∈
L2Ft(Ω;H) and the corresponding solution z ∈ CF([t, T ];L2(Ω;H)) to (6.9), it holds that
E
〈
z(T ), yT
〉
H
− E
∫ T
t
〈
z(s), F (s, y(s), Y (s))
〉
H
ds
= E
〈
η, y(t)
〉
H
+ E
∫ T
t
〈
v1(s), y(s)
〉
H
ds+ E
∫ T
t
〈
v2(s), Y (s)
〉
H
ds.
(6.11)
We have the following well-posedness result for (6.7) (See [12] for its proof).
Theorem 6.1 For any yT ∈ L2FT (Ω;H) and f(·, 0, 0) ∈ L1F(0, T ;L2(Ω;H)), the equation
(6.7) admits a unique transposition solution (y(·), Y (·)) ∈ DF([0, T ];L2(Ω;H))×L2F(0, T ;H).
Furthermore,
|(y(·), Y (·))|DF([0,T ];Lp(Ω;H))×L2F(0,T ;H) ≤ C
(|yT |Lp
FT
(Ω;H) + |f(·, 0, 0)|L1
F
(0,T ;L2(Ω;H))
)
. (6.12)
We introduce the following further assumptions for a(·, ·, ·), b(·, ·, ·), g(·, ·, ·) and h(·).
(B3) The functions a(t, x, u) and b(t, x, u), and the functional g(t, x, u) and h(x) are C1
with respect to x and u. Moreover, for any (t, x, u) ∈ [0, T ]×H × U ,{ ||ax(t, x, u)||L(H) + ||bx(t, x, u)||L(H) + |gx(t, x, u)|H + |hx(x)|H ≤ CL,
||au(t, x, u)||L(H˜,H) + ||bu(t, x, u)||L(H˜,H) + |gu(t, x, u)|H˜ ≤ CL.
(6.13)
We have the following result.
Theorem 6.2 Assume that x0 ∈ L2F0(Ω;H). Let the assumptions (B1), (B2) and (B3) hold,
and let (x¯(·), u¯(·)) be an optimal pair of Problem (OP). Let (y(·), Y (·)) be the transposition
solution to the equation (6.7) with yT and f(·, ·, ·) given by{
yT = −hx
(
x¯(T )
)
,
f(t, y1, y2) = −ax(t, x¯(t), u¯(t))∗y1 − bx
(
t, x¯(t), u¯(t)
)∗
y2 + gx
(
t, x¯(t), u¯(t)
)
.
(6.14)
Then,〈
au(t, x¯(t), u¯(t))
∗y(t)+bu(t, x¯(t), u¯(t))∗Y (t)−gu(t, u¯(t), x¯(t)), u−u¯(t)
〉
H˜
≤ 0,
a.e. (t, ω) ∈ [0, T ]× Ω, ∀ u ∈ U. (6.15)
To prove Theorem 6.2, we need the following result.
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Lemma 6.1 If F (·) ∈ L2
F
(0, T ; H˜) and u¯(·) ∈ U [0, T ] such that
E
∫ T
0
〈
F (t, ·), u(t, ·)− u¯(t, ·)〉
H˜
dt ≤ 0, (6.16)
holds for any u(·) ∈ U [0, T ] satisfying u(·) − u¯(·) ∈ L2
F
(0, T ;L2(Ω; H˜)), then, for any point
u ∈ U , the following pointwise inequality holds:〈
F (t, ω), u− u¯(t, ω)〉
H˜
≤ 0, a.e. (t, ω) ∈ [0, T ]× Ω. (6.17)
Proof : We use the contradiction argument. Suppose that the inequality (6.17) did not
hold. Then, there would exist a u0 ∈ U and an ε > 0 such that
αε
△
=
∫
Ω
∫ T
0
χΛε(t, ω)dtdP > 0,
where Λε ,
{
(t, ω) ∈ [0, T ]×Ω : Re 〈F (t, ω), u0− u¯(t, ω)〉H˜ ≥ ε}, and χΛε is the character-
istic function of Λε. For any m ∈ N, define Λε,m △= Λε∩
{
(t, ω) ∈ [0, T ]×Ω ∣∣ |u¯(t, ω)|H1 ≤ m}.
It is clear that lim
m→∞
Λε,m = Λε. Hence, there is an mε ∈ N such that∫
Ω
∫ T
0
χΛε,m(t, ω)dtdP >
αε
2
> 0, ∀ m ≥ mε.
Since
〈
F (·), u0 − u¯(·)
〉
H˜
is F-adapted, so is the process χΛε,m(·). Define
uˆε,m(t, ω) = u0χΛε,m(t, ω) + u¯(t, ω)χΛcε,m(t, ω), (t, ω) ∈ [0, T ]× Ω.
Noting that |u¯(·)|H˜ ≤ m on Λε,m, we see that uˆε,m(·) ∈ U [0, T ] and satisfies uˆε,m(·)− u¯(·) ∈
L2
F
(0, T ; H˜). Hence, for any m ≥ mε, we obtain that
E
∫ T
0
〈
F (t), uˆε,m(t)− u¯(t)
〉
H˜
dt =
∫
Ω
∫ T
0
χΛε,m(t, ω)
〈
F (t, ω), u0 − u¯(t, ω)
〉
H˜
dtdP
≥ ε
∫
Ω
∫ T
0
χΛε,m(t, ω)dtdP ≥
εαε
2
> 0,
which contradicts (6.16). This completes the proof of Lemma 6.1.
We are now in a position to prove Theorem 6.2.
Proof of Theorem 6.2 : We use the convex perturbation technique and divide the proof
into several steps.
Step 1. For the optimal pair (x¯(·), u¯(·)), we fix arbitrarily a control u(·) ∈ U [0, T ]
satisfying u(·)− u¯(·) ∈ L2
F
(0, T ;L2(Ω; H˜)). Since U is convex, we see that
uε(·) = u¯(·) + ε[u(·)− u¯(·)] = (1− ε)u¯(·) + εu(·) ∈ U [0, T ], ∀ ε ∈ [0, 1].
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Denote by xε(·) the state process of (6.2) corresponding to the control uε(·). It is easy to
show that
|xε|CF(0,T ;L2(Ω;H)) ≤ C
(
1 + |x0|L2
F0
(Ω;H)
)
, ∀ ε ∈ [0, 1]. (6.18)
Write xε1(·) =
1
ε
[
xε(·) − x¯(·)] and δu(·) = u(·) − u¯(·). Since (x¯(·), u¯(·)) satisfies (6.2), it is
easy to see that xε1(·) satisfies the following stochastic differential equation:{
dxε1 =
(
Axε1 + a
ε
1x
ε
1 + a
ε
2δu
)
dt+
(
bε1x
ε
1 + b
ε
2δu
)
dW (t) in (0, T ],
xε1(0) = 0,
(6.19)
where for ϕ = a, b,
ϕε1(t) =
∫ 1
0
ϕx(t, x¯(t) + σεx
ε
1(t), u
ε(t))dσ, ϕε2(t) =
∫ 1
0
ϕu(t, x¯(t), u¯(t) + σεδu(t))dσ. (6.20)
Consider the following stochastic differential equation:{
dx2 =
[
Ax2 + a1(t)x2 + a2(t)δu
]
dt+
[
b1(t)x2 + b2(t)δu
]
dW (t) in (0, T ],
x2(0) = 0,
(6.21)
where for ϕ = a, b,
ϕ1(t) = ax(t, x¯(t), u¯(t)), ϕ2(t) = au(t, x¯(t), u¯(t)). (6.22)
Step 2. In this step, we shall show that
lim
ε→0+
∣∣xε1 − x2∣∣L∞
F
(0,T ;L2(Ω;H))
= 0. (6.23)
First, using Burkholder-Davis-Gundy’s inequality (See Theorem 2.4) and by the assump-
tion (B1), we find that
E|xε1(t)|2H = E
∣∣∣ ∫ t
0
S(t− s)aε1(s)xε1(s)ds+
∫ t
0
S(t− s)aε2(s)δu(s)ds
+
∫ t
0
S(t− s)bε1(s)xε1(s)dw(s) +
∫ t
0
S(t− s)bε2(s)δu(s)dw(s)
∣∣∣2
H
≤ CE
[∣∣∣ ∫ t
0
S(t− s)aε1(s)xε1(s)ds
∣∣∣2
H
+
∣∣∣ ∫ t
0
S(t− s)bε1(s)xε1(s)dw(s)
∣∣∣2
H
+
∣∣∣ ∫ t
0
S(t− s)aε2(s)δu(s)ds
∣∣∣2
H
+
∣∣∣ ∫ t
0
S(t− s)bε2(s)δu(s)dw(s)
∣∣∣2
H
]
≤ C
[ ∫ t
0
E|xε1(s)|2Hds+
∫ T
0
E|δu(s)|2H1dt
]
.
(6.24)
It follows from (6.24) and Gronwall’s inequality that
E|xε1(t)|2H ≤ C|u¯− u|2L2
F
(0,T ;H1)
, ∀ t ∈ [0, T ]. (6.25)
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By a similar computation, we see that
E|x2(t)|2H ≤ C|u¯− u|2L2
F
(0,T ;H1)
, ∀ t ∈ [0, T ]. (6.26)
On the other hand, put xε3 = x
ε
1 − x2. Then, xε3 solves the following equation:
dxε3 =
[
Axε3 + a
ε
1(t)x
ε
3 +
(
aε1(t)− a1(t)
)
x2 +
(
aε2(t)− a2(t)
)
δu
]
dt
+
[
bε1(t)x
ε
3 +
(
bε1(t)− b1(t)
)
x2 +
(
bε2(t)− b2(t)
)
δu
]
dW (t) in (0, T ],
xε3(0) = 0.
(6.27)
It follows from (6.26)–(6.27) that
E|xε3(t)|2H
= E
∣∣∣ ∫ t
0
S(t− s)aε1(s)xε3(s)ds+
∫ t
0
S(t− s)bε1(s)xε3(s)dW (s)
+
∫ t
0
S(t− s)[aε1(s)−a1(s)]x2(s)ds+ ∫ t
0
S(t−s)[bε1(s)−b1(s)]x2(s)dW (s)
+
∫ t
0
S(t− s)[aε2(s)− a2(s)]δu(s)ds+ ∫ t
0
S(t− s)[bε2(s)− b2(s)]δu(s)dW (s)∣∣∣2
H
≤ C
[
E
∫ t
0
|xε3(s)|2Hds+|x2(·)|2L∞
F
(0,T ;L2(Ω;H))
∫ T
0
E
(||aε1(s)− a1(s)||2L(H)+ ||bε1(s)− b1(s)||2L(H))dt
+|u− u¯|2L2
F
(0,T ;L2(Ω;H1))
∫ T
0
E
(||aε2(s)− a2(s)||2L(H1,H) + ||bε2(s)− b2(s)||2L(H1,H))dt]
≤ C(1+|u−u¯|2L2
F
(0,T ;L2(Ω;H1))
)
{
E
∫ t
0
|xε3(s)|2Hds+
∫ T
0
E
[
||aε1(s)−a1(s)||2L(H)+||bε1(s)−b1(s)||2L(H)
+||aε2(s)− a2(s)||2L(H1,H) + ||bε2(s)− b2(s)||2L(H1,H)
]
dt
}
.
This, together with Gronwall’s inequality, implies that
E|xε3(t)|2H ≤ Ce
C|u−u¯|
L2
F
(0,T ;L2(Ω;H1))
∫ T
0
E
[
||aε1(s)− a1(s)||2L(H) + ||bε1(s)− b1(s)||2L(H)
+||aε2(s)− a2(s)||2L(H1,H) + ||bε2(s)− b2(s)||2L(H1,H)
]
ds, ∀ t ∈ [0, T ].
(6.28)
Note that (6.25) implies xε(·) → x¯(·) (in H) in probability, as ε → 0. Hence, by (6.20),
(6.22) and the continuity of ax(t, ·, ·), bx(t, ·, ·), au(t, ·, ·) and bu(t, ·, ·), we deduce that
lim
ε→0
∫ T
0
E
[
||aε1(s)− a1(s)||2L(H) + ||bε1(s)− b1(s)||2L(H)
+||aε2(s)− a2(s)||2L(H1,H) + ||bε2(s)− b2(s)||2L(H1,H)
]
ds = 0.
This, combined with (6.28), gives (6.23).
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Step 3. Since (x¯(·), u¯(·)) is an optimal pair of Problem (OP), from (6.23), we find that
0 ≤ lim
ε→0
J (uε(·))− J (u¯(·))
ε
=
{
E
∫ T
0
[〈
g1(t), x2(t)
〉
H
+
〈
g2(t), δu(t)
〉
H1
]
dt+ E
〈
hx(x¯(T )), x2(T )
〉
H
}
,
(6.29)
where
g1(t) = gx(t, x¯(t), u¯(t)), g2(t) = gu(t, x¯(t), u¯(t)).
Now, it follows from Itoˆs formula that
−E〈hx(x¯(T )), x2(T )〉H − E ∫ T
0
〈
g1(t), x2(t)
〉
H
dt
= E
∫ T
0
[〈
a2(t)δu(t), y(t)
〉
H
+
〈
b2(t)δu(t), Y (t)
〉
H
]
dt.
(6.30)
Combining (6.29) and (6.30), we find
E
∫ T
0
〈
a2(t)
∗y(t) + b2(t)∗Y (t)− g2(t), u(t)− u¯(t)
〉
H˜
dt ≤ 0 (6.31)
holds for any u(·) ∈ U [0, T ] satisfying u(·)− u¯(·) ∈ L2
F
(0, T ;L2(Ω; H˜)). Hence, by means of
Lemma 6.1, we conclude that〈
a2(t)
∗y(t) + b2(t)∗Y (t)− g2(t), u− u¯(t)
〉
H˜
≤ 0, a.e. [0, T ]× Ω, ∀ u ∈ U. (6.32)
This completes the proof of Theorem 6.2.
6.3 Pontryagin-type maximum principle for the general case
In this subsection, we give a necessary condition for optimal controls of Problem (OP) for
the general case.
6.3.1 Relaxed transposition solution to operator-valued backward stochastic
evolution equations
To define the solution to (6.6) in the transposition sense, we need to introduce the following
two (forward) stochastic evolution equations:{
dx1 = (A+ J)x1ds+ u1ds+Kx1dW (s) + v1dW (s) in (t, T ],
x1(t) = ξ1
(6.33)
and {
dx2 = (A+ J)x2ds+ u2ds+Kx2dW (s) + v2dW (s) in (t, T ],
x2(t) = ξ2.
(6.34)
58
Here
ξ1, ξ2∈L4Ft(Ω;H), u1, u2 ∈ L2F(t, T ;L4(Ω;H)), v1, v2 ∈ L2F(t, T ;L4(Ω;H)).
Also, we need to introduce the solution space for (6.6). Write
CF,w([0, T ];L
2(Ω;L(H))
△
=
{
P (·, ·)
∣∣∣ P (·, ·) ∈ L∞F (0, T ;L2(Ω;L(H))) and for every t ∈ [0, T ] and ξ ∈ L4Ft(Ω;H),
P (·, ·)ξ ∈ CF([t, T ];L 43 (Ω;H)) and |P (·, ·)ξ|CF([t,T ];L 43 (Ω;H)) ≤ C|ξ|L4Ft(Ω;H)
}
(6.35)
and
Q[0, T ] △=
{(
Q(·), Q̂(·)
) ∣∣∣ For any t ∈ [0, T ], both Q(t) and Q̂(t) are bounded linear operators
from L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H))× L2F(t, T ;L4(Ω;H)) to L2F(t, T ;L
4
3 (Ω;H))
and Q(t)(0, 0, ·)∗ = Q̂(t)(0, 0, ·)
}
.
(6.36)
We now employ the stochastic transposition method, and define the relaxed transposition
solution to (6.6) as follows:
Definition 6.2 We call
(
P (·), Q(·), Q̂(·)) ∈ CF,w([0, T ];L2(Ω;L(H))) × Q[0, T ] a relaxed
transposition solution to the equation (6.6) if for any t ∈ [τ, T ], ξ1, ξ2 ∈ L4Ft(Ω;H), u1(·),
u2(·) ∈ L2F(t, T ;L4(Ω;H)) and v1(·), v2(·) ∈ L2F(t, T ;L4(Ω;H)), it holds that
E
〈
PTx1(T ), x2(T )
〉
H
− E
∫ T
t
〈
F (s)x1(s), x2(s)
〉
H
ds
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (s)u1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)x1(s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)K(s)x1(s), v2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)v1(s), K(s)x2(s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s), Q̂
(t)(ξ2, u2, v2)(s)
〉
H
ds+ E
∫ T
t
〈
Q(t)(ξ1, u1, v1)(s), v2(s)
〉
H
ds,
(6.37)
Here, x1(·) and x2(·) solve (6.33) and (6.34), respectively.
We have the following well-posedness result for the equation (6.6) (See [12] for its proof).
Theorem 6.3 Suppose that LpFT (Ω) (1 ≤ p < ∞) is a separable Banach space. Then the
equation (6.6) admits one and only one relaxed transposition solution
(
P (·), Q(·), Q̂(·)) ∈
CF,w([0, T ]; L
2(Ω;L(H)))×Q[0, T ]. Furthermore,
|P |CF,w([0,T ];L2(Ω;L(H))) +
∣∣(Q(·), Q̂(·))∣∣Q[0,T ] ≤ C(|F |L1F(0,T ; L2(Ω;L(H))) + |PT |L2FT (Ω; L(H))).
Next, we give a regularity result for the relaxed transposition solution. For this purpose,
we first give two preliminary results (See [13] for their proofs).
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Lemma 6.2 For each t ∈ [0, T ], if u2 = v2 = 0 in the equation (6.34), then there exists an
operator U(·, t) ∈ L(L4Ft(Ω;H);CF([t, T ];L4(Ω;H))) such that the solution to (6.34) can be
represented as x2(·) = U(·, t)ξ2.
Let {∆n}∞n=1 be a sequence of partitions of [0, T ], that is,
∆n
△
=
{
tni
∣∣∣ i = 0, 1, · · · , n, and 0 = tn0 < tn1 < · · · < tnn = T}
such that ∆n ⊂ ∆n+1 and δ(∆n) △= max0≤i≤n−1(tni+1 − tni )→ 0 as n→∞. We introduce the
following subspaces of L2
F
(0, T ;L4(Ω;H)):
Hn =
{ n−1∑
i=0
χ[tni ,tni+1)(·)U(·, tni )hi
∣∣∣ hi ∈ L4Ftn
i
(Ω;H)
}
. (6.38)
Here U(·, ·) is the operator introduced in Lemma 6.2. We have the following result.
Lemma 6.3 The set
⋃∞
n=1Hn is dense in L2F(0, T ;L4(Ω;H)).
The regularity result for solutions to (6.6) can be stated as follows (See [13] for its proof).
Lemma 6.4 Suppose that the assumptions in Theorem 6.3 hold and let (P (·), Q(·), Q̂(·)) be
the relaxed transposition solution to the equation (6.6). Then, there exist an n ∈ N and two
pointwise defined linear operators Qn and Q̂n, both of which are fromHn to L2F(0, T ;L
4
3 (Ω;H)),
such that, for any ξ1, ξ2 ∈ L4F0(Ω;H), u1(·), u2(·) ∈ L4F(Ω;L2(0, T ;H)) and v1(·), v2(·) ∈ Hn,
it holds that
E
∫ T
0
〈
v1(s), Q̂
(0)(ξ2, u2, v2)(s)
〉
H
ds+ E
∫ T
0
〈
Q(0)(ξ1, u1, v1)(s), v2(s)
〉
H
ds
= E
∫ T
0
[〈(
Qnv1
)
(s), x2(s)
〉
H
+
〈
x1(s),
(
Q̂nv2
)
(s)
〉
H
]
ds,
(6.39)
where, x1(·) and x2(·) solve accordingly (6.33) and (6.34) with t = 0. Further, there is a
positive constant C(n), depending on n, such that∣∣Qnv1∣∣L2
F
(0,T ;L
4
3 (Ω;H))
+
∣∣Q̂nv2∣∣L2
F
(0,T ;L
4
3 (Ω;H))
≤ C(n)(|v˜1|L2
F
(0,T ;L4(Ω;H)) + |v˜2|L2
F
(0,T ;L4(Ω;H))
)
,
(6.40)
where
v˜1 =
n−1∑
i=0
χ[tni ,tni+1)(·)hi for v1 =
n−1∑
i=0
χ[tni ,tni+1)(·)U(·, ti)hi
and
v˜2 =
n−1∑
j=0
χ[tnj ,tnj+1)(·)hj for v2 =
n−1∑
j=0
χ[tnj ,tnj+1)(·)U(·, tj)hj .
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6.3.2 Statement of the Pontryagin-type maximum principle
We assume the following further conditions for the optimal control problem (OP).
(B4) The function a(t, x, u) and b(t, x, u), and the functional g(t, x, u) and h(x) are C2 with
respect to x, such that for ψ(t, x, u) = g(t, x, u), h(x), it holds that ϕx(t, x, u), ψx(t, x, u),
ϕxx(t, x, u) and ψxx(t, x, u) are continuous with respect to u. Moreover, for all (t, x, u) ∈
[0, T ]×H × U ,{ ||ax(t, x, u)||L(H) + ||bx(t, x, u)||L(H) + |ψx(t, x, u)|H ≤ CL,
||axx(t, x, u)||L(H×H, H) + ||bxx(t, x, u)||L(H×H, H) + ||ψxx(t, x, u)||L(H) ≤ CL.
(6.41)
Let
H(t, x, u, k1, k2)
△
=
〈
k1, a(t, x, u)
〉
H
+
〈
k2, b(t, x, u)
〉
H
− g(t, x, u),
(t, x, u, k1, k2) ∈ [0, T ]×H × U ×H ×H.
(6.42)
We have the following result.
Theorem 6.4 Suppose that LpFT (Ω) (1 ≤ p < ∞) is a separable Banach space, U is a
separable metric space, and x0 ∈ L8F0(Ω;H). Let the assumptions (B1), (B2) and (B4) hold,
and let (x¯(·), u¯(·)) be an optimal pair of Problem (OP). Let (y(·), Y (·)) be the transposition
solution to (6.7) with yT and f(·, ·, ·) given by (6.14). Assume that (P (·), Q(·), Q̂(·)) is the
relaxed transposition solution to the equation (6.6) in which PT , J(·), K(·) and F (·) are
given by {
PT = −hxx
(
x¯(T )
)
, J(t) = ax(t, x¯(t), u¯(t)),
K(t) = bx(t, x¯(t), u¯(t)), F (t) = −Hxx
(
t, x¯(t), u¯(t), y(t), Y (t)
)
.
(6.43)
Then, for a.e. (t, ω) ∈ [0, T ]× Ω and for all u ∈ U ,
H
(
t, x¯(t), u¯(t), y(t), Y (t)
)− ReH(t, x¯(t), u, y(t), Y (t))
−1
2
〈
P (t)
[
b
(
t, x¯(t), u¯(t)
)− b(t, x¯(t), u)], b(t, x¯(t), u¯(t))− b(t, x¯(t), u)〉
H
≥ 0.
(6.44)
6.3.3 Proof of the Pontryagin-type stochastic maximum principle
We are now in a position to prove Theorem 6.4.
Proof of Theorem 6.4 : We divide the proof into two steps.
Step 1. For each ε > 0, let Eε ⊂ [0, T ] be a measurable set with measure ε. Put
uε(t) =
{
u¯(t), t ∈ [0, T ] \ Eε,
u(t), t ∈ Eε.
(6.45)
where u(·) is an arbitrary given element in U [0, T ].
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We introduce some notations which will be used in what follows. For ϕ = a, b, g, we let
ϕ1(t) = ϕx(t, x¯(t), u¯(t)), ϕ11(t) = ϕxx(t, x¯(t), u¯(t)),
ϕ˜ε1(t) =
∫ 1
0
ϕx
(
t, x¯(t) + σ(xε(t)− x¯(t)), uε(t))dσ,
ϕ˜ε11(t) = 2
∫ 1
0
(1− σ)axx
(
t, x¯(t) + σ(xε(t)− x¯(t)), uε(t))dσ,
(6.46)
and 
δϕ(t) = ϕ(t, x¯(t), u(t))− ϕ(t, x¯(t), u¯(t)),
δϕ1(t) = ϕx(t, x¯(t), u(t))− ϕx(t, x¯(t), u¯(t)),
δϕ11(t) = ϕxx(t, x¯(t), u(t))− ϕxx(t, x¯(t), u¯(t)).
(6.47)
Let xε(·) be the state process of the system (6.2) corresponding to the control uε(·).
Then, xε(·) solves{
dxε =
[
Axε + a(t, xε, uε)
]
dt+ b(t, xε, uε)dW (t) in (0, T ],
xε(0) = x0.
(6.48)
It is easy to prove that
|xε|CF([0,T ];L8(Ω;H)) ≤ C
(
1 + |x0|L8
F0
(Ω;H)
)
, ∀ ε > 0. (6.49)
Let xε1(·) = xε(·)− x¯(·). Then, by (6.49) and noting that the optimal pair (x¯(·), u¯(·)) solves
the equation (6.2), we see that xε1(·) satisfies the following stochastic evolution equation:{
dxε1 =
[
Axε1 + a˜
ε
1(t)x
ε
1 + χEε(t)δa(t)
]
dt+
[
b˜ε1(t)x
ε
1 + χEε(t)δb(t)
]
dW (t) in (0, T ],
xε1(0) = 0.
(6.50)
Consider the following two stochastic differential equations:{
dxε2 =
[
Axε2 + a1(t)x
ε
2
]
dt+
[
b1(t)x
ε
2 + χEε(t)δb(t)
]
dW (t) in (0, T ],
xε2(0) = 0
(6.51)
and3 
dxε3 =
[
Axε3 + a1(t)x
ε
3 + χEε(t)δa(t) +
1
2
a11(t)
(
xε2, x
ε
2
)]
dt
+
[
b1(t)x
ε
3 + χEε(t)δb1(t)x
ε
2 +
1
2
b11(t)
(
xε2, x
ε
2
)]
dW (t) in (0, T ],
xε3(0) = 0.
(6.52)
Similar to Steps 1-2 in the proof of Theorem 6.2, we can show that
3Recall that, for any C2-function f(·) defined on a Banach space X and x0 ∈ X , fxx(x0) ∈ L(X,X ;X).
This means that, for any x1, x2 ∈ X , fxx(x0)(x1, x2) ∈ X . Hence, by (6.46), a11(t)
(
xε2, x
ε
2
)
(in (6.52)) stands
for axx(t, x¯(t), u¯(t))
(
xε2(t), x
ε
2(t)
)
. One has a similar meaning for b11(t)
(
xε2, x
ε
2
)
and so on.
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|xε1(·)|8CF([0,T ];L8(Ω;H)) ≤ C(x0)ε4, (6.53)
|xε2(·)|8CF([0,T ];L8(Ω;H)) ≤ C(x0)ε4, (6.54)
max
t∈[0,T ]
E|xε3(t)|4H ≤ C(x0)ε4, (6.55)
|xε4(·)|CF([0,T ];L2(Ω;H)) ≤ C(x0)ε, (6.56)
|xε5(·)|2CF([0,T ];L2(Ω;H)) = o(ε2), as t→ 0, (6.57)∣∣∣ ∫ 1
0
(1− σ)(gxx(t, x¯(t) + σxε1(t), uε(t))− gxx(t, x¯(t), uε(t)))dσ∣∣∣L(H)
≤ C
(∫ 1
0
∣∣gxx(t, x¯(t) + σxε1(t), u¯(t))− gxx(t, x¯(t), u¯(t))∣∣∣L(H)dσ + χEε(t)),
(6.58)
∣∣∣ ∫ 1
0
(1− σ)(hxx(x¯(T ) + σxε1(T ))− hxx(x¯(T )))dσ∣∣∣L(H)
≤ C
( ∫ 1
0
∣∣hxx(x¯(T ) + σxε1(T ))− hxx(x¯(T ))∣∣∣L(H)dσ + χEε(t)),
(6.59)
and
|xε1 − xε2 − xε3|L∞F (0,T ;L2(Ω;H)) = o(ε), as ε→ 0. (6.60)
Step 2. We need to compute the value of J (uε(·))−J (u¯(·)).
J (uε(·))− J (u¯(·))
= E
∫ T
0
[
g(t, xε(t), uε(t))− g(t, x¯(t), u¯(t))]dt+ Eh(xε(T ))− Eh(x¯(T ))
= E
∫ T
0
{
χEε(t)δg(t) +
〈
gx(t, x¯(t), u
ε(t)), xε1(t)
〉
H
+
∫ 1
0
〈
(1− σ)gxx
(
t, x¯(t) + σxε1(t), u
ε(t)
)
xε1(t), x
ε
1(t)
〉
H
dσ
}
dt
+E
〈
hx(x¯(T )), x
ε
1(T )
〉
H
+ E
∫ 1
0
〈
(1− σ)hxx
(
x¯(T ) + σxε1(T )
)
xε1(T ), x
ε
1(T )
〉
H
dσ.
(6.61)
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This, together with the definition of xεi (·) (i = 1, 2, 3, 4, 5), yields that
J (uε(·))− J (u¯(·))
= E
∫ T
0
{
χEε(t)δg(t) +
〈
δg1(t), x
ε
1(t)
〉
H
χEε(t) +
〈
g1(t), x
ε
2(t) + x
ε
3(t)
〉
H
+
〈
g1(t), x
ε
5(t)
〉
H
+
∫ 1
0
〈
(1− σ)[gxx(t, x¯(t) + σxε1(t), uε(t))− gxx(t, x¯(t), uε(t))]xε1(t), xε1(t)〉Hdσ
+
1
2
〈
δg11(t)x
ε
1(t), x
ε
1(t)
〉
H
χEε(t)+
1
2
〈
g11(t)x
ε
2(t), x
ε
2(t)
〉
H
+
1
2
〈
g11(t)x
ε
4(t), x
ε
1(t)+x
ε
2(t)
〉
H
}
dt
+E
〈
hx
(
x¯(T )
)
, xε2(t)+x
ε
3(t)
〉
H
+E
〈
hx
(
x¯(T )
)
, xε5(t)
〉
H
+
1
2
E
〈
hxx
(
x¯(T )
)
xε2(t), x
ε
2(t)
〉
H
+
1
2
E
〈
hxx
(
x¯(T )
)
xε4(T ), x
ε
1(T ) + x
ε
2(T )
〉
H
+E
∫ 1
0
〈
(1− σ)[hxx(x¯(T ) + σxε1(T ))− hxx(x¯(T ))]xε1(T ), xε1(T )〉Hdσ.
(6.62)
For a.e. t ∈ [0, T ], we find that
∣∣∣∣ ∫ 1
0
(1− σ)[gxx(t, x¯(t) + σxε1(t), uε(t))− gxx(t, x¯(t), uε(t))]dσ∣∣∣∣L(H×H, H)
=
∣∣∣∣ ∫ 1
0
(1− σ)
[
gxx
(
t, x¯(t) + σxε1(t), u¯(t)
)− gxx(t, x¯(t), u¯(t))]dσ
+
∫ 1
0
(1− σ)χEε(t)gxx
(
t, x¯(t) + σxε1(t), u(t)
)
dσ + χEε(t)gxx
(
t, x¯(t), u(t)
)∣∣∣∣
L(H×H, H)dσ
≤ C
[ ∫ 1
0
∣∣∣∣gxx(t, x¯(t) + σxε1(t), u¯(t))− gxx(t, x¯(t), u¯(t))∣∣∣∣L(H×H, H)dσ + χEε(t)].
(6.63)
By (6.62), noting (6.53), (6.54), (6.55), (6.56), (6.57) and (6.58), and using the continuity of
both hxx(x) and gxx(x) with respect to x, we end up with
J (uε(·))−J (u¯(·))
= E
∫ T
0
[〈
g1(t), x
ε
2(t) + x
ε
3(t)
〉
H
+
1
2
〈
g11(t)x
ε
2(t), x
ε
2(t)
〉
H
+ χEε(t)δg(t)
]
dt
+E
〈
hx
(
x¯(T )
)
, xε2(T ) + x
ε
3(T )
〉
H
+
1
2
E
〈
hxx
(
x¯(T )
)
xε2(t), x
ε
2(t)
〉
H
+ o(ε).
(6.64)
In the sequel, we shall get rid of xε2(·) and xε3(·) in (6.64) by solutions to the equations
(6.7) and (6.6). By the definition of the transposition solution to the equation (6.7) (with
yT and f(·, ·, ·) given by (6.14)), we obtain that
−E〈hx(x¯(T ))), xε2(T )〉H − E ∫ T
0
〈
g1(t), x
ε
2(t)
〉
H
dt = E
∫ T
0
〈
Y (t), δb(t)
〉
H
χEε(t)dt (6.65)
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and
−E〈hx(x¯(T ))), xε3(T )〉H − E ∫ T
0
〈
g1(t), x
ε
3(t)
〉
H
dt
= E
∫ T
0
{1
2
[〈
y(t), a11(t)
(
xε2(t), x
ε
2(t)
)〉
H
+
〈
Y (t), b11(t)
(
xε2(t), x
ε
2(t)
)〉
H
]
+χEε(t)
[〈
y(t), δa(t)
〉
H
+
〈
Y, δb1(t)x
ε
2(t)
〉
H
]}
dt.
(6.66)
According to (6.64)–(6.66), we conclude that
J (uε(·))− J (u¯(·))
=
1
2
E
∫ T
0
[〈
g11(t)x
ε
2(t), x
ε
2(t)
〉
H
− 〈y(t), a11(t)(xε2(t), xε2(t))〉H
−〈Y, b11(t)(xε2(t), xε2(t))〉H]dt+ E ∫ T
0
χEε(t)
[
δg(t)− 〈y(t), δa(t)〉
H
−〈Y (t), δb(t)〉
H
]
dt+
1
2
E
〈
hxx
(
x¯(T )
)
xε2(T ), x
ε
2(T )
〉
H
+ o(ε), as ε→ 0.
(6.67)
By the definition of the relaxed transposition solution to the equation (6.6) (with PT , J(·),
K(·) and F (·) given by (6.43)), we obtain that
−E〈hxx(x¯(T ))xε2(T ), xε2(T )〉H + E ∫ T
0
〈
Hxx
(
t, x¯(t), u¯(t), y(t), Y (t)
)
xε2(t), x
ε
2(t)
〉
H
dt
= E
∫ T
0
χEε(t)
〈
b1(t)x
ε
2(t), P (t)
∗δb(t)
〉
H
dt+ E
∫ T
0
χEε(t)
〈
P (t)δb(t), b1(t)x
ε
2(t)
〉
H
dt
+E
∫ T
0
χEε(t)
〈
P (t)δb(t), δb(t)
〉
H
dt+ E
∫ T
0
χEε(t)
〈
δb(t), Q̂(0)(0, 0, χEεδb)(t)
〉
H
dt
+E
∫ T
0
χEε(t)
〈
Q(0)(0, 0, δb)(t), δb(t)
〉
H
dt.
(6.68)
Now, we estimate the terms in the right hand side of (6.68). By (6.54), we have∣∣∣E ∫ T
0
χEε(t)
〈
b1(t)x
ε
2(t), P (t)
∗δb(t)
〉
H
dt+ E
∫ T
0
χEε(t)
〈
P (t)δb(t), b1(t)x
ε
2(t)
〉
H
dt
∣∣∣ = o(ε).
(6.69)
In what follows, for any τ ∈ [0, T ), we choose Eε = [τ, τ + ε] ⊂ [0, T ].
By Lemma 6.3, we can find a sequence {βn}∞n=1 such that βn ∈ Hn (Recall (6.38) for
the definition of Hn) and limn→∞ βn = δb in L2F(0, T ;L4(Ω;H)). Hence, for some positive
constant C(x0) (depending on x0),
|βn|L2
F
(0,T ;L4(Ω;H)) ≤ C(x0) <∞, ∀ n ∈ N, (6.70)
and there is a subsequence {nk}∞k=1 ⊂ {n}∞n=1 such that
lim
k→∞
|βnk(t)− δb(t)|L4Ft (Ω;H) = 0 for a.e. t ∈ [0, T ]. (6.71)
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Denote by Qnk and Q̂nk the corresponding pointwise defined linear operators from Hnk
to L2
F
(0, T ; L
4
3 (Ω;H)), given in Lemma 6.4.
Consider the following equation:{
dxε2,nk =
[
Axε2,nk + a1(t)x
ε
2,nk
]
dt+
[
b1(t)x
ε
2,nk
+ χEε(t)βnk(t)
]
dW (t) in (0, T ],
xε2,nk(0) = 0.
(6.72)
We have
E|xε2,nk(t)|4H
= E
∣∣∣ ∫ t
0
S(t− s)a1(s)xε2,nk(s)ds+
∫ t
0
S(t− s)b1(s)xε2,nk(s)dW (s)
+
∫ t
0
S(t− s)χEε(s)βnk(s)dW (s)
∣∣∣4
H
≤ C
[
E
∣∣∣ ∫ t
0
S(t− s)a1(s)xε2,nk(s)ds
∣∣∣4
H
+ E
∣∣∣ ∫ t
0
S(t− s)b1(s)xε2,nk(s)dW (s)
∣∣∣4
H
+E
∣∣∣ ∫ t
0
S(t− s)χEε(s)βnk(s)dW (s)
∣∣∣4
H
]
≤ C
[ ∫ t
0
E|xε2,nk(s)|4Hds+ ε
∫
Eε
E|βnk(s)|4Hds
]
.
(6.73)
By (6.70) and thanks to Gronwall’s inequality, (6.73) leads to
|xε2,nk(·)|4L∞F (0,T ;L4(Ω;H)) ≤ C(x0, k)ε
2. (6.74)
Here and henceforth, C(x0, k) is a generic constant (depending on x0, k, T , A and CL), which
may be different from line to line. For any fixed k ∈ N, since Qnkβnk ∈ L2F(0, T ;L
4
3 (Ω;H)),
by (6.74), we find that∣∣∣E ∫ T
0
χEε(t)
〈(
Qnkβnk
)
(t), xε2,nk(t)
〉
H
dt
∣∣∣
≤ |xε2,nk(·)|L∞F (0,T ;L4(Ω;H))
∫
Eε
∣∣(Qnkβnk)(t)∣∣
L
4
3
Ft
(Ω;H)
dt
≤ C(x0, k)
√
ε
∫
Eε
∣∣(Qnkβnk)(t)∣∣
L
4
3
Ft
(Ω;H)
dt = o(ε), as ε→ 0.
(6.75)
Similarly, ∣∣∣E ∫ T
0
χEε(t)
〈
xε2,nk(t),
(
Q̂nkβnk
)
(t)
〉
H
dt
∣∣∣ = o(ε), as ε→ 0. (6.76)
From (6.39) in Theorem 6.4, and noting that both Qnk and Q̂nk are pointwise defined,
we arrive at the following equality:
E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt+ E
∫ T
0
〈
Q(0)(0, 0, χEεβnk)(t), χEεβnk(t)
〉
H
dt
= E
∫ T
0
χEε
[〈(
Qnkβnk
)
(t), xε2,nk(t)
〉
H
+
〈
xε2,nk(t),
(
Q̂nkβnk
)
(t)
〉
H
]
dt.
(6.77)
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Hence,
E
∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt+ E
∫ T
0
〈
Q(0)(0, 0, χEεδb)(t), χEε(t)δb(t)
〉
H
dt
−E
∫ T
0
χEε(t)
[〈(
Qnkβnk
)
(t), xε2,nk(t)
〉
H
+
〈
xε2,nk(t),
(
Q̂nkβnk
)
(t)
〉
H
]
dt
= E
∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt+ E
∫ T
0
〈
Q(0)(0, 0, χEεδb)(t), χEε(t)δb(t)
〉
H
dt
−E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt−E
∫ T
0
〈
Q(0)(0, 0, χEεβnk)(t), χEε(t)βnk(t)
〉
H
dt.
(6.78)
It is easy to see that∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt− E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
≤
∣∣∣E∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt− E
∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
+
∣∣∣E∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt−E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣.
(6.79)
From (6.71) and the density of the Lebesgue points, we find that for a.e. τ ∈ [0, T ), it holds
that
lim
k→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt
−E
∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
≤ lim
k→∞
lim
ε→0
1
ε
[ ∫ T
0
χEε(t)
(
E|δb(t)|4H
) 1
2
dt
] 1
2 |Q̂(0)(0, 0, χEε(δb− βnk))|L2
F
(0,T ;L
4
3 (Ω;H))
≤ C lim
k→∞
lim
ε→0
1
ε
[ ∫ T
0
χEε(t)
(
E|δb(t)|4H
) 1
2
dt
] 1
2 ∣∣χEε(δb− βnk)∣∣L2
F
(0,T ;L4(Ω;H))
≤ C lim
k→∞
lim
ε→0
|δb(τ)|L4
Fτ
(Ω;H)√
ε
[ ∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
] 1
2
= C lim
k→∞
lim
ε→0
|δb(τ)|L4
Fτ
(Ω;H)
[1
ε
∫ τ+ε
τ
|δb(t)− βnk(t)|2L4
Ft
(Ω;H)dt
] 1
2
= C lim
k→∞
|δb(τ)|L4
Fτ
(Ω;H)|δb(τ)− βnk(τ)|L4Fτ (Ω;H)
= 0.
(6.80)
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Similarly,
lim
k→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
−E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
≤ lim
k→∞
lim
ε→0
1
ε
∣∣Q̂(0)(0, 0, χEεβnk)∣∣L2
F
(0,T ;L
4
3 (Ω;H))
[ ∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
] 1
2
≤ C lim
k→∞
lim
ε→0
1
ε
∣∣χEεβnk∣∣L2
F
(0,T ;L4(Ω;H))
[ ∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
] 1
2
≤ C lim
k→∞
lim
ε→0
1
ε
{∣∣χEεδb∣∣L2
F
(0,T ;L4(Ω;H))
[ ∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
] 1
2
+
∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
}
≤ C lim
k→∞
lim
ε→0
{ |δb(τ)|L4
Fτ
(Ω;H)√
ε
[ ∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
] 1
2
+
1
ε
∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
}
= C lim
k→∞
lim
ε→0
{
|δb(τ)|L4
Fτ
(Ω;H)
[1
ε
∫ τ+ε
τ
|δb(t)− βnk(t)|2L4
Ft
(Ω;H)dt
] 1
2
+
1
ε
∫ τ+ε
τ
|δb(t)− βnk(t)|2L4
Ft
(Ω;H)dt
}
= C lim
k→∞
[|δb(τ)|L4
Fτ
(Ω;H)|δb(τ)− βnk(τ)|L4Fτ (Ω;H) + |δb(τ)− βnk(τ)|
2
L4
Fτ
(Ω;H)
]
= 0.
(6.81)
From (6.79)–(6.81), we find that
lim
k→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt
−E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣ = 0. (6.82)
By a similar argument, we obtain that
lim
k→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
Q(0)(0, 0, χEεδb)(t), χEε(t)δb(t)
〉
H
dt
−E
∫ T
0
〈
Q(0)(0, 0, χEεβnk)(t), χEε(t)βnk(t)
〉
H
dt
∣∣∣ = 0. (6.83)
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From (6.75)–(6.78) and (6.82)–(6.83), we obtain that∣∣∣E ∫ T
0
χEε(t)
〈
δb(t), Q̂(0)(0, 0, χEεδb)(t)
〉
H
dt+ E
∫ T
0
χEε(t)
〈
Q(0)(0, 0, δb)(t), δb(t)
〉
H
dt
∣∣∣
= o(ε), as ε→ 0.
(6.84)
Combining (6.67), (6.68), (6.69) and (6.84), we end up with
J (uε(·))− J (u¯(·))
= E
∫ T
0
[
δg(t)− 〈y(t), δa(t)〉
H
− 〈Y (t), δb(t)〉
H
− 1
2
〈
P (t)δb(t), δb(t)
〉
H
]
χEε(t)dt+ o(ε).
Since u¯(·) is the optimal control, J (uε(·))−J (u¯(·)) ≥ 0. Thus,
E
∫ T
0
χEε(t)
[〈
y(t), δa(t)
〉
H
+
〈
Y (t), δb(t)
〉
H
−δg(t)+ 1
2
〈
P (t)δb(t), δb(t)
〉
H
]
dt ≤ o(ε), (6.85)
as ε→ 0.
Finally, by (6.85), we obtain (6.44). This completes the proof of Theorem 6.4.
It is worth to mention that, the stochastic transposition method has some other ap-
plications, say it can be used to establish the equivalence between the existence of opti-
mal feedback operator for infinite dimensional stochastic linear quadratic control problems
with random coefficients and the solvability of the corresponding operator-valued, backward
stochastic Riccati equations (See [16] for more details).
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