Summary. The paper develops a new estimation of non-parametric regression functions for clustered or longitudinal data. We propose to use Cholesky decomposition and profile least squares techniques to estimate the correlation structure and regression function simultaneously. We further prove that the estimator proposed is as asymptotically efficient as if the covariance matrix were known. A Monte Carlo simulation study is conducted to examine the finite sample performance of the procedure proposed, and to compare the procedure with the existing procedures. On the basis of our empirical studies, the newly proposed procedure works better than naive local linear regression with working independence error structure and the gain in efficiency can be achieved in moderate-sized samples. Our numerical comparison also shows that the newly proposed procedure outperforms some existing procedures. A real data set application is also provided to illustrate the estimation procedure proposed.
Introduction
For clustered or longitudinal data, we know that the data that are collected from the same subject at different times are correlated and that observations from different subjects are often independent. Therefore, it is of great interest to estimate the regression function incorporating the within-subject correlation to improve the efficiency of estimation. This issue has been well studied for parametric regression models in the literature. See, for example, the generalized method of moments (Hansen, 1982) , the generalized estimating equation (GEE) (Liang and Zeger, 1986 ) and quadratic inference function (Qu et al., 2000) .
Parametric regression generally has simple and intuitive interpretations and provides a parsimonious description of the relationship between the response variable and its covariates. However, these strong assumption models may introduce modelling biases and lead to erroneous conclusions when there is model misspecification. In this paper, we focus on the non-parametric regression model for longitudinal data. Suppose that {.x ij , y ij /, i = 1, . . . , n, j = 1, . . . , J i } is a random sample from the non-parametric regression model y ij = m.x ij / + " ij ,
.1/ where m.·/ is a non-parametric smoothing function, and " ij is a random error. Here .x ij , y ij / is the jth observation of the ith subject or cluster. Thus, .x ij , y ij /, j = 1, . . . , J i , are correlated. There has been substantial research interest in developing non-parametric estimation procedures for m.·/ under the setting of clustered or longitudinal data. Lin and Carroll (2000) proposed the kernel GEE, an extension of the parametric GEE, for model (1) and showed that the kernel GEE works the best without incorporating within-subject correlation. Wang (2003) proposed the marginal kernel method for longitudinal data and proved its efficiency by incorporating the true correlation structure. She also demonstrated that the marginal kernel method using the true correlation structure results in more efficient estimates than Lin and Carroll's (2000) kernel GEE. Linton et al. (2003) proposed a two-stage estimator to incorporate the correlation by using a linear transformation to transform the correlated data model into an uncorrelated data model if the working covariance matrix is known (up to some unknown parameters). They proved that their estimator has asymptotically smaller mean-squared error than the regular working independence kernel estimator if the preliminary estimate is undersmoothed.
In this paper, we propose a new procedure to estimate the correlation structure and regression function simultaneously, based on the Cholesky decomposition and profile least squares techniques. We derive the asymptotic bias and variance, and establish the asymptotic normality of the resulting estimator. We further conduct some theoretical comparisons. We show that the newly proposed procedure is more efficient than Lin and Carroll's (2000) kernel GEE. In addition, we prove that the estimator proposed is as asymptotically efficient as if the true covariance matrix were known a priori. Compared with the marginal kernel method of Wang (2003) and Linton et al. (2003) , the newly proposed procedure does not require the specification of a working correlation structure. This has appeal in practice because the true correlation structure is typically unknown. Monte Carlo simulation studies are conducted to examine the finite sample performance of the procedure proposed, and to compare the procedure proposed with the existing procedures. Results from our empirical studies suggest that the newly proposed procedure performs better than naive local linear regression and the gain in efficiency can be achieved in moderate-sized samples. We further conduct Monte Carlo simulation to compare the newly proposed procedure with the procedures that were proposed by Lin and Carroll (2000) , Wang (2003) , Chen and Jin (2005) , Lin and Carroll (2006) and Chen et al. (2008) . This numerical comparison shows that the newly proposed procedure may outperform the existing procedures. We illustrate the proposed estimation method with an analysis of a real data set.
The remainder of this paper is organized as follows. In Section 2, we introduce the new estimation procedure based on the profile least squares and the Cholesky decomposition. We then provide asymptotic results for the estimator proposed. Finally, we present a numerical comparison and analysis of a real data example in Section 3. The proofs and the regularity conditions are given in Appendix A.
New estimation procedures
For ease of presentation, let us start with balanced longitudinal data. We shall discuss how to use Cholesky composition to incorporate the within-subject correlation into the local estimation procedures for unbalanced longitudinal data in Section 2.2. Suppose that {.x ij , y ij /, i = 1, . . . , n, j = 1, . . . , J} is a random sample from model (1). In this paper, we shall consider univariate x ij . The newly proposed procedures are applicable for multivariate x ij but are less useful practically because of the 'curse of dimensionality'. Let ε i = ." i1 , . . . , " iJ / T and x i = .x i1 , . . . , x iJ /. Suppose that cov.ε i |x i / = Σ. On the basis of the Cholesky decomposition, there is a lower triangle matrix Φ with 1s on the main diagonal such that
where D is a diagonal matrix. In other words, we have
where e i = .e i1 , . . . , e iJ / T = Φε i , and φ j,l is the negative of the .j, l/-element of the Φ.
Since D is a diagonal matrix, the e ij s are uncorrelated and var.e ij / = d 2 j , j = 1, . . . , J. If {ε 1 , . . . , ε n } were available, then we would work on the following partially linear model with uncorrelated error term e ij :
.2/ However, in practice, " ij is not available, but it may be predicted by" ij = y ij −m I .x ij /, wherê m I .x ij / is a local linear estimate of m.·/ based on model (1) pretending that the random error " ij s are independent. As shown in Lin and Carroll (2000) ,m I .x/ under the working independence structure is a consistent estimate of m.x/.
Replacing the " ij s in model (2) with" ij s, we have
e 12 , . . . , e nJ / T andF ij = .0 T .j−2/.j−1/=2 ," i,1 , . . . ," i,j−1 , 0 T .J−1/J=2−.j−1/j=2 / T , where 0 k is the kdimension column vector with all entries 0. Then we can rewrite model (3) with the following matrix format:
. 5/ Note that the e ij s in e are uncorrelated. Therefore, if Σ and thus φ are known, we can use the Cholesky decomposition to transform the correlated data model (1) to the uncorrelated data model (5) with the new response Y Å . For partial linear model (4), various estimation methods have been proposed. In this paper, we shall employ the profile least squares techniques (Fan and Li, 2004) to estimate φ and m.·/ in approximation (4).
Profile least squares estimate
Noting that model (5) is a one-dimensional non-parametric model, given φ, we may employ existing linear smoothers, such as local polynomial regression (Fan and Gijbels, 1996) and smoothing splines (Gu, 2002) to estimate m.x/. Here, we employ local linear regression.
Let
and
is a kernel function and h is the bandwidth, andd j is any consistent estimate of d j , the standard deviation of e 1j . Denote bym.x 0 / the local linear regression estimate of m.x 0 /. Thenm
where S h .X/ is a .J − 1/n × .J − 1/n smoothing matrix, depending on X and the bandwidth h only. Substituting m.X/ in model (5) bym.X/, we obtain the linear regression model
where I is the identity matrix. Let
Then, the profile least squares estimator for φ iŝ
and the e ij s are uncorrelated. When we estimate the regression function m.x/, we can also include the observations from the first time point. Therefore, for simplicity of notation, when estimating m.x/, we assume thatŶ Å consists of all observations withŷ Å i1 = y i1 . Similar changes are used for all other notation when estimating m.x/ in approximation (7).
Since the e ij s in approximation (7) are uncorrelated, we can use the conventional local linear regression estimator:
Then the local linear estimate of m.x 0 / ism.x 0 ,φ p / =β 0 .
Bandwidth selection
To implement the newly proposed estimation procedure, we need to specify bandwidths. We use local linear regression with the working independent correlation matrix to estimatem I .·/.
The plug-in bandwidth selector (Ruppert et al., 1995) was applied for the estimation ofm I .·/. Then we calculate" ij = y ij −m I .x ij /, and further we calculate the difference-based estimate for φ (Fan and Li, 2004) , denoted byφ dbe . Usingφ dbe in model (5), we select a bandwidth for the proposed profile least squares estimator by using the plug-in bandwidth selector.
Theoretical comparison
The following notation is used in the asymptotic results below. Let F i = .F i1 , . . . , F iJ / T , where
Denote by f j .x/ the marginal density of X 1j . The asymptotic results of the profile least squares estimatorsφ p andm.x 0 ,φ p / are given in the following theorem, whose proof can be found in Appendix A.
Theorem 1. Supposing that the regularity conditions 1-6 in Appendix A hold, under the assumption of cov.ε i |X i / = Σ, we have (a) the asymptotic distribution ofφ p in estimator (6) is given by
and var.e 1j / = d 2 j , and (b) the asymptotic distribution ofm.x 0 ,φ p /, conditioning on {x 11 , . . . , x nJ }, is given by
where N = nJ and
Under the same assumption of theorem 1, the asymptotic variance of the local linear estimate with working independence correlation structure (Lin and Carroll, 2000) is
, where var." 1j / = σ 2 j . On the basis of the property of Cholesky's decomposition, we know that σ
The equality holds only when cov.ε|x/ = Σ is a diagonal matrix. Note thatm.x 0 ,φ p / has the same asymptotic bias as the working independence estimate of m.x 0 / (Lin and Carroll, 2000) . Therefore, if within-subject observations are correlated (i.e. the covariance matrix Σ is not diagonal), then our proposed estimatorm.x 0 ,φ p / is asymptotically more efficient than the local linear estimator with the working independence correlation structure. We next introduce how to use the Cholesky decomposition in model (7) for unbalanced longitudinal data, and we investigate the performance of the proposed procedure when a working covariance matrix is used for calculatingŶ Å . We shall show that the resulting local linear estimator is also consistent with any working positive definite covariance matrix, and we further show that its asymptotic variance is minimized when the covariance structure is correctly specified. For unbalanced longitudinal data, let ε i = ." i1 , . . . , " iJ i / T and x i = .x i1 , . . . , x iJ i /, where J i is the number of observations for the ith subject or cluster. Denote cov.ε i |x i / = Σ i , which is a J i × J i matrix and may depend on x i . On the basis of the Cholesky decomposition, there is a lower triangle matrix Φ i with diagonal 1s such that
where D i is a diagonal matrix. Let φ .i/ j,l be the negative of the .j, l/-element of Φ i . Similarly to approximation (3), we have, for i = 1, . . . , n and j = 2, . . . , J i ,
where e i = .e i1 , . . . , e iJ i / T = Φ i ε i . Since D i is a diagonal matrix, the e ij s are uncorrelated. Therefore, if Σ i were known, one could adapt the newly proposed procedure for unbalanced longitudinal data. Following the idea of the GEE (Liang and Zeger, 1986) , we replace Σ i with a working covariance matrix, which is denoted byΣ i , since the true covariance matrix is unknown in practice. A parametric working covariance matrix can be constructed as in the GEE, and a semiparametric working covariance matrix may also be constructed following Fan et al. (2007) . LetΦ i be the corresponding lower triangle matrix with 1s on the main diagonal such that
whereD i is a diagonal matrix. Letφ .i/ j,l be the negative of the .j, l/-element ofΦ i . Letỹ i1 = y i1 and y ij = y ij −φ
.i/ j,j−1" i,j−1 . Then our proposed new local linear estimatem.x 0 / =β 0 is the minimizer of the following weighted least squares:
.10/ whered 2 ij is the jth diagonal element ofD i . The asymptotic behaviour ofm.x 0 / is given in theorem 2. Following Lin and Carroll (2000) and Wang (2003) , we assume that J i = J < ∞ simplify the presentation of the asymptotic results.
Theorem 2. Suppose that the regularity conditions 1-6 in Appendix A hold and cov.ε i |x i / = Σ i . Letm.x 0 / be the solution of equation (10) 
where c 2 j is the jth diagonal element of cov{F.φ − φ/|X}:
(b) The asymptotic variance ofm.x 0 / is minimized only whenΣ i = kΣ i is correctly specified for a positive constant k. It can then be simplified to
For balanced longitudinal data, if Σ i = Σ for all i and does not depend on X, then
. 11/ Theorem 2, part (a), implies that the leading term of the asymptotic bias does not depend on the working covariance matrix. This is expected since the bias is caused by the approximation error of local linear regression. Theorem 2, part (a), also implies that the resulting estimate is consistent for any positive definite working covariance matrix. Theorem 2, part (b), implies that the asymptotic variance ofm.x 0 / in equation (10) is minimized when the working correlation matrix is equal to the true correlation matrix. Comparing theorem 1, part (b), with theorem 2, part (b), we know that the proposed profile least square estimatem.x 0 ,φ p / for balanced longitudinal data is as asymptotically efficient as if we knew the true covariance matrix.
It is of great interest to compare the performance of the proposed procedure with the existing procedures in terms of the asymptotic mean-squared error, which equals the sum of the asymptotic variance and the square of the asymptotic bias. As pointed out in Chen et al. (2008) , it is difficult to compare the performance of estimation procedures for longitudinal or clustered data on the basis of local linear regression. For example, as shown in Wang (2003) , her proposal has the minimal asymptotic variance. This has been further confirmed by the numerical comparison in Table 3 given in the next section. However, the asymptotic bias term of Wang's proposal cannot be easily evaluated since the bias can only be expressed as the solution of a Fredholmtype equation. As a result, it is very difficult to evaluate the asymptotic mean-squared errors of the procedure that was proposed in Wang (2003) . From a numerical comparison in Table 1 of Chen et al. (2008) , Wang's procedure has the minimal variance across all bandwidths used in the comparison, but the bias of Wang's procedure is slightly greater than that of other methods. As a result, her procedure is not always the best in terms of mean integrated squared errors.
It is very difficult to compare the asymptotic variance given in theorem 2 with that for existing variances under general settings. We shall provide a numerical comparison between the newly proposed method and existing procedures proposed in Wang (2003) , Chen and Jin (2005) , Lin and Carroll (2006) and Chen et al. (2008) in the next section. It is possible to make some comparisons for some simple cases. For balanced longitudinal data with J i = J, denote σ jj as the jth diagonal element of Σ −1 . Then the asymptotic variance of Wang's (2003) estimator can be written as
Using the definition of Cholesky's decomposition, ΦΣΦ T = D, it follows that
which implies that the asymptotic variance given in theorem 2, part (b), is greater than that of the procedure proposed in Wang (2003) . This motivates us to improve the proposed procedure further. It is known that the Cholesky decomposition depends on the order of within-subject Lin and Carroll (2000) .
observations. Since we can estimate f j .x 0 / by using a kernel estimate, assume that f j .x/ is known for simplicity of presentation. We may estimate D by using" ij = y ij −m I .x ij /. This enables us to estimate the factor J −1 Σ J j=1 f j .x 0 /d −2 j before implementing the proposed profile least squares procedure. Thus, for balanced longitudinal data and for Σ not depending on X, we may change the order of within-subject observations (i.e. the order of js) such that
j k is as large as possible with respect to the new order {j 1 , . . . , j J }, where thed 2 j k s are the diagonal elements of D in the corresponding Cholesky decomposition. On the basis of our limited experience, we recommend arranging the order so thatd 2 1 . . . d 2 J (i.e. the diagonal elements of D from largest to the smallest). We shall give a detailed demonstration of this strategy in example 2.
Simulation results and real data application
In this section, we conduct a Monte Carlo simulation to assess the performance of the profile least squares estimator proposed, compare the newly proposed method with some existing methods and illustrate the newly proposed procedure with an empirical analysis of a real data example.
Example 1
This example is designed to assess the finite sample performance of the proposed estimator for both balanced and unbalanced longitudinal data. In this example, data {.x ij , y ij /, i = 1, . . . , n, j = 1, . . . , J i } are generated from the model y ij = 2 sin.2πx ij / + " ij , where x ij ∼ U.0, 1/ and " ij ∼ N.0, 1/. Let " i = ." i1 . . . " iJ i / T , and x i = .x i1 , . . . , x iJ i / T . We consider the following three cases: (a) case I, the " ij s are independent; (b) case II, cov." ij , " ik / equals 0:6, when j = k and 1 otherwise; (c) case III, Σ i = cov.ε i |x i / is an auto-regressive AR(1) correlation structure with ρ = 0:6.
For the balanced data case, we let J i = J = 6, i = 1, . . . , n. To investigate the effect of errors in estimating the covariance matrix, we compare the profile least squares procedure proposed with the oracle estimator by using the true covariance matrix. The oracle estimator serves as a benchmark for the comparison. In this example, we also compare the newly proposed procedure with local linear regression using the working independence correlation structure (Lin and Carroll, 2000) . The sample size n is taken to be 30, 50, 100 and 400 to examine the finite sample performance of the procedure proposed. For each scenario, we conduct 1000 simulations.
Following Chen et al. (2008) , we use the the mean integrated squared errors MISE defined below as a criterion for comparison:
.12/ where T = 1000, the number of simulations,
is the integrated squared error for the tth simulation,D t estimates D t by replacing the integration with summation over the grid points x g = 0:1 + 0:008g .g = 0, . . . , 100/ andm t .x/ is the estimate of m.x/ for the tth simulation. Table 1 depicts simulation results. In Table 1 and in the discussion below, 'new' stands for the newly proposed procedure, and 'oracle' for the oracle estimator. Table 1 depicts the relative MISE RMISE, which is defined by the ratio of MISE for the two other estimators to that for the working independence method of Lin and Carroll (2000) . Thus, if RMISE >1, then the corresponding method performs better than the working independence method. Table 1 shows that the new and oracle methods have smaller MISE than the independence model when the data are correlated (cases II and III) and the gain in efficiency can be achieved even for moderate sample size. For independent data (case I), the new method does not lose much efficiency for estimating the correlation structure when compared with the independence model. Furthermore, Table 1 shows that, when the sample size is large, the new method performs as well as the oracle method, which uses the true correlation structure. The simulation results confirm the theoretical findings in Section 2.
Next we assess our proposed estimator for unbalanced longitudinal data. Let J i , the number of observations for the ith subject, be the uniform discrete random variable taking values among {1, 2, . . . , 12}. Since J i can be different for each i, the data are unbalanced. To see how well the method proposed can incorporate the within-subject correlation, we first consider the situation in which the true within-subject correlation structure is known. We transform the correlated data to uncorrelated data by using expressions (8) and (9). Then we apply the existing local linear regression to the transformed data with weights d Table 2 shows the comparison results. Since, for the independence case, the newly proposed method will essentially provide the same result as the working independence procedure, we report only the results for cases II and III in the top panel of Table 2 , from which it can be seen that the newly proposed procedure works well and provides a better estimator than the working independence procedure in terms of MISE for unbalanced data.
In practice, it may not be realistic to assume that the correlation structure is known. Thus, it is of interest to assess the performance of the procedure proposed when the correlation structure is misspecified. For this, we conduct a simulation by swapping the correlation structures of cases II and III, i.e. we use an AR(1) correlation structure for case II, and compound symmetric correlation structure for case III. The corresponding simulation results are reported in the bottom panel of Table 2 . As expected, the simulation result implies that the procedure proposed still has some gain in efficiency over the working independence method, although the gain is not as much as that with true correlation structure.
Example 2
In this example, we compare the performance of the procedure proposed with those developed in Lin and Carroll (2000) , Wang (2003) , Chen and Jin (2005) , Lin and Carroll (2006) and Chen et al. (2008) . Since Chen et al. (2008) made a similar numerical comparison between those methods, we use the same simulation setting as in Chen et al. (2008) to make a comparison in this example for fairness. Specifically, the data {.x ij , y ij /, i = 1, . . . , n, j = 1, . . . , 4} are generated from the model y ij = m.x ij / + " ij , where m.x/ = 1 − 60x exp.−20x 2 /, x i1 and x i3 are independently generated as U[−1, 1], x i2 = x i1 , x i4 = x i3 and errors ." i1 , " i2 , " i3 , " i4 / are generated from the multivariate normal distribution with mean 0, correlation 0.6 and marginal variances 0.04, 0.09, 0.01 and 0.16 respectively. The sample size n = 150 and the number of replicates is 1000.
We first illustrate how to change the order of within-subject observations to obtain a smaller asymptotic variance of the resulting estimate. Note that the f j .x/s are the same for all js. Thus, we want to change the order of within-subject observations such that J −1 Σ J j=1 d −2 j is as large as possible. Note that the diagonal elements of Σ −1 are (49.1071, 21.8254, 196.4286, 12.2768) , and (6.2500, 17.3611, 45.4545, 196.4286) and J −1 Σ J j=1d −2 j = 66:3736. This implies that we can reduce the asymptotic variance of the least squares estimate proposed via changing the order of within-subject observations. In our simulation, we shall change the order of within-subject observation so thatd 2
Following Chen et al. (2008) , the curve estimatem.x/ is computed on the grid points x g = −0:8 + 0:016g, g = 0, 1, . . . , 100, with various global fixed bandwidths. Seven different methods are considered: the working independence method of Lin and Carroll (2000) , the one-(first) step estimation of Wang (2003) , the full iterated estimation of Wang (2003) , the local linear method of Chen and Jin (2005) , the closed form method of Lin and Carroll (2006) , the method of Chen et al. (2008) and the newly proposed method. The Epanechnikov kernel is used in all the methods.
We use MISE defined in expression (12) to compare methods. To calculate MISE in this example, we set
andD t estimates D t by replacing the integration with the summation over the grid points x g = −0:8 + 0:016g .g = 0, . . . , 100/: Table 3 depicts RMISE, which is defined by the ratio of MISE of the six other estimators to that for the working independence method of Lin and Carroll (2000) . To avoid duplicate effort and to make a fair comparison, the RMISEs for the procedures that were developed in Wang (2003) , Chen and Jin (2005) , Lin and Carroll (2006) and Chen et al. (2008) have been extracted from Table 1 of Chen et al. (2008) . From Table 3 , we can see that the procedure that was proposed in Wang (2003) with full iteration has the smallest variance across all bandwidths, whereas its bias is greater than that of the newly proposed procedure. In terms of RMISE, the newly proposed method is comparable with the others for bandwidths 0.02, 0.05 and 0.06, and outperforms the others for bandwidths 0.03 and 0.04. Note that here the bandwidth 0.04 provides the smallest MISE for all methods.
Example 3
In this example, we illustrate the methodology proposed with an empirical analysis of a data set that was collected from the Web site of Pennsylvania-New Jersey-Maryland Interconnections, which is the largest regional transmission organization in the US electricity market. The data set includes hourly electricity price and electricity load in the Allegheny Power Service district on each Wednesday of 2005. We studied the effect of electricity load on electricity price. As an illustration, we treated day as the subject and set the electricity price as the response variable and the electricity load as the predictor variable. Thus, the sample size n equals 52, and each subject has J = 24 observations. The scatter plot of observations is depicted in Fig. 1(b) . We first used local linear regression with working independence covariance matrix to estimate the regression. The plug-in bandwidth selector (Ruppert et al., 1995) yields a bandwidth of 89. The broken curves in Fig. 1(b) are the resulting estimate along its 95% pointwise confidence interval. On the basis of the resulting estimate, we further obtain the residuals and estimate the correlation between " i,j and " i,j+k for j = 1, . . . , 23 and 1 k 24 − j. The plot of estimated correlations is depicted in Fig. 1(a) , which shows that the within-subject correlation is moderate. Thus, our proposed method may produce a more accurate estimate than local linear regression, ignoring the within-subject correlation.
Next, we apply the newly proposed procedure to this data set. The bandwidth that is selected by the plug-in bandwidth selector equals 91. The full curves in Fig. 1(b) are the fitted regression curves along with 95% pointwise confidence interval for the newly proposed procedure. Fig. 1(b) shows that the newly proposed procedure provides a smaller confidence interval than the interval by ignoring the within-subject correlation. In addition, the fitted curve by the method proposed is much smoother than the working independence local linear fit, because the new method can borrow information from more observations by taking the correlation into account. From Fig. 1(b) , it can be seen that the relationship between electricity load and electricity price is non-linear. In general, the price increases as the load increases. However, the price change rate seems to remain almost constant when the load is 4500-7000, but the price change rate is much larger when the load is larger than 7500. , fitted regression by the method proposed and the corresponding 95% pointwise confidence interval; -------, local linear fit ignoring the within-subject correlation)
Concluding remarks
We have developed a new local estimation procedure for regression functions of longitudinal data. The procedure proposed uses the Cholesky decomposition and profile least squares techniques to estimate the correlation structure and regression function simultaneously. We demonstrate that the estimator proposed is as asymptotically efficient as an oracle estimator which uses the true covariance matrix to take into account the within-subject correlation. In this paper, we focus on non-parametric regression models. The methodology proposed can be easily adapted for other regression models, such as additive models and varying-coefficient models. Such extensions are of great interest for future research. .14/
we can obtain the result. For result (13), the equality holds only whenφ = φ. For the second inequality (14), on the basis of the Cauchy-Schwarz inequality, the equality holds only whend j =d j are all equal. On the basis of the Cholesky decomposition result,φ = φ andd j =d j are all equal only whenΣ = kΣ and thusΣ i = kΣ i , for some constant k.
