Recently, a family of exact force-free electrodynamic (FFE) solutions was discovered by Brennan, Gralla and Jacobson, which generalizes earlier solutions by Menon and Dermer, Michel, and other authors. These solutions have been proposed as useful models for describing the outer magnetosphere of conducting stars. As with any exact analytical solution that aspires to describe actual physical systems, it is vitally important that the solution possesses the necessary stability. In this paper, we show via fully nonlinear numerical simulations that the aforementioned FFE solutions, despite being highly special in their properties, are nonetheless stable under small perturbations. Through this study, we also introduce a three dimensional pseudo-spectral relativistic FFE code that achieves exponential convergence for smooth test cases, as well as two additional well-posed FFE evolution systems in the appendix that have desirable mathematical properties. Furthermore, we provide an explicit analysis that demonstrates how propagation along degenerate principal null directions of the spacetime curvature tensor simplifies scattering, thereby providing an intuitive understanding of why these exact solutions are tractable; i.e. why they are not backscattered by spacetime curvature.
I. INTRODUCTION
Force free electrodynamics [1] [2] [3] (FFE) is a simplification to the joint electromagnetic and plasma dynamics that is applicable in the limit of magnetic domination. Within FFE, the inertia of the plasma is neglected, so that the equation of motion for the plasma is not required to close the set of evolution equations. This leads to a significant reduction in computational complexity, with the presence of the plasma becoming a nonlinear modification to the vacuum Maxwell equations. Astrophysically, FFE is recognized as the appropriate limit for describing the magnetospheres of black holes [1] and particularly neutron stars [2] , where one can find intense magnetic fields of 10 8 -10 15 Gauss accompanied by charged particles supplied by electron-positron pair-production [1, 4] . FFE is an integral part of most proposed mechanisms for extracting rotational energy from neutron stars [2] or black holes [1, 5] , and electromagnetic dominance (over gas dynamics) is argued to be valid in all ultra-relativistic outflows [6] . For instance, the jets in quasars and active galactic nuclei [7] or gamma-ray bursts [8] are generally simulated using the FFE approximation. To understand these astrophysical phenomena, it is therefore important to analytically (e.g. [7, [9] [10] [11] [12] ) and numerically (e.g. [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] ) study the solutions to the FFE equations.
One important step in this direction was achieved recently with the discovery of a family of analytical null solutions in Kerr spacetime by Brennan, Gralla and Jacobson [12] , which generalizes some earlier solutions [9, 10] and includes nonlinear ingoing or outgoing waves. It has been suggested that these solutions can describe astronomical systems such as the outer magnetosphere of a pulsar [12, 29, 30] , describing the mechanism for transporting energy extracted from the interior regions towards infinity. Because the FFE equations are highly nonlinear, analytical solutions are relatively rare (see [31] [32] [33] [34] for some additional solutions in extremal Kerr spacetime), so it is worthwhile to examine these solutions in greater details, especially those aspects related to their applicability to real astronomical problems. For the benefit of finding further exact solutions, it is also interesting to study the properties that make these known solutions tractable.
A remarkable feature of these solutions is that they are not backscattered 1 by the spacetime curvature, a fact that significantly simplifies the analysis, and in no small part contributes to the possibility of expressing these solutions in closed form. Such scattering-avoidance behaviour is not typical among waves travelling in a curved spacetime; generically the waves will scatter against the spacetime curvature and travel inside (as well as on) the null cones. A question then naturally arises: does the physical specialness and mathematical simplicity of these solutions equate to fragility? In other words, are these solutions stable under initial perturbations? The answer to this question is critical, as a negative answer would mean that these solutions do not describe realistic astronomical systems that are always subject to perturbing influences from their surrounding environments. Alternatively stated, these special solutions form a null set in the FFE solution space, and if furthermore, they are "repellers" in that space, then one cannot reasonably expect the actual physical systems to resemble these analytical solutions, as a small perturbation in the initial data will quickly drive the physical system away from them and perhaps establish alternative, physically less special energy transportation channels. Even worse, if uncontrolled growth in the magnitude of the perturbations appear due to the presence of unstable modes, it would be a sign that the mathematical model may be intrinsically inadequate for describing real physics. On the other hand, an affirmative answer to the stability question would, aside from validating the utility of these solutions, imply that the electromagnetic processes can operate in a fundamentally different manner within a magnetosphere than in a vacuum environment.
Such stability concerns arise whenever an exact solution is to be applied to model realistic objects we observe in the universe. For example, a large volume of literature is devoted to the study of Kerr metric stability (see e.g. Ref. [35] for a summary). Such stability problems can be attacked by first studying the mode stability through solving linearized perturbation equations assuming separable solutions. For example, a recent paper [36] studying perturbations of magnetic monopole and Blandford-Znajek solutions showed no unstable individual FFE modes 2 . It is then an arduous task to further prove linear stability, as it is not guaranteed that all linear perturbations can be decomposed into such modes, or that the sum of infinitely many stable individual modes remains stable [35] . A proof for full nonlinear stability is more difficult still. On the other hand, while a rigorous proof is currently out of reach, important evidence of nonlinear stability can often be found using fully nonlinear numerical simulations. For example, several studies of the numerical robustness of the Blandford-Znajek process can be found in Refs. [15, [37] [38] [39] . Indeed, the ability to examine stability is cited as one of the principal motivations for developing fully time-dependent numerical FFE codes [17, 40] . In this paper, we adopt this more accessible numerical approach to studying nonlinear stability.
For the specific subject of the FFE null solutions, we note that these solutions by themselves have B 2 = E 2 , and are on the edge of validity for the force-free formalism (as explained in Sec. II C). They are therefore vulnerable to non-force-free processes when we introduce perturbations. However, as was noted by Refs. [12, 30] , we are at liberty to introduce an additional magnetic monopole into the solution in a Schwarzschild spacetime to help ensure B 2 > E 2 (referred to as magnetic dominance), which will not interfere with the null wave component, while the total solution will still satisfy the force-free condition. We will thus consider null solutions with a monopole addition, and refer to them in short as null + solutions. Furthermore, for our numerical study, we will pick the null + solutions with an ingoing (instead of outgoing) wave component, as these are regular on the future horizon of the Schwarzschild black hole. The outgoing solutions face the same possible "fragility due to specialness" issue, but need to be glued onto an astronomically realistic interior solution (not currently available); otherwise, they will represent energy flux emerging from the past horizon [30] .
In Sec. III, we evolve a constraint-free perturbed initial data set using a new pseudo-spectral FFE code (summarized in Sec. II) that achieves exponential convergence for our non-trivial time-dependent smooth test case. As is noted in Refs. [17, 41] , a pseudo-spectral code is especially suited to the task of examining stabilities, as it avoids erroneous instabilities that may be triggered by the larger numerical noise present in finite-difference or finite-volume schemes. In addition to our evolution code, we also implement an initial data solver to ensure that the constraints are properly satisfied. We note that this is an additional improvement relative to existing codes, as many previous studies using finite-difference or finite-volume codes have evolved initial data that violated the constraints. We also introduce a constraint damping scheme that is an improvement compared to other approaches in the literature. However, the implemented evolution system is not quite strongly hyperbolic (see Sec. II C for the various definitions of hyperbolicity we use in this paper), although this is a flaw that is shared by all other existing implementations, and we have not experienced any technical difficulties due to this shortcoming in our actual simulations. Nevertheless, for general interest, we provide in Appendix A an alternative formulation of the FFE equations that is strictly symmetric hyperbolic even when the FFE constaint E · B = 0 is violated, and another strictly symmetric hyperbolic system that has simple and strongly hyperbolic constraint evolution equations. These two systems can be seen as further improvements to the one introduced in Ref. [42] , and are mathematically desirable. However, they are numerically less forgiving and result in more challenging simulations without providing any practical benefit, so we do not employ them for our numerical studies in the main text.
Our numerical experiments suggest that the null + solutions are in fact stable against initial perturbations 3 , in the sense that the perturbed solution stays close to the exact null + solution instead of diverging away from it, so that the latter retains physical relevance as a useful approximation to the known solution. Furthermore, the perturbation is observed to exit the computational domain eventually, leaving us with a final field configuration matching the analytical solutions at late times (subject to the limitations of numerical accuracy, see Sec. III for more details). Therefore, our results suggest that the null + solutions are not only stable, but are likely to be asymptotically stable or attracting, since the perturbed solution asymptotes to the exact null + solution, rather than simply staying close to it.
In this paper, we will also seek to shed some light on a related question. Namely what feature of these null solutions allows them to avoid being backscattered by spacetime curvature? The answer to this question is interesting in that it provides guidance to the search for similar FFE solutions in other spacetime backgrounds, or solutions to non-FFE equations. For example, when several analytical solutions [9, 10] to the FFE equations were first found, it was not immediately clear why such simple solutions exist [10, 12] , given that the FFE equations are nonlinear. Furthermore, such scatter-less null solutions are closely related to important advances in mathematical physics, such as the discovery of new solutions to the Einstein equations [43, 44] , and the definition of twistors [45] . Therefore it is informative to try to understand the core features of these solutions at an intuitive level.
A hint on the answer to this second question is provided by the Goldberg-Sachs theorem [46] , which states that scatter-avoiding waves must propagate along a repeated principal null direction (GPND 4 ) of the Weyl curvature tensor. However, as far as the authors are aware, there is no explicit analysis in the literature of the reverse question, i.e. whether all waves propagating along GPNDs are to some extend scatter-avoiding. We provide this analysis in Sec. IV and show explicitly that waves propagating along the degenerate GPNDs experience reduced or simplified scattering. In particular, the scattering can disappear altogether in Petrov type III or type N [47, 48] spacetimes 5 . Aside from shedding some light on the scattering-avoidance puzzle, this analysis also fills a gap in the literature by providing a simple physical intuition on the concept of GPNDs, which underlies such important constructs and results as the Petrov classification of spacetimes and the peeling theorem [45, [49] [50] [51] [52] . We note however that this part of the paper is not necessary for understanding the numerics described in the earlier sections, and utilizes spinors extensively; there-fore, readers who are only interested in the numerical aspects of this work do not need to review Sec. IV.
In this paper, we adopt geometrized units with G = c = 1, and use (− + ++) for the metric signature. The beginning of the lower case Latin alphabet will be used to denote spacetime indices, and the middle of the alphabet denotes spatial indices. Capital Latin letters will denote spinor indices, while Greek letters will index different quantities in different sections, whose meaning will be clear from their context. Bold-faced letters will denote vectors and tensors. The numerical work in this paper is carried out within the pseudo-spectral code infrastructure of the Spectral Einstein Code (SpEC) [53] .
II. A PSEUDO-SPECTRAL FFE CODE
A. Some useful definitions
In this paper, we will use the 3+1 form of the metric
where N is the lapse, β is the shift, and g is the (spatial) metric for the spatial hypersurfaces of constant t. The extrinsic curvature K of these spatial hypersurfaces is given by
which is a spatial tensor depending on both the geometry (metric) of the overall four dimensional spacetime and the way we slice it. For example, the extrinsic curvature of a Minkowski spacetime can be non-vanishing if one picks unusual slicings. The operator on the left hand side of Eq. (2) is the derivative along the normal vector t a to the spatial hypersurfaces. When there is an electromagnetic field represented by the Faraday tensor F, we can also break it down into a 3+1 form, which will then allow us to write the forcefree evolution and constraint equations in terms of spatial tensors in the next section. These equations will then resemble those used in the numerical study of the Einstein equation, and can be handled with the same code infrastructure. We define the electric and magnetic vectors as
Note that although we have written them as 4-vectors in the definitions, they are really only spatial vectors with E 0 and B 0 vanishing. We will denote them as 3-vectors E and B below, with the understanding that a projection into the spatial slices has been taken. Within the spatial slices, we will also use traditional vector calculus notations to simplify expressions, with, for example
B. The evolution equations
In this section, we write down a set of FFE equations with constraint damping capabilities that are numerically robust, although they possess some mathematically undesirable properties that do not appear to hinder their performance in practice. The numerical studies carried out in the main body of this paper use this evolution system. Aside from this system of equations, we also provide in Appendix A two additional sets of equations with desirable mathematical properties, but which are numerically less forgiving. We go through the derivation of these equations in some details for pedagogical reasons, as existing literature tends to be brief and sometimes leaves out terms that should be included for curved spacetimes.
We begin by writing down the Maxwell equations in curved spacetime, which are
To derive the current J, which is the spatial part of a four-current J (4) , we begin with the force-free condition
= 0, which states that the four-force density describing the transfer of energy and momentum between the electromagnetic fields and the charged plasma particles vanishes. This ensures that the stress-energy T ab EM of the electromagnetic field remains dominant over that of the plasma. Indeed, we can derive the force-free condition starting from the differential conservation of energy and momentum ∇ a T ab = 0. Then when T ab EM is the dominant contribution to T ab , we have [15, 17] 
In a 3 + 1 decomposition, this translates into
where the second equation is the vanishing of the Lorentz force. To derive the force-free current J, we take the cross product between Eq. (10) and B which gives us
where the second term above can be seen as the charge density moving at the plasma drift velocity, and we can replace ρ with ∇ · E/4π using one of the Maxwell constraint equations. To further work out the current B · J along the B field, we note that
and for non-vacuum solutions (vacuum here refers to J (4) = 0, with these solutions satisfying the force-free condition trivially) we would like to enforce the E · B = 0 condition, which should be preserved along the timelike normal to the spatial hypersurfaces, and so
Using the definition of the extrinsic curvature tensor Eq. (2), and substituting in the Maxwell equations, we obtain an equation for B · J that reads
(note that the extrinsic curvature terms on the second line appear to be missing in some of the existing literature). Substituting Eq. (14) into Eq. (11) yields J in terms of E and B. Substituting this expression back into the Maxwell-equations yields the desired minimalist FFE evolution system. There is also a set of constraints that needs to be satisfied, which comes from both the Maxwell equations and the force-free condition. When deriving the current J, we have explicitly used q = ∇ · E/4π as the definition of charge density, so there is no need to enforce this constraint. The non-trivial constraints are ∇ · B = 0 and the force-free constraint E · B = 0. These two constraints are preserved automatically by the evolution equations [30] . Specifically, the ∇ · B = 0 constraint is preserved by the original Maxwell equations and inherited by the force-free specialization. The E · B = 0 condition is also preserved, as we have explicitly used the condition (∂ t − L β )E · B = 0 to derive the current. Physically, this condition fixes the magnitude of the conduction current along the B direction [17] , which would short out the E field along B by redistributing charge to eliminate the potential difference associated with that E component, thus enforcing E · B = 0.
Although the ∇ · B = 0 and E · B = 0 constraints are preserved by the evolution equations when they were satisfied initially, numerical noise inevitably creates some seed constraint violation that may grow further under the minimal evolution system. It is therefore beneficial to modify the evolution equations so as to be able to clean up the constraint violations as they emerge. For the E · B = 0 constraint, we adopt a strategy similar in form to Ref. [27] . Specifically, we add a damping term −N δ(E · B)B/B 2 to ∂ t E, so that the full set of evolution equations becomes
The damping term is proportional to the constraint, and will not affect the physical constraint-satisfying solutions. However, it modifies the constraint evolution equation to a damped form
We note that our damping strategy differs from that of Ref. [27] , in that we have kept the original current terms from Eq. (14) and treated the new damping term as an addition instead of a replacement. In contrast, Ref. [27] removed all of the original current terms from the evolution equations, replacing them with only the damping term. With their strategy, the evolution equations become simpler, but those current terms forcibly removed from the evolution equations will resurface in the constraint evolution equation, specifically on the right hand side of Eq. (17) . Therefore Eq. (17) won't reduce to (∂ t − L β )E · B = 0 when E · B = 0, so that constraintsatisfying FFE solutions at some instance of time can not stay constraint-satisfying as the simulation progresses. However, this does not invalidate the results of Ref. [27] , as the size of the constraint violation would be negatively correlated with δ (and positively correlated with the magnitudes of the derivatives of B and E), as the damping will be activated when E · B grows too large. Indeed, Ref.
[27] adopted a δ greater than the inverse of the time step size and observed a well controlled E · B. Such a strategy however leads to a stiff term in the evolution equations that has to be treated with an implicit-explicit (IMEX) evolution scheme [27] . As the analytical solutions we examine are exactly constraint-satisfying at all times, and since we do not use an IMEX scheme, we will use the damping term as an addition with a moderate coefficient δ = 100, allowing us to enjoy its constraint cleaning benefits but avoid the aforementioned complications. We note that the introduction of the additional damping term replaces another alternative constraint cleaning strategy of removing the component of E along B after taking each time step, which has been widely utilized (e.g. Refs. [13, 15, 17, 54] ). Such an alteration of the evolving fields at a discrete set of times (which depend on resolution) will result in a failure of the system to achieve the usual convergence behaviour that would be expected if the scheme were just applied to a set of differential equations without this alteration [55] . In contrast, a damping term is less intrusive and its properties are more easily understood. We will show that our set of evolution equations displays the expected convergence behaviour in Sec. II E 2. In addition, because this damping term does not contain derivatives, it will not affect the characteristic structure of the evolution equations, which is particularly helpful for our pseudo-spectral implementation.
C. Hyperbolicity of the evolution system
The study of the characteristic structure arises from the need for the initial value problem to be well-posed. For our pseudo-spectral implementation, there is an added urgency because the boundary conditions for the overall computational domain [56] [57] [58] as well as between the adjacent subdomains [59] [60] [61] [62] are imposed on the characteristic modes. Recall that the evolution system can be written as a collection of coupled first order differential equations in the form of
where i is the spatial index, and α is the internal variable index. In our case, we can see U α as an abstract six-dimensional state vector that is an alternative formulation of F ab . For convenience, we will frequently express such vectors as a pair of three dimensional vectors. The Eq. (18) is strongly hyperbolic iff for all unit-vectorsn, the matrixn · A =n i A i has only real eigenvalues and a complete set of eigenvectors. It is furthermore symmetric hyperbolic, if there exists a definite positive symmetric matrix S (a symmetrizer), such that the product of S and A is symmetric. Symmetric hyperbolicity implies strong hyperbolicity, and a strongly hyperbolic system is well-posed [63] . We note that as the spacetime metric is treated as a background quantity, its derivatives do not contribute to the principal part of the FFE evolution equations. Comparing the curved spacetime evolution equations with their flat spacetime limit, we see that
where tilde denotes curved spacetime expressions and A the flat spacetime counterpart. Therefore the eigenvalues (characteristic speeds) in curved spacetime are simply given byνα
while the eigenvector (characteristic mode) expressions are unchanged from their flat spacetime counterparts. The analysis of the characteristic structure is then essentially independent of the spacetime curvature. For the minimal evolution system, the right eigenvalues satisfying the equation
where
The right eigenvectors are
where ν3 ,4 = ν ± ω, and for a vector A, (PA) is defined as A − (n · A)n. The e are the unphysical modes (there can only be four physical modes as constraints ∇ · B = 0 and E · B = 0 reduce the number of independent degrees of freedom to four).
Note that the characteristic speeds become complex when E 2 > B 2 , and the evolution system will not be strongly hyperbolic. This leads to an additional constraint of E 2 ≤ B 2 . When a E 2 > B 2 region develops, the plasma particles have to move faster than the speed of light in order to experience a vanishing Lorentz force. One can see this from the second term in Eq. (11), which can be written as qv d , where v d is the drift velocity for the advection of the charge density [13, 17] . The inequality E 2 > B 2 then implies a superluminal v d . For an even simpler demonstration, if we consider the specialrelativistic point particle case, then the requirement for the vanishing of the Lorentz force q(E+v ×B) would imply |v| > 1 when E 2 > B 2 . Such superluminal motion is unrealistic, but FFE evolution equations cannot prevent it because the current (Eq. 11) is derived without invoking plasma physics. Consequently, the FFE equations have no internal checks that enforce the B 2 − E 2 ≥ 0 constraint. In other words, the B 2 − E 2 ≥ 0 constraint is not strictly a constraint in the mathematical sense like ∇ · B = 0 and E · B = 0, and solutions satisfying the force-free condition (9) are not automatically magnetically dominated. One symptom of the breakdown of this physical constraint is that, as we have already noted, when strong waves interact [13] , the Alfvén mode characteristic speeds become complex, breaking the hyperbolicity of the FFE evolution equations (because these are physical modes, augmentations to the evolution equations like those in Appendix A will not be able to change their characteristic speeds and will thus not cure this hyperbolicity breakdown). Another example is the formation of current sheets, in which the magnetic fields can vanish and then reverse direction [13] . Physically, the force-free assumption is invalid when B 2 − E 2 < 0. The actual plasma particles, which have inertia, will experience a non-vanishing Lorentz force and be accelerated. In other words, the system becomes dissipative [17] , averting divergences and possibly restoring magnetic dominance [13] . A proper treatment of such regions would require special codes for the plasma [15] that does not assume the force-free condition being met. For the numerical studies carried out in the later parts of this paper, we do not need such a sophisticated treatment as we can ensure magnetic dominance through the addition of a magnetic monopole. We will discuss this in more details in Sec. II E 2. In particular, we do not need to adopt the common procedure of scaling down the E field after each time step to avoid electric dominance [13, 15, 17, 54] .
There is another hyperbolicity related problem with the FFE evolution equations. Namely, even when all the constraints are satisfied, we do not have a complete set of eigenvectors when (n · B) 2 = (n × E) 2 [42] . For example, whenn · B = 0 and E = En, we can choose coordinates such thatn =x and B = Bŷ; then for the minimal system, we havê 
whose characteristic equation is
so that we have four zero eigenvalues. In order to allow for four eigenvectors corresponding to these zero eigenvalues, matrixn · A must have rank 6 − 4 = 2. However, its actual rank is 3, so we don't have a complete set of eigenvectors. As an aside, we mention that in some numerical implementations, a divergence cleaning scalar field is introduced into the evolution system [27, 64, 65] , which enlarges the space of evolved variables, and changes the characteristic structure of the evolution system. However, doing so does not cure this particular hyperbolicity problem (details are provided in Appendix B). Nevertheless, the directions for which we do not have a complete set of eigenvectors is a set of measure zero among all possiblen directions, and there are enough eigenvectors to represent the constraint satisfying solutions even for these directions [42] . However, for constraint violating solutions, the constraints may grow on arbitrarily short timescales (beyond the ability of our constraint damping additions to control) when the evolution system is not well-posed. Thankfully, for the numerical studies in this paper, we do not encounter such a situation. We note, nevertheless, that it is possible to obtain strictly well-posed evolution equations by augmenting them with terms that vanish for constraint-satisfying solutions, so that only unphysical modes are altered. Ref. [42] provides one such system, and we further improve upon it by bringing in more augmentation terms and proposing two systems with additional desirable properties. In particular, one system remains symmetric hyperbolic even when the constraint E · B = 0 is violated. The other system, although no longer symmetric hyperbolic when the constraints are violated, has a strongly hyperbolic set of constraint evolution equations. Unfortunately, all of these systems (including the one from Ref. [42] ) introduce a term containing the second derivative of B (see Eq. A51) into the evolution equation for ∇ · B, making it sensitive to high frequency noises (see Sec. A 4). In other words, these mathematically more satisfying systems are numerically less forgiving. Therefore, we take a pragmatic approach, and use the unaugmented system as given by Eqs. (15)- (16) for the numerical studies presented in the main text. The details of the augmented systems are relegated to Appendix A. These augmented systems may prove particularly useful for application in finite-difference and finite-volume FFE codes, which tend to be more forgiving in the presence of high frequency noise than pseudo-spectral schemes.
D. Initial data solver
It is frequently the case with FFE evolutions that the initial B field is not divergence free, and subsequently ∇ · B is cleaned using some additional cleaning field (see Appendix B) during evolution. We do not implement such a cleaning field, and instead properly solve the constraints for our initial data. This is only necessary for the evolution of the perturbed solutions carried out in Sec. III, and is not used for the numerical tests of Sec. II E, where we simply use exact constrain-satisfying analytical solutions as initial data.
The divergence ∇ · B can be removed by solving the Poisson equation
on the initial spatial hypersurface, and then B + ∇Φ will be a divergence-free field. We solve Eq. (37) with the multi-domain spectral method described in Ref. [66] , and set the Dirichlet boundary condition Φ = 0, so as to preserve the original B as much as possible by avoiding any unnecessary ∇Φ pointing between different segments of the boundaries. We also tune the E field so that the FFE constraint E · B = 0 is also satisfied by the initial data. This is achieved easily through an algebraic operation
As this only modifies the E field, it will not interfere with the earlier divergence cleaning step. We emphasize that this is the same operation as is given by Eq. (15) of Ref. [15] , except we are strictly applying the operation on the initial data, whereas in [15] this operation is applied at every time step of the evolution. 
E. Numerical tests

Constant B field in flat spacetime
A particularly simple solution to the FFE equations is a constant B field with vanishing E field in a Minkowski background spacetime. We choose the spatial slicings such that K = 0, and adopt a Cartesian coordinate system in which N = 1, β = 0, and g is the unit matrix. This is a physically trivial yet numerically interesting solution. Here and for the rest of the paper, the computational domain is a spherical shell, which is broken down into "subdomains" of concentric spherical shells (four shells extending from a radius of R − = 1.9 to R + = 15 code units for this test; the speed of light is unity in the code units). Therefore, the constant B field subtends all possible angles with the normaln of the subdomain boundaries, including the special case of (n · B) 2 = (n × E) 2 = 0, when the evolution system prescribed by Eqs. (15) and (16) becomes ill-posed. For initial conditions, we use an analytical constant B field of unit strength without any added noise or perturbation, which is also imposed as a Dirichlet boundary condition on the incoming (into the computational domain) characteristic modes during the evolution, on the external boundaries of the computational domain (at R − = 1.9 and at R + = 15). The interior of the computational domain is evolved with Eqs. (15) and (16), and the differences between the numerical and analytical values of B and E provide a precise measurement of the simulation error. Letting ∆B and ∆E be the difference between the numerical and analytical values of B and E, we compute the L 2 norms of ∆B · ∆B and ∆E · ∆E:
where h is the spatial metric and Σ is the computational domain. The values of L 2 (∆B 2 ) and L 2 (∆E 2 ) over the entire computational domain are plotted in Fig. 1 . From this figure, we see that despite not being strictly strongly hyperbolic, the evolution system can be evolved stably for a long period of time.
The constant B field test is however not suitable for examining the convergence behavior of our pseudospectral code with increasing resolution, because the spatial derivatives of the evolution variables vanish identically in approximations to the spatial derivatives at any order. For this task, we turn to the non-trivial analytical solutions given in Ref. [12] . Once again, we utilize analytical solutions because they provide precise references for comparison, allowing for more rigorous convergence tests.
Analytical null + solutions
For a non-trivial analytical solution that's more suitable for testing convergence, we utilize a concrete example of a null FFE wave from Section 4.2.4 of Ref. [12] , which has a current regular at the poles of the latitudinal θ coordinate. The metric used in this section is the Schwarzschild metric under the Kerr-Schild slicing, with the horizon located at a radius of 2M (M being the black hole mass that sets the length and time scales for the problem, and will be used as a unit in the plots below). The Faraday tensor for this solution is given in the Newman-Penrose formalism, wherein we express tensors under the Newman-Penrose null tetrad {l, n, m,m} that consists of two real null vectors l and n usually chosen to be in the outgoing and incoming directions, and two complex null vectors m andm. This tetrad can be seen as the null version of an orthonormal tetrad [67] , relating to it via a rigid transformation. Under the null tetrad, the metric is a constant matrix
just as the metric is a constant matrix diag{−1, 1, 1, 1} under an orthonormal tetrad. The freedom for choosing the null tetrad is then given by the transformations that preserve the metric, namely the Lorentz transformations. The components of the Faraday tensor F under the Newman-Penrose null tetrad are the NewmanPenrose scalars φ 0 , φ 1 and φ 2 , defined by
and interpreted as the incoming wave, Coulomb background and outgoing wave pieces of F, respectively. A null solution consisting of only the incoming wave 6 is then given by
A specific incoming-wave-only solution in a Kerr or Schwarzschild background found by Ref. [12] has
in the ingoing Kerr coordinates (ν, r, θ, ψ), with M and a being the mass and spin of the background black hole. The quantity f R is a real function of the form
where F (ν) is an arbitrary function specifying essentially the time dependence of the solution (ν is the null coordinate in ingoing Kerr). The quantity f R also determines a companion function
where the overhead dots denote derivatives with respect to ν. The Newman-Penrose scalar is then
FIG. 2:
The ratio |B null |/|Bmono| for the null + solution used in our convergence test, where B null and Bmono are the null and monopole contributions in Eq. (52), while the norm is defined as
The ratio is plotted on a vertical slice of the computational domain, which extends radially from R− = 1.95M to R+ = 195M.
while the current is
flowing along the ingoing congruence tangential to the base n that appears in Eq. (44) . In addition to the need for φ 0 to satisfy Eq. (49) for this particular solution, the specific Newman-Penrose tetrad appearing in Eq. (44) for this solution must be the Kinnersley tetrad [68] . This is significant because it ensures that the wave travels along a doubly degenerate GPND; we will discuss this in more detail in Sec. IV. When we numerically implement this solution, we will use the Kerr-Schild coordinate system, instead of the ingoing-Kerr coordinates originally utilized in Ref. [12] . We summarize the relevant formulae needed for this change of coordinates in Appendix C. The null solution by itself has E 2 = B 2 , but we can ensure magnetic dominance (even when small numerical errors are present) by adding a magnetic monopole with sufficient charge q [10, 12] . We can do this (despite the equations being nonlinear) because the null and monopole solutions decouple in a Schwarzschild spacetime in the sense that the monopole has no currents, and its field tensor F does not exert a force on the current of the null solution [30] . Therefore, the superposition of the null and monopole solutions still satisfy the force-free condition, and yield another FFE solution. The monopole only contributes to the Coulomb part,
and the field tensor is now given by
For brevity, we will henceforth refer to the solutions given by Eq. (52) that contain both the null and the monopole contributions as the null + solutions. For our convergence test, we adopt a domain consisting of eight concentric spherical shells extending from R − = 1.95M (inside the event horizon) to R + = 195M, with shells closer to the black hole being narrower in their radial width. Because φ 1 drops off as ∼ 1/r 2 (see Eq. 51) while φ 0 drops at a slower rate of ∼ 1/r (see Eq. 49), we pick q = 1000 and F (ν) = A cos(Ων) with A = 1 and Ω = 0.1 (i.e. the solution is time dependent), so that the monopole is large enough to ensure magnetic dominance at the outer edge of our computational domain. The ratio between the null and monopole contributions to B is shown in Fig. 2 , where we see that the two contributions are comparable in magnitude in the outer regions of the computational domain. Lastly, we note that although a magnetic monopole is not physically realistic, a more realistic split-monopole solution can be constructed by gluing two copies of the null + solutions together, with a current sheet on the interface [29, 30] .
In Fig. 3 , we plot the L 2 norms of the errors in B and E for our simulations of the null + solution. Due to constraints on computational resources, we evolve the simulations to 1000M, which is around 16 cycles for the time dependent F (ν). We carry out evolutions at ten different resolutions where the number of radial collocation points is given by k +6, k ∈ {0, · · · , 9}, while the maximum l max for the angular spherical harmonic decomposition is given by 2k + 7. Note our l max for the higher resolutions become excessive and the improvements in accuracy come mainly from the increase in radial resolution, but we kept the same l max vs. k relationship to ensure consistency across all resolutions. With the SpEC code infrastructure, the number of latitudinal and longitudinal collocation points both scales linearly with l max . Therefore, the number of collocation points in each spatial dimension scales linearly with k. On the other hand, Fig. 3 shows that the errors decline approximately exponentially with k, so our FFE implementation achieves exponential convergence for this time-dependent, non-trivial, but smooth (without current sheets) test case, as expected from its pseudo-spectral nature.
III. STABILITY OF THE NULL + SOLUTIONS
In this section, we utilize our new FFE code and carry out numerical simulations in order to determine whether the null + solutions are stable, in the sense of whether a perturbed solution will asymptote to an exact null + solution over time, or diverge from it. As underlying unperturbed null + solution, we use the same configuration studied in Sec. II E 2, q = 1000, F (ν) = A cos(Ων) and A = 1. However, here, we will vary Ω. Note that we have chosen a large absolute magnitude for the Faraday tensor in order to carry out a more stringent test, as small magnitudes will diminish the significance of the nonlin- 2 . There are ten resolutions being plotted, with the number of radial collocation points given by k + 6, and the maximum l for the angular Y lm decomposition given by 2k + 7. In both panels, the error decays with increasing k, so that k = 0 corresponds to the top-most (black) line, and the lower lines are, in turn, k = 1, 2, 3, · · · . The errors decline approximately linearly in log scale, indicating that our pseudospectral code achieves exponential convergence as expected over a wide range of resolutions, with the highest resolution being limited in accuracy by machine precision.
ear terms. We also use the same domain structure as in Sec. II E 2, namely eight spherical shells extending from 1.95M to 195M.
We denote the Faraday tensor for the unperturbed solution as F and impose it as Dirichlet boundary conditions on the incoming characteristic modes for the stability studies carried out in this section. In other words, we enforce the condition that there are no incoming perturbative modes. On the other hand, there is no restriction on the outgoing characteristic modes, so overall, we have a purely outgoing boundary condition for the perturbations, just as when one studies the mode stability of the Kerr metric by calculating its quasinormal modes, for example.
A. Perturbation in φ0
The simplest perturbation to the null + solution is a variation in the initial φ 0 profile, so that it no longer satisfies Eq. (49) . Specifically, we generate a Faraday field F A from an altered φ A 0 (in addition to an unperturbed monopole component) that is perturbed away from the exact solution (Eq. 49) by
where we choose the same F (ν) function as the unperturbed solution. For simplicity, we also choose Ω = 0 so that the unperturbed background solution is time independent. Such a solution does not have the usual character that one would associate with a travelling wave, although it is still technically a wave in the same sense that a constant would satisfy a simple 1-D wave equation. Nonetheless, this solution is still physically interesting, as the energy flux does not vanish, so that the solution describes an "electromagnetic wind" or "Poynting wind" [30] . We will examine a time dependent case later in Sec. III C. Given the altered field φ A 0 , we now define our perturbed initial data. Because we employ boundary conditions based on the unperturbed background solution, we require the perturbed initial data F P to approach the unperturbed solution at the boundaries (strictly speaking we don't need a boundary condition at the inner boundary as it is inside the event horizon, but we use the Dirichlet condition there for simplicity). We achieve this by blending between F A and F via
where the weighting function is 
Equation (55) ensures 0 ≤ f ≤ 1 such that the unperturbed solution dominates on the domain boundaries, ensuring a smooth transition to the Dirichlet boundary conditions imposed there. The angular dependence in A ensures that the unperturbed solution also dominates on the vertical axis (θ = 0 and θ = π). This feature is not constructed to satisfy any requirements of the present form of perturbation, but instead is included for later convenience in Sec. III B. The perturbed solution does not automatically satisfy the constraints; since the monopole resides inside the event horizon and outside of our computational domain, the magnetic field should be divergence-free within the computational domain. We are therefore free to solve the Poisson equation in Sec. II D to remove any divergence. In Fig. 4 , we plot the right and left hand sides of Eq. (37) and show that the initial data solver performs as designed by removing ∇ · B. Note that there is some high frequency noise in the output of this elliptic solver (see the center of Fig. 4 (b) ), which we partially remove by passing the initial data through a spectral filter that reduces the high frequency spectral coefficients in the radial direction. The removal is only partial as the filtering strength is chosen to be conservative so it does not introduce new divergence into the magnetic field. As a second step, we also use Eq. (38) to impose the FFE constraint E · B = 0.
In Fig. 5 , we plot the evolution of L 2 (∆B 2 ) and L 2 (∆E 2 ), where ∆B = B P − B is the difference between the evolved B P and its unperturbed counterpart B (computed analytically). ∆E is defined similarly. We observe that the differences drop by several orders of magnitudes as time progresses. A more detailed distribution of ∆B is shown in Fig. 6 , which plots the relative difference |∆B|/|B| on a vertical slice of the computational domain. The magnitude of the relative difference is indicated by the height of the surface as well as the colouring. The panels correspond to different times and suggest that the perturbation does not diverge, but instead propagates inwards to begin with, and then outwards after scattering around the black hole, before exiting through the outer boundary.
Consequently, our observation indicates that there are no diverging modes excited by our initial perturbation at the fully nonlinear level, and so the null + solution is stable against our perturbation. Furthermore, the eventual exit of the perturbation is consistent with the null + solution being asymptotically stable (attracting). We note however that we cannot rigorously prove the latter stronger stability, as L 2 (∆B 2 ) and L 2 (∆E 2 ) values The initial perturbation seen at t = 0 propagates inwards creating the pattern shown at t = 60. After scattering around the black hole, the perturbations propagate outwards, forming the pattern seen at t = 150, and eventually begin to exit the computational domain as seen at t = 270.
FIG. 7:
The numerical error in B P (as seen in |∆B|/|B|) being generated at subdomain boundaries (signified by dense concentrations of black lines). The gray frames highlight the locations of the error on such boundaries. Note the warping scale and the colour map is different from Fig. 6 , but the plane shown is the same as those appearing in Fig. 6 .
at late times do not reach their small sizes in the unperturbed convergence test case shown in Fig. 3 . The main culprit appears to be the high frequency noise in the initial data we see in Fig. 4 (b) , which is absent from the analytical initial data used for the convergence tests. The fact that the convergence behaviour improves after we apply spectral filtering to the initial data before starting the evolutions provides evidence for this conclusion. In particular, the SpEC code utilizes a penalty method [59] [60] [61] [62] to enforce consistency across internal boundaries, which allows for discontinuities to exist temporarily. It has been noted in several previous studies [67, 69] that high frequency noise tends to induce large discontinuities at the internal boundaries, thereby creating errors in B. The situation is the same for our FFE evolution system, as can be seen in Fig. 7 . The high frequency noise also destroys the convergence at the highest resolutions (see Fig. 5 ), because lower resolution (smaller k) acts as an effective spectral filter, shielding the lower resolution simulations from high frequency noise. We expect this complication to disappear as we ascertain the source of the high frequency noise (one possibility is the boundary condition of Φ = 0 being too simplistic) and further improve our procedure of solving Eq. (37).
B. Perturbation in the propagation direction
With numerical experiments, we can only state that there are no diverging modes being excited by the particular perturbations that we introduce into the initial data. Therefore, in order to provide as strong evidence for stability (meaning the non-existence of diverging modes in general) as possible, it is important that we consider as generic a set of initial perturbations as possible. The wave component (the φ 0 piece of the Faraday tensor) of the simple perturbation studied in Sec. III A still follows the GPNDs initially as we have retained the use of the Kinnersley tetrad when constructing the perturbed Faraday tensor (φ 0 is by definition the wave propagating along the tetrad's ingoing null direction, which for the Kinnersley tetrad is in a doubly degenerate GPND direction) and is therefore (at least initially) not necessarily backscattered by the spacetime curvature (see Sec. IV). In other words, the perturbation may be restricted to a rather specific submanifold in the solution space. In principal, it is possible that even though null + solutions are stable on this submanifold, they may still be unstable under perturbations off of it. Although we would expect numerical truncation errors to induce perturbations away from this submanifold regardless of whether the initial perturbation places us on it or not, the time scale for this occurring may simply be too large so we fail to observe the possible instabilities in the previous test, and a more appropriate off-the-submanifold initial perturbation is desirable. In this subsection, we construct perturbations that are non-trivial in the sense that the wave component of the initial data does not follow degenerate GPNDs everywhere and is therefore generically backscattered by spacetime curvature. In other words, the initial data does not possess one of the core features of the null + solutions, and the perturbation is not restricted to some specific submanifold in the solution space.
For the initial wave propagation direction, we use a congruence of null geodesics (that is generally not tangential to degenerate GPNDs) in the Schwarzschild spacetime, which admits analytical descriptions. We will begin by introducing the procedure for generating a single geodesic within the congruence, building an adapted Newman-Penrose null tetrad along it whose ingoing null basis vector is tangential to the geodesic, and constructing the F P field whose wave component φ 0 (as defined with respect to that newly built tetrad) follows the geodesic direction. Later, we will describe how to obtain the entire congruence, thus filling in the F P field everywhere. We begin by choosing BoyerLindquist/Schwarzschild coordinates (r, θ, φ) so that the geodesic lies on the equatorial plane. The null geodesic then satisfies the equation [70] [71] [72] dy dφ
with P = 1/b 2 for impact parameter b. With small impact parameter (P > 1/27M
2 ), the null geodesic will be absorbed by the black hole, and the shear-free principal congruence tangential to the degenerate pair of incoming GPNDs corresponds to b = 0. The solution to Eq. (57) is then given by y(φ) = ℘(φ + Y |g 2 , g 3 ), where ℘ is the Weierstrass elliptic function and (g 2 , g 3 ) are its invariants. The angle Y is the angle at which the geodesic strikes the origin r = 0.
Armed with the geodesic, we can now build a NewmanPenrose null tetrad adapted to it. First, we calculate the spatial tangent to the geodesic, and then we convert it into a null 4-vector and apply the Jacobian from BoyerLindquist to Kerr-Schild coordinates (see Appendix C for details). We will let the n basis vector be in the direction of this four dimensional null tangent, while keeping l the same as that of the Kinnersley tetrad. The scaling of n is then fixed by l a n a = −1. The remaining m andm bases can be fixed using a Gram-Schmidt procedure [67] . We first define two spatial vectors C and D, so that m = 1/ √ 2(C + iD). Let G and H be the Kinnersley tetrad versions of C and D, respectively. We can then achieve proper orthonormality for the new tetrad by settinĝ
and then
Under this tetrad, we choose a preliminary Faraday field F A according to Eq. (44), with the φ 0 distribution prescribed by Eq. (49), which now describes an incoming wave (there is no φ 2 ) travelling in the new n direction that is different from the GPNDs provided b = 0.
We now turn to filling the entire computational domain with geodesics and the Faraday field tensor. To this end, we begin by specifying an impact parameter b and populate the equatorial plane with null geodesics by varying Y (see Fig. 8 ). We then take the x ≥ 0 portion of Fig. 8 and rotate it around the z-axis, thus filling the entire 3-D space. However, when the impact parameter does not vanish (for our perturbative study, we choose b = M/ √ 10), the resulting congruence will be singular on the vertical axis. We eliminate this problem by constructing an unperturbed null solution with the same φ 0 (but with b = 0), and blend its Faraday tensor F with the F A associated with the b = 0 congruence, so that only the unperturbed null solution F that is regular on the vertical axis is present there. Explicitly, we set
with the weighting function f given by Eqs. (55) and (56) (the choice of Q in those equations was made in anticipation of this regularization procedure on the poles). Furthermore, we will add an unperturbed magnetic monopole with q = 1000 to ensure magnetic dominance just as in Sec. III A. We also carry out the same constraint enforcement procedure as in Sec. III A. For this section we will keep the background solution time independent with Ω = 0, and leave the time dependent case to the next section. The output of the initial data solver is displayed in Fig. 9 , while the evolution of ∆B and ∆E is shown in Figs. 10 and 11 . Despite having a different type of initial perturbation, we observe a similar behaviour as seen in Sec. III A, with no diverging modes occurring, and with the perturbation eventually exiting through the outer boundary.
C. Time dependent background solution
For our final numerical setup, we introduce a time dependence with Ω = 0.1, so that the background solution has the familiar character of a travelling wave. The procedure for introducing perturbations is otherwise identical to Sec. III B, so that the waves are initially travelling in directions different from the degenerate GPNDs.
The output of the initial data solver and the evolution codes are displayed in Figs. 12, 13 and 14. Despite the change of energy flux character from electromagnetic winds to waves, our simulation suggests that the now time-dependent null + solutions are also stable. The most noticeable difference with the two earlier cases is that the 0 300 600 900 1200 1500 1800 10 
FIG. 14:
The absolute difference |∆B| on a vertical slice of the computational domain. The initial perturbation seen at t = 0 propagates inwards creating the patterns seen at t = 70 and t = 120. By t = 200, the perturbation has been almost entirely absorbed by the black hole. We have shown the absolute, rather than the relative difference, because |B| increases quickly when we approach the black hole, so it is more difficult to see what is going on in the inner regions with a relative difference plot.
perturbation propagates almost entirely inwards initially, and is absorbed by the black hole almost completely after one light-crossing time.
IV. SCATTERING BY SPACETIME CURVATURE AND THE ROLE OF GPNDS
For the rest of the paper, we will only carry out analytical studies, and therefore do not need the addition of a magnetic monopole to ensure magnetic dominance. In other words, using our earlier definitions, we will consider the pure null solutions and not the null + solutions. We will also rely heavily on the spinor formalism, which reveals the characteristic structure of the Weyl curvature tensor in a significantly more transparent manner than the tensor formalism. We include a brief summary of spinors in Appendix D. The most important feature for us is that the spinors can roughly be seen as "squareroots" of null vectors with the tensor product ø
AøA of a pair of complex conjugate spinors ø A andø A corresponding to a null vector. In addition, the self contractions of the spinors vanish (ø A ø A = 0 =ø A ø A ) just as they do with null vectors.
The null solutions of Ref. [12] are the FFE counterparts to the vacuum null electromagnetic solutions described in Ref. [73] . A null solution is defined by the property that the two principal null directions (EPNDs 7 ) of the Faraday tensor are coincident, just like simple plane waves in flat spacetime. These solutions can thus be seen locally as generalized plane waves (see the discussion following Eq. (22) of Ref. [12] for more explicit local similarities with plane waves), whose propagation directions follow ingoing or outgoing shear-free null congruences [73] . In a curved spacetime, this implies that they must evade being backscattered by the spacetime curvature, or else they cannot remain purely ingoing or outgoing. As a concrete example, the solution given by Eqs. (44)- (48) has only the ingoing wave component φ 0 , while the outgoing wave component φ 2 and the Coulomb background φ 1 vanish identically throughout space and time. To understand how backscattering is avoided, we recall that the ingoing solution as specified by φ 0 follows the Kinnersley tetrad n basis direction, which is tangential to a geodetic shear-free null congruence [74] . By the Goldberg-Sachs theorem [46] : A strictly non-flat vacuum metric has a multiple principal null direction a iff a is geodetic and shear-free, this n direction must also be the direction of two or more degenerate GPNDs. We now show explicitly that following degenerate GPNDs is responsible for the simplifications to scattering by spacetime curvature.
We begin by recalling how electromagnetic waves (with allowance for current and charge, so FFE waves are included as a special case) scatter off of spacetime curvature. The wave equation satisfied by the Faraday tensor is given by [75] 
where ∇ c ∇ c is the generalized covariant Laplacian operator. The scattering by spacetime curvature is described by the first three terms on the right hand side of Eq. (63), and is a consequence of the tensorial nature of F that allows it to couple to the spacetime curvature through the Ricci identities, which when applied to our case gives
and subsequently yields the aforementioned terms. These scattering terms imply that, generically, the electromagnetic waves can propagate inside as well as on the future null cone of a light source, as secondary ingoing waves can be created by scattering, and so they do not satisfy Huygens' principle [75] [76] [77] [78] . The remaining terms on the right hand side of Eq. (63) describe scattering by charge and current, and are not the scattering we are interested in here. In other words, our consideration in this section concentrates on the scattering shared by vacuum (without current), FFE (with current), as well as other electromagnetic solutions with more generic currents, so that our conclusions are not confined to the FFE case. Since we do not include the stress-energy tensor of the electromagnetic field or the plasma in the gravitational sector, as per the simplifying convention in FFE computations [12] , we have R ab = 0, and R abcd reduces to the Weyl tensor C abcd . Both C abcd and F ab can be written in the spinor formalism as [79] 
Note that as per convention, we have left out the soldering forms like σ AA a for brevity, with the understanding that spinor index pairs like AA correspond to tensor index a (same letter but lower case). The multi-indexed spinors can be further factorized into products of their respective principal spinors (relating to the principal null directions of the original tensors via Eq. D5):
where more specialized Petrov classes of spacetimes have more of the α (·) s (corresponding to the GPNDs) being coincident. Now a simple calculation shows that the scattering term translates into the spinor language as
where c.c. stands for complex conjugation. Substituting in Eqs. (67) and (68), we have that the spinor counterpart to the scattering term being (70) where (i, j) are an unordered and unequal pair of numbers from {1, 2, 3, 4}, while (k, l) are an ordered pair consisting of the remaining two numbers, with k > l. From Eq. (70), and recalling that the contraction of coincident spinors vanish, it is clear that the more pairs of EPNDs and GPNDs that are coincident, the more terms in the sum will vanish, leaving us with a scattering term that is simpler in its composition, meaning it has fewer independent components. Such an effect is particularly strong with null electromagnetic waves, defined by the property that the two EPNDs are coincident or ø ∝ ι (Sec. 5.1 of [79] ). This implies that φ AB φ AB = 0 due to Eq. (D2). Through Eq. (65), this further implies that the two real invariants of the Faraday tensor must vanish [45] , i.e.
In particular, these conditions are consistent with the force-free constraints, so there can be FFE null solutions. More specifically, using Eqs. (65), (67), (D11) and (D14), it is easy to verify that for a purely ingoing null solution, we can write
where φ 0 is extracted under any dyad (corresponding to a Newman-Penrose null tetrad via Eq. D11) that has ø as a member of its basis. We will denote such a dyad as (ø A , ζ A ). We now consider a null electromagnetic wave travelling in a purely radiative (Petrov type N) spacetime with all four GPNDs coinciding. If furthermore, the electromagnetic wave travels in the same direction as the gravitational wave, so that the doubly degenerate EPNDs coincide with the four-fold degenerate GPNDs, then all of the contractions in Eq. (70) will vanish, and there will not be any curvature scattering term left. Such a complete disappearance of scattering can also happen when the spacetime is of type III.
For the Petrov type D Kerr spacetime, the scattering term in Eq. (70) does not vanish completely, so there is still some residual scattering, but of a simplified structure
that does not necessarily lead to back scattering. In particular, the scattering term only contains ø A and no ζ A in its spinor form, which helps prevent a contamination of F ab by φ 1 and φ 2 , as the spinor counterpart of F ab is given by
so that φ 1 and φ 2 need to multiply with ζ A in order to pick up spinor and subsequently tensor indices. A rigorous proof for the existence of backscatter-less solutions in type-D spacetimes is provided by the the general theorem (see Refs. [73, 80] and (7.3.14) of Ref. [45] ): If a is a geodetic and shear-free null congruence and analytic, then there is a non-zero solution of the vacuum Maxwell equations which is null along a . This result applies in the vacuum case and, to a more limited extent (restricted to Kerr spacetimes [12] ), in the force-free case. The proof of the theorem above and the discovery of the FFE solutions are rather technical in nature, but we hope that our discussion regarding the contraction/annihilation between EPNDs and GPNDs and the subsequent simplification/elimination of the scattering term would serve to help build intuition for these important results.
V. CONCLUSION
In this paper, we have introduced a new pseudospectral fully 3-D curved spacetime FFE code, with an initial data solver and an improved constraint damping mechanism. Using this code, we have shown that the backscatter-less analytical FFE solutions found by Ref. [12] are stable against a variety of perturbing scenarios, which we selected to avoid restricting ourselves to special subspaces of the FFE solution space. In addition, we have chosen the magnitudes of the unperturbed solution in such a manner as to ensure the tests are carried out within the nonlinear regime of the FFE equations, so our results suggest full nonlinear stability. Furthermore, even though we cannot make mathematically rigorous statements as to the asymptotic stability of the null + solutions due to the presence of numerical noise, we note that with all three different types of perturbations that we have examined, the final ∆B 2 and ∆E 2 are small. From a practical point of view, even if the the final "steady-state" solutions are not exactly the same as the null + solutions, they would be well-approximated by them, so that the null + solutions can be considered effectively asymptotically stable. Therefore, despite their physical specialness, these solutions are not fragile, and can in fact describe physically realistic scenarios like the outer magnetospheres of pulsars. We note that one feature of the FFE null + solutions that made our numerical study possible is the fact that they are globally regular, and are therefore amenable to numerical simulations. In contrast, the vacuum null solutions in curved spacetimes would contain singularities if extended globally [12, 81] .
On the analytical front, we have carried out an explicit analysis of the scattering of an electromagnetic wave by the spacetime curvature, with emphasis on the role played by the GPNDs of the Weyl curvature tensor. We showed that waves propagating along the degenerate GPNDs experience simpler forms of curvature scattering, thereby providing some intuition into the perplexing existence of backscatter-less null solutions (although general theorems on this subject already exist, their proofs are highly technical). One interesting new conclusion is that the scattering can vanish completely in a Petrov type III or type N spacetime. This would remove a complication (that may or may not be significant in the first place) associated with analysing the coinciding electromagnetic counterpart to a gravitational wave, as the gravitational wave would not in fact try to scatter its electromagnetic companion. The understanding of curvature scattering gained here should also prove useful when constructing new analytical solutions to the FFE equations and other field theories where a lack of scattering is desirable, perhaps for the sake of reducing computational complexity.
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We thank Zachariah Etienne and Matthew Duez for useful discussions. The numerical simulations presented in this work were performed on the WVU It is desirable for an evolution system to be strongly hyperbolic, as then it will be well-posed. It has been shown in a recent paper [42] that it is possible to augment the FFE evolution equations with terms containing the derivatives of the constraints, such that the resulting system is symmetric hyperbolic when the constraints are satisfied. We show in this appendix section that by considering additional augmentation terms, it is possible to make the evolution system retain its symmetric hyperbolicity even when the FFE constaint E · B = 0 is violated. As constraints are never exactly satisfied in numerical simulations, such nice off-shell (off of the constraint surface) properties are obviously desirable. In addition, we also provide an alternative augmented evolution system, whose evolution equations do not remain symmetric hyperbolic off-shell, but whose associated constraint evolution equations are strongly hyperbolic and particularly simple, so that the constraints evolve in a well-understood and controlled manner.
The main evolution equations
The unaugmented evolution equations are not strictly hyperbolic even when the constraints are satisfied. Namely when (n · B) 2 = (n × E) 2 , the matrixn i A iβ α does not possess a complete set of eigenvectors [42] . This problem can be cured by adding constraints to the evolution equations. Such additions will not change the physical, constraint-satisfying solutions, but will modify the characteristic structure of Eq. (18) if the new terms contain derivatives. For our case, we consider seven possible additional terms that look similar to already existing ones. With them, the evolution equations become
where we have included the constraint damping term as well (it does nothing to the characteristic structure of the equations as it does not contain any derivatives). Note that in order to acquire additional desirable properties, we have considered a larger collection of possible augmentation terms than Ref. [42] , which included those terms whose coefficients are α 1 , α 4 and α 5 , and with these coefficients fixed to 0, 1 and 1, respectively. In other words, the minimally augmented system (abbreviated to AU) introduced in [42] corresponds to
in our notation. We will propose two additional augmented systems AU2 and AU3 given by 
respectively. Both of these systems are symmetric hyperbolic (see Sec. A 2) just like the AU system, but possess additional desirable properties. The AU2 system retains its symmetric hyperbolicity when E·B = 0 (see Sec. A 3) and the AU3 system has a particularly simple constraint evolution system (see Sec. A 4).
Hyperbolicity of the main evolution equations when constraints are satisfied
The requirement of hyperbolicity of Eqs. A1 and A2 will imply restrictions on the coefficients α. To investigate these restrictions, we first consider the case of n · B = 0 and E = En, which is a special case of the (n · B) 2 = (n × E) 2 configurations. Because the curvature of the spacetime impacts the characteristic structure of the FFE equations trivially, we will use only flat spacetime expressions for the rest of this section, with the understanding that curved spacetime counterparts can be recovered using Eq. (20) . For the augmented systems, we have that
so we have four zero eigenvalues. In order to allow for four eigenvectors corresponding to this zero eigenvalue, matrixn·A must have rank two, which implies 1−α 5 = 0 and α 4 − α 5 = 0, or α 4 = 1 = α 5 . We note that all three augmented systems given by Eqs. (A3), (A4) and (A5) satisfy this requirement. We now turn to prove symmetric hyperbolicity of AU2 and AU3 for generic cases by explicitly calculating the symmetrizer S for them. We do so by writing down the most general symmetrizer when the constraint E · B = 0 is satisfied, with each term multiplied by a yet-to-bedetermined coefficient. We then solve for these coefficients by ensuring S β α (n · A) γ β is symmetric for alln. This is a tedious but straight-forward process. The condition of α 4 = 1 = α 5 turns out to be necessary to ensure the positive definiteness of S β α . The symmetrizer for AU2 is simply
where ζ is a free constant, and we require ζ > 0 for the positive definiteness of S. The symmetrizer for AU3 is
where ∆ = 1 − E 2 /B 2 , and we should pick a ξ > 1/∆ to ensure positive definiteness of S.
3. Hyperbolicity of the main evolution equations when E · B = 0
The α vector for AU2 in Eq. (A4) is chosen to ensure that the symmetrizer remains valid when E · B = 0 (this property is not shared by the AU3 or AU evolution systems). Indeed, by picking ζ = 1/2, it is straightforward to verify explicitly that S β α (n · A) γ β is symmetric. Namely, if we break the greek indices into a pair of spatial indices and write S β α (n · A) γ β in a block form
we then have
regardless of the value of E · B.
In greater details, the block form ofn · A is
where for generic α choices
Multiplying with symmetrizer S as given by Eq. (A8) with ζ = 1/2 and an extra overall factor of 2 for convenience, we obtain the components in Eq. (A10):
where we have specialized to the AU2 system of Eq. (A4). We then have (SA EB ) ik − (SA BE ) ki = 0, and it is straight-forward to show that the antisymmetric part of the diagonal blocks are
For completeness, we explicitly write out the characteristic modes and speeds for the AU2 system. The right eigenvalues satisfying the equation
where ν and ω are given in Eqs. (28) and (29) . The right eigenvectors are
= (B, 0) .
We note that the unphysical modes for the AU2 system as given by Eqs. (A33) and (A34) are much less complicated than for the AU system as given in Ref. [42] . This is beneficial for inverting the characteristic modes in order to obtain the fundamental variables E and B, which is necessary for some pseudo-spectral implementations such as ours, where both the internal (between the adjacent subdomains) [59] [60] [61] [62] and the external boundary conditions [56] [57] [58] are imposed on the characteristic modes, and so need to be translated into the fundamental evolution variables before they become useful. The left eigenvalues satisfying
are identical to the right eigenvalues in Eq. (A24)-(A29), while the left eigenvectors are
These eigenvectors are degenerate when E = ±n × B, in which case we can find alternative complete sets of eigenvectors. When E =n × B, we have ν1 = ν3 = −1, and we can pickq⊥n to construct
while the remaining eigenvectors are still valid. When E = −n × B, we have ν2 = ν4 = 1, and can use the new vectors
together with the remaining eigenvectors that are still valid. Lastly, as an aside, we note that for the AU2 system, we can further use the identity
to combine terms in the evolution Eqs. (A1) and (A2).
The constraint evolution equations
We can derive the evolution equations of the constraints ∇ · B and E · B from the main evolution Eqs. A1 and A2. The result is
It is desirable for the constraint evolution equations to be strongly hyperbolic, so that the constraints evolve in a predictable and controlled manner. Such a property is especially useful when the main evolution equations are not symmetric hyperbolic off-shell, as a well-posed constraint evolution system would signal that at least some good behaviors are retained off-shell. Then · A matrix for the constraint evolution system is simply
which does not have a complete set of eigenvectors when v ·n = 0 unless a ·n = 0, which can be achieved by setting α 5 = −α 6 = α 7 as in the AU3 system. Note that the AU and AU2 systems do not satisfy this condition, so their constraint evolution equations are not strongly hyperbolic. The ∂ t (E · B) equation simplifies further when α 1 = 0 and Ψ = 0. So under the coefficient choice α 5 = −α 6 = α 7 , α 2 = α 5 , and α 1 = 0 = α 3 , the evolution equations reduce to a pair of decoupled advection equations ∂ t (∇ · B) = −∇(α 4 v∇ · B) , (A58) ∂ t (E · B) = −∇(α 5 vE · B) .
When combined with the α 4 = α 5 = 1 condition for the hyperbolicity of the main evolution equations, we obtain the α coefficients for the AU3 system as given by Eq. (A5). We note that Eq. (A51) contains a second derivative of B whenever α 4 = 0. Since hyperbolicity requires α 4 = 1, this is always the case (shared by all of the AU, AU2 and AU3 systems ), with both positive and negative implications: A disadvantage of this term is that the second derivative increases the sensitivity to high frequency noise in B. However, the α 4 -term in Eq. (A51) will cause any constraint violations ∇ · B = 0 to propagate along v, thus allowing it to propagate away.
Schild coordinates is given by
where A = (r + ia) exp(iψ). For use in Sec. III B, we also summarize the relationship between the Boyer-Lindquist (t, r, θ, φ) and KerrSchild (t, x, y, z) spatial coordinates. The transformations between them arẽ
x + iy = (r + ia)exp(iφ) sin θ (C18) z = r cos θ For a comprehensive introduction to spinors, please consult, for example, Refs. [45, 79, 82] . Here for the sake of completeness we give a brief summary.
When spinor bundles can be defined on a spacetime (see Ref. [82] ), we have a two-dimensional complex vector space W , as well as its complex conjugation W , over each spacetime location. The elements of W are written with an overhead bar (signifying complex conjugation) and primed indices (e.g.ξ A ∈ W ), while elements of W have unprimed indices and no special overhead symbols (e.g. ξ A ∈ W ). We then map between W (W ) and its dual space W * (W * ) using an antisymmetric spinor AB (and A B , where it is customary to leave out the overhead bar on A B ). In other words, we raise and lower spinor indices with an antisymmetric second rank spinor as
rather than with a symmetric one. The result is that spinor self-contractions vanish, i.e.
In fact, we have the stronger result (Proposition (2.5.56) in Ref. [79] ) that: α A β A = 0 iff α A and β A are (complex) scalar multiples of each other. When this happens, we will call α A and β A coincident.
We also have a map between the tangent space of the spacetime and the tensor product space W ⊗ W given by
where σ are the soldering forms satisfying 
where the minus signs are due to our metric signature choice of (− + ++) instead of the customary (+ − −−) for spinor calculations. The consequence is that whenever we translate a contraction between a pair of spacetime indices into the contraction between the corresponding pair of double (one primed and the other unprimed) spinor indices, and vice versa, we should add an extra minus sign. This step is not necessary had we adopted the (+ − −−) signature as Refs. [45, 79, 82] did. We note that the spacetime null vectors map to particularly nice factorized spinor forms
With the relationship (D5) and after applying Eq. (D4), we see that Eq. (D2) is equivalent to null vectors having zero norms under the Lorentzian metric.
Using the soldering forms, we can also transfer higher rank spacetime tensors into their corresponding multispinors. For example the metric maps to
More importantly for us, the Weyl tensor also has a spinor counterpart Ψ ABCD defined by 
where Ψ ABCD has a much more straight-forward relationship with its principal spinors than the original tensor version C abcd had with its principal null vectors. Specifically, the algebraic closedness of the complex numbers field underlying spinors ensures that we always have the factorization
where the α (·) s are the principal spinors, and then the GPNDs of C abcd are simply given by 
Many other quantities take on more transparent forms under the spinor formalism. For example, let a spinor dyad (ø, ι) be defined such that it relates to a NewmanPenrose null tetrad by
Then the definitions for the Newman-Penrose scalars under that tetrad
can be rewritten as
whereby the decreasing number of times that ø A appears in the definitions establish the hierarchy of decay rates of these scalars under the peeling theorem [45, 67] , a feature not as visible in the tensorial expressions in Eq. (D12). Lastly, to carry out some calculations in the main text, we note the fact that under the dyad basis, AB can be written as
