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We have studied the structure of hadronic events with a hard, isolated photon in the final state (e + e~-> Z hadrons 
+ 7 ) in the 3.6 million hadronic events collected with the L3 detector at centre-of-mass energies around 91 GeV. The 
centre-of-mass energy of the hadronic system is in the range 30 GeV to 86 GeV. Event shape variables have been measured 
at these reduced centre-of-mass energies and have been compared with the predictions of different QCD Monte Carlo 
programs. The event shape variables and the energy dependence of their mean values are well reproduced by QCD models.
5 Supported by the Hungarian OTKA fund under contract numbers T14459 and T24011.
6 Supported also by the Comisión Interministerial de Ciencia y Technología.
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We fit distributions of several global event shape variables to resummed a c a lc u la t io n s  to determine the strong 
coupling constant a s over a wide range of energies. We find that the strong coupling constant a s decreases with increasing 
energy, as expected from QCD. © 1997 Elsevier Science B.V.
1. Introduction
The study of events with high energy isolated 
photons in hadronic Z decays offers an important 
probe of the short distance structure of QCD [1]. The 
high energy photons are radiated early in the process 
either through initial-state radiation or through quark 
bremsstrahlung. On the other hand, the development 
of the hadronic shower takes place over a longer 
time scale. So a study of the recoiling hadronic 
system in events containing hard, isolated photon 
radiation gives access to hadron production at re­
duced centre-of-mass energies.
At LEP, with centre-of-mass energies ( / y ) around 
the Z mass, initial-state radiation (ISR) and interfer­
ence between initial and final-state radiation (FSR) 
are highly suppressed. Selection of hadronic events 
with high energy isolated photons ensures a pure 
sample containing predominantly final-state radiation 
photons, with a small background from neutral 
hadron decays into photons.
We report here the results of such an analysis of 
hadronic Z decays at LEP collected with the L3 
detector [2,3]. The measured distributions are com­
pared with event generators based on an improved 
leading log approximation (Parton Shower models 
including QCD coherence effects). Three such Monte 
Carlo programs, ARIADNE 4.06 [4], HERWIG 5.S 
[5] and JETSET 7.4 PS [6], have been used for these 
comparisons. These programs differ in the variables 
used to define the parton shower evolution and also 
in the modelling of the hadronisation effects.
The measured distributions of event shape vari­
ables at the different reduced centre-of-mass energies 
have also been compared with the predictions of a 
second-order QCD calculation with resummed lead­
ing and next-to-leading terms. This provides determi­
nations of the strong coupling constant a s at several 
centre-of-mass energies. In addition, we use our 
measurements of a from similar analyses at \/J =
91 GeV [7], 133 GeV [8], 161 GeV and 172 GeV [9] 
to study the energy evolution of a , .
2. Event selection
The events used in this study have been collected 
during LEP running from 1991 to 1995. The corre­
sponding integrated luminosity is 142.4 pb” 1. The 
bulk of the data ( — 107 pb” 1) corresponds to runs 
at f s  ~  91.2 GeV, and the remaining part comes 
from runs during the LEP energy scans ( fs  — 88 to 
93 GeV).
Hadronic events are recorded primarily by a 
calorimetric energy trigger with an efficiency ex­
ceeding 99.9%. The selection of events of the type 
e +e “ -> hadrons is based on the energy measure­
ments in the electromagnetic calorimeter composed 
of BGO crystals and in the uranium hadron calorime­
ter with proportional wire chamber readout. Events 
are accepted if
0.6 < VIS < 1 .4 ,
E
E •V^IS
< 0 .4 0 ,
E x
£ v i s
where £ vis is the total energy observed in the 
calorimeters; £ j , , E ± are respectively the energy 
imbalances along and transverse to the beam direc­
tion and is the number of clusters with energy 
larger than 100 MeV. With these cuts, a total of 
3.578 million hadronic events is selected from the 
entire data sample.
Monte Carlo hadronic events are generated by the 
parton shower program JETSET and passed through 
the L3 detector simulation [10]. The above selection 
cuts accept 98% of the simulated hadronic events, 
with a small background of 0 .2 % from r+r~ and 
two-photon collision processes.
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While jets are reconstructed using the hadron 
calorimeter which has a polar angular acceptance 5° 
< 0 <  175°, photon candidates are detected in the 
solid angle covered by the barrel and end-cap elec­
tromagnetic calorimeters (11.6° < 6 < 36°, 42° <
6 < 138°, 144° < 9 < 168.4°). A loose pre-selec­
tion of photon candidates according to the following 
criteria is applied to the hadronic data sample. A 
cluster in the electromagnetic calorimeter is consid­
ered to be an energetic, isolated photon candidate if
• its energy is larger than 5 GeV.
• there is no charged track associated with it. Tracks 
are selected by requiring at least 20 hits in the 
tracking chamber and a transverse momentum 
greater than 50 MeV. For tracks in the end-cap 
region, the requirement on the minimum number 
of hits is changed to two-thirds of the number of 
wires between the first and last recorded hits.
• the lateral shower profile is consistent with that of 
a photon and the cluster is isolated, that is, no 
other cluster with energy ( £ a ) above 250 MeV 
is found in a cone of half-angle ( a u ) 10° around 
the candidate direction.
A total of 126046 events is selected by these 
criteria. The photon energy (E  ) is related to the 
centre-of-mass energy of the recoiling hadronic sys­
tem ( / 7 ) by
We have studied whether vs* is the correct scale of 
hadron production by comparing Monte Carlo
hadronic Z decay events containing isolated final- 
state photons with Monte Carlo e +e ” interactions 
without initial and final-state radiation, but with the 
same hadronic centre-of-mass energy. The distribu­
tions of event shape variables studied are found to be 
very similar for these two sets of events. This sug­
gests that \ /7  can be used as the QCD scale. Effects 
from late photon radiation off quarks and hadrons 
are suppressed by the high energy requirement and 
strict isolation of the photon, as described below. We 
divide the spectrum into six regions. The energy 
regions and the corresponding numbers of pre­
selected events are summarised in Table 1.
The background to the direct photons is domi­
nated by photons from nr° and 77 decays. To reduce 
this background, we require that the shower be iso­
lated and its shape be compatible with the electro­
magnetic shower of a single photon. A shower shape 
discriminator e based on an artificial neural net­
work [11], is used to distinguish multi-photon show­
ers from single-photon ones in the electromagnetic 
calorimeter. The cut values for the following parame­
ters are tuned separately for the six y/Y ranges by 
optimising the efficiency and the purity at each 
energy:
* the neural network probability, € ,
* the size of the local isolation cone, a  LI,
* the angle to the nearest jet, a.n (reconstructed 
from the recoiling hadronic system using the 
JADE algorithm [12] with yC{il =  0.05),
* the minimum energy of individual clusters within 
the local isolation cone, E„ .
a  LI
The purity of the photon signal and the efficiency of
Table 1
Summary of the event selection criteria, efficiencies and the background estimation for each reduced centre-of-mass energy interval
i /7  (GeV) 30-50 50-60 60-70 70-80 80-84 84-86
Initial Number of Events 5660 6205 11004 28348 36377 38452
Initial Purity (%) 20.9 17.1 19.2 11.8 5.9 4.3
Local Isolation Angle ( a L1) 15° 15° 15° 15° 21° 24°
Jet Isolation Angle (ctjj) 20° 20°
OO<N 0OCN 21° 24°
Selection Efficiency (%) 48.3 41.0 35.2 29.9 27.4 27.5
Background Scale Factor (MC) 1.69 ± 0.11 1.73 ± 0.13 1.17 ± 0.08 1.42 ± 0.06 1,88 i  0.08 2.00 ± 0.09
Rescaled Hadronic Background (%) 29.3 19.2 11.6 9.2 7.7 11.6
r + t "  Background (%) 2.1 2.6 2.3 1.8 1.6 1.3
Two-photon Background (%) 0.2 0.2 0.1 < 0.1 0.2 0.!
Final Number of Events 1247 1047 1575 2938 2091 1607
Final Purity (%) 68.4 78.0 86.0 89.0 90.5 87.0
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selection are optimised using 6.7 million JETSET 
parton shower events processed through the L3 de­
tector simulation program. The isolation angles have 
been chosen to be energy dependent in order to get 
the best performance in the efficiency-purity plane. 
The energy cutoff Ea is tightened to 50 MeV for 
all energy points, and the cut on the neural network 
discriminator is chosen to keep 85% of photons 
passing all other cuts. Photons are selected from ISR 
or FSR with an efficiency between 27.4% and 48.3% 
depending on their energies, giving a purity of better 
than 68.4% at all energies. The cuts, as well as the 
number of events, are summarised in Table 1.
The important sources of remaining background 
are misidentified hadrons and photons from hadron 
decays. This has been studied using the JETSET PS 
Monte Carlo events with complete detector simula­
tion. As observed in our earlier studies [13], the 
absolute rate of the background is not well described 
in the Monte Carlo. The latter has, therefore, been 
estimated from the data by selecting a background 
sample with the same photon energy and isolation 
requirement, but a low probability ( <  5%) of the 
neural network discriminator. This sample is com­
pared with the Monte Carlo sample assuming that 
the remaining signal part is well described. For 
JETSET, an overall normalisation factor between 1.2 
±  0.1 and 2.0 ±  0.1 is obtained, depending on the 
value. The estimated background content has 
been varied by one standard deviation to determine 
the systematic effect on the measured distributions 
due to the above assumption. The background scale 
factors have also been estimated with the HERWIG 
Monte Carlo event sample; these scale factors agree 
with those obtained from JETSET within their errors. 
Backgrounds due to r + r~ and two-photon events 
have been calculated using Monte Carlo [14] event 
samples normalised to the total integrated luminos­
ity. The level of backgrounds in the six energy 
regions are also summarised in Table 1.
3. Global event shape variables
Event shape variables are calculated after boost­
ing the event to the centre-of-mass frame of the 
recoiling hadronic system using the well-measured 
energy and angle of the isolated photon. The vari­
ables studied are event thrust (T ) [15], scaled heavy 
jet mass ( p) [16] and total (Z?T) and wide (¿?w) jet 
broadenings [17]. The jet broadening variables are 
defined by dividing the event into two hemispheres 
(S ±) by a plane perpendicular to the thrust axis n T 
and then computing the quantities
2 t , \P , \  '
The variables BT and £ w are then defined as,
BT = B ++ B_ and B w =  m a x (£ + ,£ _ ) .
Figs. l(a-f) show the measured thrust distributions 
for the six ranges together with the Monte Carlo 
predictions. The different shaded areas indicate the 
backgrounds from fragmentation in the hadronic 
sample, r +r~ and two-photon processes. The Monte 
Carlo expectations agree with the measured distribu­
tions (in these comparisons, the hadronic background 
has been rescaled). Similar behaviour is observed in 
all the measured distributions. For the comparison 
with the QCD models and the fits to a s described 
below, the backgrounds are subtracted bin by bin.
The effect of the detector resolution has been 
studied by comparing the event shape variables of 
accepted JETSET Monte Carlo events before and 
after detector simulation. Data are also corrected for 
detector acceptance using the JETSET Monte Carlo 
program. All corrections are applied bin by bin and 
they are typically less than 20%.
The systematic errors in the distributions of event 
shape variables arise mainly due to uncertainties in 
detector calibration, in corrections for detector ef­
fects and in estimating the background contamina­
tion. The effect of detector calibration and inhomo­
geneities has been studied by:
* changing the definition of reconstructed objects 
used in the detector to calculate the observables. 
Instead of using only calorimetric clusters, the 
analysis has been repeated with objects obtained 
from a non-linear combination of energies of 
charged tracks and calorimetric clusters.
* restricting the analysis to an event sample where 
the isolated photon is detected in the central part 
of the detector (| cos 6y \ < 0.73).
* using different Monte Carlo samples in correcting
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the data. W e have used two sets o f  Monte Carlo 
samples generated using JE T SE T  and HERW IG. 
The systematic errors arising from background 
subtraction are estimated by;
* varying the background scale factors by one stan­
dard deviation. The bin-by-bin systematic errors 
are less than 4%.
a the cuts on the neural network prohabii- 
je t and local isolation angles, and the 
energy in the local isolation cone. The bin-by-bin
: errors are 3 — 5%.V* f  i.
The final systematic error is taken as the sum in 
quadrature of ail the above mentioned contributions. 
The bin-by-bin systematic errors are typically 18%, 
comparable to the statistical error.
4. Comparison with QCD models
Figs. 2(a-f) show the corrected, background-sub­
tracted distributions for the total jet broadening (,#T)
for the six v s; ranges. These distributions are com-
pared with predictions from A R IA D N E  [4], H E R ­
WIG [5] and JE T SE T  [6]. The M onte Carlo events 
are generated using a set o f  parameters tuned using 
the data taken on the Z peak [18]. Initial and final- 
state radiation has been switched off and the beam 
energy corresponds to the reduced centre-of-mass 
energy distribution of the observed data sample. The 
same flavour composition is used as in the radiative 
Z decays. As can be seen in Fig. 2, the Q CD  model 
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Fig. 2. Corrected total jet broadening distributions at different reduced centre-of~mass energies (a-f). The lines correspond to the predictions 
of different QCD models.
is also the case for the other event shape variables 
studied.
The measured mean values of thrust, scaled heavy
jet mass, and total and wide jet broadenings at the 
different reduced centre-of-mass energies are sum­
marised in Table 2. Fig. 3 shows the energy evolu-
Table 2
Mean values of the thrust (7’), scaled heavy jet mass ( p ), total jet broadening ( £ T) and wide jet broadening (Bw ) measured at the six 
different intervals. The first error is statistical and the second is systematic
y/7 (GeV) <T> <P> < By) <*w>
30--50 0.903 + 0.002 i 0.005 0.075 ± 0,002 0.005 0.140 + 0.002 ± 0.005 0.090 m 0.002 i 0.005
50-■60 0.919 i 0.002 ± 0.005 0.063 i 0.002 ± 0.003 0.122 + 0.002 ± 0.006 0.080 90.002 ± 0.005
60--70 0.920 ± 0.002 ± 0.004 0.060 ± 0.001 ± 0.003 0.121 ± 0.002 ± 0.006 0.081 ± 0.001 i 0.005
70--80 0.927 + 0.001 ± 0.005 0.056 ± 0.001 ± 0.003 0.116 + 0.001 ± 0.006 0.076 ± 0.001 ± 0.006
80--84 0.930 ± 0.001 ± 0.004 0.055 i 0.001 + 0.004 0.112 ± 0.001 ± Ö.006 0.076 ± 0.001 i 0.005
84--86 0.931 ± 0.002 ± 0.003 0.054 i 0.001 ± 0.004 0.110 ± 0.002 ± 0.004 0.075 ± 0.001 ± 0.006
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Fig. 3. Distributions for the mean values of (a) thrust (T), (b) scaled heavy jet mass ( p), (c) total jet broadening ( £ T), and (d) wide jet 
broadening (Bw) as a function of centre-of-mass energy. The results of the analysis presented here are compared with our measurements at 
and above the Z peak. The lines correspond to the predictions of various QCD models.
tion of these mean values. We also include the L3 
measurements of these parameters at f s  = mz 
[19,7], 133 GeV [8], 161 GeV and 172 GeV [9]. The 
energy evolution of these variables are compared 
with different QCD models and the predictions from 
the different parton shower models agree with the 
trend in the data.
5. Determination of a s
QCD predictions in fixed second-order perturba­
tion theory [20,21] do not take into account the effect 
of multiple gluon emission. For variables like thrust, 
heavy jet mass, etc. the fixed-order predictions be­
come unreliable in kinematic regions where multi- 
gluon emission is important, and the associated lead­
ing and sub-leading large logarithmic terms require 
resummation. Such calculations have been carried 
out for the variables 1 — T, p, BT, £ w (denoted 
generically by y) to next-to-leading log terms 
[22,23,17]. In order to describe the data over a wide 
kinematic range, it is desirable to combine the two 
sets of calculations taking into account their common 
parts. A number of different ‘matching schemes’ 
have been proposed to avoid double counting of 
terms from the fixed-order and resummed pieces of 
the calculation. In addition, the kinematic constraints 
have to be satisfied, that is, the cross sections vanish 
beyond the kinematic limits. This can be achieved by
A/. Acciarri et al./Physics Letters B 411 (1997) 339-353 349
replacing the variable y in the resummed terms by 
— y~^x +  l ) -1 [24]. These calculations are done 
for partons and do not include heavy quark mass 
effects.
To compare the analytical calculations with the 
experimental distributions, a correction is applied for 
the effect of hadronisation and decays, using Monte 
Carlo programs. We have used the parton shower 
programs JETSET, ARIADNE and HERWIG with 
string or cluster fragmentation.
We compare the resulting differential cross sec­
tion to our measurements. The correction for hadro­
nisation and decays changes the perturbative predic­
tion by less than 10% for the event shape variables 
over a large kinematic range. The correction in­
creases in the extreme two-jet region.
Table 3
Ranges used for the QCD fits to the data
Variable Fit range Maximum range
(i — r) 0.025-0.250 0.0-0.5
p 0.015-0.252 0.0-0.5
BT 0.000-0.250 0.0-0.4
5 W 0.030-0.200 0.0-0.4
In order to measure a s, we fit the theoretical 
distributions to our measured event shape distribu­
tions for a fixed scale ¡x =  . For the fit we use the 
ranges of the values of the variables as given in 
Table 3. The choice of these ranges is determined by 
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Fig. 4. Corrected scaled heavy jet mass ( p) distributions at different reduced centre-of-mass energies (a-f). The histograms are the fitted 
QCD distributions.
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size and uniformity of corrections for detector and 
hadronisation effects, and sufficient statistics.
Figs. 4(a-f) show the experimental data, together 
with the QCD fits, for the scaled heavy jet mass at 
the six reduced centre-of~mass energies. The results 
in Table 4 are the a s values at two typical reduced 
centre>of-mass energies as obtained from the fits to
a * J  plus resummed calculations using hadronisa­
tion corrections from JETSET, together with the x 2 
values.
The errors shown in Table 4 are divided into three 
main parts. The first corresponds to the statistical 
errors, together with the experimental systematic un­
certainties estimated by changing the background 
scale factors, selection cuts and correction proce­
dures. The overall experimental error is obtained by 
adding the statistical and systematic errors in quadra­
ture. The second part shows the variation in the fitted 
value of a s when hadronisation corrections were
calculated using HERWIG or ARIADNE instead of 
JETSET (fragmentation model), or when the frag­
mentation parameters within JETSET were varied 
(model parameters). For all variables, the most im­
portant variation comes from the different fragmenta­
tion models, so we use this as an estimate of the 
overall hadronisation uncertainty. The third part 
summarises the errors coming from uncalculated 
higher orders in the QCD predictions. The scale error 
is obtained by repeating the a s fit for different 
values of the renormalisation scale in the interval 
0.5 Vs7* ^  ¡I < 2 J 7 . For all these scales a good fit is 
obtained. The matching scheme uncertainty is ob­
tained from half of the maximum spread due to the 
variation of the matching algorithm. The systematic 
errors due to uncalculated higher-order terms have 
been estimated independently from the scale uncer­
tainty and the matching scheme uncertainty. The 
largest of these is taken as the theoretical uncertainty
Table 4
Measured values of a s at V?" “  50-60 GeV and 84-86 GeV from the fits to the four event shape variables, the ^ 2/d.o.f. of the fit and 
the experimental and theoretical errors
i/7 (GeV) (1 -7 * ) P B-y f l w
50-60 « s 0.130 0.128 0.130 0.116
* 2/d.o.f. 6.1/7 4.4/10 4 .2 /6 1.3/6
Statistical error ±  0.005 ± 0.005 ± 0.004 + 0.005
Systematic error ±0.005 ±0.005 ±0.006 ± 0.006
Overall experimental error ±0.007 ± 0.007 ±0.007 ±  0.008
Fragmentation Model ± 0.011 ± 0.003 ± 0.006 ± 0.004
Model parameters ± 0.002 ± 0.003 ± 0.003 ± 0.002
Hadronisation uncertainty ± 0.011 ±0.003 ±0.006 ± 0.004
QCD scale uncertainty ± 0.007 ±0.006 ± 0.008 ± 0.005
Matching scheme uncertainty ±0.005 ±0.003 ± 0.005 ± 0.008
Error due to higher orders ±0.007 ± 0.006 ± 0.008 ± 0.008
Overall theoretical error ±0.013 ±0.007 ±0.010 ± 0.009
84-86 a 5 0.121 0.111 0.124 0.107
* 2/d.o.f. 2.6/7 5.1/10 6 .5 /6 3 .1 /6
Statistical error ±0.005 ± 0.003 ± 0.003 ± 0.003
Systematic error ±0.004 ±0.005 ± 0.006 ±  0.006
Overall experimental error ±0.006 ± 0.006 ± 0.007 ± 0.007
Fragmentation Model ±0.008 ± 0.005 ± 0.006 ± 0.004
Model parameters ± 0.004 ±0.001 ±0.001 ± 0.002
Hadronisation uncertainty ±0.008 ± 0.005 ± 0.006 ± 0.004
QCD scale uncertainty ±0.005 ± 0.003 ±0.007 ± 0.003
Matching scheme uncertainty ±0.005 ±0.003 ± 0.006 ± 0.008
Error due to higher orders ± 0.005 ± 0.003 ±0.007 ± 0.008
Overall theoretical error ± 0.009 ±0.006 ±0.009 ± 0.009
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Table 5
Combined a s at the six centre-of-mass energies from the fits to the four event shape variables and the associated experimental and 
theoretical errors. The second column gives the average centre-of-mass energy ( < / 7 ))
; /7  (GeV) < / 0  (GeV) a s « V 7 » A a  s (experimental) (theoretical)
30-50 41.2 0.140 ±  0.006 ±  0.011
50-60 55.3 0.126 ±  0.007 ±  0,010
60-70 65.4 0.134 ±  0.006 ±  0.009
70-80 75.7 0.121 ±  0.006 ± 0.009
80-84 82.3 0.120 ±  0.006 ±  0.009
84-86 85.1 0.116 ±  0.007 ± 0.008
due to uncalculated higher orders. The overall theo­
retical error is obtained by adding to this in quadra­
ture, the hadronisation uncertainty.
The a s values from the four distributions are 
affected differently by higher-order corrections and 
hadronisation effects. To obtain a combined value 
for the strong coupling constant, we take the un­
weighted average of the four a s values at each 
centre-of-mass energy. The overall experimental er­
ror is obtained by adding in quadrature the statistical 
error and the unweighted average of experimental 
systematic errors. The overall theoretical uncertainty 
is estimated as the unweighted average of the theo­
retical errors obtained from the four different mea­
surements at each centre-of-mass energy. The com­
bined results are summarised in Table 5.
We have compared the a s values measured at the 
different centre-of-mass energies to those measured 
by L3 from similar analyses at / s  =  mz [7], 133 
GeV [8], 161 GeV and 172 GeV [9]. The most 
precise measurement of a s comes from the determi­
nation at / s  — mz from the four event shape 
variables:
c¿s( ) =  0.1221 +  0.0020 ¿  0.0066,
where the first error is experimental and the second 
error is theoretical. It should be noted that the theo­
retical errors are strongly correlated between these 
ten measurements. The higher-order uncertainties 
should be the same, and the uncertainties due to 
hadronisation corrections are comparable at these 
energies. The error, appropriate to a measurement of 
the energy dependence of a s, can then be considered 
to be purely experimental.
The experimental systematic errors on a s are 
dominated by the background uncertainties. These
are similar for all the individual low-energy or high- 
energy data points, but differ between the low-en­
ergy, Z-peak and high-energy data sets. The experi­
mental systematic errors are then different and un- 
correlated between the three data sets, but are taken 
as fully correlated between individual low-energy or 
high-energy measurements. Table 6 summarises the 
a s values from our measurements at the ten centre- 
of-mass energies, evaluated at the mz scale accord­
ing to the QCD evolution equation in Ref. [25]. The 
ten measurements are shown in Fig. 5 with experi­
mental errors only, together with a fit to the QCD 
evolution equation with a s(mz) as a free parameter. 
The fit gives a x 2 °f  12.2 for nine degrees of 
freedom, corresponding to a confidence level of
0.20, with a fitted value of a s:
a s( mz ) =  0.1207 ±  0.0016 ±  0.0066.
On the other hand, a model with a constant a s gives
Table 6
The measured a 5 values at different centre-of-mass energies 
evolved to ihe m z scale. The quoted errors are experimental only
yfs (GeV) a  s(m2)
41.2 0.122 ± 0.005
55.3 0.117 ± 0.006
65.4 0.127 + 0.005
75.7 0.118 + 0.006
82.3 0.118 ± 0.006
85.1 0.115 ± 0.007
91.2 0.122 + 0.002
133 0.113 ± 0.006
161 0.111 +0.006
172 0.114 ±0.007
Fitted value 0.1207 ±0.0016
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Fig. 5. Measured values of a s from the event shape distributions 
as a function of centre-of-mass energy. The errors correspond to 
the experimental uncertainties only. The solid and dashed lines are 
fits with the energy dependence of a s as given by QCD and with 
a constant a s, respectively.
a x  ° f  42.4 which corresponds to a confidence 
level of 0.3 X 10-5 .
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