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Abstract—To meet the requirements of high energy efficiency
(EE) and large system capacity for the fifth-generation (5G) In-
ternet of Things (IoT), the use of massive multiple-input multiple-
output (MIMO) technology has been launched in the massive IoT
(mIoT) network, where a large number of devices are connected
and scheduled simultaneously. This paper considers the energy-
efficient design of a multi-pair decode-and-forward relay-based
IoT network, in which multiple sources simultaneously transmit
their information to the corresponding destinations via a relay
equipped with a large array. In order to obtain an accurate yet
tractable expression of the EE, firstly, a closed-form expression of
the EE is derived under an idealized simplifying assumption, in
which the location of each device is known by the network. Then,
an exact integral-based expression of the EE is derived under the
assumption that the devices are randomly scattered following a
uniform distribution and transmit power of the relay is equally
shared among the destination devices. Furthermore, a simple yet
efficient lower bound of the EE is obtained. Based on this, finally,
a low-complexity energy-efficient resource allocation strategy
of the mIoT network is proposed under the specific quality-
of-service (QoS) constraint. The proposed strategy determines
the near-optimal number of relay antennas, the near-optimal
transmit power at the relay and near-optimal density of active
mIoT device pairs in a given coverage area. Numerical results
demonstrate the accuracy of the performance analysis and the
efficiency of the proposed algorithms.
Index Terms—Energy efficiency, resource allocation, massive
MIMO, decode-and-forward relay, green mIoT.
I. INTRODUCTION
Internet of Things (IoT), an emerging technology attracting
significant attention, promotes a heightened level of awareness
about our world and has been used in various areas, such
as governments, industry, and academia [1], [2]. In IoT,
not only are various things (e.g., sensor devices and cloud
computing systems) with substantial energy consumption, but
also the connection of things (e.g., radio frequency identi-
fication (RFID) and fifth-generation (5G) network) and the
interaction of things (e.g., data sensing and communications)
are consuming a large amount of energy. Improving energy
efficiency (EE) has become one of the main goals and design
challenges for the presented IoT networks [3]. In order to
achieve the most efficient energy usage, various innovative
‘green IoT’ techniques have been developed during the last
few years [4]–[6].
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On the other hand, connectivity is the foundation for a
IoT network. It is envisioned that billions of devices will be
connected in the 5G IoT network by 2020 to build a smart
city [7], [8]. As one major segment of the IoT network, the
massive IoT (mIoT) refers to the applications that are enabled
by connecting a large number of IoT devices to an internet-
enabled system [9], [10]. This network is typically used for
the scenarios characterized by low power, wide coverage
and strong support for devices on a massive scale, such as
agriculture production detection, power utilization collection,
medical monitoring and vehicle scheduling [11]–[13]. There
is a target that connection density in the urban environment
will be 1 million devices/km2 [14], [15]. Considering the
connection target and the energy limitation of mIoT networks,
the massive multiple-input multiple-output (MIMO) technique
(equipped with a large-scale antenna array), which can in-
crease the network capacity 10 times or more without requiring
more spectrum and simultaneously improve the EE of wireless
systems on the order of 100 times [16], [17], has attracted
increasing attention on utilization in mIoT networks [18]–
[20]. As presented in [21], as one of the major enabling
technologies for 5G wireless systems, massive MIMO systems
are capable of increasing the EE by orders of magnitude
compared to single-antenna systems, in particularly when
combined with simultaneous scheduling of a large number
of terminals (e.g., tens or hundreds) [22], [23]. Relying on a
realistic power consumption model, the authors of [24] proved
that the optimal system parameters are capable of maximizing
the EE in multi-device massive MIMO systems. In [25], low-
complexity antenna selection methods and power allocation
algorithms were proposed to improve the EE of large-scale
distributed antenna systems. The authors of [26] intended to
optimize the global EE of the uplink and downlink of multi-
cell massive MIMO. A joint pilot assignment and resource
allocation strategy was studied in [27] to maximize the EE of
multi-cell massive MIMO networks.
As a parallel research avenue, a relay-based mIoT network
was shown to constitute a promising technique of expanding
the coverage, reducing the power consumption and achieving
energy-efficient transmission. In [5], by optimizing the avail-
able bandwidth of a relay-based mIoT network, the energy
consumption of all the relay BSs is minimized. Similar to
the observations in single-hop massive MIMO systems, it was
shown in [28] that by invoking a relay equipped with a large-
scale antenna array and a simple relay transceiver (e.g., linear
zero-forcing (ZF) transceiver), the spectrum efficiency (SE) of
a two-hop relay system becomes proportional to the number of
2relay antennas. Therefore, the combination of massive MIMO
and cooperative relaying constitutes an appealing option for
energy-efficient mIoT networks.
When writing this paper, we find that the existing litera-
ture rarely focused on the research of the relay-based mIoT
networks and that on massive MIMO aided relay systems
mainly paid attention to the analysis of the SE. For instance,
the asymptotic SE of massive MIMO aided relay systems
was investigated in [29], while the SE of massive MIMO
relay systems was studied in [30]. However, to the best of
our knowledge, there are a paucity of contributions to the
energy-efficient transmission and resource allocation strategies
in massive MIMO relay-based mIoT systems. It is challenging
to extend the existing energy-efficient designs conceived for
single-hop massive MIMO systems [24], [25], [27] to the ones
adopted in massive MIMO relay systems. Due to the fact
that, compared to single-hop transmission schemes, both the
design of the signal processing schemes used at the relay and
the performance analysis of the massive MIMO relay systems
are fundamentally dependent on the more complex two-hop
channels. Therefore, it is important to design energy-efficient
resource allocation strategy for a massive MIMO relay-based
mIoT network.
Contrary to the above background, in this paper, we consider
the performance analysis and energy-efficient resource allo-
cation optimization of a massive MIMO decode-and-forward
(DF) relay based mIoT network supporting multiple pairs
of mobile mIoT devices. We assume that the channel state
information (CSI) is estimated relying on the minimum mean-
square error (MMSE) criterion, and the relay employs a low-
complexity linear ZF transceiver. The main contributions of
this paper are summarized as follows.
• Assuming that the location of each mobile device is
known, we derive a closed-form expression of the EE
in the considered mIoT network using a massive MIMO
aided DF relay. Additionally, a simplified analytical ex-
pression is also derived for the special case where equal
transmit power is allocated to all destination devices by
the relay.
• Furthermore, assuming that the device locations follow a
uniform random distribution, we derive an exact integral-
based expression of the EE. However, since this expres-
sion cannot be integrated out, a simple yet efficient lower
bound of the EE is also derived. The analytical results lay
the foundation of predicting the EE and of understanding
how it changes with respect to the transmit power, the
number of relay antennas and the number of active mIoT
device pairs.
• Based on the lower bound derived, we propose an energy-
efficient resource allocation strategy which determines
the near-optimal relay transmit power, the near-optimal
number of relay antennas and the near-optimal number
of active mIoT device pairs under the given quality-
of-service (QoS) constraint. The original EE optimiza-
tion problem relying on the exact but intractable EE
expression is transformed into a problem that maximizes
the lower bound of the EE. This transformation makes
it feasible for us to solve the latter EE optimization
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Fig. 1: The system model considered: A two-hop relay system
supports K active mIoT devices communicating with their
individual destination mIoT devices via a massive MIMO
aided DF relay, which mitigates the inter-stream interference
with a large number of antennas.
problem, which eventually gives the near-optimal system
configuration of energy-efficient massive MIMO relay
systems supporting multiple mIoT device pairs.
The remainder of this paper is organized as follows. Both the
system model and transmission scheme of the mIoT network
using the massive MIMO aided multi-pair DF relay are de-
scribed in Section II. In Section III, the EE optimization prob-
lem is formulated by employing a realistic power consumption
model. In Section IV, we derive the EE expressions with
known device locations and uniform random distribution of
device locations, respectively. Then, in Section V, an energy-
efficient resource allocation strategy is proposed based on the
EE expressions derived. Numerical results are provided under
diverse system configurations. In Section VII, we analyze the
convergence and the computational complexity of the proposed
algorithms. Finally, our conclusions are drawn in Section VIII.
Notations: We use uppercase and lowercase boldface letters
for denoting matrices and vectors, respectively. (·)H , (·)T and
(·)† denote the conjugate transpose, transpose and pseudo-
inverse, respectively. || · ||, tr(·), E[·] and Var[·] stand for the
Euclidean norm, the trace of matrices, the expectation and
variance operators, respectively. [A]i,j represents the entry at
the i-th row and the j-th column of a matrix A. CN (0,Θ)
denotes the circularly symmetric complex Gaussian distribu-
tion with zero mean and the covariance matrix Θ, while
a.s.−−→
denotes the almost sure convergence. 2F1(·) represents the
hypergeometric function, and |A| denotes the cardinality of a
set A. Finally, [·]+ denotes max {0, ·}.
II. SYSTEM MODEL AND TRANSMISSION SCHEME
As shown in Fig. 1, we consider a massive MIMO aided
dual-hop DF relay mIoT system supporting K pairs of single-
antenna source-destination mIoT devices (i.e., active mIoT
device pairs), which are selected from N pairs of candidate
mIoT devices for data transmission with the aid of the M -
antenna (K ≪ M ) relay1. The system operates over a
1It was shown in [31] that by using simple relay transceivers (e.g., linear ZF-
based transceivers), a massive MIMO relay system is capable of significantly
alleviating the interference among different data streams.
3bandwidth of B Hz and the channels are static within the
time/frequency coherence interval of T = BCTC symbol
duration, where BC and TC are the coherence bandwidth and
coherence time, respectively. Particularly, each mIoT device
as well as the relay uses the total bandwidth of B Hz. We
focus on the active mIoT device pairs and assume that the
k-th mIoT device (source node) demands to communicate
with the (k +K)-th device (destination node)2. The set of
active mIoT device pairs is denoted by S, satisfying |S| = K .
The relay operates in the half-duplex time-division duplexing
(TDD) mode. Each coherence interval is divided into three
time phases, as shown in Fig. 2, namely the channel estimation
(CE) phase, the source-to-relay transmission (S → R) phase,
and the relay-to-destination transmission (R→ D) phase.
Coherence Interval #I Coherence Interval #I+1
CE Phase S      R Phase R      D Phase
Fig. 2: Partitioning of a coherence interval.
Let GS = [gS,1, · · · ,gS,K ] ∈ CM×K and GD =
[gD,1, · · · ,gD,K ]T ∈ CK×M denote the channel matrices
from the K active sources to the relay and from the relay to
the K active destinations, respectively. The channel matrices
characterize both the small-scale fading (SSF) and the large-
scale fading (LSF). More precisely, GS and GD can be
expressed as
GS = HSD
1/2
S , GD = D
1/2
D HD, (1)
where HS ∈ CM×K and HD ∈ CK×M are the SSF channel
matrices and their entries are independent and identically dis-
tributed (i.i.d.) with CN (0, 1). The LSF channel matrices DS
and DD are modelled as diagonal matrices with [DS]k,k = βk
and [DD]k,k = βk+K , k = 1, 2, · · · ,K , respectively.
A. CE at the Relay
In the CE phase, the relay acquires the CSI of active devices
by using the MMSE channel estimator given in [32]. Let GˆS
and GˆD be the channel estimates ofGS andGD, respectively.
Then, we have
GS = GˆS + G˜S, GD = GˆD + G˜D, (2)
where G˜S and G˜D are the complex-valued Gaussian dis-
tributed estimation error matrices ofGS andGD, respectively.
According to the orthogonality principle [32], GˆS and G˜S
are independent of each other. Similarly, GˆD and G˜D are
independent of each other as well.
For the clarity of analysis, we temporarily assume that the
LSF channel matrices, DS and DD, are perfectly estimated. In
Section IV-B and in its subsequent sections, this assumption
2In this paper, the direct link between any source node and destination node
is ignored due to large path-loss.
will then be removed. According to (2), the columns of GˆS,
G˜S, GˆD and G˜D obey the distributions of
gˆS,k ∼ CN
(
0, β
′
kIM
)
,
gˆS,k ∼ CN
(
0, βk − β′kIM
)
,
gˆD,k ∼ CN
(
0, β
′
k+KIM
)
,
gˆD,k ∼ CN
(
0, βk+K − β′k+KIM
)
,
(3)
where β
′
i =
τrρpβ
2
i
1+τrρpβi
, i = 1, 2, · · · , 2K . Furthermore, ρp is
the ratio of the transmit power of each pilot symbol to the
noise power at the relay’s receiver, while τr (τr ≥ 2K) is the
pilot sequence length of each device.
B. Data Transmission
The relay uses the channel estimates obtained above and the
low-complexity linear ZF transceivers. More specifically, the
relay uses a ZF receiver to detect the signals transmitted from
the K active sources, and then it uses a ZF transmit precoding
scheme to forward the signals to the K active destinations.
In the S → R phase, K sources simultaneously transmit
their signals xd =
√
Ptx,ds ∈ CK×1 to the relay, in which
s = [s1, . . . , sk, . . . , sK ]
T is the information-bearing symbol
vector satisfying E[ssH ] = IK , sk is the symbol delivered
from the k-th mIoT device to the relay, and Ptx,d is the average
transmit power of each mIoT device. The signal yR ∈ CM×1
received at the relay is given by
yR = GSxd + nR, (4)
where nR ∈ CM×1 denotes the additive white Gaussian noise
(AWGN) obeying CN (0, σ2RIM ) at the relay.
The relay performs ZF detection relying on yR. More
specifically, upon multiplying with the ZF filtering matrix
F1 =
(
GˆHS GˆS
)−1
GˆHS ∈ CK×M , the transmitted symbols
having been superimposed over the channel are separated into
K non-interfering symbols, which are denoted as xR ∈ CK×1
and given by
xR = F1yR = F1GSxd + F1nR. (5)
Therefore, the k-th symbol xR,k (i.e., the k-th element of
xR) is given by
xR,k =
√
Ptx,dE
[
fH1,kgS,k
]
sk +
√
Ptx,U
K∑
j 6=k
fH1,kgS,jsj
+
√
Ptx,d
(
fH1,kgS,k − E
[
fH1,kgS,k
])
sk + f
H
1,knR,
(6)
where f1,k is the k-th column of F1. Then, the signal-to-
interference-plus-noise ratio (SINR) of the k-th device pair
in the S→ R phase is formulated as [33]
γ
(1)
k = Ptx,U
∣∣∣E [fH1,kgS,k]∣∣∣2 /(Ptx,dVar (fH1,kgS,k)
+Ptx,d
K∑
j 6=k
E
[∣∣fH1,kgS,j∣∣2]+ σ2RE [∥∥f1,k∥∥2]). (7)
4During the R→ D phase, the relay decodes the information
symbol vector s from xR as sˆ = [sˆ1, · · · , sˆk, · · · , sˆK ]T that
satisfies E[sˆsˆH ] = IK , and multiplies the ZF precoding matrix
of F2 = Gˆ
H
D
(
GˆDGˆ
H
D
)−1
∈ CM×K both by the power
allocation matrix at the relay and by sˆ, yielding
xR = F2Psˆ, (8)
which is broadcast to all the K active destinations. Here,
P = diag
{√
p1, . . . ,
√
pK
}
is the power allocation matrix
used at the relay. The long-term average total transmit power
constraint at the relay is thus given by
Ptx,R , tr
(
xRx
H
R
) ≤ PRmax, (9)
where Ptx,R represents the average total transmit power at
the relay, and PRmax is the maximum average total transmit
power available at the relay. The signal yD ∈ CK×1 received
at the K active destinations is given by
yD = GDxR + nD = Psˆ + G˜DxR + nD, (10)
where nD ∈ CK×1 denotes the AWGN at the destinations and
it obeys CN (0, σ2DIK). Thus, the signal received at the k-th
active destination is
yD,k =
√
pkE
[
gHD,kf2,k
]
sˆk +
√
pk
(
gHD,kf2,k − E
[
gHD,kf2,k
])
sˆk
+
K∑
j 6=k
√
pjg
H
D,kf2,j sˆj + nD,k, (11)
where nD,k is the k-th element of nD, while f2,k is the k-th
column of F2. The SINR at the destination Uk+K for the k-th
transmitted data stream is given by [33]
γ
(2)
k =
pk
∣∣∣E [gHD,kf2,k]∣∣∣2
pkVar
(
gHD,kf2,k
)
+
∑K
j 6=k pjE
[∣∣gHD,kf2,j∣∣2]+ σ2D .
(12)
As a result, the end-to-end achievable rate of the k-th mIoT
device pair can be given by
Rk = min
{
R(1)k , R(2)k
}
, (13)
where R(1)k = log2
(
1 + γ
(1)
k
)
, R(2)k = log2
(
1 + γ
(2)
k
)
.
An overhead occupying τr = 2K symbol intervals is used to
facilitate the pilot-based CE during each coherence interval of
T symbols. Therefore, we have to take the overhead-induced
dimensionality loss of 2K/T into account when calculating
the sum rate which is expressed as
Rsum =
(
1− 2K
T
)
B
2
K∑
k=1
Rk. (14)
III. EE OPTIMIZATION PROBLEM FORMULATION
We employ a realistic power consumption model similar to
those used in [24], [25], [34]. The total power consumption
of the system considered is quantified as
Ptot = PPA + PC, (15)
where we have
PPA =
η−1PA,d
2
(
1− 2K
T
)
KPtx,d +
η−1PA,d4K
2
T
ρrσ
2
r
+
η−1PA,R
2
(
1− 2K
T
)
Ptx,R, (16)
PC = PFIX + PTC + PSIG, (17)
with PPA representing the power consumed by power ampli-
fiers (PAs), in which Ptx,d and ρrσ
2
r are the data transmit
power and pilot transmit power of each active source device,
respectively, while ηPA,d ∈ (0, 1) and ηPA,R ∈ (0, 1) are
the efficiency of the PAs at the devices and at the relay,
respectively. Furthermore, PC denotes the total circuit power
consumption, in which PFIX is a constant accounting for the
fixed power consumption required for control signalling, site-
cooling and the load-independent base-band signal processing,
PTC indicates the power consumption of the transceiver’s
radio-frequency (RF) chains, and PSIG accounts for the power
consumption of the load-dependent signal processing. To be
more specific, we have
PTC = MPR + 2KPd + PSYN,
PSIG =
B
T
8MK2
LR
+B
(
1− 2K
T
)
4MK
LR
+
B
T
1
3LR
(K3 + 9MK2 + 3MK),
(18)
where PR and Pd represent the power required to run the
circuit components attached to each antenna at the relay and
at the devices, respectively, while PSYN is the power consumed
by the oscillator. The first term of PSIG describes the power
consumption of CE, while the remaining two terms account
for the power required by the computation of the ZF detection
matrix F1 and the ZF precoding matrix F2. Still referring to
(18), LR denotes the computational efficiency quantified in
terms of the complex-valued arithmetic operations per Joule
at the relay. As a result, the EE ηEE [bits/Joule] is defined as
3
ηEE (P,S,M) = Rsum/Ptot. (19)
It is plausible that ηEE is a function of the following system
resources: the power allocation matrix P used at the relay, the
set S of active mIoT device pairs, and the number of the
relay antennas, M . In this paper, the energy-efficient resource
allocation is formulated as the following optimization problem.
max
P,S,M
ηEE (P,S,M) ,
s.t. C1 : Ptx,R ≤ PRmax,
C2 : S ∈ U,
C3 : M ∈ {1, 2, . . . ,Mmax}, (20)
C4 : pk ≥ 0, k = 1, · · · , K,
C5 : Rk ≥ R0, k = 1, · · · , K,
3It can be readily seen from (15)-(18) that the total power consumption
highly depends on the number of relay antennas M , on the relay power
allocation matrix P and on the selection of the active mIoT device pairs
S . Choosing an appropriate power consumption model is of paramount
importance, when dealing with the energy-efficient resource allocation in
massive MIMO aided multi-pair relay mIoT.
5where the objective function ηEE (P,S,M) is defined by
(19). In (20), C1 ensures that the sum of power allocated to
the K data streams does not exceed the maximum transmit
power available to the relay, while C2 is a combinatorial
constraint imposed on the device-pair selection, where U
denotes the group of all the available sets of active device
pairs. The constraint associated with the number of relay
antennas M is specified by C3, in which Mmax is the largest
possible number, and C4 is the boundary constraint of the
relay power allocation variables. In addition, for some mIoT
application scenarios (e.g., agriculture production detection),
system energy is limited or electricity is generated by means of
unpredictable renewable energy, such as wind and solar. One
requirement in terms of the system operation is to guarantee
appropriate QoS, which is a profile associated to each data
instance. QoS can regulate the nonfunctional properties of
information [35]. C5 represents the QoS constraint for each
device pair, where Rk is the achievable rate of the k-th pair
device, and R0 is a given threshold.
IV. EE ANALYSIS OF THE MASSIVE MIMO AIDED
MULTI-PAIR DF RELAY SYSTEM
From (14), (19) and (20), we can see that it is challenging
to calculate the EE in real time, because the EE depends
on specific LSF channel coefficients and requires challenging
optimization involving matrix variables. To overcome this
predicament, in this section, we firstly derive a closed-form
expression of the EE under the assumption that the mIoT
device locations are known. Subsequently, an EE expression
is provided for the scenario where the device locations are
assumed to be independent and uniformly distributed (i.u.d.)
random variables in the coverage area. In these expressions,
both the instantaneous channel coefficients and the matrix
variables will disappear, hence the instantaneous CSI and
the complex matrix calculations are no longer needed in our
resource allocation.
A. EE Analysis Assuming Known Device Locations
In this subsection, upon assuming that the mIoT device
locations are known a priori (i.e., the LSF channel coefficients
are assumed to be perfectly estimated), we derive a closed-
form expression of the EE. As the system rate Rk for finite
system dimensions is difficult to calculate, we consider the
large system limit, where M and K grow infinitely large
while keeping a finite ratio M/K . However, as we use the
asymptotic analysis only as a tool provide tight approximations
for finite M, K . In what follows, we will derive deterministic
approximations of the system ratesRk. Thus, considering both
the SE and total power consumption, a closed-form determin-
istic approximations of the EE in the system considered is
presented in the following theorem.
Theorem 1. Using linear ZF transceivers with imperfect CSI,
as well as assuming that the mIoT device locations are known
a priori, the EE of the massive MIMO aided multi-pair relay
system considered can be calculated by
ηEE (P,S,M) a.s.−−→
(
1− 2KT
)
B
2R (P,S,M)
Ptot (P,S,M) , (21)
where
R (P,S,M) =
K∑
k=1
min
{
R(1)k , R(2)k
}
(22)
with R(1)k and R(2)k being calculated as
R(1)k a.s.−−→ log2
(
1 +
(M −K)Ptx,Uβ′k
Ptx,dA1 + σ2R
)
,
R(2)k a.s.−−→ log2
(
1 +
pk
β˜k+KPtx,R + σ
2
D
)
,
(23)
in which
A1 =
K∑
j=1
(
βj − β′j
)
=
K∑
j=1
β˜j , β˜k+K = βk+K − β
′
k+K .
(24)
The total power consumption Ptot (P,S,M) is given by
(15), where we have
Ptx,R
a.s.−−→
∑K
k=1 pk
(
β
′
k+K
)−1
M −K . (25)
Proof: See Appendix I.
According to (25), the long-term average total transmit
power constraint (9) of the relay can be rewritten as∑K
k=1 pk
(
β
′
k+K
)−1
M −K ≤ PRmax. (26)
Remark 1. In Theorem 1, we obtain the closed-form ex-
pression of the EE, which only depends on the LSF channel
coefficients of active mIoT device pairs and on the config-
urable system parameters. This expression is a fundamental
one that characterizes the relationship between the EE and
(P,S,M) for the general case, and acts as source in the sub-
sequent section. In the expression, the complicated calculation
involving large-dimensional matrix variables that represent the
SSF channel coefficients is avoided.
In practical relay aided systems, the computational resources
of the relay are limited. Hence, optimally solving the mixed-
integer nonlinear optimization problem of (20) may become
computationally unaffordable to the relay. As shown in Fig. 5,
the average EE performance of the brute-force search aided
optimal power allocation is only slightly higher than that
of the equal power allocation strategy. Therefore, the equal
power allocation strategy can be used at the relay for reducing
the computational complexity of directly solving (20). More
specifically, upon considering the equal power allocation that
satisfies (26) for any k = 1, . . . ,K , the power allocation
coefficients are calculated as
pk =
(M −K)Ptx,R
A2
, ∀k, (27)
where A2 =
∑K
k=1
(
β
′
k+K
)−1
. As a result, compared to
the optimal power allocation (21) that optimizes pk (k =
1, · · · ,K) for each mIoT device pair, it becomes feasible for
us to only optimize the total transmit power Ptx,R, when the
6relay’s transmit power is equally allocated to all the destination
devices.
Substituting (27) into (21), we arrive at the following
corollary concerning the EE under the assumption of using
equal power allocation at the relay.
Corollary 1. The EE ηEE associated with the equal power
allocation at the relay is calculated as
ηEE (Ptx,R,S,M) a.s.−−→
(
1− 2KT
)
B
2R (Ptx,R,S,M)
Ptot (Ptx,R,S,M) , (28)
where
R (Ptx,R,S,M) =
K∑
k=1
min
{
R(1)k ,R
(2)
k
}
, (29)
with R(1)k = R(1)k (given by (23)) and
R(2)k a.s.−−→ log2
1 + (M −K)Ptx,R(
β˜k+KPtx,R + σ2D
)
A2
 . (30)
Again, Ptot (Ptx,R,S,M) is given by (15).
B. EE Analysis Assuming i.u.d. Device Locations
In the previous subsection, we have derived the closed-form
expression of the EE under the assumption that the device
locations are known a priori. This assumption imposes an
extremely high complexity burden and implementation cost,
especially in high-mobility environments, because the channel
coefficients will change rapidly and it is difficult to select the
active device pairs instantly in practical mobile communication
systems [36]. In this subsection, we consider a more general
scenario in which the mIoT devices are assumed to be i.u.d.
in the relay’s coverage area, and derive the corresponding
EE expression as a function of the total relay transmit power
Ptx,R, the number of active mIoT device pairs |S| = K and
the number of relay antennas M . The EE expression obtained
in this scenario provides further insights into the selection of
EE-optimal system parameters.
We assume that the relay’s coverage area is modelled as
a disc and the relay is located at the geometric center of this
disc. Furthermore, all the active source and destination devices
are assumed to be i.u.d. in the disc, whose radius R satisfies
Rmin ≤ R ≤ Rmax. The LSF channel coefficient of the k-th
active mIoT device is modelled as βk = cl
−α
k , where lk is
the distance between the k-th mIoT device and the relay, α is
the path-loss exponent, and c is the path-loss at the reference
distance Rmin. The probability density function (PDF) of lk
is
f (lk) =
2lk
R2max −R2min
, Rmin ≤ lk ≤ Rmax, (31)
where Rmax is the radius of the circular cell.
In Theorem 2, we first give the expression of the EE
assuming i.u.d. device locations.
Theorem 2. Given the other parameters, using linear ZF
transceivers with imperfect SSF channel coefficients estimated
by the MMSE estimator and assuming that all the devices
are i.u.d. in the relay’s coverage area, the EE of the massive
MIMO aided multi-pair relay system considered with equal
relay power allocation is formulated as
η˜EE (Ptx,R, K, M)
a.s.−−→
(
1− 2KT
)
B
2 R˜ (Ptx,R, K, M)
Ptot (Ptx,R, K, M)
,
(32)
where
R˜ (Ptx,R, K, M) = Kmin
{
R˜(1)k , R˜(2)k
}
, (33)
with
R˜(1)k a.s.−−→
∫ Rmax
Rmin
log2
(
1 +
(M −K)Ptx,Uβ′k
Ptx,dA˜1 + σ2R
)
f (lk) dlk,
(34)
R˜(2)k a.s.−−→
∫ Rmax
Rmin
log2
1 + (M −K)Ptx,R(
Ptx,Rβ˜k+K + σ
2
D
)
A˜2

× f (lk+K) dlk+K , (35)
A˜1 =
cK
2Kρr (R2max −R2min)
{
R2max 2F1
(
1,
1
α
;
α+ 2
α
;
− R
α
max
2Kcρr
)
−R2min 2F1
(
1,
1
α
;
α+ 2
α
;− R
α
min
2Kcρr
)}
,
(36)
A˜2 =
K
c (R2max −R2min)
{
1
2Kρr
R
2(α+1)
max −R2(α+1)min
c (α+ 1)
+
2
(
Rα+2max −Rα+2min
)
α+ 2
}2
. (37)
Again, Ptot (Ptx,R, K, M) is given by (15).
Proof: See Appendix II.
Remark 2. Theorem 2 characterizes the relationship be-
tween the EE and (Ptx,R, K, M) under the condition of equal
power allocation and random device locations. According to
Theorem 2, we are capable of evaluating the EE without
using any channel coefficients and without complex matrix
calculations. This results in a substantial complexity reduction
of the real-time online computation. However, as far as solving
the optimization problem associated with the energy-efficient
resource allocation is concerned, (32) remains excessively
complex due to the tedious integral in (33).
In order to circumvent the aforementioned obstacle, a lower
bound of (32) is derived as follows.
Corollary 2. A lower bound of (32) is given by
η˜EE (Ptx,R,K,M) ≥ η˜EELB (Ptx,R,K,M) (38)
=
(
1− 2KT
)
BK
2 R˜LB (Ptx,R,K,M)
Ptot (Ptx,R,K,M)
,
where
R˜LB (Ptx,R,K,M) = min
{
R˜(1)LB, R˜(2)LB
}
, (39)
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R˜(1)LB = log2
1 + (M −K)KPtx,d(
Ptx,dA˜1 + σ2R
)
A˜2
 ,
R˜(2)LB = log2
1 + (M −K)KPtx,R(
Ptx,RA˜1 +Kσ2D
)
A˜2
 .
(40)
Proof: See Appendix III.
Remark 3. It can be observed from Corollary 2 that
the lower bound η˜EELB (Ptx,R,M,K) and upper bound
η˜EEUB (Ptx,R,M,K) derived are represented by a simple
closed-form expression without the tedious integral in (33),
which is significantly beneficial for efficiently solving the opti-
mization problem associated with our energy-efficient resource
allocation.
V. ENERGY-EFFICIENT RESOURCE ALLOCATION FOR
MAXIMIZING THE LOWER BOUND OF THE EE
Let us commence with a brief discussion about the rationale
and significance of the analytical results we have obtained
so far. Theorem 1 quantifies the EE of the massive MIMO
aided mIoT network considered under the assumption that the
positions of the devices are known. The network considered in
this paper is a narrow-band mIoT (NB-mIoT) network, which
has been standardized in 3GPP Release 13 [37] to support a
large number of low-power devices [38]. In addition, consid-
ering more general and practical mIoT application scenarios,
e.g., environmental monitoring and agriculture inspection,
where the devices are i.u.d. and their energy is limited, it is
significantly vital for controlling electrical devices to properly
address issues related to QoS and energy distribution. Theorem
2 gives the exact integral expression of the EE. However,
it remains an open challenge to deal with an optimization
problem whose objective function (i.e., the EE herein) is given
by complex integrals. Traditional optimization tools, such as
convex optimization, genetic algorithms, exhaustive search and
so forth, become futile in this scenario. As a remedy, in
Corollary 2, a simple lower bound of the EE is derived, where
the tedious integral vanishes. Naturally, in this section, we
reformulate the original energy-efficient resource allocation
problem (20) as the following optimization problem4 that
maximizes the lower bound of the EE.
max
Ptx,R,K,M
η˜EELB (Ptx,R, K, M) ,
s.t. C1
′
: M ∈ {1, 2, . . . , Mmax} ,
C2
′
: K ∈ {1, 2, . . . ,M − 1} , (41)
C3
′
: 0 ≤ Ptx,R ≤ PRmax,
C4
′
: R˜LB ≥ R0.
4This optimization problem is quite different from the conventional resource
allocation problem that targets at specific mIoT device pairs. In this paper, we
intend to optimize the EE, which is a system-level metric to be determined
by solving the resource allocation optimization problem of (41). In particular,
when solving (41), it is unnecessary for the relay to know the SSF and LSF
components of the CSI of each mIoT device pair.
It is plausible that (41) is a non-convex problem, which
remains mathematically challenging to solve. Nonetheless, it
has become tractable. For obtaining the global optimal solution
of (41), typically we have to carry out brute-force search
over the feasible-solution space, which leads to a potentially
prohibitive computational complexity. Therefore, instead of
solving (41) directly, we propose a sub-optimal strategy by
decomposing (41) into three subproblems, i.e., Subproblem I:
optimization of the relay’s transmit power Ptx,R for a given
M,K; Subproblem II: optimization of the number of relay
antennas M for the given Ptx,R and K; and Subproblem III:
optimization of the number of active mIoT device pairs K for
the given Ptx,R and M . Then, an iterative strategy is used,
which solves this pair of subproblems sequentially in each
iteration, as detailed below.
A. Subproblem I: Optimization of the Relay’s Transmit Power
For a given K and M , the subproblem of optimizing Ptx,R
is written as
max
Ptx,R
η˜EELB (Ptx,R) ,
s.t. C3
′
, C4′,
(42)
which is a non-convex fractional programming problem due
to the non-differentiable objective function η˜EELB (Ptx,R). By
introducing a slack variable λ (λ > 0), (42) is transformed into
a quasi-convex fractional programming problem as follows.
max
Ptx,R,λ
η˜EELB (Ptx,R, λ)
s.t. C3
′
, λ ≥ R0, R˜(1)LB ≥ λ, R˜(2)LB ≥ λ,
(43)
where η˜EELB =
(1− 2KT )
BK
2
λ
PCF+EPAPtx,R
with PCF =
η−1
PA,d
2
(
1− 2KT
)
KPtx,d +
4η−1
PA,d
T K
2ρrσ
2
R + PC and
EPA =
η−1
PA,R
2
(
1− 2KT
)
.
The objective of the optimization problem (43) is in a
quasi-concave fractional form, which is difficult to address
directly. Therefore, using Dinkelbach’s algorithm [39], [40],
we transform it into a parameterized subtractive form as
follows.
F (ξ) , max
Ptx,R,λ
(
1− 2K
T
)
BK
2
λ
− ξ
(
PCF +
η−1PA,R
2
(
1− 2K
T
)
Ptx,R
)
s.t. C3
′
, λ ≥ R0, R˜(1)LB ≥ λ, R˜(2)LB ≥ λ.
(44)
In (44), F (ξ) is a strictly decreasing and continuous func-
tion, which is convex for all ξ ∈ R. Moreover, F (ξ) = 0 has
a unique solution denoted by ξ∗. We know that F (ξ∗) and the
objective function of (43) result in the same optimal solution,
and the optimal objective function value of (43) is ξ∗ [39],
[40]. Therefore, the primal problem (43) is equivalent to the
newly defined parametric problem (44). Let us now turn to
solving the problem (44).
It is plausible that all the constraints of (44) are either affine
or convex w.r.t (λ, Ptx,R) for a given M , K and ξ. Similarly,
8the objective function of (44) is also affine w.r.t (λ, Ptx,R).
As a result, (44) is a concave optimization problem. It can be
readily verified that (44) satisfies Slater’s condition [41], hence
the optimal solution of (44) may be obtained equivalently by
solving its Lagrangian dual problem
min
µ1,µ2,µ3,µ4≥0
max
Ptx,R,λ
L (Ptx,R, λ, µ1, µ2, µ3, µ4) , (45)
where
L (Ptx,R, λ, µ1, µ2, µ3, µ4) =
(
1− 2K
T
)
BK
2
λ
− ξ
(
PCF +
η−1PA,R
2
(
1− 2K
T
)
× Ptx,R
)
+ µ1
(
R˜(1)LB − λ
)
+ µ2
(
R˜(2)LB − λ
)
+ µ3 (PRmax − Ptx,R) + µ4 (λ−R0) ,
(46)
and µ1, µ2, µ3, µ4 are the Lagrange multipliers.
The dual problem (45) can be decomposed into two layers:
the inner-layer maximization problem and outer-layer mini-
mization problem. The optimal solution of (45) may be readily
obtained by an iterative method. To elaborate a little further,
we first solve the following inner-layer maximization problem
max
Ptx,R,λ
L (Ptx,R, λ, µ1, µ2, µ3, µ4) (47)
for the fixed Lagrange multipliers µ1, µ2, µ3 and µ4, as well
as for the given parameters ξ, M, K . Let the first-order
derivatives of L w.r.t. (λ, Ptx,R) be zero, yielding
∂L
∂λ
=
(
1− 2K
T
)
BK
2
− µ1 − µ2 + µ4 = 0,
∂L
∂Ptx,R
=
ξη−1PA,R
2
(
2K
T
− 1
)
− µ3
+
µ2
ln 2
(
α1 + 1
(α1 + 1)Ptx,R + α2
− 1
Ptx,R + α2
)
= 0,
(48)
where α1 =
(M−K)K
A˜2A˜1
and α2 =
Kσ2D
A˜1
. The optimal transmit
power P ∗tx,R is then calculated as
P ∗tx,R =
− (α1 + 2)α2 +
√
(α1 + 2)
2
α22 + 4 (α1 + 1)α3
2 (α1 + 1)
,
(49)
with α3 =
α1α2µ2(
µ3+
ξη
−1
PA,R
2 (1−
2K
T )
)
ln 2
− α22 and
µ4 =
(
2K
T
− 1
)
BK
2
+ µ1 + µ2. (50)
By substituting (50) into (46), (45) is rewritten as follows:
min
µ1,µ2,µ3≥0
max
Ptx,R
Lˆ (Ptx,R, µ1, µ2, µ3) , (51)
where
Lˆ (Ptx,R, µ1, µ2, µ3) =
(
1− 2K
T
)
BK
2
R0
− ξ
(
PCF +
η−1PA,R
2
(
1− 2K
T
)
Ptx,R
)
+ µ1
(
R˜(1)LB −R0
)
+ µ2
(
R˜(2)LB −R0
)
+ µ3 (PRmax − Ptx,R) . (52)
For the outer-layer minimization problem, since the La-
grange function Lˆ is differentiable, the gradient method may
be readily used for updating the Lagrange multipliers µ1, µ2
and µ3 as follows.
µ
(n+1)
1 =
[
µ
(n)
1 − τµ1
(
R˜(1)LB −R0
)]+
,
µ
(n+1)
2 =
[
µ
(n)
2 − τµ2
(
R˜(2)LB
(
P ∗tx,R
)−R0)]+ ,
µ
(n+1)
3 =
[
µ
(n)
3 − τµ3
(
PRmax − P ∗tx,R
)]+
,
(53)
where the superscript ‘n’ denotes the iteration index, τµ1 , τµ2
and τµ3 are the step sizes used for moving in the direction
of the negative gradient for the dual variables µ1, µ2 and µ3,
respectively.
Finally, the optimization problem (43) under the given K
and M can be solved by a two-stage iterative algorithm. In
the first stage, the parameter ξ is updated using Dinkelbach’s
method [39], [40]. In the second stage, the optimal Lagrange
multipliers and P ∗tx,R are obtained for the given ξ. The detailed
iterative procedure is summarized in Algorithm 1.
Algorithm 1 Iterative algorithm for optimizing the transmit
power of the relay
• Initialization: ξ(0) > 0, µ10 > 0, µ20 > 0, µ30 > 0,
ǫ1 > 0, ǫ2 > 0, τµ1 , τµ2 , τµ3 and m = 0
• Repeat (corresponding to the first stage)
• m← m+1, n = 0, µ(0)1 = µ10, µ(0)2 = µ20, µ(0)3 = µ30.
1) Repeat (corresponding to the second stage)
2) n← n+ 1.
3) Calculate P ∗tx,R with (49) under the given µ
(n−1)
1 ,
µ
(n−1)
2 , µ
(n−1)
3 and ξ
(m−1).
4) Update µ
(n)
1 , µ
(n)
2 and µ
(n)
3 by (53).
5) ∆µ1 = µ
(n)
1 − µ(n−1)1 , ∆µ2 = µ(n)2 − µ(n−1)2 ,
∆µ3 = µ
(n)
3 − µ(n−1)3 .
6) Until
∣∣∆µ1∣∣ ≤ ǫ1, ∣∣∆µ2∣∣ ≤ ǫ1 and ∣∣∆µ3∣∣ ≤ ǫ1.
7) ξ(m) =
(1− 2KT )
BK
2
R˜LB(P∗tx,R)
PCF+
η
−1
PA,R
2 (1−
2K
T )P∗tx,R
• Until ∣∣∣∣(1− 2KT
)
BK
2
R˜LB
(
P ∗tx,R
)− ξ(m)
×
(
PCF +
η−1PA,R
2
(
1− 2K
T
)
P ∗tx,R
)∣∣∣∣∣ ≤ ǫ2
is satisfied.
• ξ∗ ← ξ(m).
• Output
(
ξ∗, P ∗tx,R
)
.
B. Subproblem II: Optimization of the Number of Relay An-
tennas
Given Ptx,R and K , the optimization of the number of relay
antennas is formulated as
max
M
η˜EELB (M) ,
s.t. C1
′
,C4
′
.
(54)
9We can observe that the optimization variable M in (54)
takes integer value. Therefore, this optimization problem is
an intractable non-convex problem. To address this challenge,
we firstly relax M to a real variableM
′
. Then, by introducing
a slack variable χ (χ > 0), (54) is transformed into a quasi-
convex fraction programming problem as follows.
max
M ′ ,χ
̂˜ηEELB (M ′ , χ) ,
s.t. C1
′
, χ ≥ R0, R˜(1)LB ≥ χ, R˜(2)LB ≥ χ,
(55)
where ̂˜ηEELB = (1− 2KT )BK2 χPfixm+PcmM ′ with Pfixm = PPA + PFIX +
PPA + 2KPU + PSYN +
B
T
K3
3LR
and Pcm = PR +
B
T
8K2
LR
+
B
(
1− 2KT
)
4K
LR
+ BT
9K2+3K
3LR
.
Compared to (43), it is easy to see that (55) has the
completely exact same form as (43). Therefore, imitating
Algorithm 1, we can obtain an optimal solution M
′∗
of
(55). Finally, the optimal solution of M is calculated by
M∗ = ⌈M ′∗⌉, where ⌈·⌉ is the ceiling function.
C. Subproblem III: Optimization of the Number of Active
Device Pairs
Given Ptx,R and M , the optimization of the number of
active device pairs is formulated as
max
K
η˜EELB (K) ,
s.t. C2
′
,C4
′
.
(56)
Since the objective function of (56) involves the hypergeo-
metric function, it is challenging to obtain the closed-form
expression of the optimal solutions K∗. To elaborate a little
further, we cannot relax K as a continuous variable K
′
for
solving (56), since it is difficult to reformulate the hyper-
geometric function of (56) into a concave or quasi-concave
function w.r.t. K
′
. Fortunately, the feasible region of (56) is
{1, 2, . . . , M − 1}, which is discrete and finite. Therefore,
we can efficiently solve (56) using a one-dimensional search
method.
So far, Subproblem I, Subproblem II and Subproblem III
have been solved sequentially. In a similar fashion, the optimal
solutions to the three subproblems are treated in turn as
the initial values of each other in the remaining iterations,
and the optimization problem (41) can then be efficiently
solved relying on this iterative method. For the sake of clarity,
our energy-efficient resource allocation algorithm conceived
to maximize the lower bound of the EE is summarized as
Algorithm 2.
VI. CONVERGENCE AND COMPUTATIONAL COMPLEXITY
ANALYSIS
In this section, we will present a convergence analysis
of Algorithm 2 and a detailed complexity analysis so as to
get a better insight into the computational complexity of the
proposed algorithm.
From Section V, we know that Algorithm 2 includes three
sequential solving processes corresponding to three subprob-
lems. For Subproblem I, since (44) represents a convex
Algorithm 2 Energy-efficient resource allocation algorithm for
maximizing the lower bound of the EE
• Input: The maximum number of iterations Nloop, the
accuracy tolerance ǫ, and an initial value of the vector
(Ptx,R,K,M)
• Output:
(
P ∗tx,R,K
∗,M∗
)
1) Assume n = 1;
2) Update P
(n)
tx,R by Algorithm 1;
3) Replace M (n) by the optimal solution obtained from
solving (54) using the similar method updating P
(n)
tx,R;
4) Replace K(n) by the optimal solution obtained from
solving (56) using the one-dimensional search method;
5) n← n+ 1, repeat 2), 3) and 4);
6) If ∣∣∣η˜EELB (P (n)tx,R,K(n),M (n))− η˜EELB
×
(
P
(n−1)
tx,R ,K
(n−1),M (n−1)
)∣∣∣ < ǫ
or n = Nloop,
then stop the iteration;
7)
(
P ∗tx,R,K
∗,M∗
)← (P (n)tx,R,K(n),M (n)).
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Fig. 3: Complexity comparisons of Algorithm 2 and the ES
method against different Mmaxs. Note that the y-axis uses a
base 10 logarithmic scale.
optimization problem w.r.t. (λ, Ptx,R), it is guaranteed that
the solutions obtained in the second stage of Algorithm 1
converge to the optimal solution P ∗tx,R for each given ξ.
Moreover, according to [41], the first stage of Algorithm 1
is also guaranteed to converge, since it sequentially looks for
the optimal value of the univariate parameter ξ∗ with the aid of
multiple iterations. Therefore, subproblem I can converge to a
unique value. For Subproblem II, since it has the same solving
process as Subproblem I, Subproblem II can also converge
to a fixed value and obtain an optimal solution of M . As
for Subproblem III, the optimal solution of K is obtained by
exhaustive search (ES). As a result, the proposed Algorithm
2 eventually converges. In Section VII, we have carried out
extensive numerical simulations, where the convergence of
Algorithm 2 is always empirically achieved.
From (20), we can see that ηEE in the original optimization
problem is a function of the relay power allocation matrix,
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P, the set of active mIoT device pairs, S, and the number
of the relay antennas, M . This is a complicated non-convex
problem, so we can only employ the ES method to find
its optimal solution. Because P = diag
{√
p1, . . . ,
√
pK
}
,
the optimal solution of P can be found by searching over
p1, p2, . . . , pK under the assumption that each of them takes
discrete values [42]. Thus, the computational complexity
of this step is O(DK), where D is the number of power
levels that can be taken by pk. Since there are K pairs
of active mIoT devices in the set, S, and all of them are
selected from the group of all the available sets of active
UE pairs (K ≤ M − 1), the complexity of UE-pair selection
is O(CKM−1). Furthermore, M is a discrete and finite
variable. As a result, the total complexity of solving (20) by
using the ES method is O(
∑Mmax
M=1
∑M−1
K=1 MC
K
M−1D
K)=
O
([
MmaxD
(
2(D + 1)Mmax −MmaxD −D) − 2(D +
1)Mmax +2] /(2D2)
)
. As the largest number of the relay
antennasMmax is large enough, the computational complexity
is approximately equal to O(MmaxD
Mmax−1).
The reformulated optimization problem (41) is also a non-
convex problem. To obtain the global optimal solution of (41),
we have to use the ES method over the feasible-solution space.
Thus, the total complexity is O (D′Mmax(Mmax − 1)), where
D′ denotes the number of power level of relay’s total transmit
power, Ptx,R. When Mmax is large enough, the computational
complexity is approximately equal to O
(
D′M2max
)
. Compared
with the computational complexity of solving (20), it is
obvious that the computational complexity of solving (41) has
been significantly reduced.
On the other hand, since the ES method can lead to a
prohibitive computational complexity, we propose Algorithm
2 to solve (41) by decomposing this problem into three
subproblems. Assume that Iin1 is the number of inner it-
erations required for reaching convergence of ξ by using
the Dinkelbach’s method in subproblem I. The complex-
ity of updating the relay’s total transmit power Ptx,R is
O(3Iin1Iou1), where Iou1 is the number of outer iterations.
Similarly, in subproblem II, the complexity of updating the
number of relay antennas M is O(3Iin2Iou2), where Iin2 and
Iou2 are the number of inner and outer iterations in sub-
problem II, respectively. The one-dimensional search method
used in subproblem III has a complexity of O(Mmax − 1).
If Algorithm 2 converges after Iloop iterations, the total
complexity is O (Iloop(3Iin1Iou1 + 3Iin2Iou2 +Mmax − 1)).
When Mmax is large enough, the computational complexity
is approximately equal to O (IloopMmax). We can see that the
computational complexity of the proposed algorithm is greatly
less than that of the ES method when D′ is comparable to
Iloop. In Fig. 3, we compare the computational complexity of
the proposed algorithm with that of the ES method in terms
of the largest number of the relay antennas Mmax, where
D′ = 50 and Iloop = 50. It is observed that Algorithm 2
exhibits a complexity reduction significantly compared with
the ES method for any Mmax.
VII. NUMERICAL RESULTS
In this section, we evaluate the EE performance of the
massive MIMO aided mIoT network and demonstrate the
accuracy of our analytical results via numerical simulations.
As a strong candidate for supporting mIoT communications
[43], a small-cell cellular network is considered, and the
simulation parameters are summarized in Table I. All the
simulation parameters in this table are in accordance with
the narrow-band IoT (NB-IoT) network [37] which promises
to improve the cellular systems for mIoT by supporting a
large number of IoT devices [38]. As part of 3GPP Release
13 [37], NB-IoT has been standardized for mIoT, and the
required bandwidth for NB-IoT is 180 KHz for both uplink
and downlink. Our numerical studies will demonstrate the ef-
ficiency of the proposed optimization strategy, and the impact
of several relevant system parameters on the optimal relay
transmit power, on the optimal number of relay antennas and
on the optimal selection of the active mIoT device pairs.
Table I: Simulation Parameters
Parameter Value
Reference distance: Rmin 35 m
LSF model: βk = cl
−α
k
10−0.53
/
l3.76
k
Transmission bandwidth: B 20 MHz
Channel coherence bandwidth: Bc 180 KHz
Channel coherence time: Tc 10 ms
Fixed power consumption: PFIX 18 W
Total noise power: Bσ2 -96 dBm
Computational efficiency at the relay: LR 12.8 Gflops
/
W
PA efficiency at the relay: ηPA,R 0.39
PA efficiency at devices: ηPA,U 0.3
Circuit power consumption at the relay: PR 1 W
Circuit power consumption at devices: Pd 0.1 W
A. Accuracy of the Analytical EE
In Fig. ??, the EE ηEE and the corresponding average
rate defined as R = 1K
∑K
k=1Rk are numerically evalu-
ated assuming Rmax = 250 m, R0 = 1 bit/s/Hz, and
Ptx,d = 20 dBm. We also show the analytical EE given in
(28) and the corresponding average rate derived from (29)
(marked as Appx. 1), the analytical EE given in (32) and
the corresponding average rate derived from (33) (marked as
Appx. 2), as well as the EE lower bound given in (38) and
the corresponding rate (39) (marked as LB). Moreover, when
device locations have non-uniform distribution, simulation val-
ues of the EE (marked as Sim.) are also provided. To construct
a non-uniform distribution across the whole coverage area,
we segment the coverage area into two nested circular cells,
where active mIoT devices of the two cells follow uniform
distributions with different probability densities. The radii of
the nested circular cells are 100m and 250m, respectively.
It can be clearly seen from Fig. ?? that the analytical EE
expressions derived and the EE lower bound are accurate
even in a system of finite dimensions. Moreover, Fig. ??(a)-
Fig. ??(c) show the EE versus the number of active mIoT
device pairs, K , versus the number of relay antennas M ,
and versus the relay’s transmit power Ptx,R, respectively.
Meanwhile, the corresponding average rate is shown in Fig.
??(d)-Fig. ??(f). It can be observed from Fig. ??(a)-Fig. ??(c)
that given the values of the other parameters, regardless of
whether the quality of CE is high (e.g., when ρr = 100, as
shown by the purple curves) or not (e.g., when ρr = 0.1,
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as shown by the blue curves), the EE is not a monotonically
increasing/decreasing function of K ,M or Ptx,R. The optimal
value of K , M or Ptx,R maximizing the EE is usually not on
the boundary. However, the average rate increases withM and
Ptx,R, but decreases with K . Explicitly, in order to improve
the average rate of all the active device pairs, the system
needs more relay antennas, higher relay transmit power, or
fewer pairs of active mIoT devices supported simultaneously.
Furthermore, as shown in Fig. ??(a)-Fig. ??(c), it is worth
noting that the lower bound given by (38) is close to the
analytical EE of (32). Therefore, (38) is a sufficiently tight
lower bound. At the same time, when the assumption that all
the devices follow i.u.d. does not hold, the EE performance
will degrade owing to model mismatch.
B. Convergence and Optimality of the Proposed Optimization
Strategy
In Fig. 5, we show the convergence of the proposed iterative
resource allocation approach presented in Algorithm 2 by
examining the EE attained versus the number of iterations.
It can be observed that the maximum EE obtained using
Algorithm 2 appears after 8 iterations, and this maximum EE
value is indeed generated by the optimum system parameters
of
(
P ∗tx,R, K
∗,M∗
)
= (36.6, 31, 81). In order to show the
optimality of Algorithm 2, we provide a pair of performance
benchmarks that correspond to solving the problem (20) based
on Theorem 1 (i.e., using optimal power allocation) and on
Theorem 2 (i.e., using equal power allocation) via the high-
complexity brute-force searching (i.e., exhaustive searching),
respectively. It is observed that after Algorithm 2 converges,
the gap between the EE values achieved by Algorithm 2 and
by solving the problem (20) based on Theorem 2 with the
brute-force searching becomes small. Moreover, the optimum
system parameters obtained by solving (20) based on Theorem
2 using the brute-force searching are
(
P ∗tx,R, K
∗,M∗
)
=
(37, 30, 81), which are also close to those achieved by Algo-
rithm 2. Therefore, the proposed Algorithm 2 is near-optimal.
It represents an appealing design option, because it is capable
of substantially reducing the computational complexity at the
expense of a marginal performance loss. Meanwhile, the gap
between the two benchmarking algorithms is also small, which
justifies the employment of the low-complexity equal power
allocation at the relay.
In Fig. 6(a)-Fig. 6(c), we investigate the impact of the
coverage area radius Rmax on the optimum system pa-
rameters P ∗tx,R, ρ
∗
UE, and M
∗, respectively, where ρUE =
K
pi(R2max−R2min)
is the density of the active mIoT device pairs
in the given relay’s coverage area. The corresponding optimum
EE is shown in Fig. 6(d). We can readily observe that as
Rmax becomes large, P
∗
tx,R and M
∗ are increased, while ρ∗UE
is decreased. In other words, for the sake of optimizing the
EE, the optimum design should increase the relay’s transmit
power, use more antennas at the relay and reduce the device
density, if a larger coverage area of the relay is required. This
conclusion is also supported by the results shown in Fig. 6(d),
where we can see that the optimum EE is indeed reduced when
the coverage area of the relay becomes larger, provided that
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Fig. 5: Convergence and optimality of the proposed Algorithm
2. Assume R0 = 1 bit/s/Hz, Mmax = 128, PRmax =
50 dBm, ρr = 100, and Ptx,U = 20 dBm.
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Fig. 6: The optimum EE and the optimum system parameters(
P ∗tx,R, ρ
∗
UE, M
∗
)
versus different values of Rmax. Assume
ρr = 100, R0 = 1 bit/s/Hz, Mmax = 128, PRmax =
50 dBm, and Ptx,d = 20 dBm.
the values of the other system parameters remain unchanged.
In fact, it is readily seen that we will have η∗EE → 0 as
Rmax → +∞.
In Fig. 7(a)-Fig. 7(c), we show the impact of the CE
quality indicator ρr on the optimum system parameters(
P ∗tx,R, ρ
∗
UE, M
∗
)
. We can observe from these figures that
in poor CE scenarios, a higher relay transmit power, more
active devices and more relay antennas should be used to
make the system energy-efficient. Moreover, as expected, it
can be readily observed from Fig. 7(d) that high-quality CE is
capable of providing a high EE. Additionally, as ρr becomes
large, the increase of the EE slows down and converges to
the value that relies on perfect CSI estimation. This implies
that although the system associated with high-quality CE (i.e.
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Fig. 7: The optimum EE and the optimum system parame-
ters
(
P ∗tx,R, ρ
∗
UE, M
∗
)
versus the CE quality indicator ρr.
Assume Rmax = 250 m, R0 = 1 bit/s/Hz, Mmax = 128,
PRmax = 50 dBm, and Ptx,d = 20 dBm.
ρr = 10
2) is capable of achieving a better EE performance
than the system with poor CE (i.e. ρr = 10
−1), the pursuit of
extremely high CE accuracy is unnecessary (e.g., ρr ≥ 1 is
shown to be adequate by our simulations).
In Fig. 8(a)-Fig. 8(d), we show the optimum system param-
eters
(
P ∗tx,R, ρ
∗
UE, M
∗
)
and the corresponding optimum EE
versus the variations of the QoS constraint R0, respectively.
It can be observed that for R0 ≤ 4 bit/s/Hz, the value
of
(
P ∗tx,R, ρ
∗
UE, M
∗
)
remains unchanged, but for R0 >
4 bit/s/Hz,
(
P ∗tx,R, ρ
∗
UE, M
∗
)
increases with the increase
of R0. To be more specific, in our simulations, the optimum
system parameters obtained using Algorithm 2 under the
assumption of R0 ≤ 4 bit/s/Hz is
(
P ∗tx,R, ρ
∗
UE, M
∗
)
=
(36.4, 155.8, 81), which results in a QoS constraint of R˜LB =
5.53 bit/s/Hz. Therefore, in the case of R0 ≥ 5.53 bit/s/Hz,
the optimal solution is found along the edges of the feasible
region that is affected by the QoS constraint.
VIII. CONCLUSION
We have provided a series of analytical EE expressions for
the mIoT network using a massive MIMO aided multi-pair
DF relay, and proposed an iterative optimization strategy to
maximize the lower bound of the EE. Firstly, upon assuming
that the mIoT device locations are known a priori, a closed-
form expression of the EE was derived. The expression ob-
tained only depends on the LSF channel coefficients and the
configurable system parameters. Secondly, an exact integral
expression of the EE was derived for a more general scenario,
where each device’s position is assumed to be an i.u.d random
variable in the relay’s coverage area. Moreover, in order to
bypass solving complex integrals, we derived a simple but
efficient lower bound of the EE. Finally, a low-complexity
iterative resource allocation strategy was proposed to maxi-
mize this lower bound. Our numerical results demonstrated the
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Fig. 8: The optimum EE and the optimum system parameters(
P ∗tx,R, ρ
∗
UE, M
∗
)
versus the QoS constraint R0, assuming
Rmax = 250 m, ρr = 100, Mmax = 128, PRmax = 50 dBm,
and Ptx,d = 20 dBm.
accuracy of the analytical expressions derived, and verified the
effectiveness and convergence speed of the proposed strategy.
For future work, it would be interesting to study the energy-
efficient problems in mobile IoT environments instead of the
assumption that the locations of all the devices are fixed in this
paper. We will also derive an exact integral-based expression
of the EE under the assumption that the locations of devices
are non-uniform distribution.
APPENDIX I
PROOF OF THEOREM 1
Firstly, γ
(1)
k is derived. Observing (7), we have to
calculate E
[
fH1,kgS,k
]
, Var
(
fH1,kgS,k
)
, E
[∥∥f1,k∥∥2] and∑K
j 6=k E
[∣∣fH1,kgS,j∣∣2]. Since F1 = (GˆHS GˆS)−1 GˆHS , we have
F1GS = F1
(
GˆS + G˜S
)
= IK + F1G˜S, (57)
which leads to
E
[
fH1,kgs,k
]
= 1,Var
[
fH1,kgS,k
]
= E
[∣∣fH1,kg˜S,k∣∣2] . (58)
Then, we calculate E
[∥∥f1,k∥∥2] and Var [fH1,kgS,k]. Applying
[44, Theorem 14.3], we can obtain∥∥f1,k∥∥2 a.s.−−→ ψM
K φ
2 − ψ
1
K
β
′−1
k , (59)
where φ and ψ are the unique solutions of
φ =
1
M
tr
(
IM +
K
M
1
φ
IM
)−1
,
ψ =
1
M
tr
(
IM +
K
M
1
φ
IM
)−2
.
(60)
