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Abstract
In this thesis, we study a spatio–temporal prey–predator model of plankton. This model has spatial interaction
terms which represent a plankton dynamics that includes info–chemical mediated trophic interactions. We
consider both a simplified two species model which has been studied in the literature (mostly in biological
terms) and an extended, four-species model. In the latter, the grazing pressure of microzooplankton (M)
on phytoplankton (P) is controlled through external infochemical (C) mediated predation by copepods (Z).
We undertake a stability analysis of both the two species model and the four species model and compare
the system dynamics. In relation to this, the critical conditions for Turing instability are derived; these are
necessary and sufficient. Furthermore, we consider the degenerated situation wherein Turing bifurcation
and Hopf bifurcation occur simultaneously. We also consider under what conditions Turing patterns are
exhibited and under what conditions spatiotemporal patterns are observed generally. The Transient Turing
instability of spatial interactions –exhibited by the two species model–is introduced and investigated in a
number of ways. We also study the effects of the paradox of enrichment. This paradox led to a loss of stability
in the four species model after this was derived from the two species model by expansion and by the addition
of resources. Further, a numerical continuation technique was used to determine the existence of multiple
stationary patterns.
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Chapter 1
Thesis Description
1.1 Thesis Overview
This thesis furthers our understanding, in mathematical terms, of biological processes. By deriving a complete
mathematical description of the complex interactions which take place in a marine ecosystem we can enhance
our understanding of the phenomena involved. Mathematics plays its part by providing insights into
areas of biology in which the associated phenomena are difficult, impractical or impossible to measure
experimentally [90]. For example, a mathematical model of algal and plankton blooms can be used to simulate
and test various forms of interaction which occur in various different environments closely aligned to those
found in marine waters. The purpose of the model need not necessarily be to describe the exact process in
detail, which is sometimes impossible. However, the model may, nevertheless, provide valid, qualitative
information about, say, the effect of chemical release on the grazing behaviours of higher predators or under
what conditions phytoplankton blooms or dies.
The goal of a mathematical model can be both predictive and to understand the mechanisms which drive
an observed behaviour. This is what is referred to as a two-branch approach. However, the validation of
the model is a major requirement when applying such a two-branch approach. This validation can be in the
form of physical observations used to examine the feasibility of the outcomes produced by the model, or it
can be in the form of a comparison with experimental data. Either way, the biological process should first be
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characterised using a mathematical description.
The mathematical stability of a solution is closely related to its physical perceptibility. A result which is
unstable in relation to small perturbations will certainly not be perceptible in a spatial biological environment
where small perturbations are intrinsic. However, before stability can be established, determining the range
of all possible solutions to a model is the first step. Even the physically unrealistic solutions, which initially
may be assumed to be irrelevant, can lead to insights when they are combined with stability. From a biological
perspective, a model that supports nonphysical solutions should be treated with caution.
In this thesis, we focus on the existence and the stability of solutions for the dynamics of phytoplankton-
zooplankton relationships within aquatic environments. The focus is on a model based on two species [143]
and another, extended model, based on four species. Phytoplankton play a key role in ocean dynamics.
They form the basis of all food sources in aquatic environments [60]. Zooplankton consume phytoplank-
ton, and this forms the basis of all the prey predator associations in aquatic environments. Phytoplankton
supply oxygen and absorb carbon dioxide, thus combating global warming effects [60]. Infochemicals play
a vital role in food web interactions; they can assist in the avoidance of predators, and/or in finding prey
or mates [142]. Phytoplankton possess trophic interactions which allow them to defend themselves against
grazers by using deterrents and toxins; they also possess multi trophic interactions that indirectly influence
the foraging behaviours of prominent predators [250], [219].
In this thesis, we also investigate, algebraically, the types of the system roots yielded and the corresponding
Eigen-values using the Cardans and Ferrari Cardans methods. We further aim at demonstrating the spatial
movements of planktonic systems in the presence of released infochemicals. Reaction-diffusion systems
are used in this thesis to represent spatial interactions among the planktonic species. The research also
investigates conditions which promote or deter the evolution of Turing patterns; this investigation includes
the identification of the suitable parametric conditions. Diffusivity assumptions which are realistic in relation
to natural planktonic systems are employed to simulate the spatiotemporal distributions of species biomass.
The sustainability of biodiversity will be explained here using the overall results. Further, the sustainability
of biodiversity is explained based on the influence of infochemicals released by the phytoplankton and
zooplankton species.
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1.2 Thesis Objectives
The objective of this thesis falls into three main parts. Note that Objectives 1, 2 and 3 are the main objectives
of the thesis, whereas Objective 4 is a minor objectives and below is a brief description for each objective
points.
• Objective 1
The first objective is to demonstrate the utility of the methods outlined in [197] and [198]. We determine
the nature of the roots of the original cubic in the two species model and the number of inflections
related to the model in [143] in chapter 4 and the nature of the roots of the quartic polynomial in
the extended four species model in chapter 7. Furthermore, due to the complex nature of the model
in [143] and the extended four species model, we used the methods in [197] and [198] to investigate,
algebraically, the types of the roots in each region of the four-species system.
• Objective 2
The second objective is to investigate and prove the stability of the two species model in [143] by
studying the parameter values and analysing the stability and bifurcation of the model by changing
three main control parameters K phytoplankton carrying capacity, ν infochemical release and r growth
rate, which will help us to construct the general stability diagram in section 4.5 chapter 4. Moreover, the
results presented in Chapter 4 proved that the phytoplankton and microzoplankton densities stabilize
at a certain levels of copepod predation as shown in section 4.7.
• Objective 3
The third objective is to investigate (in Chapter 5) the existence of pattern formation in the spatial
model which is developed on the basis of the model equations from [143]; in addition, we look at the
four species spatial model in Chapter 7. Due to the added complexity of these models, i.e., the spatial
effects of plankton interactions, it is necessary to make certain assumptions regarding the validity of the
numerically observed behaviour of the pattern formations: i.e., the effects of prey diffusion are small
and cant exceed the effects of predator diffusion. However, under these assumptions we determined
specific patterns which focused our analysis on the existence of novel pattern-formation solutions to
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the models explored in Chapters 5 and 7.
• Objective 4
The fourth objective is to re-model the two species model [143] and the four species model by us-
ing a different set of functional responses, such as the Beddington-DeAngelis functional responses.
Beddington-DeAngelis introduced responses related to the mutual interference of two predators pre-
dating on one prey. However, we set this objective as future work in relation to this thesis.
1.3 Thesis Outline
Each chapter of this thesis presents details of a specific interaction or of an environmental scenario. The
chapters are outlined below.
1.3.1 Chapter 2 Biological background for the Prey-Predator model.
This chapter illustrates the biological background which discusses the primary production of plankton in the
ecosystem. We explain different species of organisms within the marine environment. The section introduces
the basics of plankton as they feature in the marine ecosystem. In this chapter, we also review the issue of
the marine environment and how it affects the survival of plankton.
1.3.2 Chapter 3 Plankton Mathematical Modeling.
Here, we first present an overview of the uses of mathematical modeling in biology and ecology. The
chapter is divided into sections and subsections in order to help outline and review this information. The
topics covered include: the use of ordinary, non-spatial, plankton models, spatial plankton models, and
the partial differential equations relating to these. Plankton population dynamics, including both the non-
spatial interactions and the local interactions are presented. Detailed information concerning spatial plankton
dynamics and Turing mechanisms in prey predator models is provided. This chapter also highlights data
and information concerning chemical models related to plankton dynamics. The last section of the chapter
discusses climate change models, including CLAW, with a focus on the modeling of plankton dynamics.
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1.3.3 Chapter 4 Bloom Formation and the Hydra Effect in the non-Spatial Infochemical
Mediated Plankton Model.
A two-species prey-predator plankton model from the literature [143] is studied, wherein the grazing pressure
of microzooplankton on phytoplankton is controlled through external info-chemical mediated predation.
The systems stability and bifurcation is explored and analysed in order to explain the conditions which are
necessary for phytoplankton bloom formation. The system is illustrated by constructing a heat map for
each species, reflecting the positive relationship between the carrying capacity and the population density
of each species. The asymptotic method is used to derive the bifurcation curve which, in turn, proves the
existence of a limit cycle. The interplay between the level of infochemicallymediated external predation and
the phytoplankton carrying capacity of the system is considered; this illustrates the system dynamics for a
range of realistic parameter values.
1.3.4 Chapter 5 Transient Turing patterns in the Spatial Infochemical Mediated Plank-
ton Model.
We study a more developed version of [143] by introducing spatial effects into the prey-predator interactions.
The work in Chapter 4 proves that the coexistence point is stable for the reaction in the non-spatial system
but is unstable for the reaction in the diffusion system. This proof is demonstrated via the Turing instability
mechanism and depends on the choice of value. Moreover, a perturbation with a given wave number is
applied to obtain the dispersion relation. The short term transient behaviour indicates that a disturbance
to a stable equilibrium will eventually diminish; at first such will grow rapidly in size and this growth will
continue for a while but eventually the disturbance decays1.
1.3.5 Chapter 6 PMZC Plankton Model.
Here, we investigate the behaviour of the two species by deriving, from this behaviour, a four species model
and by defining a higher level trophic. Introducing the second trophic into the prey predator model and
1Both of chapter 4 and 5 combined and structured in paper format and submitted to Journal of Mathematical Biology Springer
submission number JOMB −D − 18 − 00108.
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adding the effects of infochemical release, as a function, could saturate for some level. Also, we study
the stability and a bifurcation analysis of the four trophic interaction model and examine the properties of
the functions Fi. These latter define the species responses and the types of interspecific interactions which
exist. Furthermore, the functions, Fi, depend not only on the population densities but also on a number of
parameters such as the birth/death rate(s), population carrying capacity(-ies), etc. These parameters provide
an intrinsic scale for each of the variables. The four species model is valid over a long time scale and we
attempt to reduce the derived four species model into a special case model and then compare the results from
the two models (two-species and four-species), using the same range of parameter values. This is to discover
whether these sets of results are consistent with each other.
1.3.6 Chapter 7 Non Turing Patterns in the PMZC Plankton Model.
Studying spatial patterns, or specifically spatio–temporal pattern formation in prey-predator models, is to
examine something which is ubiquitous in nature and such a study aligns with the seminal work of Turing on
morphogenesis. In Chapter 6, we demonstrate various different Non-Turing and chaos patterns generated
by the four species model by using various different initial conditions. Interactions between individuals in
the four species over a wide range of spatial and temporal scales are shown to modify the temporal dynamics
as well as the stability properties of the population–whichcould be distributed over a natural landscape2.
1.3.7 Chapter 8 Conclusion and Future Work.
The final chapter presents a general conclusion for this thesis and outlines some new and open research
problems in the area of reaction diffusion models of two-dimensional PDEs.
2Both of chapter 6 and 7 combined and structured in paper format and submitted to the Journal of Applied Mathematical Modelling
in Elsevier submission Ref. No. APM −D − 18 − 00444.
Chapter 2
Biological Background
2.1 Plankton in Marine Ecosystems
Plankton are a group of organisms, which includes algae, mollusks, bacteria, coelenterates, protozoans, and
crustaceans [96], that live in large bodies of water –some are unable to swim [131]. The term has also been
used to represent other phyla of animals. This chapter presents a basic review of the nature of plankton as
it exists in marine ecosystems. We also include information about the primary means by which plankton is
produced in the ecosystem, the marine food webs, trophic levels, and the biological background of plankton.
Plankton consists of drifting organisms that live in the surface layers of the ocean and also in fresh water.
These organisms live in the top layer of the ocean, which is called the epipelagic zone. They are not strong
enough to swim against the ocean currents [203]. Holoplankton, which exist as plankton all their lives,
include crustacean copepods; predatory chaetognaths or arrow worms; and tiny swimming gastropods for
example pteropods or sea butterflies among many others [131]. The abundance of the plankton found in
ponds, lakes, and oceans varies horizontally, seasonally, and vertically. One of the variables that affect the
population level is the availability of light [224]. Plankton undergoes vigorous growth when conditions are
favourable and when nutrients are abundant. The effects brought about by these two factors can result in
changes in the ecosystem leading to a change in the types of species present [148]. A change in aquatic food
density can affect human health (as a result of drastic changes in the food web). This is one of the reasons why
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plankton dynamics has become a significant topic within the biological field. Plankton are a fundamental
source of food for many large aquatic organisms such as fish and whales. The organisms which make up
plankton are divided into 3 main types: Phytoplankton, Zooplankton and Bacterioplankton. The place of
plankton in the food chain, particularly in the global carbon cycle, makes it important to the ecology of the
ocean. Marine biology stratifies food webs into trophic levels; this stratification places the producers at the
1st level and the herbivorous consumers at the 2nd level [96]. Fig.2.1 demonstrates that food chains start at
trophic level 1 (with primary producers such as plants), then comes level 2 (herbivores), level 3 (predators),
and then typically they end with carnivores or apex predators at level 4 or 5.
Figure 2.1: Trophic level refer to the position an organism occupies in a food chain.
This classification is based on the role that the organisms play in the food chain. Plankton are classified
as producers/consumers, and they are important sources of food for many organisms in the marine ecosys-
tem. Phytoplankton play a major role as the first link in the food web. They feed the Zooplankton and the
other small animals, and hence the survival of many organisms depends on phytoplankton. Through the
photosynthesis process, phytoplankton produce food for the micro-zooplankton and these provide food for
the larger zooplankton which may, in turn, provide food for larger fish, etc. [123]. Marine phytoplankton
produce a considerable amount of the atmospheric oxygen which is necessary for human and other living
beings. This is one of the reasons why they are a very important component of the oceanic food web. The
Phytoplankton release oxygen as a by-product of the process by which they synthesise their food with phy-
2.1. Plankton in Marine Ecosystems 9
toplankton highlighted in marine biology as producing up to 70% of the oxygen on earth [30].
There are a diverse range of organisms which are classified as phytoplankton species; these include
photosynthetic organisms. The two dominant species of the latter are dinoflagellates and diatoms. The
dinoflagellates include the smaller phytoplankton: picoplankton and nanoplankton. Both of these types of
organism are very small in size, and the picoplankton group is the one most associated with supporting
oxygen production. Diatoms are the other common phytoplankton group. The diatoms come in various
different shapes.Picoplankton are also referred to as phytoplankton organisms.
Phytoplankton generally counteract attacks from zooplankton grazers by forming large cells, colonies, com-
plex cell structures, or by producing toxic substances [139]. However, even when phytoplankton is toxic, it
doesnt threaten to reduce the zooplankton population to extinction [18].
According to [230], the growth of algae has been observed in both long chains and in single chain cells.
Among the algae which have been studied are the green algaes which include the colonial and unicellular
flagellates. The green algaes may also come in different forms: e.g., colonial, filamentous, or coccoid. Colonial
and unicellular flagellates have both been described as groups of photosynthetic eukaryotes, and there are
about 6000 species of these. [70] has stated that a microorganism (or microbe) are living organisms which are
too small (as individuals) for the naked eye to see. These come in two forms, single-celled and multi-cellular.
Common microorganisms include protozoa, algae and fungi. Plankton, particularly phytoplankton, are
key primary producers which form the general foundation of the ocean ecosystem, as shown in Fig. 2.1.
Microzooplankton are at the next level in the food chain. They are also key components of marine foodwebs.
Their grazing significantly affects the primary producers and they play a key role in shaping the structure
of most marine ecosystems as the primary grazers of marine phytoplankton and as intermediaries between
the primary producers and the copepods [34]. Microzooplankton provide the only trophic link between
the phytoplankton and the copepods. Zooplankton is a category of tiny animal species who depend on the
holoplankton 1 while they float with the oceanic currents during their early developmental stages. Among
the common microzooplankton species there is the radiolarian; these are one-celled animals with long spines
1Holoplankton are organisms that are planktonic (they live in the water column and cannot swim against a current) for their entire
life cycle.
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radiating from their membranes.
Phytoplankton mortality is predominantly due to grazing by zooplankton. Zooplankton are generally
larger than the phytoplankton on which they feed, and some of the largest are cannibalistic and eat other
zooplankton. Copepods are extremely important plankton, most are herbivorous, and copepods are the
major link in the ocean marine food web. They transfer energy from plant to animal communities. However,
not all copepods are planktonic, and many are harpacticoida 2 copepods and are important members of
the benthic and interstitial fauna [246]. Females of the Temora longicornis copepods have been used to
investigate the chemodetection of dimethyl sulfide (DMS) as it occurs in the interaction between herbivorous
copepods and their phytoplankton prey [220], [143].
2.2 Plankton Population Dynamics
In the following, we describe the dynamics of plankton populations, including how planktonic species
interact with other marine species. We discuss algal blooms as they occur in both fresh water and seawater in
the context of the numerous defense mechanisms that the algae deploy. The prey and predator environment
is also presented alongside further information on the types of defense mechanisms used by the different
species. As an element of plankton dynamics, examples of the occurrence of allelopathy, a phytoplankton
defense mechanism, are discussed as well as the interactions within the marine ecosystem involved.
As noted by [139], algal bloom is the accumulation of an algal population in a marine or freshwater
system. Such an accumulation leads to a discoloration of the water. Further examination reveals that the
color of algal blooms is determined by the photosynthetic pigments in the algal cells. Common colors include
red, yellow and brown. The type of pigmentation involved contributes to the color and is dependent on the
species of algae. The defense mechanisms of a number of phytoplankton species can cause a situation called
harmful algal bloom (HAB) which can significantly affect marine environments and marine ecosystems; this
effect can poison the water, and this results in fish and bird mortalities and illness in humans [105]. Algal
blooms are a recurrent problem in both sea water and fresh water environments [139]. These blooms are the
2Harpacticoida comes from the Greek noun harpacticon (rapacious predator) and the suffix -oid (akin to) and means reminiscent of
a predator, few of these are planktonic or live in association with other organisms.
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consequence of an excess of nutrients such as results from the runoff of both phosphorus and nitrogen into
waters. High concentrations of these nutrients in water cause increased growth in algae and green plants.
As more algae and plants grow, other organisms die [110].
Most organisms have evolved predator-induced defenses in order to protect themselves. Rotifers3 develop
long spines in response to kairmones released into the environment. This development involves either the
production of new spines, the elongation of existing ones or a combination of the two as presented in Fig.
(2.2) [87]. Different species within the marine ecosystem respond to the physical environment differently, and
this defines their place in the food web. This is what marine biology refers to as the trophic interactions [43].
For example, a trophic coupling between some fish populations and the plankton creates a food chain, and
studying this food chain helps us to understand productivity issues. The concept of ecological efficiency refers
to the situations wherein one trophic level of production governs the next level of production. There are also
other concepts within the theory of trophic interaction, including that of assimilation efficiency. Ecological
efficiency describes the efficiency with which energy is transferred from one trophic level to the next. It
is determined by a combination of efficiencies relating to various organisms efforts at resource acquisition
and assimilation. The efficiency with which animals convert the food they ingest into energy for growth
and reproduction is called their assimilation efficiency [40]. [65] highlighted that phytoplankton species have
highly flexible biochemical compositions. This enhances their ability to defend themselves by producing
toxic compounds. This trait represents the basic defense mechanism of most phytoplankton species. These
mechanisms can be categorized via their biochemistry: toxins and repellents may be produced; changes
in morphology, for instance the formation of thicker cell walls, may be induced; and also changes in life
history characteristics and among these would be placed a reduction in the use of infochemicals [147]. Most
organisms have developed predator induced defenses in order to protect themselves. Allelopathy is an
adaptation technique used by many phytoplankton species with the sole purpose of obtaining an advantage
over others [107], [107] and [42].
[156] defined the vertical movement of plankton up and down the water column in response to seasonal
changes in marine dynamics as vertical migration. As a way of avoiding predators and protecting themselves,
3Rotifers fall prey to many animals, such as copepods, fish (e.g. herring, salmon), bryozoa, comb jellies, jellyfish, starfish, and
tardigrades.
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Figure 2.2: Asplancha-induced defense in Brachionus calyciflorus. (A) Basic or non-induced Morph. (B) Asplancha induced Morph.
(Showing elongation of spines). Figure from [87].
some marine species, including copepods, migrate to some safe area during the night and return to their
grazing areas during the day. This is referred to as diel vertical migration. [156] described this type of
migration as a behavioral adaptation among copepods whereby they move to the epipelagic zone at night and
return to the mesopelagic zones during the day. Research has indicated that phytoplankton and zooplankton
communities consist of many different organisms with different rates of nutrient consumption, etc. and
different abilities in terms of attacking other organisms in their respective food chains. This allows the
organisms to exploit the food availability differentially across the environment. [91] explained that grazing
rates across the communities differ based on food concentrations, biomass and taxonomic compositions.
[29] stated that the varying compositions of the phytoplankton and zooplankton communities determine
the grazing rates within these environments. Evidence discovered by [29] indicated that an increase in
zooplankton mass and sizes results in higher grazing activity and that this will then affect the phytoplankton
growth rate. Also, a reduction in phytoplankton growth rates reduces the rate of grazing.
[3] wrote that predation has played a crucial role in structuring the various aquatic communities. De-
fense mechanisms have been researched mainly to address the issue of predation. [249] added that in order
to reduce their mortality, zooplankton prey develop predator-resistant morphologies. Such include the pro-
duction of chemical defenses. There are other species that respond to cues emitted by predators through
developmental polymorphisms [3].
[137] shows that one of the major defense mechanism employed by marine organisms is the ability
to detect predators from a distance. This latter research indicated that many organisms are able to detect
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the hydrodynamic disturbances caused by predator movements. This results in rapid responses by the
prey, aimed at escape, and these responses can be referred to as anti-predation adaptations. A coupling of
biological and physical dynamics has been used to explain the ecology of some species of plankton [185].
The process described is one that explains plankton spatial dynamics, including the interaction of plankton
and other organisms within their environment. [50] further observed that planktonic processes and spatial
patterns within the marine ecosystems drive plankton behavior. However, that author also indicated that
the ocean food web can be affected by changes in plankton behavior. An understanding of the plankton
ecology requires an understanding of the various different scales involved, including, for instance, the effect
on plankton growth of micro-scale turbulence. The larger-scale distribution of plankton can also be shaped by
local features such as eddies and fronts [185]. Such interactions between the plankton and the environment
are elements in a vast biological and physical dynamical system. Advances in technology have made it
possible, in marine ecological studies, to highlight these dynamics, and this in turn has made it possible to
observe the planktons behavior within the marine environment. It has been observed, for instance, that as a
result of fluid flow interacting with planktonic behavior, spatial patterns are formed. Among the processes
which drive the plankton-environmental interactions is microscale turbulence [57], which effects plankton
and changes its distribution. This research also indicated that the chain-forming diatom life-forms which
dominate (Leptocylindrus, Chaetoceros and Skeletonema) were able to thrive in the growth pulses caused
by the increases in nitrogen which occur in late-winter. The prevailing turbulence intensities observed,
associated with the wind speed, were such that the Batchelor scale was smaller than the length of the diatom
chains (100–300µm), implying that these diatoms could experience microscale nutrient gradients.
2.3 Marine Infochemistry
Chemical signaling is a way by which species coordinate their behavior via the passage of chemicals between
individuals. In the following, we discuss the different types of chemical released and the roles of these chemi-
cals within the marine ecosystem Infochemistry is used to describe the generation of environmental chemical
signals, chemical defenses and the other chemical agents that constitute the driving forces in the ecology and
evolution of marine systems [257]. Infochemicals such as kairomones, allelochemicals and pheromones play
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a vital role in predator prey interactions and strongly influence the ecological structure and population dy-
namics of an ecosystem [142], [107]. Infochemicals exuded from marine phytoplankton influence the feeding
behavior and selectivity of predators and so play important roles in food web interactions [142], including
being utilized as grazing cues. Such evidence has resulted in increased research into the areas of establishing
the chemical production principles and interpreting the biological responses to the respective stimuli within
the ecosystem. [73] indicated that dimethyl sulfide (DMS) is a biologically produced sulfur compound. The
production process supports natural trophic interactions between the plankton and the environment. DMS
has also been documented as being released in large quantities by coral reefs in order to support larval
orientation [40].
Both [243] and [72] describe prey predator relationships as mediated by chemical signaling. Many or-
ganisms in the marine environment release chemical substances into the water in order to locate their prey,
as noted by [220]; find desired mates; mate and reproduce [130], [107]; and to detect and protect them-
selves against predators. This is illustrated in Fig.2.3 where stimulus production is shown to induce the
physical movements that contribute to the delivery of a behavioral or psychological response [107], [240].
Infochemicals strongly influence the population structure of plankton in that the infochemicals released by
phytoplankton greatly affects their likelihood of predation and competitive interactions [143]. Infochemicals
can affect the scavenging and selectivity behaviours of zooplanktonic predators by acting as defense mech-
anisms, or by enhancing the ability of a zooplankton species to locate its prey [243], [25]. For example, as
described by [257], small peptides with arginine or lysine at their carboxy termini induce ovigerous mud
crabs to release and further disperse their brooded embryos and also induce oyster larvae to settle near
conspecific 4 adults. A study was carried out by [69], to determine whether P.dubias, an organism that feeds
on filamentous cyanobacteria, can detect the bacteria by the use of only chemical cues and without any direct
contact. Before commencing the experiment the test organisms were starved for 24 hours. They found that
the starved ciliates obtained enough food without difficulty. It was evident that a waterborne chemical factor
originated from the grazers, thus limiting the dispersion of cyanobacteria trichomes. Another example, given
in [126], illustrates how copepod use chemoreceptors to detect food and use coordinated movements to draw
4An organism belonging to the same species as another
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Figure 2.3: Figure illustrating the factors that determine the production, transportation and perception of chemical cues by
macroscopic organisms. Figure from [257].
the food particles to desirable capture areas. Kairomones are known to be very commonly used as chemical
signals, and they can also be responsible for transferring information between species to the benefit of the
receiving organism and to the disadvantage of the producer. Kairomones are solely used, by their producers,
to locate food and detect or fend off predators [183].
Volatile organic compounds (VOCs) are also considered, in marine biology, to be another family of crucial
infochemicals. They are defined as low molecular weight compounds with low to moderate hydrophilicity
which can easily dissolve in water and also dissipate into the gas phase at air water interfaces. Dimethylysul-
phide (DMS) is a volatile sulfur compound produced from the algal secondary metabolite, dimethlyesulfo-
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niopropionate (DMSP), via complex biotic interactions [217], [220], [55]. The conversion (from the metabolite)
is governed by the chemical equation in Fig.2.4 which depicts the conversion of DMSP to DMS using DMSP
lyase as described by [239].
Figure 2.4: Conversion of DMSP to DMS, Figure from [239]
Allelopathy is an adaptation technique, used by many phytoplankton species, which has the sole pur-
pose, for the producer, of obtaining an advantage over other species [107], [107] and [42]. Allelopathy may
be considered as a defense mechanism since it involves the release of allelochemicals; these contribute to the
success of the species through: leaching, exudation, volatisation, and decomposition. Phytoplankton pro-
duce numerous chemical products [6], the most common being dimethylsulphide (DMS), which is released
when zooplankton attack a bloom of phytoplankton [107]. DMS is produced by the breakdown of Dimethyl-
sulphoniopropionate (DMSP) via two processes, the DMSP lyase pathway described above and directly by
the algae [42, 221]. The DMS acts as a feeding beacon for sea birds, reef fishes and whale sharks [53].
The DMS produced by marine algae is released into the atmosphere and oxidised to sulphate [72]. DMS
accounts for up to 60 percent of the total natural sulfur released into the atmosphere, and the oceans are the
main source of DMS since they provide up to 95 percent of atmospheric DMS [217]. DMS has attracted much
research attention recently because of its role in marine ecology, in cloud formation and in climate processes.
It is released in vast amounts and it is believed to have large scale meteorological impacts [8]. In relation
to marine ecology, DMS is responsible for initializing the defenses of marine algae aimed at counteracting
herbivore attacks; DMS has the effect of providing prey related chemical cues to predators, [183]. Thus, DMS
release can be included as a survival mechanism of the phytoplankton since it attracts copepods which prey
on microzooplankton into the ecosystem. Copepods are small crustaceans, some of them planktonic, that
mostly drift in ocean waters or live on the ocean floor (these latter are referred to as benthic). [220] observed
that copepods have a larval form and that the larva moults several times. The more a larva has moulted, the
further it is towards achieving adult development. Copepods respond positively to DMS, which increases
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the tail flapping behavior necessary to assist the copepod in detecting patches of DMS releasing algal prey, as
illustrated in Fig 2.5 [220]. DMS affects predator-prey interactions by effecting directional foraging in seabirds
and marine mammals who are enabled to locate areas with high biological productivity [170], [135], and by
encouraging behavioral changes in copepods which are searching for prey [220]. The copepod reaction to
DMS results in multi-trophic interactions between phytoplankton, zooplankton and copepods thus enhancing
predation on microzooplankton which in turn releases the grazing pressure on phytoplankton [220].
Figure 2.5: Environmental constraints on the production and removal of DMSP and DMS [183].
2.4 Climate Change and the CLAW Hypothesis
The marine environment, as is described in [64], has been affected for very many years by changes in the
climate. One major observation is that human activities including the creation of pollution, the introduction
of new species and coastal developments have resulted in alteration in marine ecologies. Climate changes
have been among the major factors that have resulted in a number of impacts on the ecosystem. Greenhouse
gas emissions, which have altered the climate, have led to a variety of different responses from marine
ecological systems. The CLAW hypothesis has been used to explain the relationships between the Earth’s
climate and the changes in the ocean ecosystems. Below, we describe the CLAW hypothesis and we present
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information about oceanic acidification and how changes in DMS production affect climate change.
The CLAW5 hypothesis was published over 20 years ago and has stimulated a great deal of research
since [181]. The CLAW hypothesis, which derived its name from the initials of the authors surnames [41],
proposes that a climate feedback loop exists between phytoplankton, DMS, cloud condensation nuclei (CCN),
and cloudiness [138]. Fig.(2.6) illustrates the steps of this feedback loop as outlined in the CLAW hypothesis.
DMSP plays a vital role in climate regulation and in the formation of cloud condensation nuclei (CCN) in the
atmosphere [41]. CCN are largely caused by the DMS produced by marine algae; the DMS oxidizes in the
atmosphere to form sulfate aerosols. DMS is a product of DMSP, as shown in Fig. (2.4). The latter is produced
by marine algae as a result of them encountering increased osmoregulatory demands [56]. This production
is affected by the temperature, salinity and the light surrounding the ecosystem. Research has indicated that
the most illuminated, warmest, and most saline environments support the most DMS production. Based on
the CLAW hypothesis, it can be inferred that phytoplankton have the ability to regulate their own population.
This is made possible through the regulation of DMS emissions; this, in turn, leads to increases or decreases
in the solar energy input. Therefore, this process regulates temperature, salinity and light which are the
major determinants of DMS production; hence the feedback loop is formed.
[41], argues that as a result of the emission of DMS into the atmosphere, a homeostatic feedback loop
may exist between the oceanic phytoplankton and the climate. Further observational studies carried out by
[48], [163], indicate a correlation between cloudiness, atmospheric aerosol concentration and phytoplankton.
These findings, however, lack the spatial and temporal coverage that is crucial in order to investigate whether
DMS and CCN coupling is solely relevant for global climate processes. [238] carried out an experiment to
investigate the timescales at which the DMS-CCN coupling operates and whether DMS could alleviate the
effects of global warming. They found that DMS affects global temperatures indirectly through the associated
shoaling of the upper mixed layer, which causes in turn an increase in surface DMS concentrations; this
indicates that a small increase in DMS is negligible in terms of counteracting the effects of global warming.
Ecosystem studies have also been utilized to investigate the ecosystem production of DMS. DMS production
has been strongly promoted as a candidate solution to global warming and climate change, although such a
5R. J. Charlson , J. E. Lovelock , M. O. Andreae , S. G. Warren.
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Figure 2.6: The CLAW Hypothesis – Figure showing the steps involved in the CLAW hypothesis whereby (1)DMS emits fluxes into
the atmosphere which then produce CCN. (2) The process increases the reflective properties of the clouds albedos.(3) Large amounts
of solar radiation are reflected back into space, thus reducing global temperatures and received radiation. Figure from [12].
possibility is subject to further study and research. The role of DMS in plankton physiology is still unclear.
Thus it is difficult to determine how the emission of DMS in relation to phytoplankton may change as
the surface water changes in response to climate change [32]. DMS emission has been associated with the
formation of sulfuric and methanesulfonic acids in the atmosphere [143]. The main cause of such changes
in the atmosphere is the oxidation of DMS. It is also argued that significant numbers of cloud condensation
nuclei (CCN) are formed through the oxidization of DNS. This results in cloudiness in the atmosphere.
Further observation highlights that global climate change has been significantly affected by the increased
production of DMS. [71] observed that increased DMS production is associated with a cooling effect in the
atmosphere. DMS production has also been associated with an offset effect with regard to the greenhouse
warming of the atmosphere. The major observation is that algal production has featured in some major marine
biology experiments as of use in regulating the Earths climate. The 1987 findings from James Lovelock also
emphasized that DMS, which persists in the atmosphere, is converted to sulfur compounds [181]. These
include a variety of aerosols that cause the condensation of water vapor in the atmosphere, leading to the
formation of clouds. As further indicated by [56], clouds serve a major purpose in terms of the regulation of
the climate. They are known to reflect solar radiation back into space thus preventing overheating that may
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affect the earths surface. Therefore, they are important in that they have a cooling effect on the earths surface.
Associating this with DMS, the more the oxidization process occurs, the more clouds are formed.However, a
major contention is whether the oceanic ecosystems have enough algae to produce enough DMS to produce
good cloud cover. This is a major issue that modern researchers are aiming to understand from the perspective
of the CLAW hypothesis. A broader conclusion from marine biology research is that DMS has a major role
to play in providing a stability mechanism which may combat climate change. In fact, in relation to the
concept of DMS emissions, researchers have indicated that releasing sulfur into the atmosphere could be a
more effective antidote to global warming than other efforts targeted at removing carbon dioxide from the
atmosphere [143].
The concept of ocean acidification has also been associated with human interference in the marine envi-
ronment. An increase in the amount of carbon dioxide has been recorded within the ecosystem as a whole,
as a result of increased human activities [143] and this acidifies the ocean. The findings indicate that human
activities, such as the disposal of waste in the sea, have resulted in an increase in carbon dioxide. Statistics
further indicate that the amount of carbon in the atmosphere has indeed increased and this has led to a huge
amount (of carbon) being absorbed into the marine environment. In fact, over one-third of all CO2 emissions
released into the atmosphere as a result of human activity end up being absorbed by the marine environment.
The result is an increase in acidity that affects phytoplankton dynamics [187]. The pH (power of Hydrogen)
is simply a measure of the acidity of a solution and this has been recorded as decreasing (indicating increased
acidity)in the marine environment, resulting from the increased absorption of CO2. This leads to major
negative impacts on the marine ecosystem.
2.5 Human Interaction and the Plankton Cycle
Human interaction with the marine ecosystem has been viewed as having a major impact on plankton
dynamics. Here, we provide information about the human cycle including its effect on fisheries, non-toxic
algal bloom and on toxic bloom formation. We also illustrate that DMS has an effect on global warming
and climate change. Research by [94] has indicated that human activities have been central to pollution, the
introduction of new species and the over-fishing that severely affects the fisheries and the entire life of the
2.5. Human Interaction and the Plankton Cycle 21
sea. The research indicated that acidification has affected the productivity of phytoplankton. [244] added
that, in relation to human activities there have been major changes in the marine ecosystem over the years.
Human activities impacting ecological communities have produced pervasive and accelerating changes
to these ecosystems and remain major sources of uncertainty when predicting the structure and dynamics of
ecological communities [136]. There is increasing recognition of the significance of altered trophic interactions
and energy flows in ecosystems being degraded by human activities [253]. The major observation is that
the human activities within these environments have an impact on the marine ecology. Recent substantial
technological developments have meant that there have been increases in the production of waste, increases in
over-fishing, the introduction of new species and other forms of pollution that affect the coastal ecology. Such
human activities which impact on ecological communities are becoming pervasive. They are accelerating
changes to ecosystems and remain major sources of uncertainty when attempting to predict the structure
and dynamics of ecological communities [136]. The strength of the interactions within plankton networks
and their changed nature in human altered ecosystems remain poorly understood and there is increasing
recognition of the importance of altered trophic interactions and energy flows in ecosystems degraded by
human activities.
One of the many changes in the ecosystems has been eutrophication. This is a pollution that results
from excess nutrient release into the sea. [94] observed that the over use of fertilizers means that the excess
nutrients end up in the sea and lead to excessive phytoplankton growth. Oxygen levels are then depleted,
leading to the death of other species, such as fish. Additionally, a significant loss of biodiversity has been
documented on the sea bed as a result of new species being introduced into an ecosystem. In relation to
eutrophication, the research indicated that huge competition for nutrients affects the growth of phytoplankton
and this leads to the death of other species, further along the food web, that depend on some aspects of this
growth. Eutrophication is used in marine biology to explain the damage induced by human activities within
the coastal environments [143]. The excess nutrients in the coastal streams lead to excessive growth of the
phytoplankton resulting in blooms. The blooms result from the increased decomposition of dead organisms.
The increased rate of death of these organisms is caused by the depleted levels of oxygen supply within the
marine ecosystem. When this depletion reaches a certain level, some large species may also die as a result of
the lack of oxygen in the environment. New species introduced within an ecosystem can threaten the existence
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of phytoplankton within the marine environment, though it can also be said that not all new species survive
within such environments. However, there are some species, introduced into ecosystems, which become
difficult to remove. Research has highlighted wakame undaria pinnatifida, a Japanese seaweed as being one
of the most difficult species to remove from an ecosystem [181]. This seaweed has had major impacts on the
survival of native marine organisms along the coastline it was introduced to.
2.6 Observing and Monitoring Plankton Population
Advanced technologies have been used in the research which attempts to understand the marine ecology.
Different approaches have been used to observe and monitor the plankton population. In the following,
we present information concerning plankton spatial dynamics. We further discuss the remote sensing of
plankton species. An outline of the standard methods for remote sensing is presented; this outline includes
a discussion of the different types of satellite sensing. We study organisms in terms of their spatial dynamics
because the study of non-local interactions is helpful to biologists as such describes biological systems on
scales which are convenient in terms of observation, data collection, and insight [140]. We examine how
the movement, spreading and interaction of plankton can be mapped via remote sensing algorithms [71].
This mapping helps biologists to monitor non-local phenomena. For determining effective management
approaches in relation to plankton dynamics within the ecosystem [196] used the Plankton Survey System
(PSS). This is a system which carries out an analysis of the health and productivity of marine ecosystems. [196]
further observed that the survey system collects spatial and temporal related environmental data from the
ecosystem. This data can be used to understand plankton dynamics with a focus on the spatial interactions
within the ecosystem. An optical plankton counter measures the size and distribution of zooplankton. This
counter involves the use of an LED array and LIDAR photodiode receivers in order to collect adequate data
for the measurements. The algorithms which perform remote sensing are based on the ocean color being
expressed as a function of the inherent optical properties of seawater, such as the absorption coefficient [205].
Phytoplankton and non-chlorophyllous particles are the most easy to detect, while dissolved organisms
are a much more difficult matter. The effect of chlorophyll color on the ocean color is mediated by the
phytoplankton concentration [9].
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(a)
Figure 2.7: Satellite images from ocean color sensors from [21]
2.6.1 Model for the remote sensing of plankton (plankton interactions in a terrestrial
context).
Remote sensing has been used as a technique for synoptically mapping aquatic systems. This technique
uses Climate Data Records that have been made over long periods of time and so the results are driven
by global trends [71]. Spatial and spectral resolution is the newest of the technologies which have been
applied in remote sensing. The monitoring of Algal blooms has been indicated as critical, given that
blooms are indicators and measures of the health of an ecosystem. Novel algorithms for mapping plankton
were introduced way back in the 1970s. The technologies have advanced over the years, leading to major
improvements in the algorithms related to coastal waters – see Fig. 2.7 from [252]. Scientists have successfully
managed to produce novel algorithms for the mapping of plankton of different functional types. Advances in
satellite ocean color technologies have been cited in research studies as critical to such algorithmic research.
The mapping of phytoplankton blooms has been made possible by the provision of a synoptic view of
the ocean [96]. Investigations into the abundance, attributes and distribution of phytoplankton over the
seasons, including the differences in physico-chemical characteristics which become apparent, have been
2.6. Observing and Monitoring Plankton Population 24
successfully conducted using a number of different qualitative and quantitative estimates. [4] stated that
these estimates have been used to understand the growth cycles of phytoplankton across the ecosystem.
In deriving these estimates, [4] observed that plankton samples must be collected from different locations
within the ecosystem. These estimates are made possible by the variations in light backscattering and algal
pigment absorption. The use of ocean color remote sensing provides near-real-time synoptic measurements
which generate both qualitative and quantitative estimates of the global phytoplankton biomass [142]. This
makes it fairly straightforward to collect data cheaply for mass analysis. The presence of Turing patterns, as
described in Appendix A.6, can be verified for the analysis of the reaction chain from the genomic structure
of the plankton. Also, an understanding of the mechanism that generates DMS may facilitate the genetic
engineering of phytoplankton / algae for the production of higher amounts of DMS. Near exascale climate
modeling of atmospheric distribution by SOLAS means that we can do very precise modeling of atmospheric
processes. Results from robot ocean sensors can verify the production rates of DMS from phytoplankton and
the dispersion in the ocean, as measured.
2.6.2 Standard methods in remote sensing
Among the remote sensing technologies are the satellite sensors. Satellites provide a high level of spatial
analysis and this enables the mapping of plankton groups. As indicated in the literature, regional differences
in plankton group composition have led to huge diversity within the ocean ecology. The use of satellite
sensors provides a mechanism whereby phytoplankton groups may be distinguished from each other. The
technique identifies variations in cell structure and pigment complexes in order to categorize the different
phytoplankton groups (see Fig.2.8).
The MERIS satellite is one of the sensor systems; it has been operational, and mapping phytoplankton,
since the year 2000 [142]. The Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) is another remote
sensing device used for imaging phytoplankton groups [252]. The device is used to discern between phy-
toplankton pigments in inland water bodies. Phytoplankton pigments are used in determining the state
of phytoplankton. In marine biology, these pigments are associated with biogeochemical cycles in the
ocean ecosystem. Through the pigments, assessments of the physiological condition of a phytoplankton
can be made. The central thesis is that the phytoplankton pigments are affected by the trophic conditions –
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(a)
Figure 2.8: Satellite sensor images of different phytoplankton assemblages [200]
with photoprotective carotenoids (PPCs) being associated with low productivity waters, and photosynthetic
carotenoids (PSCs) 6 being dominant in high productivity waters [142].
6serve two key roles in plants and algae: they absorb light energy for use in photosynthesis, and they protect chlorophyll from
photodamage (PSCs)
Chapter 3
Plankton Mathematical Modeling
3.1 Introduction
Models of planktonic processes have been of major relevance to oceanographers for many years. They
are especially important for the understanding of the different functions which exist within planktonic
ecosystems. [176] wrote that plankton models have been of relevance in studying the distribution of copepods,
in studying global carbon balances and in understanding chlorophyll layer dynamics. However, the uses
to which different models can be put are dependent on their different formulations. The main purpose of
understanding plankton models is the development of tools for the understanding of biodiversity and global
marine production –which affect climate change. This chapter presents the mathematical plankton modeling
dynamics. Besides the climate models, modeling in marine ecology has also focused on the modeling of
autumn plankton bloom dynamics. But research in that field as well has highlighted the fact that climatic
conditions have been of major influence on the production of plankton bloom. The major observation by [37]
was that the responses from the system following changes in the climate have resulted in disturbances of
the ecosystem. The findings have been further underscored by other publications in this field. [215] focused
on understanding the dynamics of plankton blooms by analyzing the remotely sensed ocean colour. In their
study, these authors highlighted that a general pattern in terms of the oceans colour can be identified as
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being caused by an eastward progression of the FPB1. This was mostly found to be evident in the NSSGoM2
region where data has indicated a change in the spatial pattern of chlorophyll concentrations. In this chapter
we present plankton population dynamics, both the non-spatial interactions and the local interactions are
presented. Detailed information concerning spatial plankton dynamics and the Turing mechanisms found in
a prey predator model has been documented. The chapter also provides data and information on chemical
models relating to plankton dynamics. The last section of the chapter discusses climate change models with
a focus on plankton modeling dynamics.
3.2 Plankton Population Dynamics (Non-spatial Interactions).
This section is concerned with plankton population dynamics. This discussion is based on an understanding
of the non-spatial interactions (or local interactions) that exist within marine ecosystems. Here we investigate,
using a number of different models, the multitrophic interactions which occur in aquatic environments.
Among these models are a simple population model, a three species model and a four species prey predator
model. The Malthus model described in Appendix A.1 has been used in marine biology to explain population
theory dynamics. This model was formulated in the early nineteenth century to predict the problems which
might be caused by the exponential growth of a population in relation to the available resources –an example
would be the exponential growth of bacteria [151]. Population theory made use of a basic logistic equation,
described in Appendix A.2, to explain population dynamics. The model has been used in mathematical
biology to analyse population trends and interactions among species. It has been the main ground for
many scientific biological interpretations, including the understanding of the carrying capacity of the marine
ecosystem. For the last half–century, researchers have been using mathematical models in order to assist
in their studies of marine ecosystems [176]. The complex nature of aquatic environments and the cost
of experiments has driven researchers and pioneers to formulate mathematical equations that are used to
model the various different behaviours which manifest within plankton communities [176]. These models
are generally constructed in order to study a particular group and/or in a particular area to study specific
1Fall Phytoplankton Blooms
2Nova Scotian Shelf (NSS)Gulf of Maine (GoM) region
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phenomena. The different approaches to marine ecosystem modeling include [176]:
1. Models based on the mathematical techniques involved:
• Models based on ordinary differential equations (homogeneous or space discrete).
• Models based on partial differential equations (space-continuous).
2. Models based on the problems that they are applied to:
• Models developed to analyze the vertical or horizontal dynamics of an ecosystem.
• Models developed to analyze the temporal dynamics of a community.
Predator prey models have been developed from those focusing on just one species, to those focusing on
two, three and four species, although there has been little research on the latter kind of model. The modeling
methodology which uses mathematical equations is based on the pioneering work of Lotka and Volterra,
described in Appendix A.3 [236], [194], [88]and [58]. Predator versus prey density graphs have been use
to explain the nature of predator-prey interactions [194]. The research has also indicated that there are
major effects from natural selection that may affect predator-prey interactions. It is concluded in [194] that to
establish stability in predator-prey interactions researchers should focus on the understanding of equilibrium
densities and consider the predator-limiting resource.
The differential approximations in Eq. (3.1) can be written as:
dP
dt
= α(k1P −M),
dM
dt
= β(P −
M
k2
).
(3.1)
The predator-prey interactions given in Eqs. (3.1), are shown here [194]. What is normally highlighted
is the comparison between the prey and the predator densities. This seems, usually, to be understood as
the major determinant of conditions within the ecosystem. The observation is that stability can be achieved
from unstable interactions through the management of predation pressure. The limitation of the predator at
its equilibrium density results in a stable condition. Eqs.(3.1) show that if the predator nullcline lies to the
right of the peak of the prey nullcline, then the system is stable, and if the predator nullcline lies to the left
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of the peak of the prey nullcline, the system will exhibit instability [134]. A recent analysis by [143] proved
that, for λ = 0, the microzooplankton nullcline lies to the left of the peak of the phytoplankton nullcline 3,
and thus the system is unstable in the absence of DMS. In this situation, solutions will oscillate over time
and not reach a stable steady state [168]. It can also be observed that the mathematically-continuous model
explains in detail the interactions close to the equilibrium. However, there is no clear-cut explanation of how
the isoclines are affected by natural selection. The model also lacks adequate explanation of how interactions
can be stabilized.
The simple population model developed by [143] illustrates phytoplankton that produce DMS in small
quantities as a one species model, grazed by microzooplanktons developing the two species model and there-
after, the microzooplanktons are consumed by mesozooplankton. The study [143] was based on an initial
assumption that microzooplankton act as a trophic link between plankton and copepods. The assumption
was made that an increase in the background concentrations of DMS enhances the grazing rates of micro-
zooplanktons. The equations showed that as the value for prey carrying capacity increased, the stability of
the system was compromised via Hopf bifurcation in Appendix A.54, and this process is referred to as the
Paradox of enrichment as established by [194]. The model, as formulated, provides a system which generates
stability by implementing a predominant route for the mortality of small phytoplankton whilst excluding
the grazing of copepods. The sole purpose of the study was to examine the idea that infochemicals can play a
vital role in influencing multi trophic interactions –i.e., those between phytoplankton, microzooplankton, and
copepods–and promoting the formation of phytoplankton blooms. [193] Rosenzweig carried out a study on
the destabilization of exploitation ecosystems over ecological time. Six reasonably accurate models of trophic
exploitation in a two species ecosystem–where exploiters compete by depleting each others resources, were
examined. The study found that the more the nutrients or energy were available, the more the steady state
was destroyed. The study agreed with that of [114], who carried out similar research and established that
a stable ecosystem was destabilized in these circumstances, resulting in the extinction of both the exploiter
and its victim. Earlier models have proved that sufficient enrichment of the prey population will result in
limit cycle oscillations that will rapidly grow, resulting in the amplification of enrichment a circumstance
3See Fig. 4.1 in chapter 4
4The types of bifurcation relevant to this thesis results.
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that became known as the Paradox of Enrichment, as modeled by May (1972) in [158], Gilpin (1975) [88]
and [254] Yodzis (1992), among others. Abram (1996) in [2], carried out a study on the stability of predator
prey models whereby they found that increase in carrying capacity decreased the density dependence felt by
the prey population thus destabilizing this population.
[168] demonstrated that in conditions of persistent phytoplankton bloom there should be a deficiency of
nutrients in the system. Phytoplankton abundance is largely dependent on the bottom-up factors that affect
growth, such as light intensity and the availability of a wide range of macro- and micro-nutrients [127]. In
the mixed layer, phytoplankton receive an adequate amount of light, but they remove nutrients from the
environment, making these unavailable to other cells [164], [127]. This important phenomenon has not been
explored in detail in previous models of this infochemical mediated tritrophic system.
Nutrient-Phytoplankton-Zooplankton (NPZ) models examine the quantities of nutrient and assimilated
nutrient (plant and herbivore biomass) in a system and are a common tool used to model plankton interactions
in the nutrient-limited marine environment [74], [127]. NPZ models have the most important attribute that
they yield to a reliable parameterized analysis which allows for analytical solutions relative to the limited
number of state variables. NPZ models are simpler to initialise and explore than other, more complex models.
While some aspects may render them less realistic, they still allow for a different range of model behaviors
which are sufficient in terms of providing realistic simulations of some ecosystem dynamics [174].
A study carried out by Stone (1990) in [222], investigated phytoplankton-bacteria-protozoa interactions in
order to understand the paradoxical behavior of phytoplankton under stress. The study made use of matrices,
in particular it made use of inverse and loop matrix manipulations in order to derive the community effects
which occur between microbial organisms and phytoplankton. The study found that by including protozoa
and by allowing them to graze on bacteria and recycle nutrients, many aspects of the paradoxical behaviour
of such systems could be resolved. The main reason for this analysis was to develop a comprehensive
framework that would explain the ’lengths’ and ’levels’, within the interaction matrix. Such are evident
because the protozoa induce a number of indirect interactions that are advantageous to phytoplankton. The
protozoa also supply the much needed nutrients to phytoplankton by indirectly alleviating the competitive
pressure of bacteria on phytoplankton.
[189], carried out a mathematical analysis of a nutrient plankton system which had a delay mechanism.
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They introduced a discrete delay to account for the time needed for the phytoplankton to mature–after
which they can release toxins. A system of delay related differential equation describing nutrient-plankton
interactions were used and then different theorems regarding the positivity and boundedness of the solutions
were applied. The study concluded that without discrete time delays the conversion rates from nutrients
to phytoplankton and phytoplankton to zooplankton would be lower and insufficient to reach a threshold
value. This threshold value is such that if it is not met the plankton will become extinct. The introduction of
a discrete time value ensures that as soon as the threshold is achieved, the delayed nutrient plankton system
enters into Hopf bifurcation (see Appendix A.5). Thus, a periodic orbit is created whereby a switching of
stability is created. [95] explored the seasonal plankton dynamics in the Dars Zingst Bodden Chain (DZBC);
this is a body of water on the Baltic Sea coast, in the northeast of Germany. DZBC consists of lagoons
arranged in an east-west direction that stretch over 197km2 and have about a two metre average water
depth [228]. [95] implemented the Lotka-Voltera competition model which portrays the coexistence of algae
and cryptopyhtes. They found that both allelopathy and mixotrophy related substances are vital for the
stabilizing of the environments in the DZBC.
[222] carried out an investigation into a three species prey predator model describing the interactions
between microbial organisms and phytoplankton in the context of a plankton community. The study found
that such interactions are highly stable and that the presence of the microbial organisms provides the phy-
toplankton with added advantages [222]. Stone’s study was recently reviewed by Hardly and Forbes where
they found, using a dynamical systems approach, that there were no limit cycles arising from a Hopf bifur-
cation [92]. The three species model, as developed in Stone’s (1990) was further developed into a five species
model by the use of dynamical systems theory [7]. Most recently, numerous models have been formulated
to determine the nature of prey predator interactions. [245] carried out a study on a Hopf-transcritical bi-
furcation in a toxic phytoplankton-zooplankton model with time delay. By analyzing the equations, [245]
addressed the local stability of the Hopf bifurcation at the coexistence equilibrium. The authors discussed
the issue of global stability via significant illustrations using numerical simulations. From this discussion,
a feasible equilibrium of the model was illustrated. They presented the inner equilibrium and direction
and stability of the Hopf bifurcation, established the norm form for the Hopf-transcritical bifurcation, and
performed a bifurcation analysis using numerical solutions. Their study yielded important results with re-
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spect to dynamical behaviours such as stable periodic solutions and attractive quasi-periodic solutions. The
study illustrated the reasons behind the presence of approximately periodic or quasi periodic motions with
respect to the changes in time of plankton populations. The model developed portrayed interactions between
phytoplankton, bacteria, protozoa, zooplankton, and nutrients. The focus of the study was to determine the
stability of the steady state populations and of the possible self-sustained oscillations. The study found that
if nutrients are allowed to vary it was possible for the degeneration to be counteracted and perhaps for Hopf
bifurcations to occur, instead of a central behaviour [92].
Turing patterns in Appendix A.6 may be developed by using a systematic approach to the design reac-
tion diffusion patterns–by utilizing the fact that the reversible complexities of an activator species forms a
nonreactive immobile complex that reduces the effective diffusion constant of the activator [141]. The study
of chaotic motions was first formulated by a French mathematician in the early 1890; it was based on the
stabilities discovered via solar studies. This study was later picked up by Kalmogorov, Arnold, and Moser
who then formulated the KAM theory (named from their surnames). This theory covered the conditions
resulting in weak chaotic motions in conservatives systems. James Yorke, in the 1970s, carried out a study
of random looking dynamics in deterministic systems, the term Chaos itself was coined in the course of
this study. The study was further enhanced by Feigenbaum where he proved the existence of the situation
whereby a system can be independent of possible routes towards chaos [227]. The four species model de-
veloped in the current study will describe interactions in a plankton closed system between infochemical
producing phytoplankton, microzooplankton and copepods; it has been developed from [143]. The layout
of this chapter is as follows. The first sections of this chapter will concentrate on models of single species,
such as the exponential growth, and the logistic growth models (Verhulst). The second section presents the
different types of bifurcation which will be investigated in this thesis. Section three will describe the two
species model (prey predator) and Holling functional response types. Section four will show the diffusion
equation and its different applications in a variety of fields. Section five presents diffusion equations and their
application via some famous equations. Section six introduces the meaning of Turing instability. Finally, in
section seven, we provide a brief overview of the thesis as a whole.
The models discussed in the current section are important in exploring the spatial movements and
interactions among phytoplankton and zooplankton species. As explained by [142], the introduction of
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reaction-diffusion equations is critical for the understanding of the non-spatial interactions. The use of the
spatial models helps in exploring the spatial movements of planktonic systems. It is from this that the
sustainability of biodiversity can be explained.
3.3 Spatial Plankton Dynamics and Turing Mechanisms in Prey Predator
Models.
This section provides an intensive investigation into spatiotemporal dynamics. It discusses prey predator
models with a focus on a phytoplanktontoxic phytoplankton zooplankton model and the reaction-diffusion
processes in predator prey models. This focus is based on the argument that there is a need for models which
advance the understanding of predator prey interaction in marine ecosystems. The non-linear evolution
equations or reaction diffusion equations presented in Eq. (A.6.30) and their linear stability analysis will
be discussed in detail in Appendix A.6. Chemicals can react and diffuse under certain conditions in order
to produce steady state heterogeneous spatial patterns of chemical or morphogen concentrations, as Turing
suggested [49],
∂U
∂t
= f (U) + D∇2U, (3.2)
In Eq’s A.6.30, U is the vector of morphogen concentration, f represent the reaction kinetic, while D is
the diagonal matrix of positive constant diffusion coefficients [121]. Reaction diffusion systems are perhaps
the easiest to study mathematically of the many experimental systems considered [15]. Reaction diffusion
systems are a broad and important class of non-equilibrium systems which are present in biology, chemistry
ecology, and engineering. Turing instability analysis examines analytically, see Appendix A.6, the linear
stability of the simplest possible reaction-diffusion system. The analysis leads to several insights into what
forms a uniform state, some are unexpected [49].
• One insight is that at least two interacting chemicals are needed to form a pattern.
• Diffusion can be a destabilizing influence in reacting chemical systems.
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• The instability caused by diffusion can cause the growth of structures at particular wave lengths, such
as the segmentation patterns in the developing fly embryo or the zebras stripes or spatial population
density. The latter is the main effect studied.
• Pattern formation in a chemical system will not occur unless the diffusion coefficient of at least two
reagents differ substantially.
Prey predator relationships are hugely affected by chemical signals and cues released by both prey and
predators which result in changes in their of behavior and morphology which are crucial for their survival and
well-being [247]. Plankton in food webs are considered as the dominating factors in the understanding of the
ecology of marine environments. Phytoplankton, microzooplankton and copepods interact with each other
via infochemicals in a prey and predator relationship. as illustrated in Fig 3.2. r, depicts the rate of growth
of prey in the absence of predators; the predators capture prey at the rate, g, where the rate of consumption
is denoted by γ. The predators will be affected and eventually die with lack of prey at a rate of m. The Lotka
and Volterra model has been proven unrealistic by many researchers [121], [134], since the introduction of a
small perturbation will shift the trajectory into a state that it is completely different from the original one. The
model is also shifted to instability with the introduction of a small perturbation in favor of either the prey or
predator. [18] carried out a study to investigate the interaction between phytoplankton, toxic phytoplankton
and zooplankton. They formulated a mathematical model using a Monod Haldane5 response function as
described in Appendix A.4–to model the grazing of toxic phytoplankton by a zooplankton population that
takes care of the fact that the consumption rate of the toxic population decreases with increases in its biomass.
This shows that the presence of toxic phytoplankton induces a reaction in the zooplankton. Its presence
reduces consumption up to the point where the microzooplankton starve. However, the mechanism will not
drive the zooplankton population to extinction due to, the presence of spatial movements in the planktonic
system. Further investigation of the multitrophic interactions in aquatic environments were undertaken
by [142] using a 1D spatial reaction diffusion system to simulate a three species prey predator model and
comparing the cases where copepods forage randomly to the cases where they adjust their positions to follow
5Holling functional response.
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distributions of infochemicals that are produced by grazing. [168] investigated the role of nutrient limitation
and infochemicals in a plankton food web model. They created a full four species model that employed the
use of a NPMZ model for which the parameters were non-negative and constant in time. This was in order
to investigate the top down role of infochemical-mediated predation and the bottom up effects of nutrient
limitation. They found that the chemicals released due to microzooplankton grazing on phytoplankton elicit
a behavioral foraging response in carnivorous copepods, thus increasing their efficiency in their search for
suitable prey. In explaining the Turing mechanism [14] focused on explaining the Turing instabilities and
spatio–temporal chaos within the marine ecosystem. These phenomena are also explained by [177] who
highlighted the role of spatial diffusion as in Eq.(3.3).
∂u
∂t
=
∂2u
∂x2
+ u(1 − u) −
uv
u + h
,
∂v
∂t
=
∂2v
∂x2
+ k
uv
u + h
−mv.
(3.3)
The system in Eq. 3.3,first, has a reaction term which describes the prey growth by using the logistic
equation, which is a common realistic model in a resource limited environment, with an intrinsic growth rate
of r = 1 and a carrying capacity of k = 1. The second term is a Holling type-II functional response here-–e.g
Appendix A.4. The spatial diffusion implemented in Eq. 3.3 explains that sufficiently low nutrient levels
results in a collapse of the zooplankton population, and that this leads to the phytoplankton population
reaching its carrying capacity. Solving the spatiotemporal dynamics requires the use of the explicit method
of [23] finite difference and requires the setting of the perturbed initial distribution of the species, in order to
obtain non-trivial spatiotemporal dynamics. The initial condition could have the following form:
u(x, 0) = u, (3.4)
v(x, 0) = v + εx + δ, (3.5)
In Eq’s 3.5, ε and δ are constant values [151]. This type of system depends significantly on the values of ε and
δ. In cases where ε is small and δ is positive, the initial conditions gradually will vary in time and the local
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temporal behavior of the dynamical variables u and v will be strictly periodical following the limit cycle of
the non-spatial system [120], as is shown in figure 3.1.
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Figure 3.1: Matlab has been used to solve the spatial distribution of the prey-predator model with initial distribution as per 3.5 and
no flux Neumann boundary conditions [151], [120]
A two species diffusion reaction system has been considered to be too simple to produce anything more
complicated than regular patterns with regular dynamics and this conclusion leads us to the work in the
following section [151].
The authors in [120] and [151] used a modified spatiotemporal ecological system to study the stability of
coexisting homogeneous interactions among prey and predator populations. In this study, an investigation
of a modified PDE system was conducted to examine Turing and non-Turing patterns. It was discovered
from this study that there is no observable convergence of prey or predator population in any stationary
state. The results further indicated that spatiotemporal chaos is exhibited by prey and predator populations
as a result of a Turing–Hopf domain. The study by [14] concluded that to understand such spatio–temporal
chaos, it is important to evaluate the Turing-Hopf bifurcation domain. The author [14] provided adequate
information relating to how future researchers can integrate the relevant parameters for measuring the spatial
plankton dynamics in prey predator relations. When presenting literature related to spatial dynamics and
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prey predator models the work of [80] should also be introduced into the discussion. The authors in [120]
and [151] were of the view that linear cross-diffusion explains the destabilization of the constant state in the
marine ecosystem. In that study, they integrated chemical reaction modeling into their system in order to
explain the Turing pattern formation mechanism. These authors performed an analysis of Turing patterns in
order to evaluate the influence that these patterns have on the occurrence of sub-critical bifurcations. From
the study, it could be seen that cross-diffusion coefficients influence the existence of multistable stationary
solutions. The study is of huge relevance in marine biology having concluded that the reaction-diffusion
Schnakenberg model should be investigated further in order to understand spatial plankton dynamics.
Future researchers may use this model to explain prey predator relations.
However, a different dimension is presented by [14] who indicated that the three species spatial model is
the main equation that elucidates and explains spatial plankton dynamics and Turing mechanisms. In their
study, [14] described how they used Hollings type III functional responses to construct the model. In this
study, the authors found out that there is the possibility of stable oscillations forming following the coexistence
of the three interacting species. However, it was also indicated that the species may be destroyed through
damped oscillations. The conclusion from this study was that understanding the cross-diffusion6 of the top
predator is important in terms of understanding the spatial plankton dynamics. The authors emphasized
that the three species model is very relevant for analyzing habitat segregation within ecosystems.
Advancing the Turing mechanism discussion, [14] and [17] focus on explaining the Turing instabilities
and spatio temporal chaos within the marine ecosystem. [17] used a modified spatiotemporal ecological
system to study the stability of a coexisting equilibrium point. In this study, an investigation of a modified
PDE system was conducted in order to investigate Turing and non-Turing patterns. It was discovered from
this study that there is no observable convergence of prey or predator populations in any stationary state.
The results further indicated that spatiotemporal chaos has been exhibited by prey and predator populations
as a result of Turing-Hopf domains. Thus, the study concluded that to understand spatiotemporal chaos, it is
important to evaluate the Turing-Hopf bifurcation domain 7. The study provides useful information relating
to how future researchers can work with the relevant parameters in order to measure the spatial plankton
6A nonlinear diffusion which links multiple diffusing communities and which add to the standard Laplacian terms.
7All related details in chapter 5.
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dynamics of prey predator relations.
The discussion concerning the prey predator model was also continued in the study by [180] who
focused on intratrophic predation. In this study, the researchers consider a terrestrial ecosystem as the
main foundation for an explanation of spatial plankton dynamics. [180] argued that in such an ecosystem,
flora and fauna can be considered as the two main species in play. Their argument was that modelling
the relations between these species requires the use of a predator–prey system. The research indicated that
the inclusion of a predator–prey model for modelling intratrophic predation results in intuitively plausible
features. These features are important for understanding the predation since they affect the position and
stability of the equilibria within the ecosystem.
Advancing to another discussion of prey predator models, [96] studied mixotrophy as the phenomenon
used to explain the effects of low light–or nutrient–limitation within aquatic ecosystems. This study argued
that different types of mixotrophy have been used in developing the predator–prey model and explaining
the productivity of plankton blooms. The researchers demonstrated that significant effects on a system’s
equilibrium structure is felt when small levels of type III mixotrophy are introduced. The final results of
the study indicated that the productivity of phytoplankton–zooplankton systems increase in the presence
of different types of mixotrophy. This is a study which has been applied in marine biology research to
understand the production of phytoplankton–zooplankton systems and how these relate to the other spatial
plankton dynamics.
From another direction, [71] used a set of simple differential equations to model autumn phytoplankton
bloom. This study was carried out in temperate oceans through an advanced mechanism. The researchers,
in their model, made the upper mixed layer deeper, in order to trigger blooms, and provided increased
sunlight to enhance the phytoplankton growth rate. The authors further argued that rapid deepening
affects the production of blooms, given that it deteriorates the phytoplankton growth. In this study, it was
observed that there is a need for alternative grazing and deepening regimes in order to avoid the extinction
of phytoplankton.
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3.4 Chemical Models.
Chemical models have been used for the understanding of plankton dynamics. Issues concerning plankton
populations are raised in many scholarly works on marine biology. In this section, we demonstrate a variety
of chemical models for use in relation to plankton dynamics. The works of [143] have been reviewed in this
section to highlight the model equations used in the chemical modeling of plankton dynamics.
dP
dt
= rP
(
1 −
P
K
)
−
aPM
1 + bP
,
dM
dt
=
γaPM
1 + bP
−mM − λ
aPM2
1 + bP
,
(3.6)
In Eq’s 3.6, P and M are the densities of the phytoplankton and microzooplankton in the closed homogeneous
system, respectively. It is assumed that phytoplankton grows logistically with intrinsic rate of growth, r,
and carrying capacity K, where the carrying capacity corresponds to nutrient limitation and self-shading.
The microzooplankton graze on the phytoplankton according to a Holling type II functional response,
as described in in Appendix A.4; the rate of grazing saturates at high densities of phytoplankton. The
conversion of phytoplankton biomass to microzooplankton biomass is performed with efficiency, γ. The
parameter m corresponds to the total microzooplankton mortality that would occur in the absence of DMS;
microzooplankton mortality is assumed to be mainly caused by copepods, but this term also accounts for a
background mortality due to processes such as sinking and additional predation by other zooplankton or by
species at higher trophic levels. The parameter λ corresponds to an increase in the background concentration
of DMS which would allow copepods to improve the efficiency of their search through chemodetection. In
the subsequent analysis we consider λ as an exploratory parameter that we vary in order to consider different
scenarios in relation to the possible effects of DMS. The analysis and further developed model of Eq.(3.6) are
in Chapter 4 and Chapter 5 respectively. [143] presents a multitrophic plankton model which describes the
plankton interactions across three trophic levels. These levels are represented by grazing microzooplankton,
phytoplankton, and predatory mesozooplankton. In this model, the complexity of these interactions is
explained. The authors show that in relation to stabilizing the system dynamics, the inclusion of grazing-
induced DMS production increases mesozooplankton predation. The grazing rate of microzooplankton is
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also increased, demonstrating that a potential lead in the formation of phytoplankton bloom. Through
the works of [143], an understanding of the role of DMS beyond it being a cooling gas can be developed.
The multitrophic plankton model emphasizes the role that DMS plays in the ecology of marine food webs.
This is further reviewed by [144] who affirmed that the multitrophic plankton model is critical to the further
understanding of the effects and feedbacks of host interactions within the marine ecosystem. In the discussion
by [143], infochemicals are underscored as being critical in stabilizing the marine food web. The role of DMS
in trophic interactions is emphasized by the author in their efforts to elucidate the interactions among the
phytoplankton and zooplankton populations Fig. (3.2) illustrated the interactions between phytoplankton,
microzooplankton, and copepods via Eqs. (3.6). The findings from [143] indicate that in relation to stabilizing
the phytoplankton population, the release of grazing-induced infochemicals is critical to the formation of
phytoplankton blooms. The explanation is that the impact of a loophole in the microzooplankton grazing
mechanism is the formation of these blooms. Therefore, from these studies, we can develop an understanding
of the role of infochemicals in the dynamics of marine systems.
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Figure 3.2: Prey predator Interactions: Interactions between phytoplankton, microzooplankton, and copepods in a prey predator
relationship.
In furthering the discussion on plankton population dynamics, [142] underscored the need to understand
the phytoplankton competition model presented in Eqs. (3.7); these are based on the role of infochemical
mediated zooplankton grazing.
dP1
dt
= r1P1
(
1 −
P1 + α12P2
K1
)
−
g1P1M
k + P1 + P2
dP2
dt
= r2P2
(
1 −
P2 + α21P1
K2
)
−
g2P2M
k + P1 + P2
dP3
dt
=
(γ1 − λ)g1P1M + γ2g2P2M
k + P1 + P2
−mM.
(3.7)
In Eq’s 3.7, P1,P2 and P3 and all other parameter values are nonnegative and constant in time. From these
author perspectives, the competition for light and nutrients is enabled through a vertically heterogeneous
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environment, and this support the survival of the plankton population. The authors explain in detail that the
investigation of infochemical mediated zooplankton grazing plays a critical role in the understanding of the
phytoplankton competition model. [142] were of the view that the interactions in food webs is enabled through
the release of infochemicals among the marine phytoplankton. This process influences the feeding behaviour
of the phytoplankton. The selectivity of zooplanktonic predators is also influenced by the infochemical
mediated zooplankton grazing [63]. In the context of this discussion, [142] observed that infochemicals play
a role as toxic grazing deterrents, thereby supporting the phytoplanktons competition amongst themselves.
It is further discussed that the predators also benefit from the process given that these infochemicals
may also play a critical role as grazing cues. The authors introduced a standard 3-species phytoplankton
competition model to explain the infochemical dynamics. Through this model, the study found that the
grazing susceptibility of the producer is increased as a result of infochemical release. But this also provides a
refuge for phytoplankton given that carnivorous copepods are attracted by the infochemicals, leading to the
consumption of microzooplankton grazers. This is what [142] refers to as the multi-trophic interaction.
Via a different study, by [237], it is possible to achieve a better understanding of the impacts of climate on
the ecosystem. That study made use of a dynamic model of oceanic sulphur (DMOS) in order to understand
the Dimethylsulphide (DMS) summer paradox. In this study, it was observed that in the Sargasso Sea, the
DMS paradox has challenged marine ecologists in terms of explaining the changes in plankton dynamics. A
one-dimensional model of DMSP/DMS dynamics (DMOS) was used to explain the concentrations of DMS
and the changes in the phytoplankton biomass. In this study, it was explained that there is a major mismatch
between the DMS production and the phytoplankton population. This is particularly so during the summer
season. The study results indicated that during summer, ultraviolet radiation (UVR) inhibit bacterial DMS
consumption, resulting in an effect on phytoplankton production. The study indicated that UVR-induced
oxidative stress can be highlighted as a major cause of the changing dynamics in phytoplankton production.
And other researchers have supported [142] by highlighting the idea that infochemicals play a critical role
in the dynamics of marine food webs. [63] noted from their study that the formation of phytoplankton bloom
is a result of the utilization of infochemicals to stabilize the system. From their findings, it can be stated that
infochemical mediated zooplankton grazing plays a critical role in stabilizing the phytoplankton. Therefore
much can be sought from these authors which furthers discussion about plankton population dynamics,
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especially in terms of the different chemical models.
It is further discussed by [176] that dynamics in biological and chemical systems need to be understood
in order to explore the issue of chemical modeling, and so further understand plankton dynamics. This
study gathered some significant data in order to review the plankton dynamical system. In this study,
biological science is the main discipline, and the emphasis is on the formation of irregular spatial patterns
within the marine ecosystem. The authors argue that there is a need to quantify the spatial aspect in terms of
the correlation length. [176] further discussed how an understanding of system stability has been achieved
using the reaction diffusion model of population dynamics, see details in Appendix A.6. The research
findings indicated that analytical formula for an intrinsic length needs to be considered when analyzing
the correlation of the system parameters. This article is of huge relevance in biological science given that it
presents relevant information on the formation of irregular spatial patterns that supports the understanding
of plankton modeling dynamics. Other research has further highlighted the relevance of results from chemical
modelling in relation to biological science. [176] clearly illustrated the spatio–temporal variability mechanisms
that explain the dynamics of natural plankton populations. In this study, the researchers explained the
biological processes that govern the chemical dynamics of plankton. It was found that the use of conceptual
minimal models in biological science to understand pattern formation has made the study of patchiness and
phytoplankton blooms easier. These models have been based on reaction –diffusion equations, see details
in Appendix A.6, and these equations explain the interaction and transport of plankton in the ecosystem.
Indeed, further review has indicated that patterns in spatio–temporal plankton populations can best be
modelled using these equations. Therefore, this article is very well suited to advancing our understanding of
the relationship between chemical modelling and the plankton population. The purpose of the above models
is to further elucidate infochemical–mediatedplankton interactions and their role in phytoplankton bloom
formation. These models aimed to provide details of predator–prey interactions, via the exploration of the
dynamics of the models across the full range of the few parameters of interest.
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3.5 Climate Change and Human Interaction in Relation to Marine Ecol-
ogy Models
We begin by reviewing the appropriate academic literature concerning the understanding and managing
of human threats to the coastal marine environment. [207] conducted a study on marine ecosystems and
observed that there has been a slight reduction in the production of marine species following the changes in
climatic conditions. The difference in climate has created regional differences in the composition of marine
species. [207] were of the view that the dynamics of the phytoplankton group have been affected. As noted
in the study, climatic changes have resulted in reduced ice cover and increased water temperature. This
has resulted in algal abundance and productivity along the tropical coasts thus influencing the survival of
plankton in that region. In marine biology, to better understand the effects of climate changes on ecosystems,
various climate models have been advanced. A study by [251] contains an example of the models used in
understanding this topic. [251] used species distribution modeling to predict the impact of climate on marine
ecosystems. In their study, the authors revealed that natural and human-managed ecosystems have been
severely affected by the changing climate. It was revealed that the species distributions can be explained
using biogeographic modeling. This is the modeling that focuses on the distribution of species in terms
of the different climates along the coast lines. The research revealed that a number of different species
have established new regions as new habitats have emerged as a result of the environmental alterations. [64]
further noted that physiological ecologists and biogeographic modelers have predicted that changes in habitat
among different marine species will continue to occur due to the continuing changes in the climate. A further
discussion of the spatial patterns of plankton blooms can be found in a study by [79] who analyzed the mean
chlorophyll concentrations in marine ecosystem. The study modeled these concentrations in relation to the
changes in sea surface salinity (SSS). The major findings were that a change in sea surface salinity (SSS) has
resulted in the continuing changes in the ocean color. The authors correlated the sea surface salinity (SSS) with
the changes in sea surface temperature, and argued that the salinity changes affect the survival of plankton
blooms. [190] used a process-oriented numerical model to highlight that the production of plankton blooms
is influenced by the changes in climatic conditions. The results from the model indicated that bloom timing
and magnitude is mainly influenced by salinity. They also found that continued surface heating influences
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the variability of blooms. Other results showed that the magnitude of blooms has also been affected by the
nutrient level changes; these have led to changes in bloom timing and production. The conclusion from these
studies was that the marine ecosystems were experiencing phytoplankton phenological shifts as a result of
climate changes. The changes in phytoplankton biomass production have also been emphasised by [79] who
used a dynamic model to explain the effects of climate changes on DMS production and thus their effects
on the production of phytoplankton. In this study, a new sulfur cycle model was proposed as one which is
better for use in understanding these dynamics. It was observed that bacteria have a major role to play in
DMS production and consumption. The authors discussed that because of the susceptibility of bacteria to
solar-radiation inhibition, the phytoplankton are exposed to solar-radiation-induced stress. This is a similar
argument to that which [237] put forward in relation to the Sargasso Sea study. The study emphasized
that changes in climate affect how DMSP is dissolved by phytoplankton. Therefore, the study concluded
that for understanding phytoplankton compositions in the ecosystem, it is important to analyze the DMS
and reproduction simulations with a focus on how they are affected by changing climate. These studies are
critical in explaining the DMS summer paradox and furthering our understanding of the effects of climate
changes in relation to marine ecologies. Research in marine ecology has furthered discussion concerning
other human factors that could threaten marine ecology besides climatic changes [190]. Models and analysis
have been used to explain human impacts on plankton dynamics. Multivariate auto regressive models are
among the models that are being used to develop an understanding of biotic interactions within natural
multitrophic communities [124]. The models explain the effect of invasions of non-native species. Among
the noted human impacts include atmosphere modification and the degradation of marine habitats through
the introduction of non-native species.
In relation to understanding the impacts of climate on the marine ecosystem [104] further highlighted
the importance of interactions between trophic components. However, it is rare to find studies concerning
integrative end-to-end ecosystems. Therefore, there is an under representation of the role that zooplankton
communities play within ecosystems. The link between phytoplankton and fish communities is not well
understood. However, [171] observed that some fisheries models, including the stock-recruitment (S/R)
relationship, have been important in understanding these relationships and managing the fisheries. The
established nature of this relationship is an indication of how important it is for understanding the level at
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which human fishing should be controlled in order to manage the fish population. It is also emphasised in the
study that the human interactions which involve the commercial harvesting of fish affect the fish populations.
Using the ecosystem-based management model, [104] explained that the full array of interactions should
be established in order to consider the management of even single fisheries species. Supporting these
findings, [171] also used the food web model for the Baltic sea in order to engage with multispecies virtual
population analysis (MSVPA) in order to evaluate the vulnerability to predation of specific species. The
conclusion from this study was that there is a need for effective management of fishing since it is the chief
source of mortality within fisheries. As reviewed by [46], human activities threaten coastal marine habitats.
However, the challenge has been the quantification of these threats in terms of the damage which will be
caused to the ecosystem. It is not adequately understood that there are different ecosystem-level impacts
that need to be managed to avoid the extinction of marine species. [79] conducted a threat analysis to better
evaluate the most appropriate conservation targets for marine ecologists. The main objective was to highlight
the vulnerabilities of different species which have resulted from the changes that have come about. The study
also utilised spatial analysis in order to help make predictions about these threats. In this study, the major
findings were that human factors can be considered as causing multiple-stressor effects on the ecosystem.
This results in different responses by the species. The study concluded that there is a need for ecosystem-
based management (EBM) to conserve the ecosystem. These findings are also supported by other studies, for
instance by [190] who found that comprehensive spatial management is best suited to address the impacts of
human activities on the ecosystem. The main objective here is to establish regulatory mechanisms for human
activities and create awareness of ecological changes that may be caused by human activities. Presenting
an ecosystem model of food web and fisheries interactions [104] conducted a study of the Baltic Sea. The
researchers argued that there is an array of species interactions that affect the fisheries populations there. In
the study, the researchers used Ecopath with Ecosim software to create the Baltic Sea model. The study found
that the structuring forces of the trophic relationships of the Baltic Sea included fishing, which is highlighted
as causing mortality in cod and herring. The researchers developed different hypotheses to explain the
relationships within the Baltic Sea food web. This study was effective in helping to develop community
responses that would be proficient in managing human actions that affect species interactions within the
fisheries populations. The oceans biogeochemistry is mainly determined by the ecosystem processes, and
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among these can be included climatic changes [186]. The research by [155] indicated that there are models
of the oceans as a whole that highlight these processes and link geochemical tracers to ocean physics. IPCC8
reports indicate that there are ecosystems that are resilient to warming, and other research studies by [241]
indicate that climatic variability is inevitable within the ecosystem. However, the argument is that climatic
changes have major impacts on the behavior of decadal-scale oscillations within the ecosystem. [155] further
observed that the ecological changes are dependent on the oceanic uptake of CO2, and that this affects
the climatic conditions including the temperature of the ecosystem. Therefore, the IPCC report also draws
the conclusion that to manage the marine ecosystem, it is critical to understand the different environmental
factors that affect the ecosystem. [186] utilised the Dynamic Green Ocean Model (DGOM) to better explore the
factors that control the marine ecosystem. The study found out that different plankton functional types affect
the biogeochemical process of the ocean. This in turn affects the growth and mortality of these functional
types.
In another study by [182] the purpose was to quantify the effect of environmental variability on fish
recruitment. The study used recent findings from authors to discuss the recruitment issue. In this study,
linear growth models were used to analyze these effects. The findings indicated that the probability of fish
recruitment increases with an increase in environmental variance. The variance is also responsible for the
differences in growth rates of the recruited fish thus affecting the overall population growth. Other research
studies, including [96], have discussed fisheries models with a focus on Mixotrophy9.How plankton blooms
affects the hatching of fish larvae, and recruitment has also been discussed in other studies by [123]. In this
study, prey population dynamics are described using models of fish recruitment. The researchers model
which describes the growth of haddock larvae is explained. The study found that there is a non-trivial
interaction between the planktonic populations and the larval populations. The findings indicated that in
order to influence the date of phytoplankton bloom, fish spawning can be used as a reproductive strategy.
8the Intergovernmental Panel on Climate Change is a scientific and intergovernmental body which operates under the auspices of
the United Nations.
9Heterotrophy and photosynthesis by a single species [96].
Chapter 4
Bloom Formation and the Hydra Effect in
the non-Spatial Infochemical-Mediated
Plankton Model
4.1 Introduction
In this chapter, we consider a simple food-chain model that was first studied in [143]. This model included the
key interactions between the small phytoplankton, and the microzooplankton and copepods foraging under
the influence of grazing-induced infochemicals. An example of such an infochemical is Dimethylsulphide
(DMS) which is derived from the algal secondary metabolite dimethylsulphoniopropionate (DMSP) and
is a climate-relevant trace gas [35]. Small DMS-producing phytoplankton (P), which may grow in great
abundance [159], form the first trophic level of the model. Phytoplankton1 are grazed by microzooplankton
(M, the second trophic level), which are in turn consumed by mesozooplankton such as copepods (copepods
population is represented byν). Microzooplankton grazers play an important role in this plankton model
because DMS production will accelerate following microzooplankton grazing and this trace gas may act as
1Emiliania huxleyi represent the first trophic level
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an infochemical cue, assisting copepods to locate prey-rich patches. This is termed ’trophic upgrading’, [26]
and [226]. One of the key assumptions of this model is that microzooplankton provide the only trophic link
between phytoplankton and copepods. Microzooplankton grazing is generally accepted as being the main
predatory pressure on planktonic primary production, consuming 60-70% [35], whereas mesozooplankton,
and in particular copepods, consume in general 10 - 40% of microzooplankton [33]. The sum of all interactions
between single predators and single potential prey animals can be considered predation in an ecosystem.
Interaction can result in success or failure for the predator, corresponding to death or escape for the prey
Chemically-mediated interactions have a strong effect on the structure, functioning and population dy-
namics of an ecosystem [107], [145]. Studies initially focussed on the possible role of dimethylsulphide (DMS)
before examinations of other infochemicals and their effects on foraging took place [25] and [183]. Infochem-
icals have been shown to elicit a behavioural foraging response in the copepod Temora longicornis [183]
suggesting that copepods may use infochemicals when searching for prey. According to [258], infochemicals
are rapidly released when microzooplankton graze on phytoplankton. In the above plankton model, grazing
by microzooplankton induces the release of infochemicals that promote interactions between the species
due to the fact that copepods can detect DMS and modify their trophic behaviour in response to it [218].
It is known that microzooplankton are prey items for mesozooplankton [117]and [118]. Mesozooplankton,
especially copepods, which benefit from the general increase in food concentrations during blooms, will
also increase predation pressure on microzooplankton in these circumstances [116]. The ability of cope-
pods to react to infochemicals suggests that, in principle, the grazing-induced release of infochemicals can
promote multi-trophic interactions between phytoplankton, microzooplankton and copepods by providing
an infochemical cue for foraging copepods. In addition, there are some models of grazing wherein marine
tritrophic-induced toxin chemicals are released that attract the natural enemies of herbivores [191], [234]
and [26].
Following [143] we investigate the complexity and stability of a two species plankton model. The
dynamic interactions between these biological communities involve the production of infochemicals. This
leads to the relief of grazing pressure on the phytoplankton, and this in turn can lead to a stabilizing of
the food-web species, allowing the phytoplankton to reach an equilibrium density in the formation of a
phytoplankton bloom [218], [143] and [25]. [142] highlighted that there are a number of different chemicals,
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including the allelochemicals and kairomones that play critical roles in conveying information relating to
food–web interactions. The argument of that research was that chemical communications affect predator
relations. Individual species exploit these communications in order to find or avoid prey. [143] also wrote
that the community structure, including the population dynamics of the different species, is affected by
these chemically mediated interactions. This is also argued by [11] who noted that in the marine food–web,
the foraging behaviours of some species are affected by infochemicals. These can affect the selectivity
of zooplanktonic predators. [97] has also indicated that, with competition being on the high side in the
nutrient-dilute marine environment, chemical communications enable species to select alternative prey. This
behaviour facilitates the grazing of phytoplankton species. Based on the two species plankton model, [20]
argued that the infochemicals are critical for Microzooplankton (M) grazing. They communicate about the
availability of the infochemical producing phytoplankton, thus enabling grazing.
The mathematical behaviour of the plankton model is obtained by carrying out a phase plane analysis
and a bifurcation analysis, both relating to two control parameters. This is a standard technique used for
determining the behaviour of an ecological system and has been employed by many authors [134], [86]. The
main aim of this chapter is to provide a mathematical explanation of the numerical results shown in [143];
these results were obtained by considering only one control parameter, ν. Here, we aim to explore the set
of model parameter values and to study and analyse the stability and bifurcation of the model by changing
three control parameters: K, the phytoplankton carrying capacity, ν; the infochemical release; and r, the
growth rate. We focus our efforts on how to change the main phytoplankton parameters in order to gain
more insight into the general bifurcation of the system and the systems stability.
4.2 Mathematical model
Here we analyze the qualitative behaviour of a model of the interaction between the 3-trophic levels of
plankton: phytoplankton, P; grazing microzooplankton, M; and predatory mesozooplankton (copepods).
The following model was first studied in [143].
dP
dt
= rP
(
1 −
P
K
)
−
aPM
1 + bP
(4.1)
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dM
dt
=
γaPM
1 + bP
−mM −
νaPM2
1 + bP
. (4.2)
In Eq. (4.1), the prey (i.e., the phytoplankton) growth is modeled using a logistic model – utilising an
intrinsic growth rate of r and a carrying capacity of K – wherein the carrying capacity is assumed to correspond
to nutrient limitation and self-shading [143]. The second term is a Holling type-II functional response [112],
used to describe the effects of the predatory microzooplankton on the prey. The Holling type-II functional
response is a hyperbolic function and represents the fact that predation saturates at high prey densities
because of the time it takes to handle the prey. In Eq. (4.2), the first term on the RHS represents the predatory
growth rate described by the Holling type-II function whereby phytoplankton biomass is converted with an
efficiency of γ. Next is the first microzooplankton mortality term, which is assumed to be in effect in the
absence of the infochemicals: i.e., the mortality resulting from predation via non-infochemical cues or from
natural death, etc. Although a term directly related to copepods is not included in the model, the effects of
copepod predation are accounted for by the third term in Eq. (4.2), which has an exploratory parameter, ν,
that represents the effects of info-chemical mediated predation by copepods on microzooplankton.
4.2.1 An analysis of the location of the equilibrium
Linearisation about the equilibrium points determines the type of singularity present and the stability of
the steady states. The first steady state is the trivial (biologically irrelevant) case at point (0, 0) and the
second equilibrium (one that is biologically relevant) is at (K, 0), where K is the carrying capacity of the
phytoplankton. The other biologically relevant equilibria are co-existent states given by a cubic; all these
steady states are obtained by setting the LHSs of Eqs. (4.1) and (4.2) to zero:
F(Pe) = rbνP3e + (−νrKb + rν)P
2
e + (γaK −mbK − νrK)Pe −mK = 0, (4.3)
and M is given by:
M(Pe) =
−r(P2e b − PeK + Pe − K)
aK
, (4.4)
where, Pe and Me are the biologically relevant equilibria (the co-existence points). Note that 4.3 is a
cubic polynomial, and all its roots can be found using Cardan’s method [197]. Cardan’s method depends on
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finding the reduced cubic polynomial, yN, and another polynomial h. Since the relationship between yN and
h will help us to determine the nature of the roots of the original cubic and N, the number of inflections, we
can consider yN as the local maximum of the polynomial and h as a local minimum.
To define yN, we follow the same steps as in [197]. To find the roots of the first species polynomial in 4.3
we obtain:
yN =
1
27
ν(Kb − 1)2)r
b2
+
1
9
(−νrKb + rν)(Kb − 1)2
b2
+
1
3
(γaK −mbK − νrK)(Kb − 1)
b
−mK,
and to find h, start by substituting Z = − (−νrKb+rν)3(νrb) in yN so that
h =
2
27
νrb
(
(−νrKb + rν)2 − 3νrb(γaK −mbK − νrK)
ν2r2b2
) 3
2
. (4.5)
To specify the number and the types of the roots of the cubic polynomial in the system for the two species
Eqs. (4.1) and (4.2), we can rely on the relation between yN and h – this was the main idea introduced by [78].
The following analysis shows the type of each root of Eqs. (4.2) and (4.1).
• If y2N > h
2 the system will have one real root.
α = xN +
√
1
2a
(−yN +
√
y2N − h
2) +
√
1
2a
(−yN −
√
y2N − h
2). (4.6)
The remaining two complex roots are given by:
β, γ = −
α
2
± j
√
3
2
√
α2 − 4δ2. (4.7)
where δ is the crucial parameter which helps to find the roots and h.
δ2 =
1
9
(−νrKb + rν)2 − 3νrb(γaK −mbK − νrK)
ν2r2b2
.
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• If y2N < h
2 the system will have three distinct real roots.
α =
Kb − 1
3b
+
2
3
√
(−νrKb + rν)2 − 3(νrb)(γaK −mbK − νrK)
ν2r2b2
cos
(
θ
3
)
, (4.8)
β =
Kb − 1
3b
+
2
3
√
(−νrKb + rν)2 − 3(νarb)(γaK −mbK − νrK)
ν2r2b2
cos
(
θ + 2π
3
)
, (4.9)
and
γ̂ =
Kb − 1
3b
+
2
3
√
(−νrKb + rν)2 − 3(νrb)(γaK −mbK − νrK)
ν2r2b2
cos
(
θ + 4π
3
)
. (4.10)
where θ = cos−1
(
YN
h
)
.
We can therefore summarize all of the above results by means of the following three conditions:
• y2N > h
2, the cubic will have one real root.
• y2N = h
2, the cubic will have three roots (two or three equal roots).
• y2N < h
2, the cubic will have three distinct real roots.
4.2.2 The stability of the equilibrium
Consider the two-species Jacobian matrix, as follows:
J =

a11 a12
a21 a22
 (4.11)
The elements of the Jacobian matrix, ai j, are represented by partial derivatives of Eqs. (4.1) and (4.2)
a11 = r −
2rPe
K
−
aMe
(1 + bPe)
+
abPeMe
(1 + bPe)2
,
a12 = −
aPe
1 + bPe
,
a21 = −
aMe
(
νMe − γ
)
(1 + bPe)2
,
a22 = −m −
aPe
(
2Meν − γ
)
1 + bPe
.
(4.12)
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where the system equilibrium is represented by (Pe,Me). The Jacobian at (0, 0) is:
J =

r 0
0 −m
 (4.13)
And the Jacobian at (K, 0) is:
J =

−r −aK(1+bK)
0 γaK(1+bK)2 −m
 (4.14)
The eigenvalue analysis of the plankton dynamics therefore leads to the following conclusions: the
model’s trivial steady state is an unstable saddle as λ1 = r and λ2 = −m are the eigenvalues. The second
steady state (and this is a biologically relevant one) is also unstable whenγaK > bKm−m > 0 as the eigenvalues
are λ1 = −r and
λ2 =
γaK − bKm −m
(1 + bK)
, (4.15)
For the numerical parameters that we use in Section 4.3 we have λ1 > 0 and λ2 < 0, so the equilibrium, (K, 0),
is also an unstable saddle which may permit the formation of a phytoplankton bloom [143]. The final set of
(three) equilibria, which was found using Cardan’s method [197] have the following form for the eigenvalues:
λ =
1
A0
(
α̂±
√
β̂
)
, (4.16)
where
A0 =
1
K(1 + bPe)2
and α̂ represents Tr(J) and β̂ is Det(J).
The following two equations represent the real and imaginary parts of the eigenvalue of the third steady
state:
α̂ = (−2rb2)P3e + (rKb
2
−Kb2m+Kbγa−4rb−2KbνaM)P2e + (−2Kmb+2rKb+2r+Kγa−2KνaM)Pe− (aM+ r−m)K,
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and β̂ is Det(J), which is as follows:
β̂ = C1P6e + C2P
5
e + C3P
4
e + C4P
3
e + C5P
2
e + C6Pe + C7Pe (4.17)
where Ci, i = 1, 2, 3, 4, 5, 6 are cascading parameters that have a hierarchical relationship [248], as shown in
Appendix B.1. As α̂ in Eq. (4.17) is the real part of the eigenvalue of the coexistence equilibrium point, it
is readily seen that it is a cubic polynomial in Pe . To determine its roots we need to solve Eq.(4.18) using
Cardan’s method. However, we need first to find a general formula for M, as in Eq. (4.4), and for the control
parameter ν as follows:
f (ν) = Aν3 + Bν2 + Cν + D, (4.18)
The above will allow us to construct the general stability diagram in the next section. Evaluating Eq.
(4.18) using Cardan’s method will give us the roots for the saddle node bifurcation, see Appendix B.2, and
will locate where this type of bifurcation takes place. However, it should be noted that the region between the
two curves of the saddle node contains another two curves, one related to the Hopf bifurcation curve 2 and
the other directly related to the saddle node (this curve separates the area between the two saddle curves).
To find these two curves we need to calculate the eigenvalue of the model in Eq. (4.16) by setting α̂ to obtain
the Hopf curve and β̂ to obtain the saddle node curves; this will separate the area which has three real roots
from the area with one real root as in Fig.4.3(b).
4.2.3 The variational approximation (VA) method for the Orbit
This section aims to find an analytical representation for the limit cycle or bifurcation curve in the model
equations Eqs. (4.1) and (4.2). The limit cycle results in a large oscillation in the system dynamics, meaning
that both predator and prey may come close to local extinction as their phase plane trajectories draw close
to the axes [134]. The large oscillation in the prey (phytoplankton) density for a certain parameter range
has already been presented in [143]. The Variational method [150] is used in a wide variety of physical
2For more details on bifurcation theory see Appendix A.5.
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applications, ranging from chemical reaction theory to radiative heat transfer [44, 122], and is one of the
most popular tools for nonlinear analysis as compared to other approximate analytical methods. It helps to
verify numerical simulations. However, there is a variety of other methods that have been used in the past
to calculate the limit cycle, [150] and [146]. Below are the full details of the analytical approximation that we
have followed in order to represent the curve of the periodic orbit, analytically.
4.2.4 Periodic orbit
The Hopf bifurcation which exists in the multitrophic plankton model, Eqs. (4.1) and (4.2), has potentially
a periodic orbit which leads to a limit cycle solution. We can obtain the limit cycle by scaling the time into
t = [0, 1] for a one period solution. So, we have
1
T
dP
dt
= rP
(
1 −
P
K
)
−
aPM
1 + bP
,
1
T
dM
dt
=
γaPM
1 + bP
−mM − ν
aPM2
1 + bP
, (4.19)
P (t0) = Pe or M (t0) = Me
(4.20)
and T ∈ [0, 2π] is the period of a single cycle. We have the approximation: P (t0) = Pe or M (t0) = Me is a
constraint for the system. We can use a periodic function as an initial guess to solve Eq. (4.19) near the Hopf
point: i.e.,

P(0)(t)
M(0)(t)
 =

PH
MH
 + ε

1
1
 sin (2πt) (4.21)
where 0 ≤ t ≤ 1 and ε  1. Another option for obtaining the periodic orbit is that of performing numerical
integration for the system Eqs. (4.1) and (4.2) for a very large period, T, and using Eq. (4.21) as an initial
condition. We also perform variational approximation, as in [52], to approximate the periodic orbit and
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choose ν = Hp as the centre for this approximation. We write

∼
P(t)
∼
M(t)
 =

PH
MH
 + ε2

P · evP
M · evM
 eλ(t) + c.c. (4.22)
where

P
M
 is the variable of VA, λ and

evP
evM
 are eigenvalue and eigenvector at ν = Hp where λ is purely
imaginary or Re(λ) = 0, and c.c. is a complex conjugation. By substituting the ansatz Eq. (4.22) into Eq.
(4.1) and Eq. (4.2), performing a Taylor expansion and linearising about ε = 0, and then integrating in their
domain, we can obtain the limit cycle curve and repeat this method for different values of K.
Fva(P,M) =
∫ 2π
λ
0
∂
∼
P
∂t
dt −
∫ 2π
λ
0
F(
∼
P,
∼
M) dt = 0
Gva(P,M) =
∫ 2π
λ
0
∂
∼
M
∂t
dt −
∫ 2π
λ
0
G(
∼
P,
∼
M) dt = 0.
(4.23)
After one step of solving the system in Eq. (4.23), we will obtain Eq. (4.24), which represents the approxima-
tion solution of the limit cycle for any value of K.
A(ν) =
ψ1.
√
ψ2 + ψ3ν − ψ4 + ψ5
ψ6 + ψ7ν
. (4.24)
where all the values of ψi are cascading parameters, and will be determined numerically. Solving Eq.
(4.23) numerically using Newton-Raphson gives an approximate limit cycle for the various different values
of the system carrying capacity, K, as in Eq. (4.24). Plotting the obtained equation with respect to ν, could
give us an approximate solution for the periodic orbit, or the limit cycle, that exists for different values of K.
All the required details are presented in the numerical section .
4.3 Numerical Exploration of the Model
In this section we explore the effects of changing K, ν and r on the systems stability. We introduce the related
parameters in the next subsection to clarify the specific ranges and values of these which may lead to different
behaviours – as explained separately in the bifurcation and stability analysis section.
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4.3.1 Parameter values
A table of parameter values is given in this section; the biological meaning of each one is given in [143]. This
gives the parameter values used in the numerical analysis of the model given by Eqs. (4.1) and (4.2). Each
term in the model contains several parameters which were fixed for the purposes of simulation; these can be
changed to different values when conducting a sensitivity analysis.
Table 4.1: Outlines, default values and the ranges of the parameters. The ranges cover values used by a variety of authors with
different models [59], [61], [202] and [143].
Parameters Definition Value Unit Range Source
P Phytoplankton density - µg C I−1 -
M Microzooplankton density - µg C I−1 -
r Phytoplankton intrinsic growth rate 1.5 days−1 0.5, 1.5, 5 [59]
K Phytoplankton Carrying capacity 120 µg C I−1 0 − 1000 [174] and [165]
a Clearance rate of microzooplankton at low food densities 0.3 µg CI−1 days−1 [202] and [13]
b Half saturation density of microzooplankton 0.05 µg C I−1 − [202] and [13]
γ Microzooplankton grazing efficiency 0.5 days−1 − [61]
m Microzooplankton mortality in the absence of DMS 0.3 days−1 −
ν Chemical evaporation or flux to the atmospheres - days−1 0 − 0.2
The units of the main variables, P and M, are µg C L−1, which refer to a typical oceanic range per unit
area (unit volume) and the time unit is one ’day’. The cell unit is µg and the units for the mortality term are
µg C L−1 day−1.
4.3.2 Phase portrait and system dynamics
In this section, we show the system phase portrait and the value of the equilibrium for each intersection of
the nullclines. The plane is naturally divided, by a number of nullclines, into regions in relation to which
we place information regarding the system. These regions/descriptions provide a bulk picture of how things
change at different points in the plane [67]. Figs 4.1 and 4.2 illustrate the five qualitatively different types of
system dynamics that the model described in Eqs. (4.1) and (4.2) has; each symbol (star, cross or circle) acts
as in Fig. 4.3. The intersections of the two solid lines, representing the phytoplankton and microzooplankton
nullclines, in Figs. 4.1 and 4.2, indicate different types of stability. For instance, Fig.4.1(a) shows the region
where we have a stable state along the ν range, as shown by the filled black circle. Figs.4.1(b)- 4.1(d) illustrate
the area wherein K = 71.973; this is where the two saddle-node curves collide and disappear. We call this
a cusp bifurcation. This case is presented by switching between two symbols, from empty to filled circle,
in Fig. 4.2(a)-4.2(d), to show the different cases for K = 120 with different values of ν. We show the Hopf
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bifurcation by switching between two symbols, from empty to filled circle as in Fig. 4.2(b), and we show the
bistability region where the saddle node bifurcation takes place, as in Fig. 4.2(c), by cross symbols and stars
in Fig. 4.3(b).
(a) K = 24 and ν = 0.043 (b) K = 71.973 and ν = 0.020
(c) K = 71.973 and ν = 0.036 (d) K = 71.973 and ν = 0.067
Figure 4.1: The phase portraits of the system corresponding to different values of ν when ν = 0.043 and K = 71.973. The two solid
lines show the phytoplankton and microzooplankton nullclines while the dashed lines are solution trajectories. The intersections of
the nullclines give the equilibrium points of the system. In 4.1(a), where K = 24 and ν = 0.043, the point (30, 14) is a stable focus.
In 4.1(b), where K = 71.973 and ν = 0.020, the point (80, 94) is an unstable focus; solution trajectories are drawn to a stable limit
cycle around this point [134]. In 4.1(c), ν = 0.036 and the point (50, 15) is a stable focus. In 4.1(d), ν = 0.067 and the point (50, 15)
is a stable sink (node); all the solution trajectories tend towards this point [143].
4.3.3 Bifurcation and stability analysis
A bifurcation is a qualitative change in the system dynamics produced by varying the parameters [109,157].
To study the effect of ν and K on the system, numerically, we experiment with both of these parameters
using the polynomial that we deduced by satisfying Cardan’s second condition: i.e., when Y2N = h
2 as in
Eq. (4.18). In the following, we present different cases of the carrying capacity w.r.t the infochemical load, ν.
As the model represented by Eqs. (4.1) and (4.2) provides a suitable framework for further exploration, we
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(a) K = 120 and ν = 0.001 (b) K = 120 and ν = 0.0335
(c) K = 120 and ν = 0.0431 (d) K = 120 and ν = 0.061
Figure 4.2: The nullclines of the system corresponding to different values of ν when K = 120. The two solid lines show the
phytoplankton and microzooplankton nullclines while the dashed lines are solution trajectories. The intersections of the nullclines
give the equilibrium points of the system. In 4.2(a), when ν = 0.001 we have an unstable focus point and the solution trajectories
are drawn to a stable limit cycle around this point. In 4.2(b), when ν = 0.0335, the point (3.94, 5.765) is a stable focus and the
trajectories are all drawn to this point. In 4.2(c), when K = 120 and ν = 0.0431, the points are (5.251, 6.036) and (58.265, 10.66);
the first one is a stable focus and the other one is a stable sink, this figure is used to show the bistability in the system when K = 120.
In 4.2(d), when ν = 0.061 the point (88.06, 7.191) is a stable sink.
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undertake to find the value of the cusp bifurcation of K, where the two saddle-node bifurcation curves collide
and disappear, and by solving the two curves for the saddle node, presented in Eqs. (B.2.10) and (B.2.11), we
determine an accurate value for K, which is K = 71.973. In fig 4.3, we have two bifurcation parameters, used to
specify at which value of K Hopf bifurcation will be experienced –which is when K = 71.973, and under what
circumstance the bifurcation will vanish completely. It can readily be seen that the carrying capacity is a very
important parameter in relation to each model as it specifies the maximum value of the population density
for plankton, P and Microzooplankton, M, and determines the different stability conditions corresponding
to each (K, ν) [143]. As we mentioned in the analytical section of this chapter, we found an interesting result
which connects the carrying capacity with the infochemicals – via the polynomial Eq. (4.18). The relation
between these two control parameters should be mentioned. As K is very small, the type of the equilibrium
(Pe,Me) will only be that of a stable stationary state (stable focus) over the region which corresponds to low
densities of phytoplankton and microzooplankton, as shown in Fig 4.4. As K ≥ 71.973 the system will have
three different stationary states as shown in Fig. 4.4. First, the system will exhibit no bifurcation when
0 < K < 24.99, as the Hopf bifurcation curve (the first dashed curve on the left) ends in the second quadrant.
When 24.99 < K < 71.973, there will be one bifurcation (a Hopf bifurcation), because increasing the value of
the prey-carrying capacity acts to destabilize what would otherwise be a stable system, via a Hopf bifurcation.
When K > 71.973 the system will exhibit two types of bifurcation: a Hopf bifurcation and a saddle node
bifurcation.
At the beginning of the curve shown in Fig. 4.3(a), the steady state is unstable. This situation results
in the infochemicals having no effect (i.e., there is no change in the systems stability) until Hopf bifurcation
occurs at ν = 0.02810. From this point on, the system is stable, which means that the solution trajectory will
reach a stable steady state. These two areas are separated by the curve generated by Eq. (4.17). The stable
state (node) corresponds to high densities of phytoplankton and similarly high microzooplankton densities.
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(a) r = 0.5 (b) r = 1.5
(c) r = 5
Figure 4.3: Two-parameter bifurcation maps for the prey-predator model. In 4.3(a), the area with one positive root and two complex
roots has three different cases: the empty circles represent the unstable focus, the filled circles represent the stable focus and the
crosses, the stable sink/node. The area between the two curves which create the saddle node bifurcation of the three distinct roots
shows bistability. There are two stable roots, a focus and a sink/node respectively and one unstable saddle which is represented
by the star symbol. The two unstable roots, a focus and a saddle respectively, and the one stable sink are represented by the plus
symbol. In 4.3(b), we have almost the same stability as is shown in 4.3(a), but the region in the middle is a bit narrower than for the
case shown in 4.3(a) – i.e., the area that is surrounded by the saddle node bifurcation roots have the same stability analysis but for
0.0423 < ν < 0.0.51. In 4.3(c), we also have the same stability cases but at different intervals in terms of both ν and K [143].
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The general stability diagram in Fig. 4.3 is based on four main curves; the first two are of Eqs. (B.2.10)
and (B.2.11) and the other two curves represent the eigenvalues problem given in Eqs. (4.17) and (4.17).
Also, in Fig. 4.3, we attempt to illustrate three different cases related to the system growth rate, r. Each of
the figures, 4.3(a), 4.3(b) and 4.3(c), show different stability details: i.e., when r = 0.5 the system exhibits
5 different stability regions. It should be noted that in-between the two saddle node curves shown in Eqs.
(B.2.10) and (B.2.11) the bistability area is wider than is the case when r = 1.5 and when r = 5. We still have
the two types of bifurcation but for a wider range of ν.
4.3.4 The bifurcation and stability of the prey (phytoplankton)
Examination of the equilibrium densities of each species shows that an increase in the rate of copepod
predation on microzooplankton will always cause an increase in the equilibrium density of phytoplankton
and a decrease in the equilibrium density of microzooplankton. To show the population dynamics of the two
species, P and M, Fig 4.4 is used to represents a special case of Fig.4.3. It shows exactly where the bifurcation
starts for different values of K. Also, Fig. 4.4 shows in detail each case of the system’s behaviour in relation
to different carrying capacities.
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(a) K = 24 (b) K = 71.973
(c) K = 120 (d) K = 1000
Figure 4.4: The behaviour of the system w.r.t. various values of the carrying capacity, K, and the control parameter ν, but with
all the other parameters fixed as in table 4.1. In 4.4(a), when K = 20, we have only one root of the type stable focus. In 4.4(b),
K = 71.973, and we have a Hopf bifurcation and after the HB, the system roots are then of type stable sink. We look at this this
value of K specifically because it represents a critical value that we have determined by solving the equations for the saddle node
bifurcation. This value separates the region of stability, the region with only one bifurcation type, from a region with two bifurcations
(one Hopf and one Saddle node bifurcation). In 4.4(c), K = 120 as in [143]; here we have a Hopf bifurcation at (ν = 0.033512)
and P = 3.94 and also a saddle node bifurcation, (LP1) and (LP2); the limit point is in two different places at (0.042, 58.265) and
at (0.051, 11.322) respectively. In 4.4(d), K = 1000, and we have a Hopf bifurcation when ν = 0.039 and p = 4.821, at the earlier
points of the bifurcation curve and saddle node bifurcation points are (LP1) and (LP2) in two different points, (0.007, 553.1677) and
(0.047, 12.5665), respectively [143].
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Fig. 4.4 shows the bifurcation and stability of the phytoplankton for different carrying capacities. This
figure can be considered as a special or detailed case of the general stability diagram in Fig.4.3(a). For K = 24
we attempt to show that all equilibria are stable – this is so because of the location of each one as yielded
by Cardan’s conditions and the eigenvalue problem that is given by Eq. 4.16 – and that this leads to no
bifurcation in this case. Moreover, for K = 71.973,K = 120andK = 1000 we have a different stability regime.
In Fig. 4.4(b), K = 71.973, and we have a Hopf bifurcation, and after the Hopf bifurcation the system roots
will be of type stable sink. We consider this value of K specifically because it represents a critical value that
we have determined to be so by solving the equations. This value separates the region of stability from the
region with only one bifurcation type to a region with two bifurcations (Hopf and Saddle node bifurcation).
In Fig. 4.4(c), K = 120 as first solved and illustrated in [143]; here we have a Hopf bifurcation at (ν = 0.033512)
and P = 3.94 and a saddle node bifurcation (LP1) and (LP2), the limit point is in two different places, at
(0.042, 58.265) and at (0.051, 11.322) respectively. In Fig. 4.4(d), K = 1000; here we have a Hopf bifurcation
at ν = 0.039 and p = 4.821 at earlier points in the bifurcation curve, and the saddle node bifurcation points
are (LP1) and (LP2) at two different points, (0.007, 553.1677) and (0.047, 12.5665) respectively. It should be
noted that the solution given in this analysis depends on the parameter values used; these are as shown in
Table 4.1. It should also be noted that the analysis in [143] provides an insight, specifically, into the effects
of infochemicals, while the analysis in this chapter studies the effect of increasing the carrying capacity and
how changing both K and ν affect the system dynamics, even at unlimited nutrient load, as in Fig.4.3.
4.3.5 The bifurcation and stability of the predator (microzooplankton) population
In this section we investigate the stability of the equilibrium density for the microzooplankton and the effects
of the control parameters, ν and K, on system behaviour. In Fig.4.5, different cases in terms of the effects of
infochemicals on predation by grazers are shown, using the parameter values shown in Fig. 4.4.
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(a) K = 24 (b) K = 71.973
(c) K = 120 (d) K = 1000
Figure 4.5: The behaviour of the predator M w.r.t. various values of K, the carrying capacity and ν, the system control parameter,
with all the other parameters fixed at the values shown in table 4.1. In 4.5(a), K = 24 (the effect of DMS on the predation of
grazers); here the type of the equilibrium is stable focus for all ν− values. In 4.5(b), K = 71.973 and the system has Hopf -bifurcation
at ν = 0.028 and after this Hopf -bifurcation the system roots indicate a stable sink/node. In 4.5(c), K = 120, and we have a
Hopf bifurcation and a saddle node bifurcation, (LP1) and (LP2); the limit point is in two different places, at (0.042, 10.66) and
(0.051, 7.091) respectively. In 4.5(d), K = 1000; here we have overlap at the bifurcation, i.e., a Hopf bifurcation at ν = 0.039. After
the Hopf bifurcation bifurcation, there is a saddle node bifurcation at two different points (LP1) and (LP2) at (0.007, 64.0275) and
(0.047, 8.0705) respectively
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An increase in the microzooplankton grazing of phytoplankton led to an increase in the microzooplankton
mortality rate, via the parameter ν. This is assumed to be as a result of increased predation by copepods.
The bifurcation and stability of the microzooplankton is shown in Fig. 4.5 for different cases of the carrying
capacity, with K = 24, as a special case of the general stability diagram in Fig. 4.3(a). This was constructed
in order to show the stability of the model for different values of the model’s set carrying capacity such as
K = 71.973,K = 120 and K = 1000. In this analysis we use the parameter values shown in Table 4.1. The case
when K = 24 is shown in Fig. 4.5(a); here there is no bifurcation and all the equilibria show stable states.
Fig. 4.5(b) shows the case when K = 71.973, which is the value at which the system starts to exhibit Hopf
bifurcation. Due to the change in the stability of the system’s equilibrium (from an unstable to a stable state)
and when our supercritical limit cycle has occurred, at around ν = 0.028, large oscillations 3 in the system
dynamics occur, so that both dynamics may come close to local extinction as their phase plane trajectories
draw close to the axes [134]. Fig. 4.5(c) shows the standard case, which has already been studied in [143],
of the phytoplanktons behaviour w.r.t the infochemicals. However, here we study the microzooplanktons
behaviour w.r.t infochemicals, ν, and this exhibits Hopf bifurcation. Increasing ν leads to multiple stable
equilibria. These equilibria are saddle node bifurcations (LP1) and (LP2) with limit points at two different
places, (0.042, 10.66) and (0.051, 7.091). Microzooplankton behaviour w.r.t infochemicals is shown in Fig.
4.5(d) and the figure also clarifies the nature of the overlapping Hopf and saddle node bifurcations when
K = 1000: i.e., that there is a Hopf bifurcation with ν = 0.039 and (LP1) and (LP2) in two different points,
(0.007, 64.0275) and (0.047, 8.0705). This analysis has shown that increasing both the carrying capacity and
infochemicals can initially have a stabilizing effect on the system in question.
4.3.6 Plankton blooms and population limitation or the hydra effect in the predator-
prey model
A phytoplankton bloom has been defined as a high concentration of phytoplankton in an area caused
by increased reproduction under certain environmental conditions, such as when the nutrient source is
continuous and conditions remain favorable. Phytoplankton bloom formation is possible in a certain range
3Large oscillations represent periodic solutions with big amplitude values in the nonlinear reaction model, i.e. a repetitive variation,
typically in time [120].
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of parameter combinations, e.g., relating to K and ν. Increased copepod predation on microzooplankton
relieves excessive grazing pressure from the phytoplankton, allowing the formation of a bloom. Solving Eq.
(4.18) will give the roots of the saddle node bifurcation and can also locate where the bifurcation takes place.
However, it should be noted that the region between the area with one root (positive real) and that with
three roots (real and distinct) is identified by satisfying Cardan’s third condition y2N = h
2, i.e., the areas are
separated by Eq. (4.18). The results in Fig. 4.6(a) are used to show the maximum value of the population
density for the phytoplankton, depending on the level of the carrying capacity. More generally, a bloom
can be considered as a phytoplankton population explosion: blooms occur when sunlight and nutrients are
readily available to the plants, and so they grow and reproduce to a point where they are so dense that their
presence changes the colour of the water in which they live [214]. Fig. 4.6(a) examines two independent
parameters, the carrying capacity and the infochemicals determined by using the polynomial in 4.3, and
illustrates a potential bloom of phytoplankton. A low population of phytoplankton is represented by a small
dark area on the left of the saddle node curves of Eqs. (B.2.10) in Fig. 4.6 (a). The low value of the Pe (the
phytoplankton equilibrium point) corresponding to various different values of K and ν, we can readily see
in Figs.4.4 in 4.4(a). While the area to the right of the curve shows higher populations of phytoplankton: i.e.,
potential phytoplankton bloom.
Crossing the first curve in Fig. 4.6(b) will give the same results as (a). However, for a small range of ν, the
microzooplankton will also bloom when 0.001 < ν < 0.02 and 500 < K < 1000. Our results show that a hydra
effect in relation to microzooplankton populations will typically occur after crossing the saddle node curve
of Eq. (B.2.10); this means that an increase in microzooplankton mortality leads to a higher population in M.
To connect this result with the microzooplankton bifurcation curve, in Fig. 4.5, when K = 71.973, K = 120 and
K = 1000 we can provide a clearer analysis of the illustrated results. The peaks in Fig. 4.5 when K = 71.973,
K = 120 and K = 1000 correspond to high population densities of microzooplankton and correspondingly
Figs. 4.6 show this peak of bloom formation in the range of 0.001 < ν < 0.02 and 500 < K < 1000. Hydra effects
typically occur when the system dynamics are cyclic [213]. The effect refers to the situation where the density
of a species increases in response to greater mortality: e.g., when copepod grazing on microzooplankton
increases, phytoplankton density will increase as a (counter-intuitive) response to this mechanism. In this
situation, the copepod density will remain constant over short timescales. However, the effect does support
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our assumption that copepods respond to the concentration of the infochemical signal. The hydra effect
also implies seemingly unreasonable responses to changes in immigration and in other parameters affecting
population growth [213]. It is also defined as a response to altered mortality [45]. [45] wrote that different
levels of copepod predation determine the stabilization of phytoplankton and microzooplankton population
densities. From the heat map images, it can be seen that an equilibrium is highlighted which indicates a stable
state to the left of the curve of Eq. (B.2.10) in the maximum densities of the equilibria. The results of this are a
blooming of both species. The image indicates that after crossing the saddle node curve a stable equilibrium
density is reached. This is despite the fact that when the phytoplankton blooms, grazing pressure will affect
its population density because of the increased microzooplankton population density and activity [45].
(a) (b)
Figure 4.6: A graphical representation of the system maximum, Pe and Me, in relation to the parameters for different values of K
and ν. 4.6(a) shows when and how persistent phytoplankton blooms occur given the effect of nutrient limitation on the system, while
Fig. 4.6(b) represents the microzooplankton blooming w.r.t the carrying capacity.
4.3.7 Comparison study of the variational approximation method and numerical anal-
ysis
In this section we compare the periodic solution that we represented analytically in Eq. (4.23) with the numer-
ical finding derived from the model Eqs. (4.1) and (4.2). The large oscillations in the prey (phytoplankton)
density have already been presented in Figs. 4.4(b) and 4.4(c) – which use the same parameter ranges as are
illustrated in Table 4.1. The presence of Hopf bifurcation in the multitrophic plankton model – Eqs. (4.1) and
(4.2) – also has a periodic orbit which leads into a limit cycle solution, as shown by Fig. 4.7 and Figs. 4.8.
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By using Newton-Raphson to solve Eq. (4.23) and by substituting the results, P and M into Eq. (4.22), we
derive the solution profile for the periodic orbit. The numerical results from varying ν are shown in Fig. 4.7
and Fig. 4.8 for K = 70 and K = 120; these are denoted by the black dot-dash line. The results show that VA
is good when ν is near a Hopf point, Hp, see Figs. 4.8(e), 4.8(f), 4.7(c), and 4.7(d).
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Figure 4.7: Uniform solutions and periodic orbits for K = 70. Hp indicates a Hopf point. Hp indicates a point where the eigenvalues
of a uniform solution change from complex to real. Sn indicates a boundary wherein the periodic solutions may exist. Sr indicates a
point where the eigenvalues of a uniform solution change from complex to real. The green solid line, PO, indicates the periodic orbit
of the system. The black dot-dash line, VA, indicates the Variational Approximation of the periodic orbit.
Figure 4.7(c) shows a plot of the analytical result of Eq. (4.24), which we obtained after performing the
integration in Eq. 4.23 for K = 70. All ψi, i = 1..8 are constants which depend on the parameter values
shown in table 4.1. Their values are as follows: ψ1 = 3.333, ψ2 = −2.479847343.103, ψ3 = 2.349717693.102,
ψ4 = 3.4161630580, ψ5 = 1.14482461, ψ6 = 4.1630580, ψ7 = 8.2661578100 and ψ8 = 7.83239231.
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Figure 4.8: Uniform solutions and periodic orbits for K = 120. Hp indicates a Hopf point. Sn1 and Sn2 indicate the first and second
saddle node. Sr indicates a point where the eigenvalues of a uniform solution change from complex to real. The green solid line, PO,
indicates the periodic orbit of the system. The black dot-dash line VA indicates the Variational Approximation of the periodic orbit.
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Fig. 4.8(c) shows the plot of the analytical result of Eq. (4.24), which we obtained after performing the
integration in Eq. 4.23 for K = 120. All ψi, i = 1..8 are constants which depend on the parameter values
shown in Table 4.1; their values are as follows: ψ1 = −5.240303890, ψ2 = 2.0165060.102,ψ3 = 4.231355243,
ψ4 = 1.5042208.102, ψ5 = 0.524030389 and ψ6 = 2.016506160. It is readily seen that in Figs. 4.7(c) and 4.8(e)
the best fit between the numerical and the analytical approach is demonstrated in the curves represented by
the minimum values of P – the periodic solution and minimum values of the analytical approach. These two
curves are very close to each other, due to the location of their equilibrium points.
After using a numerical simulation tool to solve the model represented by Eqs. (4.1) and (4.2), we want
to build trust in its reliability. We can do this by checking whether the simulation tool accurately reproduces
the available analytical solutions and that its results match experimental observations. This brings us to two
closely related curves for verification and validation. To clarify what these two terms mean in the context of
numerical simulations, we can say that both the numerical and the analytical approaches, of finding the limit
cycle and of finding the periodic orbit, in terms of Eqs. (4.1) and (4.2) respectively, are close to each other
near the Hopf bifurcation point.
4.4 Conclusion
A mathematical understanding of the behaviour of the system described by equations Eqs. (4.1) and (4.2) was
obtained by carrying out a phase plane, stability and bifurcation analysis of the model. As a homogeneous
environment is assumed, we will utilise only a type II functional response, as a greater range of dynamical
behaviours is displayed in this case [143]. This is in agreement with the studies in the literature which
favour the use of the Holling type II functional response when considering microzooplankton grazers such
as Oxyrrhis marina [51], [192].Our numerical approach helped us to find the effect of the control parameter
ν on the system’s qualitative behaviour by facilitating an investigation into the stability and the dynamics of
the system via the phase plane tool presented in Figs. 4.1 and 4.2. For instance, by having ν = 0, we reduce the
system to the Rosenzweig-MacArthur model, [143] and [134], which means that the system will be unstable
and will show periodic cycles in terms of the density of microzooplankton and phytoplankton. [2] and [232]
considered predator prey interactions between phytoplankton and zooplankton which create a situation
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whereby the system possesses a stable equilibrium whose solution trajectories perform large oscillations
before returning to that equilibrium.
Increasing the value of the control parameter will result in there being different cases in terms of stability
as shown in the stability (bifurcation) diagram Fig. 4.3 and its special cases shown in Figs. 4.4 and 4.5.
This explains how infochemical signalling provides a mechanism for increasing copepod predation on
microzooplankton. The detailed analyses in this chapter are consistent with the numerical findings in [143]
related to the situation where K = 120 and 0 < ν < 0.12. This chapter has explained in detail the location
and the number of the roots and their type; these roots were revealed by using Cardan’s method, and this
helped us to find the key parameters of the system’s behaviour when K = 71.973, which is the value of the K
parameter when the system exhibits a cusp bifurcation ( two equilibrium points coalesce and disappear in a
saddle node bifurcation) [103]. We also analysed the model’s stability in the (ν,K) plane, and that facilitated
the discovery of a microzooplankton hydra effect on the predation by copepods. Besides that, we were able
to predict when and where phytoplankton might bloom (according to the model) as shown in Fig. 4.6. We
also found another connection between these two parameters, as shown in Fig. 4.3, which shows in a simple
manner the stabilizing effect they have on the model. In addition to the results found in [143], analysing Fig.
4.3 shows that the system possesses five different stability states, all the related results are explained in section
Fig. 4.3.5. We deduced the effect of changing the growth rate and the phytoplankton carrying capacity on
the phytoplankton behaviours, as shown in Figs. 4.3(a), 4.3(b) and 4.3(c); in relation to this, we describe how
small values of the growth rate will shift the stability of the model further to its current point, obtained first
in Fig. 4.3(b). Furthermore, a relation connecting both K and ν was found, which helped to predict that both
species may enjoy a high population density when a rich environment of nutrients is supplied, as is shown
in Fig. 4.6. This result demonstrates the hydra effect of the predator-prey model which is mentioned in [45].
The main aim of this chapter, however, was to develop analytical expressions for the curve that describes the
bifurcation behaviour discovered earlier by [143], and then to illustrate this using a specific set of parameters.
The phase plane technique is a standard method used to produce graphical representations of the dynamics
of two component systems (a phase portrait). The technique is described in detail by [134] and [27]. To
summarise the results of the study of this model briefly, we can make the following points:
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• The eigenvalue problem of the prey-predator model and the second condition of Cardan’s method
helped significantly in setting up the general stability analysis, as shown in Figs. 4.4 and 4.5. Con-
structing this diagram helped us to construct the stability analysis for each value of K corresponding
to various values of ν. This analysis has led us to the same result as [143] for K = 120. However, in
addition to [143]’s results, we implemented several cases for the bifurcation in this system depending
on different values of K and all cases emphasise that the presence of infochemicals can act to stabilize
an otherwise unstable food-web.
• Cardan’s method [197] holds for any parameter set. Its conditions helped to solve the polynomial for
each species, and solving the polynomial for each species helped in showing the effects of varying
the value of infochemicals on each species. Fig. 4.6(b)shows that for large K, Me is found to initially
increase significantly as ν increases past the saddle-node bifurcation, before decreasing as ν increases
further. This result is somewhat counter-intuitive, given that an increase in ν corresponds to a higher
mortality of microzooplankton due to increased copepod predation. This result can be related to the
well-known ‘hydra-effect’ which is known to exists in predator-prey models [213], but in this case it
has a simple explanation: an initial relief of grazing pressure allows P to bloom, and in turn a higher
population density of P is able to support a higher population density of M. When the net effect of the
infochemical-mediated interactions is large, the only stable equilibrium corresponds to a phytoplankton
bloom. Our results in this respect are consistent with [213].
• Analysing the behaviour of the predator, M, by varying the value of K as a second control parameter
with respect to infochemicals as the main parameter, we showed the effect of DMS on the predation of
grazers, and that the population of both species (phytoplankton and microzooplankton) can increase
significantly in parallel, as is shown in Figs. 4.5(a), 4.5(b), 4.5(c) and 4.5(d).
• Exploring the phytoplankton growth rate helped us to discover how having a small growth rate can
lead to a small phytoplankton density and the destabilization of the model as shown in Figs. 4.3(a).
At the same time, while a high potential growth rate enables hetero-trophic protest to persist during
periods of high predation, the system responds rapidly to increases in fast-growing prey, which could
be the main reason for there being a limit cycle in the dynamical system.
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• The variational approximation method helped us to represents the periodic orbit of the limit cycle [44] by
solving Eq. (4.23) using the Newton Raphson method. In Fig. 4.8(e) the best fit between the numerical
and the analytical approach is demonstrated by the curves representing the minimum values of P and
the minimum values of the analytical approach, as the two curves are very close to each other, due to
the location of their equilibrium points. The parameter ranges are those given in Table4.1.
Chapter 5
Transient Turing Patterns in a Spatial
Infochemical Mediated Plankton Model
5.1 Introduction
In this chapter, we investigate the phenomena of pattern formation and wave propagation as they
relate to the reaction–diffusion system that we studied in chapter four (which was first studied in [143]).
We show how variations in the diffusion of predators and prey destabilize the uniform equilibrium and are
responsible for the formation of patterns. It is possible to predict the shapes and the amplitudes of these
patterns. For the amplitudes, in the supercritical case, we derive the quintic Stuart–Landau equation [31].
The main target of this analysis is the study of the system perturbations and the effects of the spectrum
of the spatial model; these depend significantly on the wave number, w, in terms of demonstrating system
stability. For instance, if the real part of the spectrum is< 0 then we will have a stable solution and there will be
no growth in the wave amplitude and vice versa for the positive real part of the spectrum. After discovering
the stability of the perturbed model, we find the spatio-temporal patterns which are both x and t dependent.
When the system is stable in a purely temporal pattern (i.e in a non-spatial model), the patterns generated
will be restricted by the exact value of the prey diffusivity. There has been increased interest in introducing
predator prey dynamics into mathematical biology in such a way as to implement and understand Turing
76
5.1. Introduction 77
instability and the formation of patterns. The current chapter will explore Turing instability, as developed by
Alan Turing, who suggested that morphogens, a term given to a system of reacting and diffusing chemicals,
can generate patterns from a previously uniform state [66].
[81] demonstrates that a steady state can be considered to be Turing unstable, if it is unstable as a solution
to the full reaction diffusion system but stable as a solution to the reaction system without diffusion. This
situation results in the formation of spatial patterns. Dispersal affects the behaviour of spatial perturba-
tions which do not decay to zero, and this results in Turing instability [169]. There have been important
contributions by previous researchers who have developed approaches to pattern formation via (mostly)
reaction diffusion equations. Some earlier work carried out by [208] demonstrated the use of reaction diffu-
sion equations in a predator prey context, in terms of the work carried out by Turing. Thereafter numerous
studies have been carried out on pattern formation in the behaviours of reaction diffusion models of prey
predator interaction. In [5], it was seen that Turing mechanisms can generate patchiness in a homogeneous
environment under certain conditions of trophic interaction and predator–prey relative diffusion. Also [19]
showed that different patterns can appear at different depths, and by using a model involving nutrients
and microorganisms in sediments, they proved that the formation of spatio–temporal patterns can be the
consequence of interactions between predation and transport processes. To investigate the key dynamical
properties of spatially extended predator–prey interactions [84] presents two finite–difference algorithms for
studying these. The analysis of a simple model of phytoplankton–zooplankton dynamics in space and time
is presented in [152]. By summarizing the local properties, the emergence of spatial and spatio–temporal
patterns can be considered. In [161], reaction diffusion models have been shown to be effective tools for in-
vestigating spatiotemporal pattern formation in relation to plankton dynamics. Furthermore, [166]and [242]
show, in a time-continuous predator-prey system incorporating the Allee effect, that the temporal population
oscillations can become chaotic and the system can exhibit period locking behaviour, which means a small
variation in the parameters can lead to alternating–regular and chaotic dynamics.
Reaction diffusion systems are studied by firstly determining the Turing space for a given model. There-
after, a bifurcation analysis of a specific pattern formation is established [66]. It should also be noted that
reactivity is vital for Turing instability; short term transient behaviour indicates that disturbances to a sta-
ble equilibrium will eventually diminish. At first the size of such disturbances grows rapidly, and growth
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continues for a while, but eventually it decays [169]. Turing instability in relation to pattern formation has
also been significantly studied by numerous researchers. Studies have been carried out to investigate the
regime shifts whereby cases of sudden extinction of species have occurred –in situations where there were
safe numbers initially. The current study is in agreement with previous studies which were carried out to try
to explain the reason behind such regime shifts; it has been established mathematically that these are caused
by changing from a steady state equilibrium to an unsteady state equilibrium due to saddle node bifurca-
tion [22], [206]. Another reason, as established by [201], is the existence of long living transients. Here we
investigate the Turing and Transient Turing instability of nonlinear reaction diffusion systems with different
diffusions. Although Turing instability has largely been covered by previous researchers, we demonstrate,
in Chapter 3, the possibility of pattern formation in the plankton model first studied by [143] through a
linear stability analysis. We show that the coexistence point is stable for reaction only but is unstable for the
reaction diffusion system, depending on the choice of ν value. Moreover, a perturbation with a given wave
number is also applied to obtain a dispersion relation.
This chapter is arranged as follows. The first section introduces the study by investigating a spatial version
of the plankton model looked at in Chapter three, [143]. The second section considers a Turing and Hopf
instability analysis of the reaction and diffusion model and the types of the spectra exhibited in one and
two dimensions. In the next section we derive an approximate solution using a weakly non-linear analysis
and then derive the amplitude equation. In the later sections we analyse the uniform and the non-uniform
solutions using a numerical exploration of reaction diffusion models; this helps us to introduce the main
finding that there are transient Turing effects exhibited by the reaction diffusion model. We also investigate
the type of the spectrum which exists in each area in which these transient Turing effects exist.
5.2 One Dimensional Spatial Distribution
In this section we aim to discuss the possible patterns which may arise in a two component spatial version of
the plankton model in chapter three, [143]. Let’s introduce the diffusion parameters. The diffusion coefficients
are denoted by DP and DM, as in Eq.(5.1). This is to include spatial diffusion terms corresponding to the
horizontal plane.
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∂P
∂t
= F(P,M) + DP
∂2P
∂x2
∂M
∂t
= G(P,M) + DM
∂2M
∂x2
(5.1)
for x ∈ Ω, where Ω is a bounded region [0,L] and t ∈ [0,∞).
F(P,M) = rP
(
1 −
P
k
)
−
aPM
1 + bP
G(P,M) =
γaPM
1 + bP
−mM −
νaPM2
1 + bP
(5.2)
Note that since we are extending the model from [143] to include horizontal diffusion, we also consider the
effects of the diffusion of P and M in the x-direction with the diffusion coefficients DP and DM, respectively.
For simplicity, and without loss of generality, we fix DM = 1 and undertake a relative exploration concerning
how the spatial dynamics change for a range of DP < DM. To solve the model in Eq. (5.1),numerically, we set
the initial conditions as:
P(x, 0) = Pe + ε cos(wx)
M(x, 0) = Me + ε sin(wx) (5.3)
For x ∈ [0,L].
Note also, however, that there are infinitely many solutions (i.e., eigenfunctions) to the spatial problem.
The solution of the mathematical model will always depend on the initial conditions and parameters, because
small changes in the initial states (or parameters) of the system produce small changes in the outcome [98].
The initial condition given by Eq. 5.3 is the approximate solution of Eq.5.1. It has the term Pe,Me as the
exact solution of the system (a steady state) and the term ε cos(wx) as the perturbation. w is the spectrum of
(Pe,Me), with Neumann boundary conditions as periodic boundary conditions, ∇P = 0, ∇M = 0 1 w.r.t x. This
is a periodic function; these are considered to be the periodic boundary conditions that impose the weakest
1The derivative of the second term in Eq. 5.3.
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influence on pattern formation: i.e., a natural choice is to assume that the boundaries do not influence the
interior of the domain and impose zero flux [83] and [47]. The first step in analyzing the model is to determine
the equilibria (stationary states) of the non-spatial model obtained by setting the space derivatives to zero,
and this has already been done and studied in detail in chapter three, and the results are presented for this
context in the next section.
5.3 Turing and Hopf Instability
5.3.1 Turing basic analysis
In this section we investigate the possibility of pattern emergence in Eq. (5.1). Through a linear stability
analysis we show that the coexistence point is stable for the reaction system but will become unstable for
the reaction diffusion system. In the current work, we will always consider the stability of the equilibrium
point defined by P(t) = Pe and M(t) = Me in relation to Eq.5.1, as corresponding to dP/dt = dM/dt = 0,
the coexistence equilibria. The other equilibria are linearly unstable so we exclude them from the current
analysis. The analysis of each equilibrium can be found in the previous chapter in Secs. 4.2.1.
P0 =
kb − 1
3b
+
2
3
√
(−νrkb + rν)2 − 3(νrb)(γak −mbk − νrk)
ν2r2b2
cos
(
θ
3
)
M0 =
−r
(ak)
(
P20b − P0(bk − 1) − k
)
. (5.4)
Where θ = cos−1
(
YN
h
)
, which is stable if y2N < h
2, according to Cardans analysis; this corresponds with it
having little effect on the DMS and with low predation in the system. Furthermore, for the point (P0,M0) to be
the coexistence steady state, linear conditions must be imposed. The linearised system in the neighborhood
of (P0,M0) is:
∂
∂t

P
M
 =

DP 0
0 DM
∇2

P
M
 +

F(P,M)
G(P,M)
 (5.5)
Let U be a vector of (P,M) and ue be a constant vector of (Pe,Me), S.t F(ue) = 0. Thus, we can define
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U = U − ue, and that will lead to the following system:
∂U
∂t
= D∇2U + F(ue) + JU + H.O.T (5.6)
where F(ue) = 0 and J is Jacobian matrix. By neglecting the H.O.T.(High Order Term)2 of the Taylor series in
the above system we obtain the following:
Ut = D∇2U + JU, (5.7)
where we define:
U =

P
M
 (5.8)
D =

DP 0
0 DM
 (5.9)
JU =
J(w)︷                                ︸︸                                ︷
a11 −DPw2 a12
a21 a22 −DMw2
 (5.10)
Moreover, the first stage of pattern formation can usually be investigated by finding a solution of Eq.
(5.7). We can start with the linear stability analysis and linearise about a fixed point, (Pe,Me); then seeking
a solution of the form exp(δt+i(wx)) will lead us to the dispersion relation, which gives the spectrum, δ, of
eigenvalue as a function of the wavenumber, w. Correspondingly, the local stable homogeneous steady state
becomes unstable with respect to a perturbation with a given wavenumber w: i.e., the perturbation will
decay with time if and only if all spectrum have negative real parts.
Let the perturbations be:
U = ue + εeδt+i(wx)Ũ.
After deriving the perturbation w.r.t t and x and substituting into Eq. (5.7), we obtain the dispersion
2High Order Term
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relation. By solving this relation for δwe see how the real part of the spectrum decreases monotonically w.r.t
w.
δ2 − δ([DP + DM]w2 − [a11 + a22]) + ([a11 −DPw2][a22 −DMw2]) − a12a21 = 0. (5.11)
Where,
H(w2) = ([a11 −DPw2][a22 −DMw2]) − a12a21 (5.12)
Requiring that (Pe,Me) is stable in relation to the spatially homogeneous mode w = 0 entails that tr(J) < 0
and det(J) > 0. In order to have diffusion driven instability, we require Re(δ) > 0 for some w , 0, and this is
equivalent to imposing H(w2) < 0 for some w , 0. Since H(w2) is an upward opening parabola, the above
condition holds and requires that DPa11 + DMa22 > 0. Finally, for diffusively-driven instability to occur, we
also require that there exist real w2 such that H(w2) = 0 . It is easily shown this yields to the imposition of
(DPa11 + DMa22)2 − 4DPdetJ > 0, whereby diffusion driven instability arises, and spatial patterns can develop;
this is given for a particular choice of the other system parameters [121]. In relation to dispersion relations of
the form δ = δ(w) stemming from Eq. (5.11), the sign of the real part of δ indicates whether the solution will
grow or decay in time. If the real part of δ(w) is negative for all w values, then any superposition of solutions
of the form exp(δt+iwx) will also appear to decay. On the other hand, if the real part of δ(w) is positive for some
values of w, then over time some components of a superposition will grow exponentially. The former case is
called stable, whereas the latter is termed unstable. If the maximum of the real part of δ is exactly zero, the
situation is called marginally stable. It is more difficult to assess the long term behaviour in this case. The
basic linear algebra can lead us to derive the stability conditions using the parameter values given in Table
4.1 in the previous chapter. To obtain some conditions we must connect the main parameter ν with the other
system parameters [121]. From the Turing first condition, a11 + a22 < 0 where a11 and a22 are elements of the
Jacobian matrix given in Eqs. (4.12), we obtain ν in Eq. (5.13).
ν >
γKP20ab − KP
2
0b
2m + KP20b
2r − 2P30b
2r + γKP0a − 2KP0bm + 2KP0br − 4P20br − KM0aKm + Kr − 2P0
2K(P0b + 1)M0P0a
. (5.13)
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Also, Turing’s second condition, a11a22 − a12a21 > 0, where ai j, are represented by partial derivatives of Eqs.
(5.2), gives ν in Eq. (5.14).
ν <
(γKP20abr − 2γP
3
0abr − KP
2
0b
2mr + 2P30b
2mr + γKP0ar − 2γP20ar − 2KP0bmr + 4P
2
0bmr + KM0am − Kmr + 2P0mr)(P0b + 1)
M0P0a(−2KP20b
2r + 4P30b
2r − 4KP0br + 8P2br + KM0a − 2Kr + 4P0r)
.
(5.14)
Consequently, from Eq. (5.11) we can derive a necessary and sufficient condition for stability, whereby the
impact of space becomes explicit in the following condition:
a11DM + a22DP − 2((DPDM)1/2)(a11a22 − a12a21)1/2 > 0, (5.15)
ai j in Eq. (5.15) are Jacobian matrix elements and Dp,DM are diffusion parameters for prey and predator
respectively. Substituting our parameters into Eq. (5.15) can lead us to derive the pattern formation condition
as follows:
ν <
A
M0P0a(2DpKP20b
2w2 + 4DpKP0bw2 − 2KP2b2r + 4P30b
2r + 2DpKw2 − 4KP0br + 8P2br + KM0a − 2Kr + 4P0r)
,
(5.16)
A = −(DpKP20b
2w4 + γDpKP20abw
2
−DpKP20b
2mw2 − 2DpKP0bw4
+ KP20b
2rw2 − 2P3b2rw2 + γDpKP0aw2 − γKP20abr + 2γP
3
0abr − 2DpKP0bmw
2
+ KP20b
2mr − 2P3b2mr −DpKw4 + 2KP0brw2 − 4P20brw
2
− γKP0ar + 2DP20ar −DpKmw
2
− KM0aw2 + 2KP0bmr − 4P20bmr − KM0am + Krw
2
− 2P0rw2 + Kmr − 2P0mr)(P0b + 1). (5.17)
The inequalities in Eqs. (5.13), (5.14) and (5.16) are based on the Jacobian elements a11 and a22 as given in
Eqs. (4.12) of the previous chapter, and they are true if we use the parameter values in Table 4.1. To recap,
we have now obtained conditions expressed in terms of the relevant system parameters - for the onset of
diffusion-driven instability. A region in the parameter space has hence been identified so that system Eq.
(5.1) can exhibit Turing patterns, for convenience we have shown them all as in Eqs. (5.13), (5.14), (5.15).
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The derivatives, a11 and a22, must be of opposite sign. However, the only restriction on the condition
a11a22 > 0 is that either a11 > 0 and a22 < 0 or the other way around. These two possibilities correspond to
qualitatively different reactions. All derivatives are given in Eq. (4.12) in the previous chapter.
5.3.2 The spectrum in a 1-dimensional system
We consider the solution stability by analysing the perturbations to the system and in particular by finding
out the sign of δ. We can start this analysis by providing some insights into the change of the spectrum,
δ, in the dispersion relation of the canonical forms of the linearised system. Spatial patterns can arise in
correspondence to those modes, w, for which Re(δ) > 0. Now, since (P0,M0) is stable for the reaction system,
one has that tr(w) < 0. Moreover, one has that tr(w2) > 0. Therefore the only way to have Re(δ) > 0 for some
w , 0 is if δ(w2) < 0. Thus, the condition for the marginal stability at some w = wc is:
max δ(w2) = 0 (5.18)
The maximum of δ is attained when the wavenumber is a function of the prey diffusion. After deriving
δ(w2) and solving the derivative for w, we obtain the following value for the wave number.
wp = ±
 a22 − a11DM −DP +
(
−DMDP
(
D2M −D
2
P
)2
a12a21
) 1
2
DMDP (DM −DP)2

1
2
(5.19)
From Eq. (5.18), we obtain the values of ν and w. Also, as the dispersion relation gives δ in terms of the
wave number it is important to mention that the range of the spectrum is given by w1 < ν < w2, depending
on the third condition of pattern formation given in Eq. (5.16).
5.4 Weakly Nonlinear Analysis (WNL) in 1D
The aim of studying the weakly non-linear (WNL) behaviour is to properly characterize the shape and
amplitude of the patterns close to the Turing bifurcation threshold of the physically relevant equilibria [80].
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When the amplitude of the perturbations is just large enough for the nonlinear terms to become relevant we
apply the weakly non-linear analysis in order to study the dynamics of the system [128]. This amplitude
condition is satisfied when the control parameter, DP, is close to the critical value DPc , which indicates the
onset of the instability and is the value that we need to look at in order to obtain the amplitude equations near
it to describe the dynamics of the system. The critical bifurcation state also means that there are usually very
few unstable modes. The idea is to create a reduced set of equations that describes the nonlinear interactions
between these few modes [125]. There are a number of ways of constructing weakly nonlinear equations. The
steps are not unique, and neither is the output. To obtain the normal equation form governing the amplitude
of the patterns, we implement a weakly nonlinear multiple scale analysis. These amplitude equations allow
us to construct relevant solutions of the model equations and they reveal the existence of multiple branches
of stable solutions arising as the result of supercritical bifurcations. The amplitude equations could help us
to describe the modulations of a stripe state near the threshold, because of the spatially periodic solutions of
the model described by Eqs.(5.1); this is illustrated later in this chapter.
To start the analysis, we define a linear operator:
L = JuU + DP∇2U (5.20)
where J is the Jacobian matrix, the elements of which are given in Eq. (4.12), and DP is the diagonal matrix
given in Eq. (5.9) but with DM = 1. Let U be a vector of P,M and ue a constant vector of Pe,Me, then the
solution of the original system is written as a weakly nonlinear expansion in ε:
U = εU1 + ε2U2 + ε3U3 + ... (5.21)
Close to the bifurcation, the amplitude of the pattern will develop on a slow temporal scale, because the
key idea of WNL analysis is that close to the bifurcation value the pattern evolves on a slow time scale so
that, using the method of multiple scales:
DP = DPc + εDP1 + ε2DP2 + ε3DP3 + ... (5.22)
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Upon substitution of the expansions Eqs., (6.25) and (6.27), into the main system, we collect the terms at each
order in ε, so obtaining the following sequence of equations for Ui i = 1..3.
O(ε):
L
DPc U1 = S1 (5.23)
where S1 = 0
O(ε2):
L
DPc U2 = S2 (5.24)
S2 =
∂U2
∂T
+
∂U1
∂T
− JU2 −

DP1 0
0 1
∇2U2 (5.25)
O(ε3):
L
DPc U3 = S3 (5.26)
S3 =
∂U3
∂T
+
∂U2
∂T
+
∂U1
∂T
− JU3 −

DP2 0
0 1
∇2U3 +

DP3 0
0 1
∇2U2 (5.27)
The solution to the linear problem, Eq. (5.23), which satisfies the Neumann boundary conditions 3, is:
A(T).E. cos (ωcx) (5.28)
where E is the corresponding eigenvector, E ∈ Ker
(
J − ω2c DPc
)
, 4, where the amplitude of the pattern A(T)
is still arbitrary at this level, ω2 is the first unstable admissible mode and the vector E is as defined in [80]. In
the next section we are going to derive the amplitude equation.
3A set of periodic boundary conditions ∇P = 0, ∇M = 0
4The kernel of the linear operator, LDP .
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5.4.1 Derivation of the amplitude equation
We derive the amplitude equations that govern the evolution of patterns over time and discuss simple
solutions of these equations, starting by seeking a Fourier mode as a solution for the linearised model.
U(x, t) = Ue + A(t)Ee(iwx) + c.c (5.29)
U is a vector of two components, (P,M), we can rewrite our ansatz as follows:
P(x, t) = Pe + EA(t)e(iwx) + EA(t)e(−iwx)
M(x, t) = Me + EA(t)e(iwx) + EA(t)e(−iwx) (5.30)
where A(t) is the wave amplitude and E is the spatial eigenvector (constant vector) and w is a constant value
representing the wave number which we determined, by deriving Max(δ(w)). Substituting the ansatz given
by Eq. (5.30) and the given parameter values from our main reference [143] into the linearised model after
expanding the reaction term by Taylor, leads us to construct a simple form of the linearised reaction-diffusion
model as follows:

F(P,M) − ∂P∂t + Dp∇
2P
G(P,M) − ∂M∂t + DM∇
2M

(Pe,Me)

P′
M′
 = 0 (5.31)
We integrate each row in the system Eq. (5.31) w.r.t x in a bounded interval from 0 to 2πw which represents
a quasi period or a non linear period (maximum displacement of the wave or a nonlinear wave number).
After performing the integration we obtain a quintic polynomial, as in Eq.(5.32), called a Stuart-Landau
formula [82]. The deduced equation is a first order ODE of A(t). It controls the vertical direction of the wave
amplitude. We solve Eq. (5.32) to obtain an accurate value of the amplitude.
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A
′
(t) = εA + εA3 − εA5 (5.32)
Solving the quintic polynomial for A will help us to get an accurate value for the wave amplitude, and
this will lead to the discovery of the maximum and minimum analytic solutions which we can then compare
with the corresponding values from our numerical approach presented in section Fig. 5.5.1.
5.5 Numerical Exploration of the Reaction Diffusion Model in 1-Dimensions
After we develop the non spatial model by adding the spatial derivative, in Eq. (5.1), we then studied the
Turing mechanisms which are in effect in order to specify at what points and under what conditions we obtain
Turing patterns. We also performed some numerical simulations in order to understand the behaviour of
the reaction diffusion model, using pseudo arclength method computations past the limit points [109], as
presented in 5.5.1.
5.5.1 Numerical continuation
We solve for the time independent solution of Eq. (5.1), numerically, using a Newton-Raphson method to
obtain the bifurcation curve. However, as the parameter ν is varied, saddle-node bifurcations could emerge.
We use the pseudo arclength continuation method in the present section to continue the computations past
the limit points [109].
U =

P
M
 (5.33)
and we add one equation
θ ||U(i) −U(i−1)||2 + (1 − θ) ||ν(i) − ν(i−1)||2 = δ, (i = 3, 4, 5, . . .). (5.34)
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where i is the iteration number, 0 < θ < 1 is a weighting parameter, and δ is a distance between
(
ν(i−1), ||U(i−1)||
)
and
(
ν(i), ||U(i)||
)
.
For i ≥ 1, as the initial value, we use
U(i+2) = 2U(i+1) −U(i)
ν(i+2) = 2ν(i+1) − ν(i).
(5.35)
ν(1) and ν(2) as initial points and U(1) and U(2) are the solution for ν(1) and ν(2) respectively.
5.5.2 Uniform solutions and linear stability
The multitrophic plankton model, Eq. (5.1), has uniform solutions P(x, t) = Pe and M(x, t) = Me, which are
given in Eq. (5.4). The Pseudo arclength method, which computes approximate solutions of a system of
parameterized nonlinear equations, is used to solve Eq. (5.1) for K = 120 and K = 70. To determine the linear
stability of the uniform solutions, we use the dispersion relation in Eq. (5.11), for which all partial derivatives
are given in Eq. (4.12) in the previous chapter. From Eq. (5.11), a uniform solution is said to be stable when
δ(w) ≤ 0 for ∀w ∈ R and unstable where ∃w such that δ(w) > 0. So, the maximum of the spectrum, Eq. (5.18),
is satisfied when:
w0 = 0 (5.36)
or as wP, as in Eq. (5.19). The wave numbers, Eq. (5.36) and Eq. (5.19) are important when studying the
bifurcating uniform and periodic solutions which are being carried by them. Fig. 4.8 shows the bifurcation
diagrams of the uniform solutions for K = 120. The instability occurs for 0 ≤ ν ≤ Hp and between two
saddle-node bifurcations, Sn1 ≤ ν ≤ Sn2. The most interesting dynamics from this model is the existence
of Hopf bifurcation, where ν = Hp is the Hopf point. So, the largest eigenvalue has a complex value for
0 ≤ ν ≤ Sr, where Sr stand for a stable regime. Fig. 4.7 shows the bifurcation diagrams of the uniform
solutions for K = 70. In general, the dynamics are the same as for K = 120. The main difference is that the
instability interval only occurs at 0 ≤ ν ≤ Hp, there are no saddle-node (Sn) bifurcations, and Sn is equivalent
to Sn2 in the case of K = 120 where periodic solutions may exist for 0 ≤ ν ≤ Sn1/Sn.
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5.5.3 Transient Turing and periodic solutions
If the control parameter is increased far above its critical value, it is possible that the pattern itself becomes
unstable against itself, causing secondary instabilities, as they are termed. If the control parameter is increased
even further, the pattern may become chaotic or turbulent, i.e. disordered in space and time [108]. We
obtained this circumstance in between the two stability curves (the uniform and the non-uniform solutions)
in Fig.5.1 when K = 120. While in Fig. 5.1(b), the two curves were too close to each other and there was no
transient area for Turing patterns. Also, Fig. 5.2 shows the detailed numerical results in terms of evolution
in time of the phenomena that we observed in the predator prey model when we increased and varied two
main parameters in the spatial model: (ν,Dp) when K = 120.Where ν is the model highlighting the main
parameters, changing the model will show a different stability. In this case, Dp being the prey diffusivity or
movement parameter, we found that by increasing ν a bit further on from where Hopf bifurcation occurs,
the νc solution will travel to another equilibrium. This state represents the stable state of the model. We can
explain the phenomena of transient Turing patterns step by step by following the order of the figures. In
Figs. 5.2, we started by observing a pattern near the systems perturbed equilibria (3.920, 5.784) and ν = 0.037.
These patterns traveled to another perturbed equilibria of type sink/node. The plankton model of Eq. (5.1)
possesses a bifurcation in space. In this case, the periodic solution corresponds to a non-zero wave number,
wp in Eq. (5.19). Using the pseudo arclength method described in Section 5.5.1 we obtain the first stability
curve, and this is correspondent to the uniform solution of Eq. (5.1) in (ν,Dp); this regime also corresponds
to the wave numbers w0 and wp, see Figs. 5.3, 5.3(a) and 5.3(b). These figures illustrate the uniform solution
curve that separated the system regime into two main areas, a stable area above and an unstable area below
the uniform curve. Further elucidation of the transient Turing patterns is presented in Fig.5.1, where we
added the non-uniform solution curve. The main function of the non-uniform curve is to separate the
unstable area under the uniform curve into two sub areas, an unstable area and a transient Turing area.
These two areas start from ν ≥ 0.033 and become wider when 0.044 < ν < 0.06, where we have the Saddle
node bifurcation in the area of the three real roots of the cubic reaction system. Also, there might be another
reason behind having transient Turing, and this is the non-linearity in the reaction term, especially in the
logistic function of the predator-prey model. This nonlinear equation is intended to capture two effects: first,
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that of reproduction when the population increases at a rate proportional to the current population (this is
when the population size is small); second, that of starvation (density-dependent mortality), which occurs
when the growth rate decreases at a rate proportional to the value obtained by taking the theoretical carrying
capacity of the environment less the current population [173].
Figure 5.1: Uniform and non-uniform solutions for K = 120 and K = 71 in the (ν,Dp) plane for our one dimensional reaction
diffusion model
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(a) (b)
(c) (d)
(e) (f)
Figure 5.2: States of development of a Transient Turing area in one dimension, captured according to different time series, the
solution when K = 120, and ν = 0.037 with a stable focus equilibrium point. Choosing Dp to beless or greater than Dpc = 0.002
causes the stable state to become unstable.
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The curve in Fig. 5.3 represents the first part of Fig. 5.1. Fig. 5.3(b) shows the stability regime for
K = 120. The solid black line, DP0, indicates the boundary between the stable and the unstable regimes
which correspond to the periodic solution. The result shows that there are six regimes, and each has different
stabilities and solution behaviours. The three main areas are presented in Fig.5.1.
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Figure 5.3: Stability regime curve for K = 120 and K = 70. This curve separates the uniform from the non-uniform regimes. In
each case there exists six individual sub areas which reflect the different stabilities in the spatial model for different values of K the
system carrying capacity.
In regime (a) in Fig. 5.3(b), we have unstable uniform solutions. By perturbing and performing numerical
integration, we will obtain uniform solutions that oscillate with period T once a long time has passed, see
Figs. 5.4(a) and 5.4(b). One can say that uniform solutions are periodic solutions in time (they have a periodic
orbit), as shown in Fig 4.8, and possess a flat state in space. In regime (b) in Fig. 5.3(b), we also have unstable
uniform solutions and periodic orbits and we have stable periodic solutions in space once significant time
has passed. We can obtain the stable periodic solutions with period L =
2π
wp
m, m ∈ Z+. Without loss of
generality, we can choose m = 8 and by performing perturbations to the unstable uniform solution, we can
obtain a periodic solution profile, as shown in Figs. 5.4(c) and 5.4(d). The solution profile in Fig. 5.4(d),
we call periodic solution type 1. The most interesting attribute of regime (b) is that it includes pattern-like
formations in time and space, as shown in Fig. 5.5. By perturbing the uniform solution in the unstable region
and close to DP0, we can obtain Hopf-Turing bifurcation. The existence of Hopf-Turing bifurcation is due to
periodic orbits in time and periodic solutions in space.
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Figure 5.4: Time dynamics of the uniform solutions in regions (a) and (b) in Fig. 5.3(b) and Table 5.5.3 for different values of DP.
Fig.5.4(e) shows the typical evolution of a Turing instability in region (vi) close to the right saddle-node bifurcation (Sn2). The left
panels show P(x, t), while the right panels show the top view of the dynamics.
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Figure 5.5: Hopf-Turing pattern for K = 120.
In Fig. 5.5, in regime (c), we have stable, uniform and periodic solutions and no periodic orbit. The stable
periodic solutions can be obtained by the same method as they were for regime (b) in Fig. 5.3(b), using the
same period L =
16π
wp
. We have no periodic orbit here because Re(δ(w0)) < 0, and this makes the solution in
time to be asymptotic to the uniform solution. The other main difference is that here we obtained a wider
solution profile, which we call periodic solution type 2. By performing the same perturbation as for regime
(c) in Fig. 5.3(b), we obtain the same results as for regime (d). The difference is that we have unstable uniform
solutions.
In regimes (e) and (f), we only have stable and unstable uniform solutions. The absence of a periodic
solution is because Im(δ(w0)) = 0 a non-zero value for which is important for the existence of a periodic
solution. The difference between K = 120 and K = 70 is that if we perform quite a large perturbation for
K = 120, we can obtain the upper solution state of a uniform solution in a steady state condition, as in Fig.
5.1.
Fig. 5.3(a) shows the stability regime for K = 70.The difference in this case is that there is no saddle
node bifurcation and no large area for transient Turing patterns to exist in between the uniform and the
non-uniform curves.
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Region Uniform Solution DescriptionRe(λ(0)) Im(λ(0)) Re(λ(kp))
Hopf bifurcation, stable
(a) > 0 , 0 < 0 temporally periodic solutions
Hopf-Turing bifurcation,
(b) > 0 , 0 > 0 spatio-temporally or spatially
periodic solutions
(c) < 0 , 0 < 0 stable uniform solutions
unstable uniform solution,
(d) < 0 , 0 > 0 periodic states or
bloom in multistability interval
(e) < 0 = 0 < 0 stable uniform solutions
unstable uniform solutions,
(f) < 0 = 0 > 0 bloom (equilibrium states)
Table 5.1: The description of the regions in Fig. 5.3 and their steady states.
1 Regime (a) is above DP0 and ν ∈
[
0,Hp
]
. 2 Regime (b) is below DP0 and ν ∈
[
0,Hp
]
. 3 Regime (c) is above DP0 and ν ∈
[
Hp, Sr
]
.
4 Regime (d) is below DP0 and ν ∈
[
Hp, Sr
]
. 5 Regime (e) is above DP0 and ν ∈ [Sr, Sn2/Sn].
6 Regime (f) is below DP0 and ν ∈ [Sr, Sn2/Sn].
5.5.4 Bifurcation diagrams for the spatial model
After depicting several qualitatively different dynamics within the different regions, it is now instructive to
consider the existence and stability of the time-independent spatially periodic solutions. This will explain
the observed evolutions. We have solved the time-independent governing Eq. (5.1), numerically using a
Newton-Raphson method, in order to obtain the bifurcation diagrams. Here, DP will be the control parameter.
However, as this parameter is varied, there can be a saddle-node bifurcation. We use a pseudo-arclength
method, as in Section 5.5.1, to continue the computations past the turning points [109]. Figs. 5.6 show the
bifurcation diagrams of the periodic state for K = 120.
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Figure 5.6: Periodic solutions for K = 120.
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Figs. 5.6(a) and 5.6(b) show the bifurcation diagram of ν < Hp When K = 120 in regimes (a) or (b), we
always have unstable uniform solutions. At the beginning, we only have one main branch of the solution,
but as ν increases, instability occurs, and this leads to another branch of stable periodic solutions which we
term branch 2. The difference between the two cases is that for ν = 0.025 we have a Hopf-Turing bifurcation
since DP < DP0 and DP is close to DP0, while for ν = 0.032 these are not close. Heirein, the main branch is
considered to be the solution that bifurcates from DP0.
Figs. 5.6(c) -5.6(f) show the bifurcation diagram for Hp < ν < Sr as presented in regime (c) or (d) in
Table 5.5.3. When ν = 0.0415 branch 2 gets larger and admits a longer unstable branch, then for ν = 0.0421
we enter a regime where the uniform solution has three roots. Other unstable branches also appear which
bifurcate from the unstable uniform solution, see Fig. 5.6(d). Furthermore, the main branch and branch 2 are
connected to the two new branches that bifurcate from the unstable uniform solution for ν = 0.044. The main
branch and branch 2 become unstable, as shown in Fig. 5.6(e). For ν = 0.05, we could only obtain an unstable
periodic solution which connects the lower stable uniform solution and the unstable uniform solution, see
Fig. 5.6(f). Note that for quite large ν, such as ν = 0.044 and ν = 0.05, when we perturb the uniform solution
in a regime where a stable periodic solution does not exist, we obtain the upper stable uniform solution.
In general, the bifurcation diagram for K = 120 has an unstable main branch and this will only become
stable as ν passes a Hopf point going down, i.e., in terms of smaller ν. The main branch will catch another
branch for larger ν. A gap containing an unstable region may also appear in both cases. In K = 120, the
gap may be covered by the upper stable state of the uniform solution. To discover whether the regions
above and under the curve are stable or unstable, we need to check numerically by substituting a value of Dp
which is less (for under the curve) or greater (for above the curve) than the critical value of Dp; this latter has
already been determined by the intersection of δ(w+) = 0 with the DP axis. The area under the stability curve
depends also on the choice of the value of the control parameter and the corresponding equilibrium point.
For example, in Fig. 5.2 we have a stable focus point with K = 120, ν = 0.037. The solution of the system
becomes unstable by setting the prey diffusivity Dp = 0.02, which leads to there being an unstable area under
the stability curve. If we choose another value for ν and corresponding equilibrium point, such as ν = 0.05
and its corresponding equilibrium point, this leads to stability; Dp = 0.12, which means that the area above
the stability curve is stable.
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5.5.5 Spectrum in transient Turing
Analysing the coexistence states in their existence regions, we found that only Pe,1,Me,1, i.e. the lowest
equilibrium branch in Figs. 5.7(a),5.7(b),5.7(c),5.7(d),5.7(a) and 5.7(a), can experience a Turing instability. In
relation to Fig. 5.3, we plot the critical value of the diffusion coefficient, DP,cr, below, by which we obtain
bifurcations of spatially periodic states. Figure 5.3 shows the stability region for K = 120 and K = 70. Our
analysis yields six regions (i-vi), which are separated by the vertical dashed lines and the line of DP,cr, in
which one will obtain different qualitative characteristics. The behaviour of each region is summarised in
Table 5.5.3. Note that δ(wp) is always real in all regimes.
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Figure 5.7: (a)-(f) The corresponding eigenvalue/dispersion relation Eq. (5.11) that mention in each regime (a)-(f) in Fig. 5.3.
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5.6 Two Dimensional Spatial Distribution
In this section we will discuss the possible patterns that may arise in a two dimensional component reaction-
diffusion system. We impose the following form on the system:
∂P
∂t
= F(P,M) + DP
(
∂2P
∂x2
+
∂2P
∂y2
)
∂M
∂t
= G(P,M) + DM
(
∂2M
∂x2
+
∂2M
∂y2
)
(5.37)
for x, y ∈ 0, L, t ∈ [0,∞) and Ω is a bounded region.
The model in Eq. (5.37) has been solved numerically by using the same numerical simulations as are
used in [38], based on finite difference and by using the same parameter values as are shown in Table 4.1.
The initial conditions should be clarified in terms of continuous space and time as given in Eq. (5.39), and as
follows:
P(x, y, 0) = Pe(x) + ε cos(wx) cos(wy) (5.38)
M(x, y, 0) = Me(x) + ε sin(wx) cos(wy) (5.39)
where w is the spectrum of (Pe,Me) with Neumann boundary conditions, as used in the analysis of the one
dimensional model:
∇P = 0 (5.40)
∇M = 0 (5.41)
for x, y ∈ Ω is a bounded region..
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5.6.1 Turing analysis in two dimensions
In this section we investigate the phenomena of pattern formation and wave propagation for the reaction
diffusion model in Eq. (5.1) . We aim to find out where diffusion driven instability occurs in the two
dimensional model. Applying the same linear analysis that we used for the one dimensional model will lead
us to the required results. There is great consistency between the one and two dimensional models. Let the
perturbations be:
P = Pe + εeδt+i(w1x+w2 y)P̃,
M = Me + εeδt+i(w1x+w2 y)M̃, (5.42)
after following the same procedures that we did in the earlier section, we will determine the following
dispersion (characteristic equation):
δ2 − δ
(
DP + DM]w21 − [DP + DMw
2
2 − a11 − a22
)
+ DPDM(w41 + w
4
2) + 2DMDPa11(w
2
1w
2
2) + DPa22(w
2
1 + w
2
2)
+ DMa11(w21 + w
2
2) + Det(J) = 0.
(5.43)
Solving Eq. (5.43) will give the spectrum of the model in two dimensions; this will help us to determine the
system stability and show the consistency between the two spatial model analyses.
5.6.2 The spectrum of a two dimensional system
For the two dimensional model, we use the same techniques that we used in the earlier analysis of the one
dimensional model to determine the maximum spectrum, in order to demonstrate the stability curve in Fig.
5.3; this led us to estimate the stability areas under and above that curve. Consequently, we found that the
same stability curve could be used for both dimensions. Spatial patterns arise in correspondence to those
modes, w1,w2, for which Re(δ) > 0. Since (Pe,Me) is stable for the kinetics we satisfy the same conditions as
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in the one dimensional case. Fig. 5.8 shows the type of the system spectrum when K = 70 and ν = 0.043
and all other parameter values are as shown in Table 4.1. Fig. 5.8 reflects the consistency between the 1D
and 2D models as plotted in the spectrum of different regimes. Fig. 5.8 gives a number of different ranges
of wave numbers which are linearly unstable and, for two–dimensional situations, predicts the final steady
state solution. Fig. 5.8(e) shows the mode with the fastest linear growth (positive real part), which is when
ν = 0.044 and (5.478, 6.078) for K = 120.
5.7 Turing Patterns
The Turing mechanism is a mathematical tool used for highlighting repeating patterns. This includes the
identifying of the presence of a periodic solution obscured by chaos. In order to address this issue, we consider
the full two dimensional version of equations Eq. (5.1), where 0 < x < Lx and 0 < y < Ly. At the domain
boundary, zero flux conditions are imposed and the two species system can be solved numerically using
finite differences–the explicit method. The latter is also the case for the one dimensional model, given that the
type of the patterns depends mainly on the choice of the initial condition. By slightly perturbing the initial
homogeneous population distribution, a smooth pattern arises. In this case, we consider initial conditions
which lead to the stripe patterns. Different fields of study define the pattern types in the direction of x and
y, depending on the choice of the initial conditions. As a result of this, the population densities fluctuate
or oscillate with time. They also show qualitatively similar behaviours in space. Population dynamics, in
relation to the spatial aspect, are usually classified in terms of average density. In Figs. 5.9 5.10 and 5.11
we show the types of the patterns that we obtained by applying the initial condition defined by Eq.(5.3).
The patterns in both Figs. 5.10 and 5.11 correspond to K = 120 and ν = 0.044, ν = 0.0335 respectively. The
parameter values shown in Table 4.1 indicate patterns of stripes that are parallel in their long axis during
normal development and are parallel to the gradient. Fig.5.9 corresponds to a different value of ν: ν = 0.025
where we have unstable state. A systematic analysis of the different parameter values shows a consistency
in the average densities over time and space. Figs. 5.9(c), 5.9(d), 5.10(d), 5.10(c), 5.11(c), 5.11(d) show the
consistency in the systematic analysis of the two dimensional spatial model.
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(a) K = 120 (b) K = 120
(c) K = 120 (d) K = 120
(e) K = 120 (f) K = 120
Figure 5.8: The spatio-temporal spectrum w.r.t −2 < w1 < 2 and −2 < w2 < 2 for K = 120 when ν = 0.025, 0.0335, 0.044. The left
panel corresponds to the real part and right panel corresponds to the imagery part of the spectrum.
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(a)
(b) (c)
(d)
Figure 5.9: Snapshots of the prey distribution over two-dimensional space for t = 2500 and parameter values given in Table 4.1 and
for ν = 0.025, both prey and predator densities shows qualitatively similar behaviour when ν > 0.051 except for very early stages of
the system dynamics when the effect of I.C is essential.
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(a)
(b) (c)
(d)
Figure 5.10: Snapshots of the prey distribution over two-dimensional space for t = 1500 and parameter values given in Table 4.1and
for ν = 0.042, both prey and predator densities shows qualitatively similar behaviour when ν > 0.051 except for very early stages of
the system dynamics when the effect of I.C is essential.
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(a)
(b) (c)
(d)
Figure 5.11: Snapshots of the prey distribution over two-dimensional space for t = 500, the parameter values given in Table 4.1 and
ν = 0.0335, both prey and predator densities show qualitatively similar behaviours when ν > 0.051 to each other except in very early
stages of the system dynamics when the effect of the I.C. overrides.
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5.8 Conclusion
In this chapter, our prey-predator system with a Holling II functional response is considered in relation to
its spatial aspects, as in Eq. (5.1). It has already been shown in the previous chapter (4) that there exists
Hopf-bifurcation with respect to the mutual interaction of prey and predator. In the qualitative analysis, we
studied the dynamical behavior of the spatio temporal system. It is observed that when the rate of interaction,
i.e., Ue, crosses its threshold, the value of both species populations start oscillating around the interior
equilibrium. These results have been shown numerically in the previous chapter, indicating different values
of Ue. We started our spatial analysis by obtaining the amplitude equations in Sec. 5.4.1 and by providing
a mathematical description of the reaction–diffusion system close to the onset of instability. The analysis of
the amplitude equations [133] guided us to obtain a quintic polynomial leading to the Stuart–Landau in Eq.
(5.32) [82]. The deduced equation is a first order ODE of A(t). It controls the wave amplitude. The spatial
analysis has shown the occurrence of a number of different phenomena. This includes the stable stripes
Turing patterns where all the bifurcations of the periodic states are supercritical and there is no hysteresis
observed. This is in agreement with our time-dynamics simulation as indicated in the particular patterns
shown in Fig.5.9, 5.10 and 5.11. While many, if not all, of previous works consider vertical motility (see,
e.g., [115,209,255,256]), our analysis is innovative in that it proposes horizontal movement. One particularly
different result we presented here is the observation of localised solutions that biologically may indicate the
presence of hotspots (i.e., that phytoplankton and microzooplankton are abundant in localised areas such as
those in Figs. 5.4(c) and 5.4(d)) and ’coldspots’ (such as those shown in Figs. 5.4(e). Such observations are
possible mainly because the model is considered to be in the infinite domain, as opposed to being a bounded
one as the models focusing on vertical motility are. Our study can serve as a significant blueprint for the
analytic investigation of dynamics relatively close to bifurcation points; this is addressed as future work.
It will be interesting to study the existence and stability of hotspot and coldspot solutions using geometric
techniques as employed in, e.g., [101, 102].
Spatial patterns can arise in correspondence to the modes, w, for which Re(δ) > 0. Since (Ue) is stable in
the reaction system, one has that tr(w) < 0 and Det(J) > 0 [80]. The solution of the system becomes unstable
by setting the prey diffusivity Dp = 0.02; this leads to there being an unstable area under the stability curve in
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Fig. (5.1). For example, in Fig.(5.2), we have a stable focus point with K = 120, ν = 0.037. The solution of the
system is made unstable by setting the prey diffusivity Dp = 0.02. This leads to an unstable area under the
stability curve. When choosing another value for ν and its corresponding equilibrium point, such as ν = 0.05,
its corresponding equilibrium point should be stable but Dp = 0.12. This means that the area on the upper
stability curve is stable. It should be noted that because of the cubic interaction in the temporal system and
its corresponding roots, we found that the region can exhibit another stability which can we call the Transient
Turing which lies in between the two stability curves as in Fig (5.1). Fig. 5.3(b), clarifies the different stability
regimes in the system 5.1. For further elucidation we use Table 5.5.3 to divide the whole region of (ν,Dp).
Thus, we divided the region of the spatio-temporal system into three areas. First, the stable area gives flat
state 0.025 < DP < 0.12 and 0.033 < ν < 0.044. Then, the unstable area gives Turing patterns 0 < DP < 0.025
and 0.033 < ν < 0.044. Finally, there is the Transient Turing area of fig. 5.1; in relation to this area, we studied
the effect of having three roots in the cubic reaction systems. Because one of the three roots is a saddle, its
trajectory pushed the solution into a stable state where we have a sink, see Fig. 5.2 and the corresponding
spectrum fig 5.7. The model in Eq. (5.37) has been solved numerically by using the numerical simulations
based on finite differences, the explicit scheme, and by using the same parameter values as shown in Table
4.1. In relation to this approach, the initial conditions should be clarified for continuous space and time,
as shown in Eq.(5.39). The numerical analysis of the cubic reaction is explained in detail, along with the
location, the number and the types using Cardan’s method [109, 197] as presented in chapter three. This
helped us to find the key parameters of the system’s behavior when K = 71.973. Furthermore, the periodic
orbit has been determined by scaling the period in time of the model into t ∈ [0, 1] as in [109]. Hopf-Turing
patterns may also appear for both parameter cases due to the complex eigenvalues of the uniform solution
(Hopf bifurcation) and the instability region of the periodic state when we introduce a diffusion term. We
summarize the uniform and periodic solution behaviours (in terms of time and space) by identifying six
regimes, and our main finding, the Transient Turing lies in between regimes (d) and (e). We also simulate
several bifurcation diagrams for several parameters of ν for both cases. The results show that the periodic
states only exist in regime (a)-(d). For the next chapter, it is important to improve on the mathematical
model by introducing more resources into the model defined by Eq. (5.1). The numerical analysis has
involved a combination of numerical bifurcation methods, the Pseudo–arclength method of [109] and the
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finite difference method of [38], which are used to examine the bifurcations and to produce many of the final
graphs [106]. The one dimensional patterns obtained the periodic solution profile as shown in Figs. 5.4(c) and
5.4(d)–the solution profile in– Fig.5.4(d), we call periodic solution type 1. The most interesting observation
of regime (b) is that of the existence, there, of Hopf–Turing patterns in time and space, as shown in Fig.5.5.
We obtained these patterns by perturbing the uniform solution in the unstable region and close to DP0, when
ν = 0.025. The two dimensional patterns in both Figs.5.10 and 5.11 correspond to K = 120 and ν = 0.044,
ν = 0.0335 respectively. These are also the same parameter values as are shown in Table 4.1. The patterns are
stripes parallel in their long axis, during normal development, and parallel to the gradient. Fig.5.9 refers to
a different value of ν. This is ν = 0.025 where we have an unstable state, and the patterns change into chaos
from the centre of the Fig 5.9. The systematic analysis for the different parameter values shows consistency
in terms of the average density in time and space. Figs. 5.9(c), 5.9(d), 5.10(d), 5.10(c), 5.11(c), 5.11(d) show
the consistency in the systematic analysis of the two dimensional spatial model. Also, the results of the one
and two dimensional model are consistent. Further background information on the spatial analysis and the
biological oceanography can be found in [248], [10] and [179]and [113]. It is also important to note that the
spatiality in (5.1) was introduced by crudely inserting dispersions into the simple model proposed in [143].
At this stage, we have not analysed the precedence of the dispersion coefficients compared to the other
parameter values in terms of being biologically and physically relevant, even though mathematically they
can always be scaled out. Also, our model is constructed on the assumption of a stable copepod population.
These assumptions and limitations are addressed in relation to future work, which includes, e.g., a more
realistic model extension.
5.9 Biological Interpretation
In this section we provide a biological orientated discussion of both the non–spatial and the spatial preda-
tor–prey model. In both models, grazing-induced infochemicals have been indicated to have an effect on
multitrophic plankton interactions. To derive a biological interpretation for all the mathematical results we
obtained in Chapter 4and Chapter 5, we need to clarify that the presence of diffusion does not change the
location and stability of the equilibria as discussed for the non-spatial model in the previous sections, but may
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change how system perturbations develop. For simplicity, and without loss of generality, we scale the diffu-
sion coefficient of the microzooplankton to the arbitrary value of DM = 1 and consider DP as an exploratory
parameter. We only consider DP < DM, which is biologically justified since most species of phytoplankton
are non-motile and diffuse purely through passive drift due to turbulence and currents; in contrast, many
microzooplankton species are highly motile and can swim through the water column, leading to a higher
diffusive capacity. Research by [143] used a 1-d reaction-diffusion food web model to investigate this effect
by considering vertically migrating copepods in this 1-d model, [144]. Results in Chapter 4and Chapter 5
also incorporate the use of ordinary differential equations and partial differential equations to investigate
the copepod dynamics and their role in the multitrophic plankton interactions within the ecosystem. In this
investigation, we assume a well-mixed environment to be existent within the biological populations. [119]
highlighted that in conducting such an investigation, physical processes, such as turbulent diffusion, are
modeled using a system of PDEs, as illustrated in the spatial model equations 5.1. This modeling is facili-
tated to allow depth-dependent processes, such as light-limitation. From the results of the spatial modeling
equations a comparison can be performed to illustrate infochemical–mediated interactions and how much of
an effect they have on the formation of phytoplankton blooms through multitrophic plankton interactions,
as presented in Fig’s 5.6, and proved by the spectrum in each regime as shown in Fig. 5.7 when δ(wp) is
always real in all regimes. Also, Table 5.5.3summarises all the regimes stabilities. The use of the non-spatial
model in 3 illustrates that an increase in the microzooplankton mortality rate is a subsequent effect of an
increase in the rates of microzooplankton grazing on phytoplankton. This is also assumed to be as a result
of the increased predation by copepods, as shown in the bifurcation figures in Chapter 3, Fig 4.5 and Fig.
4.4. Research by [149] has further indicated that there is a high level of heterogeneity in the distribution
of phytoplankton within the ocean. This is caused by the difference in ocean gradients that provide fitness
advantages to motile cells. The different depth profiles in the ocean, as explained by [219], highlight the
fact that chlorophyll maxima correspond to the demonstrated infochemical concentrations. As a result of
this correspondence, the copepods are able to migrate vertically within the ecosystem and to locate prey-rich
patches, as explained in Eq’s 5.1. Based on the explanation provided by the equation, free distribution allows
copepods to respond to distributions of grazing-induced infochemical [143]. Therefore the predation rates
can be maintained. This situation also prevents the extinction of the copepods that could not have survived
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the high levels of predation and lack of foraging which they would experience if they did not take notice of
the distribution of infochemicals. As further illustrated via the spatial modeling by [219], copepods are able
to persist under great predation pressure because of their random foraging behaviors. The conversion of pre-
dated microzooplankton into new biomass is further explained as a major reason for the increased copepod
growth rates, and this is presented in relation to the hydra effect in Fig. 4.6. The total freedom of the copepods
allows them to move relatively quickly across different foraging areas across the water columns [165]. The
use of diffusion models has been adequate for modeling the copepods. The model in Eqs. 5.1 has been
used to explain that copepod infochemical related efficiencies are critical to their survival. The chemically
informed copepods are, however, dependent on the foraging density. Results by [194] indicated that the
chemodetection used by copepods in their foraging has a significant effect on the stabilization of the system.
However, eutrophication can also result to an unstable system, as indicated in Fig.5.9, which corresponds
ν = 0.025. Thus we have identified an unstable state while the systematic analysis of the different parameter
values proved the consistency between the average densities in time and space. Figs. 5.9(c), 5.9(d), 5.10(d),
5.10(c), 5.11(c), 5.11(d) explain the systematic analysis of the two dimensional spatial model. A stable steady
state is established through infochemical-mediated predation and its corespondent results are presented in
Fig 5.10. Research by [165] has further indicated that vertical heterogeneity affects the stability of the system
dynamics. This also affects the nutrient load within the ecosystem, following a change in the phytoplankton
bloom formation. Results by [165] also indicated that phytoplankton concentrations are in the upper euphotic
zone where there is an abundance of DMS. These are zones, commonly stated as being between 20m and 30m,
where DMS release is stable. It has been discussed that such abundances of DMS in the upper areas must
be detected by the copepods. The result is increased biological activity, given that the copepods are able to
use such chemical information. The copepods are also able to make use of the cues caused by their increased
foraging behavior within these areas. As explained by [28] at least in 4− 16% of the upper 25m water column
habitat there are huge concentrations of phytoplankton biomass. Such huge concentrations are important for
increasing the prey related cues received by the copepods. The result is increased foraging by the copepods
because of chemo detection. The research further indicated that through increased foraging by the copepods,
phytoplankton bloom formation occurs, leading to the stabilization of the system, as in Fig. 4.4 and in
Fig.4.4(c) when 0.051 > ν < 0.012. Both Chapter 3 and 4 emphasize the relevance of grazing-induced DMS
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on multitrophic plankton interactions. The results from the two chapters can be summed up as indicating
the importance of foraging through chemodetection. The discussion highlights that copepods achieve fitness
benefits through the increased use of chemodetection for foraging. The discussion further indicated that
copepods are able to resist greater predation pressure through their ability to utilize infochemical cues in
their foraging. The less efficient copepod predators are able to avoid extinction by using the chemical cues to
forage in layers rich with microzooplankton. It is also concluded from the discussion that an increase in the
net microzooplankton mortality is as a result of the infochemical–mediated predation that creates a grazing
refuge for phytoplankton. It is further highlighted that 100% efficiency in the distribution of infochemical
results in an evolutionarily stable mechanism for the copepods. Therefore, the survival of the copepods is
dependent on their ability to sense infochemicals. The conclusion is that in promoting bloom formation,
much larger chemical efficiencies have to be realized within the system.
Chapter 6
Infochemical Mediated PMZC- Plankton
Model
6.1 Introduction
We investigate a mathematical model that describes the interaction of plankton. This chapter discusses
a four trophic model which is derived from the model examined in chapter 4. The latter is based on two
components, P and M. We discuss a four trophic rather than a three trophic model because in the two trophic
model discussed in Chapter4 and Chapter5, the control parameter, ν, encapsulated the effect of the higher
predator population on system stability, as detailed previously in [143]. The following, Eq. (7.1, describes
the four trophic model frame:
dU
dt
= Fi(U), (6.1)
where U = [P,M,Z,C] represents a vector of four components: P denotes the population density of prey
phytoplankton, M denotes the predator microzooplankton, Z denotes the top predators (copepods) and
finally C denotes the chemical release by phytoplankton. Functions Fi take into account the effects of birth
and mortality. In most biologically meaningful situations, the functions Fi are nonlinear with respect to at least
some of their parameters. In this chapter we will study the stability and bifurcation analysis of the above four
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trophic interaction model and examine the properties of the functions Fi which define the species responses
and the types of inter-specific interactions. As highlighted by [180], the ecosystem processes are affected by
changes in biodiversity through trophic interactions. This is a major reason why it is important to explore
how the stability of the ecosystem and the relationship between biodiversity and processes are affected by
the different trophic interactions within an ecosystem. The density functions in the above equation can be
termed a functional group’. Most straightforwardly, such a group can be categorized according different
trophic levels. A good example is that of phytoplankton and zooplankton [172]. Although in any natural
aquatic ecosystem, each of these two groups consists of many different species, in the above equation we are
going to study the interaction of four species only –a representative from each category. Furthermore, the
functions, Fi, depend not only on the population densities but also on a number of parameters, such as the
birth/death rate(s), the population carrying capacity(-ies), etc. These parameters provide an intrinsic scale for
each of the variables. The above system creates an appropriate modeling framework for the case of a well-
mixed community in a homogeneous environment: i.e., for a community which may in all circumstances
be regarded as spatially homogeneous. Obviously, this is not always the case for real communities, and
this affects the model choice for a community. For instance, the spatial structure of a given population or
community can be predefined by environmental heterogeneity [175]. In the case of small environmental
gradients, a relevant mathematical model can still be space-continuous; however, in the extreme cases of
large environmental gradients or of a fragmented habitat, a space-discrete approach will sometimes be more
insightful. A mathematical model would then consist of a number of systems such as the one above, but
where different systems describe the dynamics of different sub-populations which are coupled together due
to migration between the habitats [125, 172, 175].
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6.2 Mathematical Models
Consider the following model:
dP
dt
= F1(P,M,Z,C), (6.2)
dM
dt
= F2(P,M,Z,C), (6.3)
dZ
dt
= F3(P,M,Z,C), (6.4)
dC
dt
= F4(P,M,Z,C). (6.5)
Here Fi, i = 1, 2, 3, 4, which is the interaction function of the developed model, and has the following format:
F1(P,M,Z,C) = rP
(
1 −
P
K
)
−
aPM
1 + b1P
, (6.6)
F2(P,M,Z,C) =
γ1aPM
1 + b1P
−m1M −
βZM
1 + b2M
(1 +
ζC
1 + εC
), (6.7)
F3(P,M,Z,C) =
γ2βZM
1 + b2M
(1 +
ζC
1 + εC
) −m2Z, (6.8)
F4(P,M,Z,C) =
ηaPM
1 + b1P
−m3C + ωP. (6.9)
The model describes the interactions between the small infochemical-producing phytoplankton, the mi-
crozooplankton and the copepods in a system that is depleted of nutrients. [71], used a system of simple
differential equations for modeling autumn phytoplankton bloom and explained that this model indicated
that trophic interactions are critical in terms of the interaction functions among the available species, as
explained in Chapter 3. The parameter r represents phytoplankton intrinsic growth rates, a is the clearance
rate of microzooplankton at low food densities, bi i = 1, 2 are the half saturation constants, β is the copepod
linear predation rate, mi (i = 1, 2) are the predators death rates, m3 is the chemical evaporation rate, γi i = 1, 2,
is a parameter governing the prey to predator biomass conversion rate. ζ is the rate of change and ε is a
key parameter which we are going to use to reduce the general four species model to a special case model,
the one in [143]. η is the productivity rate for the DMS-infochemical and ω is the amount of chemical given
off by each phytoplankton. In Eq. (6.6), we still employ the logistic map to describe the growth rate of
6.2. Mathematical Models 117
the prey and a Holling II functional response to describe the effects of predator on prey. In Eq. (6.7), we
define microzooplankton population growth using the Holling II functional response with γ1 as a parameter
indicating the prey to predator biomass conversion rate. The second term in Eq.(6.7) represents the normal
mortality of microzooplankton, while the third term represents the effect of zooplankton on microzooplank-
ton–another cause of microzooplankton death [180]. The third term also represents the increase of predation
with β as a linear predation rate 1. Copepods saturate their behaviour in terms of their ability to handle
prey (microzooplankton) with b2 being the half saturation parameter. The released chemical can also be
saturated by the (1 + C) factor and the ζ parameter is used to measure the rate of the chemical increase that
affects the increase of predation 2. In Eq. (6.8), the first term we introduce is the copepod population growth;
this connects the predators M and Z. This term also describes how copepods consume microzooplankton
following DMS release and how copepods saturate because of the time it takes to handle prey. [195] wrote
that the spatio-temporal variability of copepods is affected by climate changes within the ecosystem. These
include bottom-up and top-down pressures. This can be regarded as an effective concept which is important
in explaining the dynamics of the copepod populations. The next term is copepod mortality due to con-
sumption by higher trophic predation. The last equation, (6.9), has three terms. The first term is used to
describe the infochemical release following microzooplankton grazing on phytoplankton, with η being the
production rate of DMS. The second term in F4 stands for chemical evaporation. The third term represents
the chemical released (exuded) by each cell. We can reduce the model in Eqs. (6.6)- (6.9) into a special case
model by setting ε = 0, b2 = 0, ω = 0, i.e.:
F1(P,M,Z,C) = rP
(
1 −
P
K
)
−
aPM
1 + b1P
,
F2(P,M,Z,C) =
γ1aPM
1 + b1P
−m1M − βZM(1 + ζC),
F3(P,M,Z,C) = γ2βZM(1 + ζC) −m2Z,
F4(P,M,Z,C) =
ηaPM
1 + b1P
−m3C. (6.10)
1-βMZ represents the effect of copepod predation on microzooplankton. We changed the form of this term to the Holling II functional
response because any species should saturate at some level.
2ζ also can be defined as a maximum level for the chemical released, especially if we model this term by 1 +
(
ζCmax
1+C
)
.
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The main difference between the two set of nonlinearities and the model in Eq. (6.10) is the linear predation
function, which describes the linear predation of the copepod on the microzooplankton. It must be assumed
that the model is valid over the long term–scales, because we add more resources to the basic food chain of
the two species model by modeling the population density of the copepods and also the chemical release. So
we must consider the time that both predators, M and Z, take to handle their prey. The model in Eq. (6.10)
is considered as a special case model of Eqs. (6.6) - (6.9). When ε = b2 = ω = 0 the model will be reduced
to the two species model shown in Eqs. (4.1) and (4.2) of Chapter 4 and biologically studied in [143] 3. One
goal of the model construction here is to predict the predator–prey kinetic and dynamical properties. Since
our model is derived from the two species predator prey model, P and M, which is the model simulated
in Chapter 4 and Chapter 5, a basic question to raise here is how can the four species model provide better
descriptions than the two species model? As the current model generalizes the behavior of the two species
model, P and M, by considering the higher trophic level copepods by introducing Z we can consider the
models validity over a longer time scale.
6.3 Qualitative Analysis of The Equilibria
6.3.1 Steady state populations
We now look for the steady-state solutions (P,M,Z,C) which satisfy ( dpdt ,
dM
dt ,
dZ
dt ,
dC
dt ) = 0. The system described
by Eqs. (6.6)-(6.9) possesses five possible nonnegative equilibria, namely the extinction equilibrium E0, the
microzooplankton and copepod eradication equilibrium E1, the phytoplankton and infochemical eradication
equilibrium E2, the copepod eradication (copepod free) equilibrium E3 and finally the coexistence equilibrium
E4. Table 7.1 shows the number of equilibria and their type and definition.
The biologically irrelevant equilibrium is given by:
E2 = (0,
m2
(βγ2)
,
−γ2m1
(βγ2)
, 0). (6.11)
The fourth equilibrium is given by:
3However, we consider a longer time scale as we include higher trophic predation.
6.3. Qualitative Analysis of The Equilibria 119
Table 6.1: Biologically relevant and irrelevant possible equilibria of the system given by Eqs. (6.6)-(6.9)
Equilibrium Definition Value in pa-
rameterized
system
Description Hyperbolic Eigenvalues
E0 (Pe,Me,Ze,Ce) (0, 0, 0, 0) Trivial (extinct) Eq. (6.19)
E1 (Pe, 0, 0,Ce) (K, 0, 0, Kωm3 ) phytoplankton and infochemical equilibrium Eq. (6.20)
E2 (0,Me,Ze, 0) (0,Me,Ze, 0) Biologically irrelevant equilibrium given in Eq. (6.11) Eq.(6.21)
E3 (Pe,Me, 0,Ce) (P,M, 0,C) Copepod free equilibrium is given by Eq. (6.12) Eqs. (6.22), (6.23), (6.23)
E4 (Pe,Me,Ze,Ce) as in Eq.
(6.13)
Full Coexistence equilibrium given by Eq. (6.13) Eqs.(6.13)
E3 = (
m1
(aγ1 − b1m1)
,
rγ1(aKγ1 − Kb1m1 −m1)
K(aγ1 − b1m21)
, 0,
(aηKrγ1 − ηKrb1m1 + aKωγ1 − Kωb1m1 − ηrm1)
(K(aγ1 − b1m1)2)
). (6.12)
The full co-existence state satisfies a quartic polynomial
4∑
i=0
AiP4−ie = 0, (6.13)
where Ai, i = 0, .., 4 are cascading parameters given in Appendix C.1. While M, Z and C are given by
M(Pe) =
−r
aK
(
b1P2e − (Kb1 − 1)Pe − K
)
,
Z(Pe) = A5(Pe)2 + B(Pe) + G, (6.14)
C(Pe) =
(P2ηr − PηKr − Kω)
(Km3)
.
Where A, B and G in Eq.(6.14) are cascading parameters given in Appendix C.5.
To find the roots of the coexistence polynomial, we need to use Cardans method to find the reduced
quartic (Q(Pe)), and we can achieve that by finding the turning points (T1,T2,T3) and then eliminating the
cubic order in the quartic polynomial, Eq.(6.13) [198]. Cardans method starts by substituting Pe = − B4A into
the Pe –expression of Eq.(6.13) and then choosing some coefficients that make the resulting quartic and P3
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equal to 0, the resultant reduced quartic equation is shown in Eq.(6.15).
Q(Pe) = AP4e + BP
2
e + CPe + D, (6.15)
we can solve any quartic by solving instead a simpler, reduced form of the resolvent cubic, say T(x) = 0
in Eq.(6.16); to determine the inflection points in the resolvent cubic, we need to determine some constant
multiples such as I, J. Thus each of these invariants has a visible geometric interpretation in relation to Eulers
resolvent cubic [198].
T(x) = x3 − 3Ix + J, (6.16)
the resolvent cubic constant multiples are given as follows:
I = 12AE − 3BC + C2,
J = 72ACE + 9BCd − 27Ad2 − 27EB2 − 2C3,
by solving Eq.(6.16) we obtain the subroots given in Eq. (6.17)
R1 =
√
ε2 − (
T1
12A
),
R2 =
√
ε2 − (
T2
12A
),
R3 =
√
ε2 + (
T3
12A
). (6.17)
using the subroots in Eq.(6.17) will help us to determine the reduced quartic roots given in Eqs. (6.18).
P1 = XN − R1 + R2 − R3,
P2 = XN − R1 − R2 + R3,
P3 = XN + R1 + R2 + R3,
P4 = XN + R1 − R2 − R3. (6.18)
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where Pi, i = 1, 2, 3, 4 are all real roots. However only two roots of Eqs. (6.18) are positive; the other two are
negative. We can check this by using the parameter values in Table 6.2.
6.4 The Stability of The Steady-States
The Jacobian of the four-species model is given by
J =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

,
where ai j, i, j = 1, ...4 are Jacobian elements and all are given in Appendix C.2. The stability of the four
equilibria depends on the eigenvalues of the Jacobian matrix M above. In the next section we investigate the
behaviour of each equilibrium point.
6.4.1 System behaviour near the origin E0
A straightforward calculation shows that the first trivial equilibria (extinction) is an unstable saddle point,
λE0 = (r,−m1,−m2,−m3), (6.19)
where λ1 = r and λi = −mi and i = 1, 2, 3 are the four related eigenvalues.
6.4.2 System behaviour near the microzooplankton and copepod extinction equilib-
rium, E1
The equilibrium point, E1, of the system, which represents microzooplankton and copepod eradication, is
locally asymptotically stable if γ1ak − b1km1 − m1 ≤ 0. Also if γ1ak < b1km1 −m1, and 1 + b1k > 0 in the
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eigenvalue Eq (6.20), then E1 is asymptotically stable .
λE1 = (−r,
γ1ak − b1km1 −m1
1 + b1k
,−m2,−m3), (6.20)
where λ1 = −r, λ2 =
γ1ak−b1km1−m1
1+b1k
and λi = −mi i = 1, 2 are the four related eigenvalues.
6.4.3 System behaviour near phytoplankton and infochemical eradication equilibrium,
E2
The Jacobian matrix of the system in Eqs. (6.6)-(6.9) around the non- feasible point, the phytoplankton and
infochemical release eradication equilibrium point, E2, gives the following eigenvalues.
λE2 = (
γ2βr − b2m2r − am2
γ2β − b2m2
,
1
2A0
(α ∓
√
β),−m3) (6.21)
where A0 = γ2β, α = −m1m2m3b2 and β =
√
(4γ2β2m1m2 − 4γ2b2βm1m22 + b
2
2m
2
1m
2
2).
Now, this hyperbolic point is an unstable saddle focus, because λ1 =
γ2βr−b2m2r−am2
γ2β−b2m2
and λ4 = −m3 < 0 are
unstable saddles and because λ2,3 = 12A0 (−α ∓
√
β) are stable foci. λE2 is an unstable saddle–focus.
6.4.4 System behavior near the copepod extinction equilibrium, E3
The Jacobian matrix of the system in Eqs. (6.6)-(6.9) for the fourth equilibrium, whereby the copepods are
eradicated, has the following four eigenvalues:
λ1 =
A
B
, (6.22)
λ2 = −m3,
λ3,4 =
1
2A0
(α ∓
√
β), (6.23)
where all the coefficients of Eq’s (6.22 and 6.23) are as given in the Appendix C.3.
Now, this hyperbolic point is also an unstable saddle-focus, because λ1 in Eq. (6.22) is unstable when
A > B > 0 and because λ2 in Eq. (6.23) is a stable sink. So λ1,2 are unstable saddle foci. While λ3,4 in Eq.
(6.23) have negative real parts, they are stable foci. The point, E3, is an unstable saddle-focus point, because
we have four eigenvalues with opposite signs.
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6.4.5 System behaviour around the coexistence equilibrium, E4
Let λi, i = 1, 2, 3, 4 be the roots of the characteristic polynomial which is given by:
4∑
i=0
Aiλ4−i = 0, (6.24)
where Ai are cascading parameters and A0 = 1, and all other coefficients are as shown in Appendix C.4 From
the Routh-Hurwitz criteria [184], all the roots of the Jacobian matrix have negative real parts if and only if the
determinants of all the Hurts matrices are positive [184]; this implies that E4, is locally asymptotically stable
if and only if A1 > 0, A3 > 0 and A1A2 > A3 > 0 and A3 >
√
A1(A1A4 − A2A3) > 0 or A1A2A3 > A23 + A
2
1A4 > 0.
Obviously, we have A1 > 0 and A3 > 0, and from the Jacobian element matrix, when a12 < 0, a21 > 0, a23 < 0,
a32 > 0, a33 > 0 and a44 < 0, it can readily be seen that A1A2A3 > A23 + A
2
1A4 > 0. Therefore, the coexistence
state, E4, is an unstable equilibrium point. For this purpose, we use the following notation
a11 < 0 i.e if r < aMe(1+b1Pe) +
aPeMeb1
(1+b1Pe)2
( k(1−2Pe) ) < 0 and a12 < 0 i.e if
−aPe
(1+b1Pe)
< 0 and a21 > 0 i.e. b1 < Pe(1+b1Pe) and
a23 < 0 if ζ < Ce−1Ce and a44 < 0. Hence E4 is an unstable equilibrium point.
6.5 Asymptotic Expansion Analysis for the Quartic Polynomial
Using an asymptotic approach it is possible to make some limited analytical progress with the general system
given in Eq. (6.9). In this analysis, we study how to scale our parameters in order to determine the general
stability of the PM-models’ roots [52]. We start performing the method by making the following assumption:
k = k̂ε2 , â =
a
ε , b̂1 =
b1
ε2 , b̂2 =
b2
ε2 , m̂1 =
m1
ε , m̂2 =
m2
ε , m̂3 =
m3
ε2 , η̂ =
η
ε , γ̂1 =
γ1
ε , γ̂2 =
γ2
ε , ζ̂ =
ζ
ε3 , ω̂ =
ω
ε3 and by
substituting our scaled parameters and the following expansion into the full co-existence persistence state,
which is given by Eq. (6.13):
P =
P0
ε2
+
P1
ε
+ P2 + ..., (6.25)
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We will obtain an expanded polynomial and by collecting the coefficient of its leading order we can obtain
the appropriate value for prey density, Pe, which is:
P0 =
k̂
ε2
(6.26)
Also, by substituting the expanded (scaled) value of P into the expanded polynomial of MZC, we can collect
the coefficient of the next leading order to obtain a value for P1 = 0. Repeating the same steps to obtain
P2 = k̂ω̂η̂r will help us find and then compare the numerically yielded value of P with the analytically obtained
value from Eq. 6.27.
PE4 =
k̂
ε2
+
k̂ω̂
η̂r
(6.27)
and by substituting the analytically derived value of P into the quadratic polynomials of M and C and the
fractional polynomial of Z we obtain:
ME4 =
 k̂b̂1â
âζ̂(b̂1̂k + 1)
+
m̂2â
âζ̂(b̂1̂k + 1)
 ε
ZE4 =
â̂km̂3γ̂1
(b̂1̂km̂3 + k̂m̂3)β
CE4 =
η̂̂kr
m̂3
.
After determining the values of the scaled root, E4, we can undertake a general stability analysis by following
the same procedures. After determining the characteristic polynomial of the model in Eq. 6.5 from the
Jacobian matrix, we expand λ as in Eq. 6.28and substitute it back into the characteristic polynomial.
λ =
λ0
ε2
+
λ1
ε
+ λ2 + ... (6.28)
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Figure 6.1: A comparison between the numerical and the analytical approaches used to solve the quantic polynomial of the four
species model in Eq.6.5.
and by collecting the coefficient of the leading order, we will determine four eigenvalues as follows:
λ1,2 =
A
B
,
λ3,4 =
1
2A0
(α ∓
√
β).
Where A, B, α and β are all cascading parameters: the forumula is quite prolix, so it has been moved to
the appendix. Comparing the analytical roots and eigenvalues of the system, 6.5, with the numerical results
shows that all the results are consistent. Fig. 6.1 illustrates the consistency of the two approaches.
6.6 Numerical Simulation Results
In this section, we investigate the effects of K, ζ, ω and r on the systems stability. We introduce the related
parameters in the next subsection to clarify their specifics and their values. Changing these values lead to
different behaviours as explained separately in Table 6.3.
6.6.1 Parameter values investigation
A major reason for modeling the dynamics of a population is to understand the principal controlling features
and thus to be able to predict the likely pattern of development consequent upon a change in environmental
parameters [120]. For the PM model of (6.9) we assume that the parameters for the elementary analysis
are similar to their values as described in the two previous chapters [143]. We denote these values as the
default values. Oscillatory solutions were present in the two models: i.e., when ε = b2 = ω = 0 and when
ε = 1, b2 = 0.05, ω = 0.1; this makes the two systems consistent with the results found in the two previous
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chapters. However, in this chapter we study a 4 species system. We need to consider carefully the effect of
each parameter on the PM food chain, to assist us to gain a valid solution, especially as we are introducing the
effects of zooplankton into this system. Following [59], the parameter values used for zooplankton mortality
can have a major influence on the dynamics of simple models [61], [59]. They found, for their particular
parameter values, limit cycle behaviour (unforced oscillations) which occurred when using a linear mortality
term for zooplankton in their four species system and that this limit cycle did not occur when using a
quadratic term. In respect of [143] and [165], we will use a maximum growth rate, as these logistic growth
models also do, and set it in the range 0.1 < r < 2d−1. [74] considered the phytoplankton carrying capacity,
K = 50µgCI−1 and [165] considered a much wider range K = ∞. Hence, we will use 50 < K < ∞ [59]. [59], [202]
estimated that the half-saturation constant of phytoplankton was in the range 20 < b1 < 150µgCI−1 and that
the zooplankton (copepod) half-saturation constant was in the range 20 < b2 < 100µgCI−1. This reflects the
fact that copepod dynamics develop more slowly than microzooplankton dynamics. However, because we
are introducing zooplankton (copepods), and we are going to study the effects of this on this food chain, the
accurate values for b1 and b2 for use in this model are much smaller than the literature suggests. We will have
a very small value for zooplankton (copepod) population density in contrast with microzooplankton, as we
are not introducing any higher trophic levels, and because of the fact that our models are not nutrient limited.
We have chosen the b1P and b2M terms, because these terms may be regarded as reflecting the time it takes
for predators to handle their prey [36], and if we choose γ1ab1 −m1 > 0, the predator density tends towards zero
over time. Therefore, we postulate that γ1ab1 > m1 and similarly that
γ2β
b2
> m2. Also, we cannot choose b2 > b1
in this model for the same reason, in order to avoid having predator density tend towards zero over time.
In [223] the microzooplankton conversion efficiency is estimated to be 0.15 < γ1 < 0.64. [130] states that
the conversion efficiency may be higher when considering zooplankton feeding on aeroplankton, hence a
higher value of γ2 = 0.7 is chosen for the copepod assimilation efficiency. Also, the maximum copepod
predation rate was chosen to be β = 1d−1. In our model, copepods are specified with a normal (as defined
in previous chapters) mortality value as we accounted for natural mortality only and not for predation from
higher predators. Moreover, if we wish to find the results of choosing these specific values, we can do so,
numerically, by substituting the default values from Table 6.2 into the functional responses and then looking
at the corresponding population density.
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Table 6.2: The default values and ranges of the parameters. The ranges cover values used by a variety of authors for various different
models [59], [61], [202].
Parameters Definition Value Unit Range Source
dP/dt Rate of change in phytoplankton density - µg C I−1days−1
dM/dt Rate of change in microzooplankton density - µg C I−1days−1
dZ/dt Rate of change in microzooplankton density - µg C I−1days−1
dC/dt Rate of change in chemical productivity - -
P Phytoplankton density - µg C I−1
M Microzooplankton density - µg C I−1
Z Microzooplankton density - µg C I−1
C Chemical productivity - nM/(µgCl1)
r Phytoplankton intrinsic growth rate 1.5 days−1 [62]
K Phytoplankton carrying capacity 120 µg C I−1 [74]
a Clearance rate of microzooplankton at low food densities 0.3 µg CI−1 days−1 [166, 202]
b1 Half saturation density 0.05 µg C I
−1 0.01 − 0.05 [13]
b2 Half saturation density 0.02 µg C I
−1 0.01 − 0.05 [13, 202]
γ1 Microzooplankton grazing efficiency 0.3 days
−1 0.3 − 0.64 [62]
γ2 Microzooplankton grazing efficiency 0.7 - 0.3 − 0.7 [61, 62]
m1 Microzooplankton mortality in the absence of DAMS 0.1 days
−1 0.015 − 0.15 [62]
m2 Zooplankton mortality in the absence of DAMS 0.15 days
−1 0.015 − 0.15 [62]
m3 Chemical evaporate or flux to the atmosphere 0.03 days
−1 [13, 202]
η DAMS production rate 0.1 - [166]
β Microzooplankton linear predation term 1 - -
ζ Rate of chemical increase CP - Control parameter
ω Eexudation rate for each phytoplankton cell 0.01 - -
6.6.2 Time evolution and phase portraits
The main objective of this section is to support the analytical findings by the use of parameter values from
the published literature, as reported in Table 6.2. The table is of the 14 parameters of the model 6.9 taken
for the same range as the range of parameters shown in Table 4.1–for the analysis in Chapter four. These
parameter ranges are also closely related to the value of the main control parameter, ν, or m3 that helped us to
define the initial conditions (ICs) for the numerical analysis. One of the crucial purposes of this section is to
verify our analytical findings as shown in Table 7.1. The numerical simulations show important features of
the system from a practical point of view. They show that oscillations in all plankton densities are large. This
effect, where the stability of a system is lost through the addition of extra resources, is called the ’Paradox
of enrichment’ [194]. Fig. 6.2 exhibits the local stability of the model around the proposed initial conditions
which we set to test the consistency between the two models of Eq. 6.9 and Fig. 6.10–when the parameter
values given in Table 6.2 are applied.
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(a) (b)
(c) (d)
Figure 6.2: Time Evolution and phase-space trajectory for the two cases of the PMZC system around the proposed initial conditions,
other parameters are as shown in Table 6.2 and ζ = 0.001. The trajectories in the two cases are attracted to a limit cycle.
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In Figs. 6.2, and 6.2(a), we plot the time evolution and the trajectory in PMZC space of the system from
the initial conditions (P,M,Z,C) = (3.942, 5.789, 0.0481, 20.379) with ζ = 0.001 and all parameters fixed at their
default values. In 6.2(b), the trajectory is attracted onto a limit cycle, with a specific period of roughly 500
days. The trajectory exhibits large-amplitude fluctuations in P.
(a) (b)
Figure 6.3: Time Evolution and phase portraits near microzooplankton and copepod eradicated equilibrium point E1 and ζ = 0.001.
It can readily be seen that the trajectories are attracted onto a stable steady state.
(a) (b)
Figure 6.4: Time Evolution and phase portraits around the inner equilibrium point, E3, with parameter values as shown in Table
6.2 and ζ = 0.001. The trajectories are attracted onto a limit cycle
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(a) (b)
Figure 6.5: Time Evolution and phase portraits around the coexistence equilibrium point, E4, with all of the other parameters fixed
at their default values and ζ = 0.001. In Fig. 6.5(a), the time evolution solution shows a limit cycle around the equilibrium E4 and
Fig. 6.5(b) shows that the trajectories are attracted onto a limit cycle.
The possible dynamics of the prey-dependent model are: stable coexistence, unstable coexistence and
extinction of the predator [229]. In the current study, we have an unstable coexistence equilibria. This is
because the stability of the two species model in Eq. (4.1) and (4.2) of Chapter four is lost through the addition
of extra resources: that is, by adding a population of zooplankton (copepods) and by modeling infochemical
release. The above results are shown numerically using ODE45 for different equilibria, as in Figs. 6.2-6.5, we
observe that the coexistence equilibrium is unstable when ζ = 0.001.
6.6.3 A one parameter bifurcation diagram
The numerical simulations of the model represented by Eq. (6.9) and Fig. 6.6 can be used to construct a local
stability diagram around E4, with the parameter values given in Table 6.2. It can readily be seen, from 6.6(a),
that, with the coexistence equilibria E4 < K, the population of phytoplankton will bloom, specifically, if E4 is
a function of ζ and so reflects a consistency between our previous work and the current model. However, if
E4 > K then the population of prey will decrease significantly. Also, if E4 = K then the population will remain
constant [77].
6.6. Numerical Simulation Results 131
(a) (b)
(c) (d)
Figure 6.6: One parameter ζ bifurcation diagram, showing the population density of each species w.r.t the increasing rate of chemical
release, ζ.
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For a specific choice of parameters, the prey population increases to extremely high numbers, yet recovers
(while the predator population remains sizeable–as at the highest prey density). In real-life situations,
however, chance fluctuations in the discrete numbers of individual structures and in the life-cycles of prey
might cause the prey to actually go extinct, and as a consequence, the predators as well [39].
To study the effect on the population dynamics of altering the carrying capacity of the prey by varying
the value of K, we construct in Fig. 6.7, the stability diagram of the system defined by Eq. (6.9) and Table 6.3.
(a) (b)
Figure 6.7: One parameter ζ bifurcation diagram, showing the population density of each species w.r.t the increasing rate of chemical
release.
Table 6.3: A summary of the stability and bifurcation analysis of the four species model defined in Eqs. (6.6) - (6.9); this illustrates
the system behaviour by varying a number of essential parameter values.
Nutrient limitation Chemical release Exuded
rate
Growth
rate
System
stability
K ζ ω r −
20 0.001 0.001 1.5 Stable
= 0.001 0.001 0.5 Stable
= 0.001 0.001 5 unstable
20 0.01 0.01 1.5 Stable
= 0.01 0.01 0.5 Stable
= 0.01 0.01 5 unstable
20 0.1 0.1 1.5 Stable
= 0.1 0.1 0.5 Stable
= 0.1 0.1 5 unstable
1000 0.001 0.001 0.5 − 5 unstable
= 0.01 0.01 0.5 − 5 unstable
= 0.1 0.1 0.5 − 5 unstable
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6.7 Discussion
Many classical prey-dependent food chain models have been studied by a number of authors since the
innovative work of Freedman [160], [77] and [60]; these studies were all aimed at gaining a better insight into
the behaviours of such systems. The latest work, [75], studies the existence of periodic solution oscillations
and includes an evaluation of how the predator functional response affects these. In the present investigation,
an attempt has been made to discuss the directions of the trajectories by solving the model defined by Eq. (6.6)
- (6.9). To summarise the analytical findings, we used Table 7.1 to obtain some numerical results generated
using ODE45 in MALTA. The model in Eq. (6.9) exhibits four hyperbolic, biologically feasible equilibria and
one non feasible equilibrium E2. The first one is E0 where all populations are extinct, and this is always
unstable. This study is similar to the one [143] completed with the aim of understanding the food web.
It investigates the stabilization of the food-web dynamics with a focus on DAMS production. The current
study also presents an argument from the perspective of predator-prey relations along the marine food-
web. The second equilibrium is E1, where the prey is at its highest population density while the predator
microzooplankton and the top predator zooplankton are extinct and the release of infochemicals is limited;
this is also unstable as explained in Sec. 6.4.2. The third equilibrium is E3 where the prey and the predators
(microzooplankton) and the infochemical release persist while the top predator zooplankton becomes extinct,
Sec. 6.4.4. This is borrowed from [143] who highlighted DAMS production as having an effect on the food-
web. That study emphasized the need to understand the role of infochemicals in the food-web structure. The
fourth equilibrium is coexistence, E4, where all species continue to survive, as explained in Sec. 6.4.5. The set
of parameters in Table 6.2 allows a wide range of behaviours to be observed in a relatively small ζ parameter
space. The stability of the system falls into four categories, based on the predator-prey population, or limit-
cycle, graph behavior [76]. An unstable spiral moves away from the initial condition, yielding to population
oscillations that grow without bound; we demonstrate the existence of such a region of oscillatory behavior
for the four species model and illustrate how this region persists with the set of the parameter values as given
in Table 6.2; these results are consistent with [60]. The reason behind the oscillatory behavior in the PMZC
model is the challenge of modeling the zooplankton Z functional response, as it is biologically complex and
potentially influential on the system [60]. [167] wrote that in terms of understanding the complex dynamics
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of plankton, including the oscillatory behavior, the simple reaction-diffusion model can be used to highlight
the trophic interactions. In this chapter we employ the simple reaction-diffusion model to show temporal
variations in predation by fish within the ecosystem [68]. An Intense focus on the role of infochemicals in
the predation process is employed. The limit cycle behaviour that we observed with respect to the linear
mortality function for the predator may not occur if we use a quadratic function for predator mortality [216].
We considered the work of [167], which explores the dynamics of a reaction-diffusion predator-prey model.
The work of [68] is also critical in this case, in relation to exploring the existence of a Hopf bifurcation as
investigated. This is because the stability of the two species model in Eq. (4.1) and (4.2) of Chapter four is lost
when extra resources are added. That is, by adding a population density of zooplankton (copepods) and by
modeling the infochemical release. This effect is called a ”paradox of enrichment” [194]. In the above results
shown numerically using ODE45 for different equilibria, as in Figs. 6.2-6.5 we observe that the coexistence
equilibrium is unstable when ζ = 0.001. This effect is an example of the ”paradox of enrichment” already
mentioned [93, 194],and is due to the high value of the carrying capacity of the system. The model in Eqs.
(6.6) - (6.9) displays a region of instability near the Hopf bifurcations when K = 20, r = 4.455, ζ = 0.01 and
ω = 0.01 as is shown in Table 6.3. However, this model does not exhibit behaviour in accordance with the
enrichment paradox. While increasing the prey carrying capacity does take the system through a region of
unstable states, the presence of a higher predator causes the system to be unstable for larger values of K, at
least for the parameter values by which Fig. 6.7 was generated. To study, in the next chapter, the effect of the
space dimension on the homogeneous steady state, we will investigate the spatial effects in relation to the four
species temporal model by using Turing criteria [233]. This captures detailed information on interactions
among the three species, the microzooplankton, copepods, and phytoplankton in a similar way to [143].
This investigation highlights that the species range limits are determined by adaptations to environmental
variation which exist among the respective species. Relatively, the existence of the irregular distribution of
populations over space and the continuous change in these with time depend on the complex interactions
which taking place over the spatial and temporal scales. There are no unique criteria for the existence of
spatio-temporal chaos [16].
Chapter 7
Non Turing Patterns in a PMZC Plankton
Model
7.1 Introduction
Understanding pattern formation in nonlinear complex systems is one of the central problems of the natural,
social, and technological sciences [178], [16]. In this chapter a mathematical model describing the interaction
of plankton will be investigated. We aim to discuss a four trophic model of the form:
∂U
∂t
= Di∇2U + Fi(U), (7.1)
where U represents a vector of four components. P denotes the population density of the prey phytoplankton,
M denotes the microzooplankton (the predator) population density and Z denotes the top predator (copepod)
population density. i represents the number of species in the community, C denotes the chemical released as
an effect of microzooplankton grazing, and functions Fi take into account the effects of birth and mortality–all
relative to time, t. In most biologically meaningful situations, the functions Fi are nonlinear with respect to
at least some of their arguments. The first term of the above equation, D∇2U, is concerned with the diffusion
models as being one of the possible mechanisms for generating biological patterns, where Di is the diffusion
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coefficient of the ith species, in order to include spatial diffusion terms ∇2 corresponding to the horizontal
plane (the Laplace operator):
∇
2 =
∂2
∂x2
+
∂2
∂y2
. (7.2)
Plankton distributions across a limited area and within a specific time scale are homogeneous in contrast
with those of the ocean and lakes as a whole which are highly heterogeneous. One of the reasons for
this latter heterogeneity lies in the presence of the strong horizontal diffusion which is associated with
plankton distribution and this is coupled with the spatial heterogeneity of the nonlinear dynamics of plankton
populations.
There are two kinds of physical processes which contribute to mixing: advection and diffusion. In
advection, large-scale movements of water occur, and the imbedded organisms are carried with the water,
whereas with diffusion, a spatial exchange of organisms takes place without any overall transport of water.
As a result of the two processes, the physical mixing of organisms occurs. The term ”diffusion” is sometimes
used synonymously with the terms ”mixing” or ”dispersion”. Strictly speaking, ”diffusion” is a form of
”dispersion” in which there is no spatial variation of mean velocity in the field. In a loose sense, however,
we shall use ”diffusion” to indicate the result of the mixing of some property–when we wish to stress the
process of mixing itself.
The essential features of the diffusive processes in the ocean are as follows. We shall consider the diffusion
of a patch of phytoplankton in the sea. Eddies which are significantly larger than the patch size will advect
the patch as a whole, while eddies which are smaller than the patch size, such as M and Z, can produce the
dispersion of phytoplankton about its center of mass by turbulence diffusion. Eddies of around the same size
as the patch will deform the patch and will also contribute to diffusion. All these eddies will produce shears
or spatial variations in the velocity field; this velocity heterogeneity will tend to advect one part of the patch
relative to another, resulting in the deformation of the patch.
In this chapter, the diffusion terms are a parametrization of the small-scale distribution, and the terms
here represent horizontal movement in two dimensions, mainly due to plankton-distributing circulation and
flows.
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7.2 Turing Analysis of the PMZC Model
Several studies have been devoted to the various modes of spatiotemporal organization generated by different
models: limit cycles, Turing patterns and, in one dimensional systems, traveling waves [221]. The purpose
here is to create a fundamental understanding of the spatial system in 7.1, where Ui and i = 1, 2, 3, 4 is a vector
of the system state variables P,M,Z,C at position X and time t. It can readily be seen that a corresponding
linearized system in the vicinity of a spatially homogeneous steady state (Pe,Me,Ze,Ce) will have the following
form:
dUi(t)
dt
=
4∑
j=1
ai jU j, (7.3)
where Ui = P,M,Z,C, and i = 1, .., 4 this is in the case of a spatially homogeneous perturbation, and:
dUi(t, k)
dt
=
4∑
j=1
(
ai j − k2Diδi j
)
Ui(t, k), (7.4)
The above describes the case of a spatially inhomogeneous perturbation with k as the wave number. Here
ai j =
∂ fi
∂U j
, δi j is the Kronecker symbol, and Ui(t) and Ui(t, k) are the amplitudes of the perturbation and its
Fourier transformation, respectively [152]. It can readily be seen that when k = 0, the system in Eq.(7.3)
coincides with Eqs. (7.4). The matrix of the linearised system is:
A =

a11 −DPk2 a12 a13 a14
a21 a22 −DMk2 a23 a24
a31 a32 a33 −DZk2 a34
a41 a42 a43 a44 −DCk2


P1
M1
Z1
C1

. (7.5)
We obtain the dispersion relation as a quartic polynomial in δ.
4∑
i=0
Piδ4−i = 0, (7.6)
where Pi are all cascading parameters. According to the Routh–Hurwitz criterion, all the eigenvalues have
negative real parts if and only if the following conditions hold:
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• P1 > 0,
• P3 > 0,
• P1P2 > P3 > 0,
• P3 >
√
P1(P1P4 − P2P3) or P1P2P3 > P23 + P
2
1P4 > 0
And according to the analytical analysis presented in table 7.1, E4 is the coexistence state of the system in
Eqs (6.9). This state is an unstable focus node as it has four different types of eigenvalues; the first two
are unstable foci and the other two are stable sinks.E4 does not satisfy the Turing conditions and gave rise
to chaos patterns in the spatial system. Spatiotemporal chaos arising from a diffusive coupling system of
equations of local limit cycle oscillators [151], and spatiotemporal patterns, depend on the choice of the initial
condition.
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(a) (b)
(c) (d)
(e) (f)
Figure 7.1: The dispersion relation as a function the of the wave number. Parameter values are in Table 6.2.
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Fig. 7.1 shows the dispersion relation with respect to the wave number. In Figs 7.1(a), 7.1(b), 7.1(e) and
7.1(f), we present the four types of the corresponding spectra; the first two Figs, 7.1(a) and 7.1(b), represent the
spectrum, with positive real parts, of an unstable focus type when the wave number is (−0.002 < w < 0.002)
and in Fig’s 7.1(e) and 7.1(f) we have the third and fourth spectra of sink type.
7.3 Spatial Distribution and Limit Cycle
In this section we consider the model in Eq. (7.1) as it exists in continuous time and space. The model is of four
interacting species, as explained earlier in Sec. 7.1, and represents an example of a community population
with an oscillatory solution. In this section we are interested in the possible emergence of non-Turing, Turing,
and limit cycle patterns. First, we assume that the diffusivity is the same for all species, and then we assume
that DC < DM < DZ < DP. However, it appears that the type of the choice of the initial condition given by Eq.
(7.7) could affect the type of patterns which are generated [120]. Fig’s 7.2 and 7.3 show the one dimensional
systematic analysis of Eq. (7.1), starting from the type of the patterns and the behaviour of the system in time
and space. The PMZC model could generate quite different patterns, depending on the choice of the initial
condition.
U(x, 0) = Ue + εcos(wx). (7.7)
The type of the system dynamics depends significantly on the choice of the initial conditions [151]. The
initial conditions in Eq. (7.7) include Ue as the system coexistence point and εcos(xw) as the perturbation
term which depends on the value of ε and the value of w, the wave number. Fig. 7.2 shows how the initial
condition evolves to a smooth spatial distribution of prey and predator. The spatial distribution gradually
varies over time: the local temporal behaviours of the dynamic variables, PMZC, are strictly periodic and
depend on the limit cycle of the non-spatial system. Another type of initial condition, as presented in Eq.
(7.8), gives chaotic non-Turing patterns when the zero-flux boundary condition is imposed. Non-Turing
patterns result when we perturb the initial distribution by adding some terms like ε and δ into the two
dimensional initial distribution below:
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P(x, y, 0) = Pe + ε1(x − 0.2Lx)(x − 0.8Lx) + ε2(y − 0.3Ly)(y − 0.7Ly),
M(x, y, 0) = Me + ε3(x − 0.5Lx) + ε4(y − 0.45Ly),
Z(x, y, 0) = Ze + ε1(x − 0.2Lx)(x − 0.8Lx) + ε2(y − 0.3Ly)(y − 0.7Ly),
C(x, y, 0) = Ce + ε3(x − 0.5Lx) + ε4(y − 0.45Ly), (7.8)
where the values for the important terms, ε and δ in Eqs. (7.8) are given as follows
ε1 = −2.10−7, ε2 = −6.10−7, ε3 = −3.10−5, ε4 = −6.10−5
[151].
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(a)
(b)
(c)
Figure 7.2: Population distribution over the one dimensional space at t = 150, t = 350 and t = 1500 using Eqs. (7.7) as the initial
condition and Ue = E4 with parameters as shown in Table 6.2.
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(a)
(b)
Figure 7.3: Schematic analysis with respect to space and time Eqs. (6.9) and the average density of PMZC in time, using Eqs. (7.7)
as the initial condition and Ue = E4 with parameters as shown in Table 6.2.
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Figures 7.2(a), 7.2(b) and 7.2(c) show the population density generated by the dynamics variables at
times t = 150, 350 and 1500, using Ue = E4. Fig. 7.2(c) shows the regularity of the oscillatory solution of
the population density of the dynamics variables in time and space. Both figures 7.3(a) and 7.3(b) in 7.3
show regular spatiotemporal oscillations over the whole domain. Furthermore, we decided to analyse each
equilibrium point of the four species model and we present the results of this in Fig. 7.4 and Fig. 7.5, for
Ue = E3 and Ue = E1 respectively.
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(a)
(b)
(c)
Figure 7.4: The population distribution over the one dimensional space at t = 1500, plus the correspondent schematics analysis
across space and time Eqs. (6.9) and the average density of PMZC over time, using Eqs. (7.7) as the initial condition and E3 for
ζ = 0.001 other parameters are as shown in 6.2.
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(a)
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(c)
Figure 7.5: Population distribution over the one dimensional space at t = 1500 plus the correspondent schematics analysis across
space and time Eqs. (6.9); also the average density of PMZC in time using Eqs. (7.7) as the initial condition and E1 for ζ = 0.001;
other parameters are as in 6.2.
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(c) (d)
(e) (f)
Figure 7.6: Non-Turing patterns in a predator-prey distribution over two dimensional space for t = 150, t = 180 and t = 1500,
using Eq. (7.7) as the initial condition and Ue = E4 with parameters as shown in Table 6.2.
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In Fig .7.6, the spatial distributions of prey species at different times is presented to show the continuous
changes in the distribution of species. Patterns are presented here which were generated within the time
span t = 10 to t = 1500, but the existence of similar patterns was verified for longer duration simulations.
This type of pattern is classified as a stripes patterns and it is a non-Turing pattern, because not all the Turing
conditions hold.
In Fig. 7.7, we find another non-Turing pattern, generated by the PMZC model when ζ = 0.001 and when a
suitable choice of the parameter with DC < DM < DZ < DP was made, to include horizontal diffusion, we also
consider the effects of the diffusion of P, M, Z and C in the x-direction. We have observed that the stationary
non-Turing patterns are cold spot patterns which exhibit circular patches which have lower concentrations
of prey and predators. The non-Turing patterns observed for the classical Holling-functional response are of
two types: hot spot patterns and cold spot patterns. Hot spots consist of localized circular patches with high
population densities. Our stationary cold spot pattern changed to a chaos pattern due to the coalescence
of nearby circular patches with low population densities. The stationary patterns obtained for the PMZC
model are completely independent of the initial condition. We have checked this independence numerically,
by using E4 as an initial guess, without perturbing it; we obtained a flat state. This unstable steady-state
property of the non-stationary patterns is illustrated in Fig.7.6 and 7.7, where the spatial averages of the
population densities are plotted against the space dimension, as in 7.6(e), and against the time dimension,
as in 7.6(f). It is important to note here that the temporal steady-state is unstable and oscillates for ζ ≥ 0.001.
Further analysis is performed in order to investigate other biologically relevant equilibria which have been
implemented in order to obtain some specific patterns; the patterns yielded vary according to the choice of
the initial condition and the type of the equilibria. See Fig. (7.8).
Table 7.1: Spatial Analysis of the four species model presented in Eq. (7.1).
Equilibrium Description Turing condi-
tions
Routh–Hurwitz criterion Type of patterns
E0 Trivial (extinct) λ(k2) > 0 and
H(k2)
P1 > 0,
E1 phytoplankton and infochemical equilibrium λ(k2) > 0 and
H(k2) < 0
P1 > 0, Strips patterns using Eq.7.7
as I.C and spot using Eq.7.8
as I.C.
E2 Biologically irrelevant equilibrium given in Eq. (6.11) λ(k2) > 0 and
H(k2) > 0
P1 > 0, Strips patterns using Eq.7.7
as I.C and spot using Eq.7.8
as I.C.
E3 Copepod free equilibrium given by Eq. (6.12) λ(k2) > 0 and
H(k2) > 0
P1 > 0, Strips patterns using Eq.7.7
as I.C and spot using Eq.7.8
as I.C.
E4 Full Coexistence equilibrium given by Eq. (6.13) λ(k2) > 0 and
H(k2) > 0
P1 > 0, Strips patterns using Eq.7.7
as I.C and spot using Eq.7.8
as I.C.
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(a) (b)
(c) (d)
(e) (f)
(g)
Figure 7.7: Non -Turing patterns for predator-prey distribution over a two dimensional space representing prey and predator for
t = 150, 350 and t = 1500, using Eq.7.8 as I.C. with Ue = E4 and ζ = 0.001; all other parameters are as shown in Table 6.2.
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(a) (b)
(c) (d)
(e)
Figure 7.8: Non-Turing patterns generated by Eq. (7.1) using the initial conditions from Eq. (7.8) with Ue = E1 and ζ = 0.001;
other parameters are as shown in 6.2.
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(a) (b)
(c) (d)
Figure 7.9: Non-Turing patterns for Eq. (7.1) using the initial conditions from Eq. (7.8) with Ue = E3 and ζ = 0.001; other
parameters are as shown in 6.2.
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Patterns produced by the PMZC model 7.1 can be in the form of a stripe-like arrangement of activated
cells (in terms of phytoplankton concentrations)1; alternatively the active spots can lead to chaos. E1,E3 and
E4 are unstable equilibriums of the non-spatial model: Eqs.6.6–, 6.9,⇒<(λ) > 0. The Turing conditions are
not satisfied and this gives rise to chaos patterns in the spatial system because⇒ λ(k2) > 0. Spatiotemporal
chaos arising from a diffusive coupling system of equations with local limit cycle oscillators [151] and
spatiotemporal patterns depend on the choice of the initial conditions. Infochemical mediated interaction
can have a strong effect on the structuring, functioning and composition of marine ecosystems. For example,
it has been observed that chemical gradients play a key role in generating complex patterns and in cell
differentiation [220].
7.4 Conclusion
In the qualitative analysis of Eq. 7.1, we study the dynamical behavior of the temporal system. It is estab-
lished that when the rate of mutual interference of the predator (i.e., M and Z), crosses its threshold value
(i.e., M = M0 and Z = Z0) then prey, first predator and second predator populations start oscillating around
the interior equilibrium as shown in Fig.6.5. The dynamics of spatially inhomogeneous aquatic communities
is illustrated in this chapter by studying Turing instability in the PMZC model, using the Routh Hurwitz
criteria [54]. The Turing criteria did not hold for this study because, as we have remarked earlier, the coex-
istence point, E4, possesses four eigenvalues and two of these represent an unstable focus (with Re(λ) > 0)
and the other two stable sinks. Furthermore, based on the numerical experiments, we obtained a spatial
homogeneity in Eq. (6.9) which can give way to the appearance of a regular spatiotemporal pattern, depend-
ing on the parameter range given in Table 6.2. It is important to clarify that spatiotemporal chaos is typical
for two dimensional reaction-diffusion systems with oscillatory dynamics. However, oscillatory behaviour
is seen in the four species model even with small amplitudes in Eq. (7.1) and can be seen to be widely
possible in terms of the response of the plankton model over time and space. Different patterns may be
obtained by setting different initial conditions and using different numerical methods. We address the issue
of the non-Turing patterns in Figs. 7.6 and 7.7 –using different initial conditions for the reaction–diffusion
1The concentration of the activator (P) is suggested by the dot or spot density
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PMZC model (one and two dimensional). The population density of all species in Fig. 7.6 shows oscillatory
behavior; this behaviour raises an important question in relation to the phytoplankton population response
to the periodic (seasonal) stimuli [199]. Such large scale oscillations may push the system into and out of
oscillatory phase during the course of the year [60]. The models short-term oscillations are connected with
feedbacks in the ecosystem initiated either by abrupt changes in the phytoplankton or by increased density
in spring or by increased spatial depth in autumn [199]. The systematic analysis of the nonlocal interactions
in the one dimensional model of Fig. 7.3 and in the two dimensional model of Fig. 7.6 prove the persis-
tence of the oscillation that we have already discovered in the spatially homogeneous model and show the
consistency between the density and the average. In relation to this, for mathematical simplicity, the ranges
of the nonlocal interactions for prey and predators are assumed to be same (this is consistent with [17]).
Also, we could provide a more detailed explanation of the sort of patterns that we have obtained by further
studying the dispersion relation of the model as shown in Fig. 7.1. We obtained striped patterns in Fig. 7.6
because we used a periodic function as an initial condition for Eq. (7.7). As found in [85], we can expect
the existence of oscillatory travelling waves and more complex, for instance modulated, spatio–temporal
dynamics. Spatiotemporal patterns exists for the parameter values given in Table 6.2. In Fig 7.7, using the
parameter values shown in Table 6.2 but different initial conditions such as the initial conditions given in
Eq. (7.8), we observe a pattern formation with different time steps. Also, it can be observed that stationary
”mixtures −→ stripe–spot mixtures −→ spots” patterns are time-dependent, as was found in [151]. These
observations confirm the fact that the interactions between the temporal and the spatial are unable to drive
the system towards spatial and temporal irregularity under any circumstances. Relatively, the existence of
the irregular distributions of populations over space and the continuous changes to these over time depends
on the complex interactions which take place over both the spatial and temporal scales. Finally, all these
spatial patterns show that the qualitative changes lead to spatial density distributions for each species, across
the spatial system. Furthermore, we analyse the stability of the linear and non-linear systems with the help
of a Turing instability analysis and observe that the spatiotemporal system in Eq. (7.1) does not change its
behavior, as revealed by the spatial systematic analysis in Figs. 7.2 and 7.3 in one dimension and Figs. 7.6,
7.6(e), 7.6(f), 7.7 and 7.7(g) in two dimensions, because the trajectories are spiralling in a limit cycle and then
they tend to converge into a stable point. Our results show that modeling by reaction –diffusion equation is
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an appropriate way to investigate the fundamental mechanisms of the spatio-temporal dynamics in the real
world food web system [177] and [14].
7.5 Biological Interpretation
The biological context of these mathematical results is that of a well-mixed food chain, as presented in Eq.
(7.1), in a homogeneous environment; A marine environment does not always accord to this description. This
is especially so when phytoplankton are distributed heterogeneously, due to light and nutrient limitations, as
mentioned in the biological background chapter 2 of this thesis in Sec.2.5. In recent years, marine ecosystems
have experienced a number of major changes. One of the most important of these is the acidification that
affects the productivity of phytoplankton [244]. The second major source of disturbance is the influence
of human activities (other than the production of CO2) on ecological communities; there is increasing
recognition of the importance of altered trophic interactions and energy flows in ecosystems which are being
degraded by human activities [253]. The discussion in the current chapter has further emphasized the utility
of Turing and non-Turing Patterns, as used by many researchers, in relation to understanding the mechanism
of pattern formation in various physical processes within the marine ecosystem. The presence of non-Turing
patterns, as described in Appendix A.6, depends on a range of influences across a number of different
scales which effect plankton growth. [50] further observed that planktonic processes and spatial patterns
within the marine ecosystem drive plankton behaviour. However, it is also indicated that the ocean food
web can be affected by changes in plankton behaviour. An understanding of the plankton ecology requires
an understanding of the various different influences at the various different scales which are spanned,
including the effect on plankton growth of micro-scale turbulence. This discussion has mainly focused
on four interacting components: namely, the Phytoplankton (P), the Microzooplankton (M), the copepods
(Z) and (C) infochemical release. In discussing the different components and how they interact, advanced
technologies have been referred to. In terms of the biological research which has been undertaken in this
area one of these advanced techniques is remote sensing. As discussed in Sec. 2.6.1, the chapter describing
the biological background of this thesis, there are standard methods for remote sensing including various
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different types of satellite sensing. The results from these remote sensing methods are used for analyzing
and then presenting the different interactions that occur among marine species. Through these technologies,
biological and physical dynamics have been used to explain plankton ecology. As discussed by [71], remote
sensing has been used as a technique for synoptically mapping aquatic systems.
The four species model presented via Eq. 7.1 used a mathematical modeling approach to analyse the ways
in which infochemicals play a critical role in mediating the interactions among plankton. The discussion here
has highlighted infochemicals as the main factors which are critical in determining how plankton relate with
other organisms. From the results presented in the discussion, it can be seen that there can be a significant
alteration in the interactions among plankton and other species following a change in infochemical release.
The result of such changes is changes in the dynamics of planktonic food webs: e.g., Figs. 7.2, 7.6, 7.9 and 7.5
show the spatiotemporal patterns which exist for the parameter values given in Table 6.2 and based on the
choice of hyperbolic equilibriums given in Table 7.1. Therefore, it is demonstrated that these infochemicals
are associated with strong effects on the functioning and structuring of marine ecosystems [107].
As highlighted in the discussion of the spatial models in Eq. 7.1, phytoplankton bloom formation is
affected by infochemical-mediated multitrophic interactions. The explanation provided is that the release
of grazing induced infochemicals leads to a change in copepod foraging behaviours. This in turn changes
the foraging behaviours among other species. Copepods change their foraging behaviour and prefer mi-
crozooplankton over the small phytoplankton species [99], due to the abundance of the latter and therefore
of the former. Further, the copepods elicit a change in the grazing patterns within the ecosystem because
of their prey choice. The release of DMS infochemicals by the small phytoplankton species, among them
Emiliania huxleyi and Phaeocystis, presents a wide range of prey choices [225]. It is also argued that as a
result of the increased grazing of microzooplankton on the phytoplankton species, there are further releases
of infochemicals. The primary result of increased infochemicals release is the enhanced susceptibility of
microzooplankton to predation. The copepods are aided in moving to forage on microzooplankton. As
explained by [116], the increased grazing by copepods on the microzooplankton leads to bloom formation
among the phytoplankton species. It is argued that the community composition of all the species is affected
by the grazing induced infochemical release. Furthermore, the abundance and distribution of phytoplankton
over the seasons, including their differing physico-chemical characteristics, have been successfully evaluated
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using a number of qualitative and quantitative estimates as described in Sec. 2.6.1. These estimates have
been used to understand the growth cycles of phytoplankton across the ecosystem [4]. In deriving these
estimates [4] observed that plankton samples are collected from different spots within the ecosystem.
[24] are among the few scholars who have managed to investigate the effects of DMS on the marine
ecosystem. Their main objective was to determine the production of DMS infochemicals and to discover
how these affected the copepods dynamics and foraging behaviours. However, to date, there has been very
limited research which evaluates the interactions of species which occur within the ecosystem as a result
of DMS release. There is still a wide range of data which is yet to be collected relating to the models and
parameters which could explain these interactions, and this is why the current discussion was critical in terms
of this topic. The models presented in chapter 6 and the current chapter resulted in biologically reasonable
results and allowed the quantification of the behaviours of the models for analysing the interactions among
marine species. Through the conceptual-box models, this chapter grouped plankton species into different
interacting compartments in order to study their interactions.
One major observation from the discussion is the fact that the models omit bacteria, and these are potential
prey for many species in the relevant ecosystems, including the small zooplankton. The bacteria also use
the dissolved DMSP as illustrated in the research by [231], leading to its further conversion to DMS. In this
chapter, all the processes involving bacteria as a component were grouped into one process and assumed to
be proportional to the microzooplankton (M and Z) grazing. This approach was taken in this study in order
to allow a focus on the analytical examination of the models.
Based on the models presented in Eqs. 7.1, it is argued that any increase in DMS infochemical results in an
increase in the rate at which copepods predate. A study by [220] is amongst the research which presents this
argument. [220] conducted a number of different experiments on the relationships between DMS infochemical
release and copepod grazing rates. The findings were that tethered copepods respond to microinjections of
DMS by increasing their grazing rates. This chapter further highlights that increased copepod predation of
microzooplankton can be associated with DMS signaling. Therefore, the main discussion is concerned with
predator-mediated coexistence. As explained in the discussion, there is inadequate research which provides
information about the actuality of DMS as an infochemical within the ecosystems. This serves to increase the
relevance of conducting the current research and so presenting experimental evidence on the topic.
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There has also been discussion in this chapter concerning the different factors that result in a change in
DMS production. The discussion argues for the use of the CLAW hypothesis to explain the relations between
the Earth’s climate and the changes in the ocean ecosystems. In regard to this, the information relating to
oceanic acidification as being subject to changes in DMS production is presented. The information provided
highlights the fact that the formation of sulfuric and methane sulfonic acids in the atmosphere affect the
production and emission of DMS [143]. The main result of recent changes to the atmosphere is the oxidation
of DMS. Therefore, the discussion was based mainly on the climate changes related to the marine ecosystem
as correlated with the changes in the release of DMS and other infochemicals.
It has also been found via this analysis that different factors may affect the abundance of plankton species
in the marine ecosystem. Among these factors are nutrient availability, salinity, water temperature and light
intensity. These findings are borrowed from a previous study by [217] who evaluated these factors in detail
and their roles in the ecosystem. Those author’s research finding was that all these factors coexist within the
ecosystem. Therefore, research studies must aim at evaluating the different factors. In this study, nutrient
availability and light intensity were taken particularly into account. However, the research did not focus on
temperature and salinity. The finding from this analysis was that seasonal changes in the different factors
affect the variability of species interactions [132].
Chapter 8
Conclusion and Future Work
8.1 Thesis Summary and Discussion
In this thesis, we have studied two reaction–diffusion plankton models with local interaction terms. These
models correlate with a previously studied two-component reaction–diffusion system with inter–species
reaction and with constant diffusion coefficients. This current study has also investigated instability and
bifurcation problems, along with a variational approximation analysis. A linear selection mechanism gov-
erning the development and propagation of nonlinear patterns was introduced. This was based on previous
work by [15] who investigated the issue of the development and propagation of nonlinear patterns within
marine ecosystems. Moreover a detailed analysis of the limit cycle [158] and the instabilities [151] that arise
in the system was performed using linear stability analysis. We verified the presence of periodic travelling
waves and more complex spatio –temporal dynamics such as modulated and chaotic waves.
The original motivation behind this thesis was to develop and analyze the model introduced in [143],
using the general framework provided in [197], [198] and for the analysis and numerical integration, [23,109,
120,134]. Using the above approaches, we were able to derive some new and interesting results which relate
to both the previously studied, diffusion-free models, and the less studied extended models. With most
of the ecological models studied, even after choosing appropriate initial conditions, the spirals which were
initially established broke up into forms of interacting spiral chaos over time [161]. This effect resulted from
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the use of reaction-diffusion equations; these constituted the pattern formation mechanism [211]. Moreover
if random perturbations are imposed around the homogeneous steady state determined by the parameter
values (chosen in order to create a spiral pattern or another target pattern), then only oscillatory behavior
is observed and no pattern is generated. Hence it was a challenge to prepare the initial conditions so that
a spiral would form and then deform into other structures over time. From the study it can be seen that a
correlation exists between the analytical and the numerical results, although the matching can be achieved
only until first order perturbation of the analytical results takes place. Thus, there is room for matching the
simulation results to higher levels of approximation, and this is an area that could be studied in the future.
Here, our main results are that we have provided a theoretical support for the formation of spiral and other
target patterns and that the simulation results we have obtained are not due to numerical artifacts. Our
analysis could be used in other prey- predator models to obtain useful results and to help in understanding
the significance of spiral [60] and other target patterns in the spatio-temporal extension of the general prey
predator model. This may have significant implications in the context of ecology. The approximate solutions
for spiral and target patterns, when plotted in terms of space variables at a particular point in time, exhibited
spiral and other target patterns only. These solutions, when chosen as initial conditions for the complete
non-linear model (along with the associated boundary conditions) yielded spiral and other target patterns.
This approach can be adopted to generate spiral and other target patterns for any spatio-temporal model
with parameter values which produce curves in the vicinity of a Turing–Hopf bifurcation point. The hazards
of choosing appropriate initial conditions in order to generate spiral or striped patterns can be avoided by
adopting the procedures presented here. We further conducted an investigation into interactions among
the three species representing phytoplankton, microzooplankton and copepods. This was achieved through
the simple conceptual mathematical models presented in Chapter 6 which were then developed, spatially,
in Chapter 7. The investigation further evaluated the predictive power of the model (defined in Chapter
7), based on an analysis of DMSP infochemical cues within the system. As uncovered by [153], an increase
in the species and processes which are investigated in the analysis, results in an increase in the predictive
power of the model. However, [161] has also argued that increasing the species and the processes covered
by the analysis lowers the accuracy of the model. This is caused by the uncertainty in the data collected. A
major reason why a conceptual modeling approach was preferred in this chapter (in terms of the analysis)
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was because of the ability of such a model to develop a wide range of information relating to infochemical-
mediated multitrophic interactions. This is a topic which has not received much attention in plankton
modeling research. The perceived relevance of the conceptual modeling approach to this analysis was also
based on the ability of these models to explore the full range of model behaviors.
As discussed by [24], there are three spatial scales that explain the foraging of copepods and how this is
affected by infochemicals such as DMS. These are the patch scale, the cellular scale, and the water column
scale. The models in this thesis inform on the interactions of the different scales by describing the foraging
of copepods. The work of [220], in relation to models, was critical in informing the development of the
models used in [143] and in this thesis. However, other studies, including [24] have also been used here in
terms of informing about foraging behaviours among copepods which the previous two research studies do
not address. The suggestion from all the studies is that a number of different interactions exist within the
ecosystem in relation to foraging and predation. The most important factors to consider are those such as
DMS production and its role in copepod foraging as it manifests at different spatial scales.
The incorporation of infochemical-mediated interactions into ecosystem models is an important extension
of this topic. This allows the analysis to account for chemically-mediated interactions. By integrating an
analysis of chemical-mediated interactions into the analysis of the models, it became possible to investigate
the changes in the functioning of marine food-webs. This also increased the accuracy of the forecasts we
could make with these models when applying them to the investigation of the impact of phytoplankton
bloom formation on the marine food web.
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8.2 Novel Research Finding
We have also discussed a number of assumptions and limitations associated with the work in this thesis.
• Chapter 4: Bloom Formation and the Hydra Effect in non-Spatial Infochemical-Mediated Plank-
tonModels.
We analysed the system of equations which was studied in [143] by looking at a key fact concerning the
coexistence equilibrium solution – that only one state is stable when 0.033512 < ν < 0.051. Therefore,
the system has fourcommon topologically different regions as clarified in Fig.4.3 in Sec.4.3.3 (the general
stability diagram after performing the bifurcation related to two main parameters). Furthermore we
show that if the net effect of the infochemical-mediated interactions is large enough (ν > 0.0335) then
the system changes from an unstable to a stable system through a Hopf bifurcation.
The presence of infochemicals can act to stabilize an otherwise unstable food-web. This is described
in the work of [193] who highlighted the idea that infochemical-mediated interactions are critical for
stabilizing the marine wood web. Several cases for different K′s have been presented in this chapter,
as in Fig. 4.3 and as discussed in section4.3.3. We study the hydra effect in the predator-prey model,
Figure 4.6, to show the system maximum Pe and Me, for the parameters for different values of K and ν.
Fig. 4.6(a) in Sec. 4.3.6 shows when and how persistently phytoplankton blooms occur given the effect
of nutrient limitation on the system, while Fig. 4.6(b) represents the microzooplankton hydra effect
w.r.t a small range of info–chemicalν loads and of K, the carrying capacity.
• Chapter 5: The Transient Turing in the spatial infochemical- mediated plankton model.
In Chapter 5, we studied the quantitative analysis of the non-local interactions using the Turing mech-
anism. We studied the dynamical behaviour of the spatio temporal system. Based on the work of [143],
we observed the oscillation processes in the marine ecosystem which are critical to the understanding
of phytoplankton bloom formation. We observed, in Sec. 5.5.1, that when the rate of interaction, i.e., Ue,
crosses its threshold value both species populations start oscillating around the interior equilibrium.
The above result was shown numerically in Chapter 4 in Sec. 4.3.3 for different values of Ue. Spatial
patterns can arise in correspondence with those modes, w, for which Re(δ) > 0. Since (Ue) is stable for
the reaction system, then tr(w) < 0 and Det(J) > 0. The solution of the system becomes unstable when
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the prey diffusivity is set to Dp = 0.02; this will lead us to an unstable area under the stability curve in
Fig. 5.1 in Sec. 5.5.3. For example, in Fig (5.2), we have a stable focus point when K = 120 and ν = 0.037.
The solution of the system becomes unstable when the prey diffusivity is set to Dp = 0.02; this will lead
us to an unstable area under the stability curve. When choosing another value for ν in order to reach
another, corresponding, equilibrium point, e.g., choosing ν = 0.05 and its corresponding equilibrium
point, we find that this is also stable, but Dp = 0.12, which means that the area above the stability curve
is stable. We found that because of the cubic interaction in the temporal system and its corresponding
roots, the region can exhibit another stability, which we call the Transient Turing, which lies in between
the two stability curves, as shown in Fig. 5.1 in Sec. 5.5.3.
• Chapter 6: Infochemical-mediated PMZC plankton model.
In chapter 6, we constructed the four species model, deriving this from the model presented in Chapter
4, which in turn is based on the model of [143]. We found the system exhibits five equilibrium points
and all of them are hyperbolic. Also, this chapter (Chapter 6) presents the developed two species PM
model. This is looked at in relation to [143] who mentioned the role of DMS in trophic interactions. It is
shown that there exists a limit cycle with respect to the chemical release, ζ, in the spatially homogeneous
system, as shown in Fig.6.5 in Sec.6.6.2. We introduce higher trophic species into the PM model and we
modeled a prey defense mechanism infochemical cue produced through microzooplankton grazing.
Increasing the value of the carrying capacity, K, in the four species model led to a loss of stability, and
this is what has been termed the paradox of enrichment. The paradox was introduced to describe
such an effect in six predatorprey models proposed by Michael Rosenzweig. The argument was that
when food availability increases, a destabilization of the predator’s population is experienced [193], as
mentioned in detail in Chapter 3 Section 3.2. We compared our results, numerically and analytically,
using asymptotic expansion analysis and we found that both approaches are consistent with each other,
as shown in Fig. 6.1 in Sec.6.5. Also, we have studied the stability of the PMZC system using different
parameter values. The PMZC model displays a region of instability near the Hopf bifurcations when
K = 20, r = 4.455, ζ = 0.01 and ω = 0.01, as is shown in Table 6.3 in Sec.6.6.3. However, the model
does not exhibit any behaviour which accords with the enrichment paradox. While increasing the prey
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carrying capacity does take the system through a region of instability, the presence of a higher predator
causes the system to be unstable for larger values of K, at least for the parameter values for which Fig.
6.7in Sec.6.6.3 was generated.
• Chapter 7: Non Turing Patterns in PMZC PlanktonModel.
In chapter 7 we also studied a quantitative analysis of the four species spatial model which used a
Turing mechanism. We used Routh Hurwitzs criteria to aid in this analysis but the patterns formation
condition didnt apply here. Therefore, we called this chapter the non-Turing patterns of the PMZC
model. The dynamics of spatially inhomogeneous aquatic communities is illustrated in chapter 7. We
studied Turing instability in relation to the PMZC model using Routh Hurwitzs criteria [15]. This study
was based on other work, including [143], who argued that the marine food web is controlled through
volatile infochemicals, among them dimethylsulphide (DMS). The understanding is that the structuring
and functioning of the interaction among the inhomogeneous aquatic communities is dependent on
these infochemicals. The Turing criteria did not hold in this study because the coexistence point, E4,
possess four eigenvalues and two of these represent unstable foci, with Re(λ) > 0, and the other two are
stable sinks, as shown in Sec. 6.3 in Table 7.1. Different patterns may be obtained by setting different
initial conditions and using different numerical methods. However, we have addressed the issue of
non-Turing patterns in Figs. 7.6 and 7.7 in Sec.7.3, by using different initial conditions for the reaction-
diffusion PMZC model in relation to both one and two dimensions. The population densities of all the
species show oscillatory solutions, see Fig. 7.6. Systematic analyses in relation to one dimension (Figs.
7.3) and two dimensions (Fig. 7.6) can prove the validity of the persistent oscillation that we already
saw in the spatially homogeneous model and could also show the consistency between the density and
the average.
8.3 Discussion
In this discussion the analysis was aimed at linking the behaviours of the phytoplankton and copepods. The
observation was that the microzooplankton is the main link between the two other species. The models were
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also used to further discuss the copepods predatory behaviour. In relation to this, it was observed that 10−40%
of primary productivity among the copepods results from consumption across a range of marine ecosystems.
It is also observed that copepods prefer microzooplankton, in terms of their predation and foraging, because
this source is nutritionally superior. However, the copepods also rely on the small phytoplankton species
when these are present at high densities. Therefore, copepod- phytoplankton predation is an important
topic for discussion in relation to understanding the interactions within the marine ecosystem. We have also
extended the model of [143] for the purposes of exploring spatial diffusion in the horizontal plane. We have
highlighted the regions of parameter space wherein a Turing instability can occur and have illustrated how
periodic spatial patterns develop within the system. We have also demonstrated that time-dependent spatial
patterns can develop which lead to the possibility of transient Turing ”Eckhaus instability” (i.e., temporally
unstable spatial patterns). From such a model, new observations of copepod foraging can be made. Many, if
not all, the previous work in this area considers vertical motility, and [156] defined the vertical movements up
and down the water column in response to seasonal changes in marine dynamics as vertical migration. In this
thesis (and see, e.g., [115, 209, 255, 256]), our spatial analysis looks at horizontal movement. One particularly
original result that we have presented here is the observation of localised solutions which, in biological terms,
may indicate the presence of hotspots (i.e., where phytoplankton and/or microzooplankton are abundant in
localised areas). Such observations are possible mainly because the model is considered to be in an infinite
domain, whereas bounded domain models have been used to investigate vertical motility. Our study can
serve as a blueprint, in a very significant way, for the analytic investigation of the dynamics relatively close to
bifurcation points; this is addressed as future work. It will be interesting to study the existence and stability
of hotspot and coldspot solutions using geometric techniques, as employed in, e.g., [101, 102].
It is also important to note that the spatiality in (5.1) was introduced by quite crudely inserting dispersions
into the simple model proposed in [143]. At this stage, we have not analysed the precedence of the dispersion
coefficients, as compared to the other parameter values, in terms of being biologically and physically relevant,
though mathematically they can always be scaled out. Also, our model is constructed on the assumption of a
stable copepod population. Such assumptions and limitations are addressed as future work, which include,
e.g., a more realistic model extension.
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8.3.1 Closing remarks
Chemical cues are very clearly crucial to the various different mechanisms which support the marine food
web. However, in the literature, a detailed understanding of the chemosensory systems involved is not
apparent. The info chemicals have not been characterised well, nor has the way in which these chemicals
affect the foraging behaviour of planktonic organisms. Thus, the mechanisms are not adequately understood,
and the nature of the trophic interactions which occur between the different marine species has not been
fully resolved. However, it is known that infochemical release have an impact on the behavioural responses
of these various organisms. Given this observation, it may be projected that, based on the current results, a
clear comprehension of the effects of this chemical release on the four trophic interactions, as presented in
Chapters 6 and 7, may emerge. This will be critical to our understanding of the various different dynamics
of the planktonic food webs. Furthermore, from a mathematical point of view, the oscillatory behaviour of
the plankton population (observed as a response over time and space to the infochemical release) may be
comprehensively investigated via our four species model.
8.4 Future Work
In this section, a variety of proposed plankton models are presented in order to illustrate a number of different
ideas concerning how to develop and investigate the plankton model.
• Time Delay Plankton Model.
In order to further our understanding of the complex dynamics of ecological systems, a time delay can be
applied to plankton models so that we can examine some real dynamical behaviours which occur within
biological systems [162]. A time delay has been used to show the impact of the zooplankton maturation
period on plankton dynamics. The findings by [188] indicate that a time lag of T1 representing the
zooplankton maturation period results in a change in plankton dynamics. A time delay has also been
used as a bifurcation parameter in the analysis of ecosystem stability. A research study by [16] indicated
that the stability of an ecosystem is denoted by a lower value in time delay as compared to a critical
value. The instability in the system occurs when the delay value is relatively high. First we could
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propose a model, using a time delay, for studying plankton populations, and then we could compare
the results obtained with the results yielded by the previously studied model in Eqs. 4.1 and 4.2 in
Chapter four. A plankton time delay model is given by Eqs. 8.1 and 8.2.
∂U
∂t
= Fi(U), (8.1)
where Fi, (i = 1, 2) is the interaction function given by:
F1(P,M) = rP(t − τ)(1 −
P(t − τ)
k
) −
aP(t − τ)M(t − τ)
(1 + bP(t − τ))
+ DP∇2P,
F2(P,M) =
(γaP(t − τ))
(1 + bp(t − τ))
−mM(t − τ) −
(νaP(t − τ)M(t − τ)2)
(1 + bp(t − τ))
+ DM∇2M. (8.2)
• The Beddington–DeAngelis Functional Response in Plankton Models.
Understanding the dynamical relationships between prey and the predator is important for explaining
the dynamics of an ecosystem. The BeddingtonDeAngelis functional response plays a critical role in
modeling plankton. It is an advance on the prey-dependent Holling’s type II functional response. It
can be used to explain the predators per capita feeding rates on prey [204]. This functional response can
also be used to provide better descriptions of predatorprey abundances and how these affect predator
feeding. [212] discussed that in their predatorprey system, BeddingtonDeAngelis was used to describe
mutual interference by predators within the ecosystem. In relation to this, the concept was used to
highlight the effect of changes in prey density on the predator density attached per unit time [204].
Further investigation by [100] found that in plankton models, the BeddingtonDeAngelis functional
response can be used to perform a detailed mathematical analysis of the intra-specific competition
among predators. An important topic for future research would be to study the effects of changing the
functional response type of the model in [143] and of the PMZC model developed here.
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F1(P,M) = rP(1 −
P
k
) −
aPM
(b + P + EM)
+ DP∇2P
F2(P,M) =
(γaPM)
(b + P + EM)
−mM −
(νaPM2)
(b + P + EM)
+ DM∇2M (8.3)
where t denotes time and P and M stand for prey and predator density, respectively. All parameters
are positive constants: r stands for the maximum per capita growth rate of the prey; a, the capture rate;
m, the predator death rate; E, a predator interference parameter; and K, the carrying capacity (which
is the nonzero equilibrium population size). The diffusion coefficients are denoted by DP and DM,
respectively. ∇2 = ∂∂2x +
∂
∂2 y is the usual Laplacian operator for two-dimensional space .
• Advection or Convection Diffusion Model
The Convection –diffusion equation plays important roles in the modeling of several physical and
biological phenomena where energy is transformed inside a physical system due to the two processes:
convection and diffusion [235].
∇Ut = Fi(U) + ∇U + DU∇2U,
One can consider the non-spatial (interaction) term, Fi(U), i = 1, 2 in Eqs. (8.4) as the interaction term
of Eq.(8.3) or alternatively as the non- spatial model studied earlier in Chapter 3. ∇ = ∂∂x +
∂
∂y and
∇
2 = ∂∂2x +
∂
∂2 y is the usual Laplacian operator for two-dimensional space.
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Appendix A
Mathematical Models for Population
Growth and Basic Bifurcation Analysis
A.1 Exponential (Malthusian) Growth
The simplest and most naive population model is the exponential growth or ’homogeneous green gunk’
model as it is described in [134]; [120] used it to describe individual population densities with a positive
intrinsic growth rate. The exponential growth model is highly unrealistic because population can never tend
to infinity. We can represent the single species model via exponential growth as follows:
dN
dt
= rN. (A.1.1)
Where N is the the density of a single species in a group, and where the individual rate of change is given by
1
N
dN
dt = r r is the intrinsic growth rate, determined from the difference between the per capita birth and death
rates [134].
N(t) = N0e(rt). (A.1.2)
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(a)
Figure A.1: A population which grows at ever increasing rates: plot of Eq. (A.1.2) with r=1 , N0 = 2 and time step (h=0.1).
Fig. A.2(a) shows a population which grows continuously. Exponential (Malthusian) growth is considered
to be ecologically unrealistic as it does not take into account any density-dependent effects [120], [134].
A.2 Logistic Model
The logistic model is a quadratic, rather than a linear, equation of population size; it is sometimes known as
a Pearl-Verhulst equation [15]. This model is based on the common s-curve logistic function that shows how
a population grows slowly, then rapidly, before de-escalating (peaking), as it reaches carrying capacity. The
logistic function uses a differential equation that treats time as continuous as does the exponential model in
the previous section. The logistic map instead uses a nonlinear difference equation to look at discrete time
steps. It is called the logistic map because it maps the population value at any time step to its value at the
next time step [129]; the following formula is for the logistic model:
dN
dt
= rN(1 −
N
K
) (A.2.3)
Where N represents the population at any given time t, and r represents the growth rate. In other words,
the population level at any given time is a function of the growth rate parameter and the previous time
steps population level. If the growth rate is set too low, the population will die out and go extinct. Higher
growth rates may settle toward a stable value or fluctuate across a series of population blooms and busts.
Equation A.2.3 defines the rules, or dynamics, of a single species system. This is a first order differential
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equation which has two equilibrium points: when N = 0 and N = K. The linearized equation about the first
equilibrium point is unstable, after considering small perturbations, around N = 0 s.t N = N0 + N̂:
dN̂
dt
= rN̂ > 0 (A.2.4)
In contrast, the linearized equation about K is asymptotically stable, because:
dN̂
dt
= −rN̂ < 0 (A.2.5)
Fig. A.2 represents a numerical solution of the logistic model, determined by using the finite difference
method.
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Figure A.2: Logistic equation: the numerical and the analytic solution in relation to a growth rate r = 2.31, and a carrying capacity
K = 375; the initial population growth is N0 = 2.
The logistic equation is used to describe the growth terms of many different models [120]. Moreover, the
population level at any given time is a function of the growth rate parameter and the previous time steps
population level. If the growth rate is set too low, the population will die out and go extinct. Higher growth
rates may settle toward a stable value or fluctuate across a series of population blooms and busts.
A.3 Prey-Predator Population Model
The Lotka Volterra model and its modification will be considered as a two species ecological model, the
model’s name belongs to the authors: Volterra, who based his considerations on the unexpected results of the
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biologist D’Ancona (1954) in relation to the fishing catches in the Adriatic sea after the first world war [151].
In this model only two populations are accounted for, the prey and the predator populations, denoted by
N(t) and P(t), respectively; the predators are assumed to have sources of food other than the prey. In the
absence of interactions, the two populations would grow independently as follows [151]:
dN
dt
= aN − bNP, (A.3.6)
dP
dt
= cNP − dP, (A.3.7)
where all the constants a, b, c and d are positive.
(a) (b)
Figure A.3: A.3(a) is a time-dynamics (trajectories) analysis of the Lotka Voltera model Eq.A.3.7 with a = b = d = 1 and c = 3, and
the initial condition N0 = P0 = 1. A.3(b) is a phase portrait of the Lotka Volterra model, using Maple-18 to show the equilibrium
point (1, 1) is at the centre with a pair of complex conjugate eigenvalues.
This model makes the following assumptions:
• In the absence of any predation, the prey population grows unboundedly in a Malthusian manner (i.e.,
via the aN term in Eq. A.3.7.
• Predation reduces the per capita growth rate of the prey population by a term proportional to the prey
and predator populations (i.e., the −bNP term in Eq. A.3.7).
• The predator population decreases exponentially in the absence of any prey (i.e., via the −dP term in
Eq. A.3.7).
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• The prey’s contribution to the predator’s growth rate is cNP; it is proportional to the available prey
population as well as the size of the predator population. The NP terms represent a conversion of
energy from the prey population to the predator.
A first step in analysing the system is to rescale the model by writing:
u(τ) =
cN(t)
d
, v(τ) =
bp(t)
a
, τ = at, α =
d
a
, (A.3.8)
and then the Lotka-Volterra equations in Eq. (A.3.7), become
du
dτ
= u(1 − v) = u − uv, (A.3.9)
dv
dτ
= αv(u − 1) = αuv − αv. (A.3.10)
In (u, v) phase space, the trajectory curves for this particular system can be written:
dv
du
= α
v(u − 1)
u(1 − v)
, (A.3.11)
after solving this system by separate and integrate variables, [111], [120], we obtain exactly the following
form:
αu + v − ln(uαv) = H, (A.3.12)
where H is a fixed constant determined by initial conditions, u(0) and v(0). If (u, v) = (1, 1), then Eq.
(A.3.12) is at a minimum, Hm = 1 + α. There are slightly different solution curves in the (u, v) space for
different values of H > Hm. The solution curves must be closed and bounded to satisfy Eq. (A.3.12), and
hence Eq.(A.3.10) is known as a maintained system [134]; this is because the constant, H, is conserved along
a solution trajectory [111]. Having an equilibrium point with a centre means that we can expect periodic
solutions oscillating around (u, v) = (1, 1) . One way in which this can happen is through a bifurcation process
called a Hopf bifurcation in which a parameter passes through a critical value and there is then a change
from equilibrium solutions to periodic solutions [120], [15].
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A.4 The Classical Holling-Tanner model (Michael Menten)
Holling described three different functional response curves, the functional response (Solomon, 1949) is the
rate at which each predator captures prey [134].
The Holling type I functional response is a linear relationship between the number of prey consumed per
predator per unit time and the prey density, the result may increase up to some fixed maximum or it may
increase indefinitely, Figs. A.4 in A.4(a) illustrates this.
Φ(N) = cN (A.4.13)
Holling type II Functional response is a hyperbolic function that saturates because of the time it takes to
handle prey. One could be written as:
Φ(N) =
cN
a + N
(A.4.14)
a is referred to as the half-saturation constant, which is the carrying capacity divided by two a = K2 Fig. A.4 in
A.4(b) illustrates this.
Holling type III
Φ(N) =
cN2
a2 + N2
(A.4.15)
this is a ”sigmoidal” curve that implements inefficient predators foraging at low prey densities. This func-
tional response is highly appropriate for predators that must encounter enough prey to form a ’search
image’ [134], Fig. A.4 in A.4(c) illustrates this. The following figures represent the first type of Holling
functional response:
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Figure A.4: Holling functional response type-1, 2 and 3 when N ∈ [1, 30] , a = 0.5 and c = 0.1.
A.5 Local bifurcation theory
To study local bifurcation is to study the long term behaviour of a system of equations. When a small smooth
change made to the parameter values (the bifurcation parameters) of a system causes a sudden ’qualitative’
change in its behaviour, this leads the stability of an equilibrium (or fixed point) to change [154]. When a slight
change in parameter values causes a drastic, qualitative change in the systems behaviour this is bifurcation
and the values around which this change occurs are called critical thresholds. There are many different kinds
of Bifurcation. Generically, bifurcation (such as Hopf and cusp bifurcatuion) appears in codimension-two
manifolds in the parameter space. A manifold is a topological space that is locally Euclidean (i.e., around
every point, there is a neighborhood that is topologically the same as the open unit ball in Rn). The concept
of a manifold is central to many topics in geometry and modern mathematical physics because it allows
complicated structures to be described and understood in terms of the simpler, local topological properties
of a Euclidean space [111], [210]. There are many different types of bifurcation, the following are the types
that we study in this thesis:
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• Saddle-node bifurcation.
• Cusp bifurcation.
• Hopf bifurcation.
Simple examples of the first three types of local bifurcation will be presented by using some relatively simple
equations, see [248], [10], [1] for more details.
A.5.1 The saddle-node bifurcation
Consider the dynamical system defined by:
dx
dt
= a − x2 (A.5.16)
where a,x are real and a is a control parameter that can be changed externally. The solution at the steady
state, xe, is as follows: x = xe = ±
√
a therefore, for different values of a we have:
• a < 0 we have no real solutions.
• a > 0 we have two real solutions.
If we consider a > 0, an analysis of linear stability can be used to examine the systems stability in the
usual way. Firstly, we add a small perturbation: x = xe + x̂. Substitute into Eq. (A.5.16) to get:
dx̂
dt
= (a − x2e ) − 2xex̂ − x̂
2
The first term on the RHS is equal to zero. Thus, we will have
dx̂
dt
= −2xex̂
with solution:
x̂ = Ae(−2xet)
. From this, we see that:
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• for xe = +
√
a, |̂x| → 0as t→∞(linear stability).
• for xe = −
√
a, |̂x| → ∞as t→∞(linear stability).
S - stable 
U - unstable 
     ½ 
 +a 
½ 
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a 
Figure A.5: Saddle-node bifurcation diagram .
Fig. A.5 shows the saddle node bifurcation at a = 0 corresponding to the two solution branches, one is
linearly stable and the other is linearly unstable [248], [10].
A.5.2 Cusp bifurcation
A cusp bifurcation is a bifurcation of equilibria in a two-parameter family of autonomous ODEs Eq .(A.5.17)
at which the critical equilibrium has one zero eigenvalue and the quadratic coefficient for the saddle-node
bifurcation vanishes [89].
ẋ = f (x, α). (A.5.17)
At the cusp bifurcation point two branches of the saddle-node bifurcation curve meet tangentially, forming
a semi-cubic parabola. For nearby parameter values, the system can have three equilibria which collide
and disappear pairwise via the saddle-node bifurcations. The cusp bifurcation implies the presence of a
hysteresis phenomenon. Cusp bifurcation may occur in its simplest form in a one-dimensional state space
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with a two-dimensional parameter space. A simple, model differential equation for the cusp bifurcation is in
the cubic [103]:
f (x, α) = x3 + αx + β, (A.5.18)
where x ∈ < and α, β are the bifurcation parameters. This differential equation has equilibrium points
which lie on a two-dimensional manifold M ∈ < ×<2 given by:
M = {(x, α, β)|x3 + αx + β = 0} (A.5.19)
We call this manifold, M, the cusp manifold. The cusp bifurcation variety, consists of two algebraic curves
in the parameter plane meeting tangentially at the cusp point (0, 0), the result of cusp bifurcation is presented
in chapter three.
A.5.3 Hopf Bifurcation
Consider the dynamical system:
dx
dt
= −y + (a − x2 − y2)x (A.5.20)
dy
dt
= x + (a − x2 − y2)y. (A.5.21)
for real x, y, a. The first trivial steady state at x = y = 0. Using the same process to examine the linear stability,
we write x = 0 + x̂, y = 0 + ŷ. Substituting this into the main equation, and linearising, we get:
dx̂
dt
= −ŷ + ax̂ (A.5.22)
dŷ
dt
= x̂ + aŷ (A.5.23)
(A.5.24)
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The solution of these linearised equations has the following form:

x̂
ŷ
 =

α
β
 e(st) + c.c (A.5.25)
Substituting this Eq. (A.5.24) to find the eigenvalue s and the eigenvector (α, β) to be determined by the
following system of linear equations.
αs = −β + aα (A.5.26)
βs = α + aβ. (A.5.27)
After eliminating α and β, we will get the characteristic equation of s at any a:
s2 − 2as + (a2 + 1) = 0
. depending on this equation, we can determine the eigenvalue:
s = a ± i
We can easily determine the corresponding eigenvector (α, β) by substituting the eigenvalues back into Eq.
(A.5.27). From Eq. (A.5.25) and the eigenvalue equation, we can see:
• If a > 0 then<(s) > 0 and so
∣∣∣̂x∣∣∣,∣∣∣̂y∣∣∣→∞ (Linear instability).
• If a < 0 then<(s) < 0 and so
∣∣∣̂x∣∣∣,∣∣∣̂y∣∣∣→ 0 (linear stability).
Which means, that for a < 0, the progress of x̂ and ŷ towards the origin is via a damped oscillation, as sketched
in Fig. A.6.
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y y 
x x 
a>0 a<0 
Figure A.6: Hopf bifurcation for a < 0 and the dashed line in the right hand side represents the limit cycle.
If a > 0, we will have a periodic solution.
x =
√
a cos(t + t0) (A.5.28)
y =
√
a sin(t + t0) (A.5.29)
Figure(A.7) represent Hopf-bifurcation diagram as follows:
x 
y 
s u 
a 
Figure A.7: Hopf bifurcation diagram.
Finally, a Hopf bifurcation can be classified as either supercritical or subcritical depending on the system
stability type, [248], [10].
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A.6 Reaction Diffusion (Turing) Mechanisms in Prey Predator Models
The non-linear evolution equations and their linear stability analysis will be discussed in detail in this
section, Chemicals can react and diffuse under certain conditions to produce steady state heterogeneous
spatial patterns of chemical or morphogen concentrations, as Alan Turing (1952) discussed [49],
∂U
∂t
= f (U) + D∇2U (A.6.30)
where U is the vector of morphogen concentration, f represent the reaction kinetic and D is the diagonal
matrix of the positive constant diffusion coefficient [121]. Reaction diffusion systems are perhaps the easiest
to study mathematically of the many experimental systems considered [15]. Reaction diffusion systems are a
broad and important class of non-equilibrium systems, used in biology, chemistry ecology, and engineering.
The Turing instability analysis examined, analytically, the linear stability of the simplest possible reaction-
diffusion system. This analysis led to several insights concerning what forms a uniform state, some were
unexpected [49]; they are as follows:
• At least two interacting chemicals are needed in order to form a pattern.
• Diffusion can be a destabilizing influence in reacting chemical systems.
• Instability caused by diffusion can cause the growth of a structure at a particular wave length, such as
the segmentation patterns in the developing fly embryo or zebra stripes.
• Pattern formation in a chemical system will not occur unless the diffusion coefficient of at least two
reagents differ substantially.
A Turing model for two reacting and diffusing chemicals takes the form:
∂u1
∂t
= f1(u1,u2) + D1
∂u12
∂x2
, (A.6.31)
∂u2
∂t
= f2(u1,u2) + D2
∂u22
∂x2
, (A.6.32)
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where 0 < x < L. Eq’s.(A.6.32) and (A.6.32) in a vector form similar to Eq. (A.6.30).
∂u
∂t
= f (u) + D
∂u2
∂x 2
(A.6.33)
with Neumann BC’s:
∂u1(0, t)
∂x
= 0, (A.6.34)
∂u2(L, t)
∂x
= 0, (A.6.35)
and IC:
u1(0, x) = f0(x),
u2(0, x) = f0(x).
The first two equations describe the evolution of two concentration fields, ui(t, x), along the real line
−∞ < x < ∞. The nonlinear functions f1(u1,u2) are the reaction rates of the two chemicals while Di, (i = 1, 2)
are the corresponding diffusion coefficients [15]. The simplest possible model is obtained by assuming that
there is no prior spatiotemporal structure in the system so that the function fi and the diffusion coefficients
Di do not depend explicitly on time, t, or on position, x. For simplicity, we further assume that the diffusion
coefficients are constant and so do not depend on the field values ui [15]. These assumptions are considered
reasonable for many experiment situations.
Where:
J =

a11 a12
a21 a22

(u1e,u2e)
(A.6.36)
is a Jacobian matrix, and ai j are its elements, represented by partial derivatives of Eqs. (A.6.32) and (A.6.32)
and (u1e,u2e) is the system equilibria. The stability require that in the absence of diffusion the system is stable.
This is equivalent to Re(λ(0)) < 0 , as setting k2 = 0 removes the diffusion term in equation, where k2 is the
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wave number 1, [121]. We have λ(0) satisfies
λ(0)2 + (a11 + a22)λ(0) + (a11a22 − a12a21) = 0. (A.6.37)
The stability without diffusion depends on trace(J) and det(J) such that:
trace(J) = a11 + a22 < 0, (A.6.38)
det(J) = a11a22 − a12a21 > 0, (A.6.39)
when diffusion present the stability require λ(k2) > 0, We have that λ(k2) satisfies
λ(k)2 + (D1 + D2)k2 − (a11 + a22)λ(k) + H(k2) = 0. (A.6.40)
Where
H(k2) = D1D2k4 − (D1a22 + D2a11)k2 + (a11a22 − a12a21) < 0 (A.6.41)
after several steps we can derive the diffusion length from Eq. (A.6.41), where l1 =
√
D1
a11
and l2 =
√
D2
−a22
.
in the form
k2 =
1
2
 1l21 − 1l22
 (A.6.42)
This implies that the length l2 must be sufficiently larger than the length l1. Having Jacobian element a11 > 0
implies that chemical 1 enhances its own instability and so could be called an activator. Similarly when
a22 < 0, chemical 2 inhibits its own growth and could be called an inhibitor. The necessary condition l2 > l1
for Turing instability is then sometimes referred to as (Local activation with long range inhibition) and have
an equivalent form such that
D2
D1
> (
−a22
a11
) (A.6.43)
Which means that the diffusion coefficient D2 of the inhibitor has to exceed the diffusion coefficient D1 by
1Is equal to 2π divided by the wavelength in meters, it is defined as the reciprocal of the wavelength in centimeters, as the wavelength
grows shorter, the wave number becomes larger
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the factor (−a22a11 ).
A.6.1 Two spatial dimensions and finite domains
A two dimensional model will be considered in order to analyse more realistic geometries such as patterning
on the skin of an animal, which have a finite length and width. The reaction diffusion system is generalized
to include two spatial dimensions:
∂U1
∂t
= f (U1,U2) + D1(
∂2U1
∂x2
) + (
∂2U2
∂y2
) (A.6.44)
∂U2
∂t
= f (U1,U2) + D2(
∂2U1
∂x2
) + (
∂2U2
∂y2
) (A.6.45)
with Neumann BC’s:
∂U1
∂x
= 0, (A.6.46)
∂U2
∂x
= 0, (A.6.47)
and IC: U1(0, x) = f0(x),
U2(0, x) = f0,
Using the same criteria of the one spatial dimension, the system has a uniform steady state (U1,U2). We
seek a solution of the form
U′i = αie
σt cos k1x cos k2y
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. non trivial solution should satisfy Neumann homogeneous boundary conditions, to obtain the following:
k1 = mπ/Lx (m = 0, 1, 2, ...) (A.6.48)
k2 = nπ/Ly (n = 0, 1, 2, ...) (A.6.49)
We now define
K2 = k21 + k
2
2
Turing’s conditions in two dimensional are exactly the same as the one dimensional case, except that k2.
a11 + a22 < 0, a11a22 − a12a21 (A.6.50)
and
H2D ≡ (a11 −D1K2)(a22 −D2K2) − a12a21 < 0
which is the third condition of Turing instability and leads to:
a11D2 + a22D1 > 2(D1D2)1/2(a11a22 − a21a12)1/2 > 0. (A.6.51)
Thus, the instability criteria are unchanged as we go from 1−D to 2−D but the minimum of H(2D) occurs at
K2min = k
2
1 + k
2
2 = π
2
m2L2x + n
2
L2y
 = 12 (a11D1 + a22D2
)
. (A.6.52)
From Eq. (A.6.52), we now can conclude that patterns could arise at the onset of instability, and for more
details see [121].
m2 +
n2
γ2
=
L2xa11
2π2D1
(
1 +
η
δ
)
(A.6.53)
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where δ = D2/D1, η = a22/a11, γ =
Ly
Lx
.
Eq. (A.6.53) is critically important: it clarifies that near the onset of instability, the pattern wave number
depends on the size of the domain, though:
E2 ∝
area of the domain
(range of activation)2
(1 − (
range of activation
range of inhibition
)2
Recall that
√
D1
|a11 |
and
√
D2
|a22 |
give ranges of activation and inhibition. The minus sign arises because η < 0.
Appendix B
Details of Chapter 4
B.1 The Coefficients of the Real Part of the Eigenvalue of the Coexistence
Point.
β̂ = C1P6e + C2P
5
e + C3P
4
e + C4P
3
e + C5P
2
e + C6Pe + C7Pe. (B.1.1)
Where Ci, i = 1, 2, 3, 4, 5, 6 are Cascading parameters, that have a hierarchical relationship, as shown:
C1 = 4r2b4 (B.1.2)
C2 = −4rb4Km + 16r2b3 − 8rb3KνaM − 4r2b4K + 4rb3Kγa (B.1.3)
C3 = − 4K2b2ν2a2M2 − 2rK2b4m + K2b4m2 − K2b2γ2a2 + 24rb2KνaM
+ 24r2b2 − 4rK2b3νaM + r2K2b4 + 2rK2b3γa − 16r2b3K
− 4K2b3mνaM − 16rb3Km + 4K2b2γa2νM − 12rb2Kγa
+ 2K2b3mγa (B.1.4)
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C4 = 24rbKνaM − 12K2b2mνaM + 8K2bγa2νM + 24rb2Km − 24r2b2K
− 8K2bν2a2M2 − 12Kbγar + 6K2b2mγa − 8rK2b3m + 4rKb2aM
− 12rK2b2νaM + 6rK2b2γa + 4r2K2b3 + 2K2bγ2a2
+ 4K2b3m2 + 16r2b (B.1.5)
C5 = 2K2bγa2M + 16rbKm + 4r2 + 6r2K2b2 − 16r2bK + 4K2γa2νM
− 12K2bνaMm + 8rKbaM + 4rKγa − 12K2bνaMr − 8rKνaM
+ 6K2bγar + 2K2b2maM − 4K2ν2a2M2 + 6K2bγam + 2rK2b2aM
+ K2γ2a2 + 6K2b2m2 − 12rK2b2m (B.1.6)
C6 = 2K2γam + 2K2γar − 4K2νaMm + 2a2MK2γ + 4rK2baM − 4K2νaMr
− 4r2K − 4rKm + 4r2K2b − 8K2mbr + 4K2mbaM + 4rKaM + 4K2m2b (B.1.7)
C7 = a2M2K2 + r2K2 + 2rK2m − 2aMK2r − 2aMK2m + K2m2 (B.1.8)
B.2 Saddle Node Bifurcation Roots.
νSd1 = ω̂ +
2
3
√
B2
A
− 3CD sin
(
π
6
+ θ̂1
)
(B.2.9)
νSd2 = ω̂ +
2
3
√
B2
A
− 3CD cos
(
π
3
+ θ̂2
)
(B.2.10)
νSd3 = ω̂ +
2
3
√
B2
A
− 3CD cos
(
π
3
+ θ̂3
)
(B.2.11)
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where ω̂ and θ̂ are as follows:
ω̂ =
−B
3A
(B.2.12)
θ̂ =
1
3
arccos
(27
2
ρ
)
(B.2.13)
ρ =
(
B3
A2
−
DB − E
3A
RA
)
(B.2.14)
where R =
√
(B2−3CD)3
A f (ν) in Eq.(4.18) depends on the following cascading (sequence of) parameters:
A = (−K3b2 − 2K2b)r3 (B.2.15)
B = (2K3b3m − 2K2b2m − 8Kbm − 4m + 8K2bγa + 2Kγa + 2K3b2γa)r2 (B.2.16)
C = (−K3b4m2 + 2K3b3γam + 2K2b2γam + 20γaKbm + 8K2b3m2
+ 8b2m2K − K3b2γ2a2 − γ2a2K − 10K2bγ2a2)r (B.2.17)
D = 4b4m3K2 − 12γ2a2K2b2m + 12γaK2b3m2 + 4γ3a3K2b (B.2.18)
Appendix C
Details of Chapter 6
C.1 The Coefficients of the Quartic Polynomial
The quartic polynomial given in Eq.6.13, has Ai, i = 0, .., 4 as cascading parameters given by:
A0 = γ2b1βηr2 + ζb1βηr2 − b1b2ηm2r2,
A1 = −2γ2b1βηkr2 − 2ζb1βηkr2 + 2b1b2ηkm2r2 − γ2b1βkωr − ζb1βkωr
+ b1b2km2ωr + γ2βηr2 + ζβηr2 − b2ηm2r2,
A2 = −γ2b1βηk2r2 + ζb1βηk2r2 − b1b2ηk2m2r2 + γ2b1βk2ωr
+ ζb1βk2ωr − b1b2k2m2ωr − γ2b1βkm3r − 2γ2βηkr2 − 2ζβηkr2
+ b1b2km2m3r + 2b2ηkm2r2 − γ2βkωr − ζβkωr + aηkm2r + b2km2ωr,
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A3 = γ2b1βk2rm3 + γ2βηk2r2 + ζβηk2r2 − b1b2k2rm2m3
− b2ηk2r2m2 + γ2βk2ωr + ζβk2ωr − aηk2rm2 − b2k2ωrm2
− γ2βkrm3 − ak2ωm2 + b2krm2m3,
A4 = γ2βk2m3r − b2k2m2m3r − ak2m2m3,
The coefficient A, B and G in Eq.(6.14) are cascading parameters and shown:
A5 = ζ2βrb1b2m2m3 − ζβ2rγ22b1m3 + 2ζβrγ2b1b2m2m3 − ζrb1b
2
2m
2
2m3
+ ζ2aβηrm2 − ζ2β2rb1m3 + ζaβηrγ2m2 − ζaηrb2m22 − ζβ
2rγ2b1m3
+ ζβrb1b2m2m3 − ζaβηrm2 − aβηrγ2m2 + aηrb2m22
B = ζ2β2Krγ2b1m3 − ζ2βKrb1b2m2m3 + ζβ2Krγ22b1m3 − 2ζβKrγ2b1b2m2m3
− ζ2aβηKrm2 − ζaβηKrγ2m2 + ζaηKrb2m22 + ζβ
2Krγ2b1m3 − ζβKrb1b2m2m3
− ζ2aβKωm2 − ζ2β2rγ2m3 − ζ2β2rb1m3 + ζ2βrb2m2m3 + ζaβηKrm2 − ζaβKωγ2m2
+ ζaKωb2m22 − ζβ
2rγ22m3 + 2ζβrγ2b2m2m3 − ζrb
2
2m
2
2m3 + aβηKrγ2m2 − aηKrb2m
2
2
− ζ2β2rm3 + ζaβKωm2 − ζβ2rγ2m3 + ζβrb2m2m3 + aβKωγ2m2 − aKωb2m22
G = β2Krζ2γ2m3 − βKrζ2m3m2b2 + β2Krζγ22m3 − 2βKrζγ2m3m2b2 + Krζm3m
2
2b
2
2
− aβKζ2m3m2 + β2Krζ2m3 − aβKζγ2m3m2 + aKζm3m22b2 + β
2Krζγ2m3 − βKrζm3m2b2
+ aβKζm3m2 + aβKγ2m3m2 − aKm3m22b2
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The coefficient of Jacobian matrix in Sec.6.4.
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a11 = r
(1 − 2Pe)
k
−
aMe
(1 + b1Pe)
+
aPeMeb1
(1 + b1Pe)2
, (C.2.1)
a12 =
−aPe
(1 + b1Pe)
, (C.2.2)
a21 =
γ1aMe
(1 + b1Pe)
−
γ1aPeMeb1
(1 + b1Pe)2
, (C.2.3)
a22 =
γ1aPe
(1 + b1Pe)
−m1 −
βZe
(1 + b2Me)
+
βZeMeb2
(1 + b2Me)2
+
βZζCe
((1 + Ce)(1 + b2Me))
−
βZeMeζCeb2
((1 + Ce)(1 + b2Me)2)
, (C.2.4)
a23 =
−βMe
(1 + b2Me)
+
βMeζCe
((1 + Ce)(1 + b2Me))
, (C.2.5)
a24 =
βZeMeζ
((1 + Ce)(1 + b2Me))
−
βZeMeζCe
((1 + Ce)2(1 + b2Me))
, (C.2.6)
a32 =
γ2βZe
(1 + b2Me)
−
γ2βZeMeb2
(1 + b2Me)2
+
βZeζCe
((1 + Ce)(1 + b2Me))
−
βZeMeζCeb2
((1 + Ce)(1 + b2Me)2)
, (C.2.7)
a33 =
γ2βMe
(1 + b2Me)
−
βMeζCe
((1 + Ce)(1 + b2Me))
−m2, (C.2.8)
a34 =
βZeMeζ
((1 + Ce)(1 + b2Me))
−
βZeMeζCe
((1 + Ce)2(1 + b2Me))
, (C.2.9)
a41 =
ηaMe
(1 + b1Pe
−
ηaPeMeb1
(1 + b1Pe)2
+ ω,
a42 =
ηaPe
(1 + b1Pe)
,
a44 = −m3. (C.2.10)
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C.3 The Coefficient of the Copepod Free Equilibrium E3
A = −γ41γ2a
3βk2m3r + γ41a
3b2k2m2m3r + 3γ31γ2a
2b1βk2m1m3r
− γ31γ2a
2βηk2m1r2 − γ31ζa
2βηk2m1r2
− 3γ31a
2b1b2k2m1m2m3r + γ31a
2b2ηk2m1m2r2 − 3γ21γ2ab
2
1βk
2m21m3r
+ 2γ21γ2ab1βηk
2m21r
2 + 2γ21ζab1βηk
2m21r
2
+ 3γ21ab
2
1b2k
2m21m2m3r − 2γ
2
1ab1b2ηk
2m21m2r
2 + γ1γ2b31βk
2m31m3r
+ γ1γ2b21βηk
2m31r
2
− γ1ζb21βηk
2m31r
2 + γ1b31b2k
2m31m2m3r
+ γ1b21b2ηk
2m31m2r
2 + γ41a
4k2m2m3 − γ31γ2a
2βk2m1ωr
− γ31ζa
2βk2m1ωr + 4γ31a
3b1k2m1m2m3 − γ31a
3ηk2m1m2r
+ γ31a
2b2k2m1m2ωr − 2γ21γ2ab1βk
2m21ωr − 2γ
2
1ζab1βk
2m21ωr
+ 6γ21a
2b21k
2m21m2m3 + 3γ
2
1a
2b1ηk2m21m2r + 2γ
2
1ab1b2k
2m21m2ωr
− γ1γ2b21βk
2m31ωr + γ1ζb
2
1βk
2m31ωr + 4γ1ab
3
1k
2m31m2m3
+ 3γ1ab21ηk
2m31m2r − γ1b
2
1b2k
2m31m2ωr − b
4
1k
2m41m2m3
− b31ηk
2m41m2r − γ
3
1γ2a
2βkm1m3r − γ31a
3k2m1m2ω
− γ31a
2b2km1m2m3r + 2γ21γ2ab1βkm
2
1m3r − 2γ
2
1γ2aβηkm
2
1r
2
+ 2γ21ζaβηkm
2
1r
2
− 3γ21a
2b1k2m21m2ω − 2γ
2
1ab1b2km
2
1m2m3r
− 2γ21ab2ηkm
2
1m2r
2 + γ1γ2b21βkm
3
1m3r − 2γ1γ2b1βηkm
3
1r
2
− 2γ1ζb1βηkm31r
2 + 3γ1ab21k
2m31m2ω − γ1b
2
1b2km
3
1m2m3r
+ 2γ1b1b2ηkm31m2r
2
− b31k
2m41m2ω − γ
2
1γ2aβkm
2
1ωr
+ γ21ζaβkm
2
1ωr − γ
2
1a
2ηkm21m2r − γ
2
1ab2km
2
1m2ωr
− γ1γ2b1βkm31ωr − γ1ζb1βkm
3
1ωr + 2γ1ab1ηkm
3
1m2r
+ γ1b1b2km31m2ωr − b
2
1ηkm
4
1m2r − γ1γ2βηm1
3r2 − γ1ζβηm13r2
− γ1b2ηm31m2r
2,
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and
B = γ41a
3b2k2m3r − 3γ31a
2b1b2k2m1m3r + γ31a
2b2ηk2m1r2
+ 3γ21ab
2
1b2k
2m21m3r − 2γ
2
1ab1b2ηk
2m21r
2
− γ1b31b2k
2m31m3r
+ γ1b21b2ηk
2m31r
2 + γ41a
4k2m3 − 4γ31a
3b1k2m1m3 + γ31a
3ηk2m1r
+ γ31a
2b2k2m1ωr + 6γ21a
2b21k
2m21m3 − 3γ
2
1a
2b1ηk2m21r
− 2γ21ab1b2k
2m21ωr − 4γ1ab
3
1k
2m31m3 + 3γ1ab
2
1ηk
2m31r
+ γ1b21b2k
2m31ωr + b
4
1k
2m41m3 − b
3
1ηk
2m41r + γ
3
1a
3k2m1ω
− γ31a
2b2km1m3r − 3γ21a
2b1k2m21ω + 2γ
2
1ab1b2km
2
1m3r
− 2γ21ab2ηkm
2
1r
2 + 3γ1ab21k
2m31ω − γ1b
2
1b2km
3
1m3r
+ 2γ1b1b2ηkm31r
2
− b31k
2m41ω − γ
2
1a
2ηkm21r − γ
2
1ab2km
2
1ωr
+ 2γ1ab1ηkm31r + γ1b1b2km
3
1ωr − b
2
1ηkm
4
1r + γ1b2ηm
3
1r
2,
A0 = γ1ak(γ1a − b1m1), (C.3.11)
α = −m1(γ1ab1kr + b21km1r + rγ1a + b1m1r),
β = −4γ41a
4k2m1r + 12γ31a
3b1k2m21r − 12γ
2
1a
2b21k
2m31r
+ γ21a
2b21k
2m21r
2 + 4γ1ab31k
2m41r − 2γ1ab
3
1k
2m31r
2
+ b41k
2m41r
2 + 4γ31a
3km21r − 8γ
2
1a
2b1km31r
− 2γ21a
2b1km21r
2 + 4γ1ab21km
4
1r + 2b
3
1km
4
1r
2
+ γ21a
2m21r
2 + 2γ1ab1m31r
2
+ b21m
4
1r
2.
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C.4 The Coefficient of the Coexistence Equilibrium E4
A1 = −a11 − a22 − a33 − a44, (C.4.12)
A2 = a11a22 + a11a33 + a11a44 − a12a21 + a22a33 + a22a44 − a23a32 − a24a42 +33 a44, (C.4.13)
A3 = −a11a22a33 − a11a22a44 + a11a23a32 + a11a24a42 − a11a33a44 + a12a21a33 + a12a21a44
− a12a24a41 − a22a33a44 + a23a32a44 − a23a34a42 +24 a33a42, (C.4.14)
A4 = a11a22a33a44 − a11a23a32a44 +11 a23a34a42 − a11a24a33a42 − a12a21a33a44
− a12a23a34a41 + a12a24a33a41. (C.4.15)
C.5 The Coefficients of the Quadratic Z Polynomial
The coefficients of Eq.(6.14) in Sec.6.3 in Chapter 6.
A5 = ζ2βrb1b2m2m3 − ζβ2rγ22b1m3 + 2ζβrγ2b1b2m2m3 − ζrb1b
2
2m
2
2m3
+ ζ2aβηrm2 − ζ2β2rb1m3 + ζaβηrγ2m2 − ζaηrb2m22 − ζβ
2rγ2b1m3
+ ζβrb1b2m2m3 − ζaβηrm2 − aβηrγ2m2 + aηrb2m22
B = ζ2β2Krγ2b1m3 − ζ2βKrb1b2m2m3 + ζβ2Krγ22b1m3 − 2ζβKrγ2b1b2m2m3
− ζ2aβηKrm2 − ζaβηKrγ2m2 + ζaηKrb2m22 + ζβ
2Krγ2b1m3 − ζβKrb1b2m2m3
− ζ2aβKωm2 − ζ2β2rγ2m3 − ζ2β2rb1m3 + ζ2βrb2m2m3 + ζaβηKrm2 − ζaβKωγ2m2
+ ζaKωb2m22 − ζβ
2rγ22m3 + 2ζβrγ2b2m2m3 − ζrb
2
2m
2
2m3 + aβηKrγ2m2 − aηKrb2m
2
2
− ζ2β2rm3 + ζaβKωm2 − ζβ2rγ2m3 + ζβrb2m2m3 + aβKωγ2m2 − aKωb2m22
C.5. The Coefficients of the Quadratic Z Polynomial 196
G = β2Krζ2γ2m3 − βKrζ2m3m2b2 + β2Krζγ22m3 − 2βKrζγ2m3m2b2 + Krζm3m
2
2b
2
2 (C.5.16)
− aβKζ2m3m2 + β2Krζ2m3 − aβKζγ2m3m2 + aKζm3m22b2 + β
2Krζγ2m3 − βKrζm3m2b2 (C.5.17)
+ aβKζm3m2 + aβKγ2m3m2 − aKm3m22b2 (C.5.18)
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Bastardie, André E Punt, Icarus Allen, Heleen Bartelings, Michel Bertignac, et al. Integrated ecological–
economic fisheries modelsevaluation, review and challenges for implementation. Fish and Fisheries,
2017.
[172] Richard S Ostfeld, Gregory E Glass, and Felicia Keesing. Spatial epidemiology: an emerging (or
re-emerging) discipline. Trends in ecology & evolution, 20(6):328–336, 2005.
[173] Narendra K Pareek, Vinod Patidar, and Krishan K Sud. Image encryption using chaotic logistic map.
Image and Vision Computing, 24(9):926–934, 2006.
[174] Franks Peter JS. Npz models of plankton dynamics: their construction, coupling to physics, and
application. Journal of Oceanography, 58(2):379–387, 2002.
BIBLIOGRAPHY 213
[175] Sergei Petrovskii and BAI-LIAN LI. Increased coupling between subpopulations in a spatially struc-
tured environment can lead to population outbreaks. Journal of theoretical biology, 212(4):549–562, 2001.
[176] Sergei Petrovskii, Bai-Lian Li, and Horst Malchow. Quantification of the spatial aspect of chaotic
dynamics in biological and chemical systems. Bulletin of mathematical biology, 65(3):425–446, 2003.
[177] Sergei V Petrovskii and Horst Malchow. A minimal model of pattern formation in a prey-predator
system. Mathematical and Computer Modelling, 29(8):49–63, 1999.
[178] Sergei V Petrovskii and Horst Malchow. Wave of chaos: new mechanism of pattern formation in
spatio-temporal population dynamics. Theoretical population biology, 59(2):157–174, 2001.
[179] David Pimentel, Edwin H Feinberg, Peter W Wood, and John T Hayes. Selection, spatial distribution,
and the coexistence of competing fly species. American Naturalist, pages 97–109, 1965.
[180] Jonathan Pitchford and John Brindley. Intratrophic predation in simple predator-prey models. Bulletin
of Mathematical Biology, 60(5):937–953, 1998.
[181] Jonathan W Pitchford, Edward A Codling, and Despina Psarra. Uncertainty and sustainability in
fisheries and the benefit of marine protected areas. Ecological Modelling, 207(2):286–292, 2007.
[182] Jonathan W Pitchford, Alex James, and John Brindley. Quantifying the effects of individual and
environmental variability in fish recruitment. Fisheries Oceanography, 14(2):156–160, 2005.
[183] Georg Pohnert, Michael Steinke, and Ralph Tollrian. Chemical cues, defence metabolites and the
shaping of pelagic interspecific interactions. Trends in Ecology & Evolution, 22(4):198–204, 2007.
[184] Brian Porter. Stability criteria for linear dynamical systems. Academic Press, 1968.
[185] Jennifer C Prairie, Kelly R Sutherland, Kerry J Nickols, and Amanda M Kaltenberg. Biophysical
interactions in the plankton: A cross-scale review. Limnology and Oceanography: Fluids and Environments,
2(1):121–145, 2012.
[186] Corinne Le Quere, Sandy P Harrison, I Colin Prentice, Erik T Buitenhuis, Olivier Aumont, Laurent
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