I dentifying and understanding factors that cause neurogenerative disorders such as Parkinson's disease (PD) is relevant for a number of reasons. First, the understanding of the pathobiology and etiology of PD is still limited because of the difficulties of conducting laboratory experiments or randomized clinical trials (RCTs), and knowledge of causal influences would give relevant insight into the underlying processes. Second, knowing parameters that lead to the development of the disease could yield plausible candidates for an early prevention of disease progression or therapy. Thus, the search for risk factors that are both modifiable and causal is a relevant endeavor. An interesting candidate for PD in this context is plasma urate levels, which are hypothesized to be a protective factor and were thus investigated in two contributions in this issue of Annals of Neurology.
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In the recent past, inferences about risk or protective factors outside from experimental settings have mostly been based on observed associations. However, it is well known how difficult it is to evaluate causality from mere associations, given that these can be, among others, a result of causation, reverse causation, confounding, and selection bias.
In a disease like PD, controlling for these effects may be especially problematic given that the limited understanding of the underlying pathobiology complicates the selection and thus control of confounders of associations. For example, urate levels have been shown to be negatively associated with PD, but are also known to be influenced by other factors such as sex, dietary habits, alcohol intake, smoking, and physical activity. Given that these parameters might also be associated with PD risk, it is unclear whether the observed negative association between urate levels and PD risk reflects causality or confounding.
To at least approximate causality despite these complications, the classical criteria defined by Bradford Hill are usually applied. 3 One of these criteria that makes an observation more likely to be causal is temporality, meaning that changes of the risk factor need to occur before the disease outcome. In PD, this criterion is difficult to establish, given that the actual onset of the disease is usually vague. Another criterion refers to the gold standard to infer causality, which is the experimental evidence. However, performing RCTs is again difficult for many risk factors because of ethical or practical reasons. For example, to derive causality for urate levels for the development of PD would, in the strict sense, require the experimental modification of urate levels in healthy probands with a follow-up long enough that a substantial number of these probands develop PD. More realistic RCTs are already being performed in which a urate precursor is being investigated as a disease-modifying therapy in PD patients, 4 but even if a therapeutic effect is shown, this does not answer the question about the causal effect of urate on the development of PD. Other criteria by Hill include the plausibility or the strength of the association and are easier to test, but they could be misleading given their subjectivity and vagueness. A more recently suggested method to approach this problem is the Mendelian randomization (MR) design. [5] [6] [7] Basically, one or a number of genetic variants are identified that can act as instrumental variables for the risk factor in that they are associated with the risk factor, but have no direct effect on PD. Given that these are genetic variables, they have two distinct advantages: First, the alleles of the variants are distributed randomly at conception, so that, in effect, the predisposition for the risk factor is distributed randomly, thus approximating an experimental setting. Second, given that genetic variants are stable from conception on, they always precede other possibly confounding factors. This allows any relationship between these genetic variants and PD to be interpreted as evidence for causality of the risk factor on PD, if the following assumptions are fulfilled: (1) The genetic variants are associated with the risk factor; (2) there is no association between the genetic variants on the one hand and confounders of the relationship between risk factor and PD on the other; and (3) conditioning on the risk factor and possible confounders, there is no direct association between the genetic variants and PD.
Starting from well-established observed associations where the direction of the effect is not clear, or from inconclusive results, this principle has already been applied to explore the causality of a number of parameters on PD, thereby showing, for example, that increased iron levels are causally linked to a decreased risk of PD, 8 or that a higher the assumptions underlying MR are tested rigorously, finding evidence for causality through MR improves the understanding of PD and possibly opens new therapeutic avenues that can then be tested in RCTs, considering that the MR causal effect estimate may not correspond to the effect of a proposed intervention modifying the risk factor, given that it refers to the lifetime modification in the general population. Even though the underlying MR principle is the same, a number of extensions have been developed on the methods that are reviewed in the literature (eg, see previous works [10] [11] [12] ). The two studies presented in this issue reflect part of the spectrum of MR approaches that are utilized today: In the work by Kobylecki et al, 2 the MR was performed in a single sample using two genetic variants, both singly and in combination, with individual-level data on genetic variants, urate levels, PD, and a number of confounders. In contrast, the work by Kia et al 1 utilized a two-sample approach based on a score of 31 genetic variants with summary-level data.
Another important distinction is that PD incidence was investigated in the first and PD prevalence in the second study. Despite these differences, neither study found evidence for a causal link between urate levels and lower PD risk. Given the known observed negative association of urate levels and PD risk, how can this result from the MR studies be interpreted? How can we understand whether the null MR result is a lack of statistical evidence or a genuine negative finding? First, it always needs to be checked whether the statistical power of the MR study is large enough to identify a relevant causal effect. This clearly is an issue in many MR studies, given that the power vitally depends on the strength of the association between the genetic variants and the risk factor. And given that, in many instances, even a score of many genetic variants may not explain more than 5% to 10% of the variability of the risk factor, power in typical sample sizes is limited. Second, a judgment of the confidence interval of causal effect estimates and consistency between both MR studies could help. Third, in view of no evidence for causality in an MR study, alternative interpretations for the observed association should be sought, such as confounding or reverse causality, that may explain the observation. Further studies are then required to disentangle these relationships and explore whether urate levels might have a causal impact on PD progression instead of PD onset, to investigate also the reserve causation to understand whether PD could cause urate-level changes and, eventually, identify more plausible candidates for causality.
