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Abstract
We analyse the transverse dynamical two-point correlation function of the
XX chain by means of a thermal form factor series. The series is rewritten in
terms of the resolvent and the Fredholm determinant of an integrable integral
operator. This connects it with a matrix Riemann-Hilbert problem. We express
the correlation function in terms of the solution of the matrix Riemann-Hilbert
problem. The matrix Riemann-Hilbert problem is then solved asymptotically
in the high-temperature limit. This allows us to obtain the leading high-
temperature contribution to the two-point correlation function at any fixed
space-time separation.
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21 Introduction
In our recent work [12] we have developed an approach to the calculation of dynamical
correlation functions of Yang-Baxter integrable lattice systems in equilibrium with a heat
bath of temperature T . The basic idea was to combine a certain lattice realisation of a path
integral for finite temperature dynamical correlation functions [26] with a thermal form
factor expansion introduced in [9]. As a result we obtained a thermal form factor series for
the dynamical two-point correlation functions in this class of systems.
A basic example, for which we worked out the series explicitly, is the transverse
correlation function of the XX chain. The XX chain is a spin-12 model with Hamiltonian
HL = J
L∑
j=1
(
σxj−1σ
x
j + σ
y
j−1σ
y
j
)− h
2
L∑
j=1
σzj . (1)
Here the σαj , α = x, y, z, are Pauli matrices acting on site j ∈ {1, . . . , L} of an L-site
lattice, and periodic boundary conditions, σα0 = σ
α
L, are implied. The parameters J > 0
and h > 0 are the strengths of the exchange interaction and of the external magnetic field.
The XX quantum-spin chain is particularly simple as an integrable model in that the
derivative of the bare scattering phase in its Bethe Ansatz solution vanishes identically.
It is also special since it maps to a model of non-interacting Fermions by means of a
Jordan-Wigner transformation [21]. For these reasons rather much, in comparison with
more generic integrable models, is known about its correlation functions. The longitudinal
dynamical two-point function at finite temperature was calculated by Niemeijer [24] using
the mapping to Fermions. We reproduced his result in a neat form from our thermal form
factor series [12]. The transverse two-point function, defined as
〈
σ−1 σ
+
m+1(t)
〉
T
= lim
L→+∞
tr{e−HL/Tσ−1 eiHLtσ+m+1e−iHLt}
tr{e−HL/T } , (2)
where t is the time variable and σ± = 12(σ
x ± iσy), is also well studied, but is much
harder to access within the free Fermion approach. In fact, the finite-temperature analysis
of (2) based on a Jordan-Wigner transformation stayed limited to the high-temperature
asymptotics at short distances. Brandt and Jacoby [4] proved the rather well-known formula
lim
T→+∞
〈
σ−1 σ
+
1 (t)
〉
T
=
1
2
e−iht−4J
2t2 (3)
for the auto-correlation function at infinite temperature. The first few terms in the high-
temperature expansion of the auto-correlation function and of the nearest and next-to-
nearest neighbour correlation functions at h = 0 were obtained by Perk and Capel [25].
Deeper insight into the asymptotic behaviour of the transverse correlation function
resulted from the study of different Fredholm determinant representations. The special
case of vanishing magnetic field, h = 0 in (1), maps to the critical transverse-field
Ising chain [23], for which a Fredholm determinant representation of the auto-correlation
function was obtained in [22]. Based on this Fredholm determinant representation the
leading long-time asymptotic behaviour of the transverse auto-correlation function at finite
temperature was computed in [8]. A Bethe Ansatz analysis of (2) was initiated by Colomo
et al. in [6], where a Fredholm determinant representation of the correlation function at
finite magnetic field was derived. This Fredholm determinant representation was then
3used for a long-time, large-distance asymptotic analysis of the correlation function at fixed
temperature by Its et al. [16], who obtained the leading exponential term and the next-to-
leading algebraic corrections. However, the constant term in the long-time, large-distance
asymptotics in the critical regime 0 ≤ h < 4J has never been calculated.
With our novel form factor series representation [12] we have the opportunity to revisit
the problem of an efficient calculation of the transverse dynamical two-point function (2).
The series is based on form factors of the quantum transfer matrix. It differs from the series
employed by Its et al. in the derivation of their Fredholm determinant representation [16]
of the correlation function. It gives us direct access [14] to the constant factor in the
long-time, large-distance asymptotics of the correlation function in the so-called spacelike
regime, where the spatial separation of two space-time points in appropriate units is larger
than the time separation. In fact, the first term in the series determines the asymptotics in
the spacelike regime. As such the series exhibits a striking similarity with the Borodin-
Okounkov, Geronimo-Case formula [1, 3, 11] for a Toeplitz determinant generated by a
symbol satisfying the hypotheses of the Szego¨ theorem.
For further asymptotic analysis we shall identify our series as being proportional to the
Fredholm determinant of an integral operator of integrable type. In separate work [13] we
shall show that this Fredholm determinant representation is highly efficient for the actual
numerical calculation of the correlation function (2) in the critical as well as in the massive
regime for generic values of distance, time and temperature.
In this work we will derive a matrix Riemann-Hilbert problem associated with our
Fredholm determinant representation and express the two-point function (2) explicitly in
terms of its solution. This matrix Riemann-Hilbert problem can be used to calculate the
long-time, large-distance asymptotics of the correlation function in the timelike regime. As
we shall see below, it can also be used to derive the high-temperature asymptotics of the
two-point function for any fixed spatio-temporal separation. This is the main purpose of
this work. We shall obtain a generalization of the Brandt-Jacoby formula (3) to any spatial
separation of points. The generalization, stated more precisely in Theorem 3 below, is of
the form〈
σ−1 σ
+
m+1(t)
〉
T
=
1
2
(
−J
T
)m
exp
{
icτ − τ
2
4
+
∫ τ
0
dτ ′ um(τ ′)
}
× Qm+1(−i)P
′
m(−i)− Pm(−i)Q′m+1(−i)(
Qm+1(−i)P ′m(−i)− Pm(−i)Q′m+1(−i)
)∣∣
τ=0
(
1 + O(T−2)
)
. (4)
Here τ = −4J(t− i2T ), c = h4J , and Pm and Qm+1 are polynomials whose coefficients
depend on τ . These coefficients are explicit but complicated rational combinations of
modified Bessel functions. The same is true for the function um.
The paper is organized as follows. In Section 2 we recall and slightly rewrite the
thermal form-factor series obtained in [12]. In Section 3 we recast the series in the form of
a Fredholm-determinant representation. In Section 4 we work out the ‘integrable structure’
of the corresponding integral operator. Having in mind possible extensions to the more
general XXZ chain we use a parameterization in terms of rapidity variables, entering
the expression for the integration kernel through hyperbolic functions. In order to be
self-contained we work out some of the basic features of the associated matrix Riemann-
Hilbert problem in Section 5. In Section 6 we express the transverse correlation function
in terms of the solution of the matrix Riemann-Hilbert problem. In Section 7 we transform
the matrix Riemann-Hilbert problem to a certain standard form which, in Section 8, is
4asymptotically analysed in the high-temperature limit. Section 9 is devoted to the derivation
of our main result, the high-temperature asymptotic formula (4). A short summary and
conclusions are presented in Section 10. The appendices are devoted to the solution of the
model Riemann-Hilbert problem appearing in the high-temperature asymptotic analysis,
to working out some of the properties of the polynomials Pm and Qm+1 arising from
this analysis, and to the presentation of examples of explicit high-temperature asymptotic
formulae for small m.
2 Thermal form factor series
We start our analysis by recalling and slightly rewriting the thermal form factor series
for the two-point function (2). For this purpose we have to introduce a number of basic
functions.
2.1 One-particle energy and momentum
First of all we define the one-particle energy and momentum functions. The one-particle
momentum as a function of the rapidity variable is defined by
p(λ) = −i ln(−i th(λ)) . (5)
Here we may interpret the logarithm as its principal branch, meaning that we provide cuts
in the complex plane from −ipi/2 to zero modulo ipi. Below we shall often encounter the
derivative of the momentum function, most conveniently expressed as
ip′(λ) =
2
sh(2λ)
. (6)
With this the one-particle energy can be defined as
(λ) = h+ 2Jp′(λ) , (7)
where h is the magnetic field and J > 0 the exchange energy. In the following we restrict
ourselves to the critical parameter regime
0 < h < 4J . (8)
Because of the pii-periodicity of the momentum, which is shared by all other functions
in our form factor series, we may restrict ourselves to the ‘fundamental strip’
S =
{
λ ∈ C
∣∣∣− pi
4
≤ Imλ < 3pi
4
}
(9)
or rather think of the functions as being defined on a cylinder of circumference pi.
It is easy to see that  has precisely two roots
λ±F =
ipi
4
± zF , zF = 1
2
arch
(
4J
h
)
, (10)
in S. These roots are called the Fermi rapidities. The value
pF = p(λ
−
F ) = arccos
(
h
4J
)
(11)
5of the momentum at the left Fermi rapidity will be called the Fermi momentum. Using the
Fermi rapidities we may rewrite the one-particle energy as
(λ) = −h p′(λ) sh(λ− λ−F ) sh(λ− λ+F ) . (12)
The functions  and p are real on the lines x± ipi/4, x ∈ R, where they take the values
(x± ipi/4) = h∓ 4J
ch(2x)
, (13a)
p(x+ ipi/4) = −pi
2
+ 2 arctg
(
e−2x
)
, (13b)
p(x− ipi/4) = −pi sign(x) + pi
2
− 2 arctg(e−2x) . (13c)
2.2 More functions appearing in the form factor series
In order to define the general term in the form factor series we have to introduce a few
more functions. The one-particle energy determines the function
z(λ) =
1
2pii
ln
[
cth
(
(λ)
2T
)]
. (14)
Another function needed below is the square of a generalized Cauchy determinant,
D
({xj}mj=1, {yk}nk=1) =
[∏
1≤j<k≤m sh
2(xj − xk)
][∏
1≤j<k≤n sh
2(yj − yk)
]∏m
j=1
∏n
k=1 sh
2(xj − yk)
. (15)
Two more functions that will play an important role in our analysis are defined as
periodic Cauchy transforms with respect to a ‘hole contour’ Ch and a ‘particle contour’
Cp sketched in figure 1. The same simple, positively oriented contours will occur in the
definition of the form factor series. They are defined in such a way that Ch encloses all
roots of e−(x)/T −1 inside the strip−pi/4 < Imx < pi/4 as well as the left Fermi rapidity
λ−F , but no other roots of e
−(x)/T − 1, while Cp encloses the roots of e−(x)/T − 1 inside
the strip pi/4 < Imx < 3pi/4 as well as the right Fermi rapidity λ+F and again no other
roots of e−(x)/T − 1.
Given these contours we define
Φh(x) =
ip′(x)
2
exp
{
i
∫
Ch
dλ p′(λ)z(λ)
sh(x+ λ)
sh(x− λ)
}
(16)
for all x ∈ S \ Ch, and
Φp(x) =
ip′(x)
2
exp
{
−i
∫
Cp
dλ p′(λ)z(λ)
sh(x+ λ)
sh(x− λ)
}
(17)
for all x ∈ S \ Cp. Being Cauchy transforms the functions Φh and Φp have jump dis-
continuities across the contours Ch and Cp, respectively. Hence, each of these functions
determines two functions on the respective contour by its boundary values from inside
and outside the contour. We denote these functions by Φh± and Φp±, where the plus sign
stands for the boundary value from the left and the minus sign for the boundary value from
the right of an oriented contour.
6λ
λ−F
λ+F
−pii4
pii
4
3pii
4
0
pii
2
Cp
Ch
Figure 1: Sketch of the hole and particle contours Ch and Cp. The Fermi rapidity λ−F is
located inside Ch, while λ+F lies inside Cp.
Fix x ∈ Int(Ch)∪ Int(Cp). Then sh(x+λ)/ sh(x−λ) is a holomorphic function of λ
for all λ ∈ S \ (Int(Ch)∪ Int(Cp)). Since the integrands in (16), (17) are rapidly decaying
for λ→ ±∞, we may deform the contours and conclude that
Φh(x) = Φp(x) for all x ∈ Int(Ch) ∪ Int(Cp), (18a)
Φh+(x) = Φp(x) for all x ∈ Ch, (18b)
Φp+(x) = Φh(x) for all x ∈ Cp. (18c)
2.3 The series
We can now recall the form factor series derived in [12]. Using the notation introduced
above and performing some rather obvious simplifications it can be written as
〈
σ−1 σ
+
m+1(t)
〉
T
= (−1)mF(m)
∞∑
n=1
(−1)n
n!(n− 1)!
n∏
j=1
∫
Ch
dxj
pii
Φp(xj)e
i(mp(xj)−t(xj))
1− e(xj)/T
×
n−1∏
k=1
∫
Cp
dyk
pii
e−i(mp(yk)−t(yk))
Φh(yk)
(
1− e−(yk)/T ) D({xj}nj=1, {yk}n−1k=1) , (19)
where
F(m) = exp
{
−
∫
C′h⊂Ch
dλ z(λ)
∫
Ch
dµ cth′(λ− µ)z(µ)
− impF −m
∫
Ch
dλ
2pi
p′(λ) ln
∣∣∣∣cth((λ)2T
)∣∣∣∣} . (20)
The contour C′h is tightly enclosed by Ch.
73 Fredholm determinant representation
For the purpose of this work the series on the right hand side of (19) defines the correlation
function. The task is to evaluate it numerically or asymptotically. An important step
towards its efficient evaluation will be to rewrite the series as a Fredholm series, using a
technique developed by Korepin and Slavnov in [19]. This is possible due to the occurrence
of the square of the generalized Cauchy determinant on the right hand side of (19). Let
g(x) = i(mp(x)− t(x)) (21)
and
w(x) =
1
piiΦh(x)
(
1− e−(x)/T ) , w(x) = − Φp(x)pii(1− e(x)/T ) . (22)
Then
〈
σ−1 σ
+
m+1(t)
〉
T
= (−1)mF(m)
∞∑
n=1
1
n!(n− 1)!
n∏
j=1
∫
Ch
dxj w(xj)e
g(xj)
×
n−1∏
k=1
∫
Cp
dyk w(yk)e
−g(yk) D
({xj}nj=1, {yk}n−1k=1) . (23)
For the summation we note that D = C2, where
C = lim
Re yn→+∞
1
2
det
n
(
ϕ(xj , yk)
)
, ϕ(x, y) =
ey−x
sh(y − x) . (24)
It follows that
1
n!
n∏
j=1
∫
Ch
dxj w(xj)e
g(xj)D
({xj}nj=1, {yk}n−1k=1)
= lim
Re yn→+∞
1
n!
n∏
j=1
∫
Ch
dxj w(xj)e
g(xj)
×
∑
P∈Sn
sign(P )ϕ(x1, yP1) . . . ϕ(xn, yPn)
1
4
det
n
(
ϕ(xj , yk)
)
= lim
Re yn→+∞
1
4
det
n
(∫
Ch
dx w(x)eg(x)ϕ(x, yj)ϕ(x, yk)
)
. (25)
Setting
V˜ (yj , yk) =
∫
Ch
dx w(x)eg(x)ϕ(x, yj)ϕ(x, yk) , (26a)
Eh(yj) =
∫
Ch
dx w(x)eg(x)ϕ(x, yj) , (26b)
Ω =
∫
Ch
dx w(x)eg(x) , (26c)
taking into account that limRe y→+∞ ϕ(x, y) = 2 and applying elementary manipulations
to the determinant we obtain
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n!
n∏
j=1
∫
Ch
dxj w(xj)e
g(xj)D
({xj}nj=1, {yk}n−1k=1)
= Ω det
n−1
(
V˜ (yj , yk)− Eh(yj)Eh(yk)/Ω
)
. (27)
Inserting this expression into the right hand side of (23) we end up with a Fredholm series
which can be interpreted as〈
σ−1 σ
+
m+1(t)
〉
T
= (−1)mF(m)Ω det
Cp
(
id +V̂ − P̂ ) , (28)
where the integral operators V̂ and P̂ are defined relative to the contour Cp,
V̂ f(x) =
∫
Cp
dy w(y)e−g(y)V˜ (x, y)f(y) , (29a)
P̂ f(x) =
Eh(x)
Ω
∫
Cp
dy w(y)e−g(y)Eh(y)f(y) . (29b)
Introducing the resolvent R̂ of V̂ in the usual way, such that
(id−R̂)(id +V̂ ) = (id +V̂ )(id−R̂) = id (30)
we can rewrite the Fredholm determinant in (28) and finally obtain the following
Theorem 1. The transverse correlation function of the XX chain admits the Fredholm
determinant representation
〈σ−1 σ+m+1(t)〉T = (−1)mF(m)
×
[
Ω−
∫
Cp
dx w(x)e−g(x)Eh(x)(id−R̂)Eh(x)
]
det
Cp
(
id +V̂
)
. (31)
4 V̂ as an integrable integral operator
We observe that
ϕ(x, yj)ϕ(x, yk) = − e
−yj−yk
sh(yj − yk)
[
e2ykϕ(x, yj)− e2yjϕ(x, yk)
]
. (32)
Inserting this identity into (26a) we obtain the following expression for the kernel V of the
integral operator V̂ ,
V (yj , yk) = V˜ (yj , yk)w(yk)e
−g(yk)
=
e−yj−yk
sh(yj − yk)
[
e2yjEh(yk)− e2ykEh(yj)
]
w(yk)e
−g(yk) . (33)
Define
EL(x) =
(
e2x
−Eh(x)
)
, ER(x) =
(
Eh(x)
e2x
)
w(x)e−g(x) . (34)
9Then V (x, y) can be written as
V (x, y) =
e−x−y
sh(x− y)E
t
L(x)ER(y) . (35)
The vectors EL and ER have the important property that
EtL(x)ER(x) = 0 . (36)
Integral operators with a kernel satisfying (35), (36) are rather special. They fall into the
class of integrable integral operators [7, 15, 27]. Having in mind a possible extension of
our work to the more general XXZ chain, we have employed a parameterisation in terms
of rapidity variables. For this reason the integrable kernel (35) contains hyperbolic rather
than rational functions and looks slightly different from what is commonly encountered in
the literature.
As observed in [15] an important property of an integrable integral operator is that its
resolvent kernel is as well of the form (35). The resolvent kernel R(x, y) is defined as the
solution of the linear integral equation
R(x, y) = V (x, y)−
∫
Cp
dz V (x, z)R(z, y) . (37)
Let
fy(x) =
1
2
(e2x − e2y)R(x, y) . (38)
Inserting (35) into (37) and multiplying by ex+y sh(x− y) = 12(e2x − e2y) we see that
EtL(x)
(
ER(x)−
∫
Cp
dz ER(z)R(z, y)
)
=
(
id +V̂
)
fy(x) . (39)
Upon acting with id−R̂ on this equation we conclude that
R(x, y) =
e−x−y
sh(x− y)F
t
L(x)FR(y) , (40)
where
FtL(x) = E
t
L(x)−
∫
Cp
dz R(x, z)EtL(z) , (41a)
FR(y) = ER(y)−
∫
Cp
dz ER(z)R(z, y) . (41b)
The latter pair of equations is equivalent to saying the FtL and FR satisfy the linear integral
equations
FtL(x) = E
t
L(x)−
∫
Cp
dz V (x, z)FtL(z) , (42a)
FR(x) = ER(x)−
∫
Cp
dz FR(z)V (z, x) . (42b)
Note that we did not use (36), when we derived (40), (42). Further note that we assumed
that id +V̂ is invertible. This implies that FtL and FR are uniquely determined and that
detCp(id +V̂ ) is non-zero.
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5 The matrix Riemann-Hilbert problem
Define a 2× 2 matrix function
χ(x) = I2 +
∫
Cp
dy
e−x−y
sh(x− y)FR(y)E
t
L(y) (43)
on C \ (Cp mod pii). This function connects ER and FR algebraically,
χ+(x)ER(x) = FR(x) (44)
for all x ∈ Cp, which follows from (42b).
Following [15] we shall now establish, for the reader’s convenience, several properties
of χ, using the hyperbolic form of the kernel.
Proposition 1. The following properties of χ follow immediately from its definition and
from (44).
(i) χ is pii-periodic and holomorphic in C \ (Cp mod pii).
(ii) Asymptotically for large argument in S the functions χ behaves as
χ(x) ∼
I2 − 2
∫
Cp
dy e−2yFR(y)EtL(y) + O
(
e2x
)
for Rex→ −∞,
I2 + O
(
e−2x
)
for Rex→ +∞,
(45)
where it is understood that the symbols O
(
e±2x
)
refer to the behaviour of the
individual matrix elements.
(iii) The function χ admits continuous boundary values from in- and outside Cp. The
corresponding two continuous boundary functions χ+ and χ− are connected by the
multiplicative jump condition
χ−(x) = χ+(x)Gχ(x) , (46)
where
Gχ(x) = I2 + 2piie
−2xER(x)EtL(x) . (47)
Another immediate consequence of the definition is the following
Proposition 2. The function χ(x) defined in (43) is invertible in S \ Cp with inverse
χ−1(x) = I2 −
∫
Cp
dy
e−x−y
sh(x− y)ER(y)F
t
L(y) . (48)
The proof is by direct calculation, using the linear integral equations (42). It follows
from (48) that
EtL(x)χ
−1
+ (x) = F
t
L(x) . (49)
Combining (44) and (49) with (36) we conclude that
FtL(x)FR(x) = 0 . (50)
Taking into account (40) this means that the resolvent of an integrable integral operator
satisfying (36) is an integrable integral operator of the same type.
In proposition 1 we have shown that the matrix function χ defined in (43) has certain
properties. One may reverse the problem and ask if a matrix function with these properties
exists and is unique for a given contour and a given jump matrix Gχ.
11
Definition. We shall say that a holomorphic function Ψ : S \ Cp 7→ Mat2×2
(
C
)
solves
the matrix Riemann-Hilbert problem (S,Cp,+∞, GΨ) with jump matrix GΨ : Cp 7→
Mat2×2
(
C
)
on a cylinder S if
(i)
lim
Rex→±∞
Ψ(x) = Ψ(±)
(
I2 + O
(
e∓2x
))
(51)
where Ψ(+) = I2 and Ψ(−) is a constant matrix,
(ii) Ψ has continuous boundary values on Cp from inside and outside and satisfies the
multiplicative jump condition
Ψ−(x) = Ψ+(x)GΨ(x) (52)
on Cp.
Thus, χ defined in (43) solves the matrix Riemann-Hilbert problem (S,Cp,+∞, Gχ)
with jump matrix Gχ defined in (47). In the following we prove that the solution is unique.
This fact will turn the matrix Riemann-Hilbert problem into a useful tool, since, if we
are able to find a solution by any means, this solution then determines the resolvent of V̂
through (40), (44), (49).
Lemma 1. A solution Ψ of the matrix Riemann-Hilbert problem (S,Cp,+∞, GΨ) is
invertible if GΨ is unimodular (detGΨ = 1).
Proof. Let d(x) = det Ψ(x). Then d(x+ pii) = d(x) and d is holomorphic in S \Cp. The
function d behaves asymptotically as
d(x) ∼
const. + O
(
e2x
)
for Rex→ −∞,
1 + O
(
e−2x
)
for Rex→ +∞.
(53)
Moreover, d satisfies the jump condition
d−(x) = d+(x) , (54)
which follows from detGΨ(x) = 1 for all x ∈ Cp.
Choose a simple closed contour C such that Cp ⊂ IntC ⊂ S and define
I(x) =
∫
C
dy
2pii
ϕ(x, y)d(y) , (55)
where x ∈ IntC \ Cp. We calculate this integral in two different ways, first by making
the contour C larger and using the pii-periodicity and the asymptotic behaviour (53) of
d, and second by shrinking the contour and using the holomorphicity of d and the ‘jump
condition’ (54). Then, on the one hand, there is R0 > 0 such that for all R > R0
I(x) =
(∫ −R−pii/4
−R+3pii/4
+
∫ R+3pii/4
R−pii/4
)
dy
2pii
ϕ(x, y)d(y) . (56)
Sending R to +∞ and using (53) we conclude that I(x) = 1 for all x ∈ S \ Cp.
On the other hand, if e.g. x outside Cp, then
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I(x) = d(x) +
∫
Cp
dy
2pii
ϕ(x, y)d−(y) = d(x) +
∫
Cp
dy
2pii
ϕ(x, y)d+(y)
= d(x) +
∫
C′
dy
2pii
ϕ(x, y)d(y) = d(x) . (57)
where C′ ⊂ IntCp is a simple closed contour. Here we have used the residue theorem
in the first equation, (54) in the second equation and Cauchy’s theorem in the third and
fourth equation. If x is inside Cp, the same arguments can be employed in a different order.
Altogether we have shown that d(x) = 1 for all x ∈ S \ Cp, which proves the lemma.
Based on lemma 1 we can now prove the following uniqueness theorem.
Theorem 2. If GΨ is unimodular, the matrix Riemann-Hilbert problem (S,Cp,+∞, GΨ)
admits at most a single solution.
Proof. Consider two solutions Ψ1, Ψ2 of the matrix Riemann-Hilbert problem. Then
Ψ2(x) =
(
Ψ112 (x) Ψ
12
2 (x)
Ψ212 (x) Ψ
22
2 (x)
)
(58)
is invertible for every x ∈ S \ Cp by lemma 1. And
Ψ−12 (x) =
(
Ψ222 (x) −Ψ122 (x)
−Ψ212 (x) Ψ112 (x)
)
, (59)
since det Ψ2(x) = 1 according to the same lemma. Equation (59) implies that Ψ−12 inherits
the characteristic properties of Ψ2. Ψ−12 is pii-periodic, holomorphic in S \ Cp and behaves
asymptotically for large spectral parameter inside S as
Ψ−12 (x) ∼

(
Ψ
(−)
2
)−1
+ O
(
e2x
)
for Rex→ −∞,
I2 + O
(
e−2x
)
for Rex→ +∞.
(60)
Since GΨ(x) is invertible for all x ∈ Cp we may invert the jump condition for Ψ2 to obtain
Ψ−12−(x) = G
−1
Ψ (x)Ψ
−1
2+(x) (61)
for all x ∈ Cp.
Now let
W (x) = Ψ1(x)Ψ
−1
2 (x) . (62)
Clearly W is pii-periodic and holomorphic in S \ Cp. Its asymptotic behaviour can be
inferred from (60) and is again of the same form,
W (x) ∼
W
(−) + O
(
e2x
)
for Rex→ −∞,
I2 + O
(
e−2x
)
for Rex→ +∞,
(63)
where W (−) is a constant matrix. Moreover, (61) combined with the jump condition for
Ψ1 implies that
W−(x) = W+(x) , (64)
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and we can proceed as in the proof of the previous lemma. We fix a simple closed contour
C such that Cp ⊂ IntC ⊂ S and define
J(x) =
∫
C
dy
2pii
ϕ(x, y)W (y) , (65)
where x ∈ IntC \ Cp. Calculating this integral again in two different ways, exactly as
in the proof of lemma 1, we reach the conclusion that W (x) = I2 for all x ∈ IntC \ Cp
which completes our proof.
It follows that the matrix Riemann-Hilbert problem (S,Cp,+∞, Gχ) with Gχ defined
in (47) has a unique solution, since
detGχ(x) = 1 + 2piie
−2xEtL(x)ER(x) = 1 (66)
for all x ∈ Cp. Here we have used (36) in the last equation.
6 Expressing the correlation function in terms of the matrix
Riemann-Hilbert problem
Our goal is to perform a direct asymptotic analysis of the matrix Riemann-Hilbert problem
and to use the result in order to determine the asymptotics of the transversal correlation
functions of the XX chain by means of theorem 1. For this purpose we follow [18, 20] and
express the resolvent dependent factor and the Fredholm determinant factor on the right
hand side of (31) in terms of the solution χ of our matrix Riemann-Hilbert problem.
Proposition 3. The resolvent dependent factor in the Fredholm determinant representation
(31) of the transversal correlation function of the XX chain is connected to the solution of
the matrix Riemann-Hilbert problem defined in proposition 1 by the identity∫
Cp
dx w(x)e−g(x)Eh(x)(id−R̂)Eh(x) = −1
2
lim
Rex→+∞
e2xχ12(x) . (67)
Proof. It follows from (34) and (41a) that∫
Cp
dx w(x)e−g(x)Eh(x)(id−R̂)Eh(x) = −
∫
Cp
dxE1R(x)F
t 2
L (x) . (68)
On the other hand,
χ12(x) = −(χ−1)12 = e−2x ∫
Cp
dy ϕ(y, x)E1R(y)F
t 2
L (y) (69)
which follows from the fact that detχ(x) = 1 and from equation (48). Comparing (68)
and (69) for large positive real part of the argument we obtain (67).
As for the Fredholm determinant on the right hand side of (31) we shall derive a
formula for the logarithmic time derivative of detCp
(
id +V̂
)
. For this purpose we shall
utilize the identity
∂t ln
(
det
Cp
(
id +V̂
))
= tr
{ ˙̂
V
(
id−R̂)} . (70)
Here and in the following the dot stands for the time derivative.
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Proposition 4. The Fredholm determinant in (31) is related to the solution of the matrix
Riemann-Hilbert problem formulated in proposition 1 by the identity
∂t ln
(
det
Cp
(
id +V̂
))
=
∫
γ(Cp)
dz
2pi
(z) tr
{
χ′(z)
(
0 e−2zEp(z)
0 1
)
χ(z)
}
. (71)
Here γ(Cp) is a contour surrounding Cp closely enough, and the function Ep is defined by
Ep(x) =
∫
Cp
dy
pii
Φp−(y)eg(y)
1− e(y)/T ϕ(y, x) (72)
for all x ∈ S \ Cp.
Before proceeding with the proof let us note the following relations betweenEp defined
in the proposition and the function Eh defined earlier,
Eh(x) = Ep(x) for all x ∈ Int(Ch) ∪ Int(Cp), (73a)
Eh+(x) = Ep(x) for all x ∈ Ch, (73b)
Ep+(x) = Eh(x) for all x ∈ Cp. (73c)
Clearly (73b) and (73c) are consequences of (73a), which can be obtained by deforming
the contour in the definition of Eh and using the analytic and asymptotic properties of the
integrand.
Proof. The first step of the proof consists in deriving an appropriate representation for
V˙ (x, y). First of all
V˙ (x, y) = − e
−x−y
sh(x− y)
[
e2y
(
E˙h(x)− g˙(x)Eh(x)
)− e2x(E˙h(y)− g˙(y)Eh(y))
+
(
g˙(x)− g˙(y))e2yEh(x)]w(y)e−g(y) . (74)
Let x ∈ Cp. Then
−
∫
γ(Cp)
dz
2pii
e−z−x
sh(z − x) g˙(z)Ep(z) = e
−2x(E˙p+(x)− g˙(x)Ep+(x))
= e−2x
(
E˙h(x)− g˙(x)Eh(x)
)
, (75)
where we have used (72) in the first equation and (73c) in the second equation. We also
observe that
e2x+2yw(y)e−g(y) = EtL(x)σ
+ER(y) . (76)
Combining the latter two equations we obtain
− e
−x−y
sh(x− y)
[
e2y
(
E˙h(x)− g˙(x)Eh(x)
)− e2x(E˙h(y)− g˙(y)Eh(y))]w(y)e−g(y)
=
∫
γ(Cp)
dz
2pii
e−x−y
sh(z − x) sh(z − y) g˙(z)e
−2zEp(z)EtL(x)σ
+ER(y) . (77)
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For the remaining terms in (74) we use that∫
γ(Cp)
dz
2pii
g˙(z)
sh(z − x) sh(z − y) =
g˙(x)− g˙(y)
sh(x− y) (78)
for all x, y ∈ Cp, x 6= y and that
− e2yEh(x)w(y)e−g(y) = EtL(x)e22ER(y) , (79)
where e22 is one of the matrix units defined by (e
β
α)
γ
δ = δ
γ
αδ
β
δ . Then
− e
−x−y
sh(x− y)
(
g˙(x)− g˙(y))e2yEh(x)w(y)e−g(y)
=
∫
γ(Cp)
dz
2pii
e−x−y
sh(z − x) sh(z − y) g˙(z)E
t
L(x)e
2
2ER(y) . (80)
Inserting the latter identity together with (77) into (74) we obtain
V˙ (x, y) =
∫
γ(Cp)
dz
e−x−y
sh(z − x) sh(z − y)E
t
L(x)S(z)ER(y) , (81)
where
S(z) =
g˙(z)
2pii
(
0 e−2zEp(z)
0 1
)
. (82)
The second step of the proof consists in inserting (81) into (70) and does not depend
on the precise form of S(z).
∂t ln
(
det
Cp
(
id +V̂
))− ∫
Cp
dx V˙ (x, x) = −
∫
Cp
dx
∫
Cp
dy V˙ (x, y)R(y, x)
= −
∫
γ(Cp)
dz
∫
Cp
dx
∫
Cp
dy
8e2zEtL(x)S(z)ER(y)F
t
L(y)FR(x)
(e2z − e2x)(e2z − e2y)(e2y − e2x)
= − tr
{∫
γ(Cp)
dz
∫
Cp
dy
∫
Cp
dx
[
e−x−z
sh(x− z) −
e−x−y
sh(x− y)
]
FR(x)E
t
L(x)
× e
−2y
sh2(y − z)S(z)ER(y)F
t
L(y)
}
= −
∫
γ(Cp)
dz
∫
Cp
dy
e−2y
sh2(y − z) tr
{(
χ(y)− χ(z))S(z)ER(y)FtL(y)}
= −
∫
Cp
dy
∫
γ(Cp)
dz
e−2y
sh2(y − z)E
t
L(y)S(z)ER(y)
+ tr
{∫
γ(Cp)
dz χ(z)S(z) ∂z
∫
Cp
dy
e−y−z
sh(y − z)ER(y)F
t
L(y)
}
. (83)
Here we have used (70) in the first equation. In the second equation we inserted (40) and
(81). In the third equation we performed a partial fraction decomposition and used the fact
that tr{FR(x)FtL(y)} = FtL(y)FR(x). In the fourth equation (43) was inserted. In the
fifth equation we used (49) in the first term on the right hand side.
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Using once more (81) and equation (48) we see that
∂t ln
(
det
Cp
(
id +V̂
))
=∫
γ(Cp)
dz tr
{
χ(z)S(z)∂zχ
−1(z)
}
= −
∫
γ(Cp)
dz tr
{
χ′(z)S(z)χ−1(z)
}
=
∫
γ(Cp)
dz
2pi
(z) tr
{
χ′(z)
(
0 e−2zEp(z)
0 1
)
χ(z)
}
. (84)
In the last equation we have inserted the explicit forms of S and g.
7 First transformation of the matrix Riemann-Hilbert prob-
lem
Following [17] we shall transform the matrix Riemann-Hilbert problem (S,Cp,+∞, Gχ)
to a certain ‘normal form’ with a simplified jump matrix having no Cauchy transforms in
its entries. For a while we shall use the notation f(x) = 2piiw(x)e−g(x). Then the jump
matrix associated with the matrix Riemann-Hilbert problem satisfied by χ defined in (43)
takes the form
Gχ(x) = I2+2piie
−2xER(x)EtL(x) =
(
1 + f(x)Ep+(x) −f(x)e−2xE2p+(x)
f(x)e2x 1− f(x)Ep+(x)
)
. (85)
Here we also used (73c).
Now define the 2× 2 matrix function
χ˜(x) = χ(x)
(
1 e−2xEp(x)
0 1
)
. (86)
This transformation essentially does not change the analytic properties or the asymptotic
behaviour, but the jump matrix of the transformed function gets modified.
Proposition 5. The transformed matrix χ˜ is the unique solution of the matrix Riemann-
Hilbert problem (S,Cp,+∞, Gχ˜) with jump matrix
Gχ˜(x) =

1
2Φp−(x)eg(x)−2x
1− e(x)/T
2e2x−g(x)
Φp+(x)(1− e−(x)/T )
Φp−(x)
Φp+(x)
 (87a)
=
 1 02e2x−g(x)
Φp+(x)(1− e−(x)/T )
1

1 2Φp−(x)eg(x)−2x1− e(x)/T
0 1
 . (87b)
Proof. Analytic properties and pii-periodicity are clear. The asymptotic behaviour follows
from
e−2xEp(x) =
{
const. + O(e2x) for x→ −∞,
O(e−2x) for x→ +∞. (88)
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For the calculation of the transformed jump matrix we remark that
Ep+(x)− Ep−(x) = −2Φp−(x)e
g(x)
1− e(x)/T (89)
and
f(x) =
2e−g(x)
Φp+(x)(1− e−(x)/T )
. (90)
Moreover, it is easy to see that
Φp−(x)
Φp+(x)
=
(
1− e−(x)/T
1 + e−(x)/T
)2
. (91)
8 High-temperature analysis of the matrix Riemann-Hilbert
problem
8.1 High-temperature form of the jump matrix
We define a function
α(x) =

sh(x−λ+F )
ch(x) e
−(1/2T+it)(h+2iJ th(x)) for x ∈ ExtCp
2e2x sh(x) sh(x− λ−F )e−(1/2T+it)2iJ cth(x) for x ∈ IntCp ,
(92)
which is analytic and non-zero in S \ Cp and for large real part has the limits
α(±) = lim
Rex→±∞
α(x) = ±e∓λ+F−(1/2T+it)(h±2iJ) . (93)
Expanding the functions occurring in the jump matrix Gχ˜, (87a), in 1/T we obtain its
high-temperature form
Gχ˜(x) =
(
1 α−(x)α+(x)
(
i cth(x)
)−m−1
−α+(x)α−(x)
(
i cth(x)
)m+1
0
)
+ O
(
T−2
)
, (94)
where α+(x) and α−(x) are the boundary values of α from inside and outside Cp.
8.2 Transformation to lower triangular form
For all x ∈ S \ Cp we set
Ψ(x) =
(
α(+)
)−σz
χ˜(x)
(
iσy
)1x∈Int(Cp)(α(x))σz , (95)
where 1condition is the indicator function which is equal to one if condition is satisfied and
equal to zero else. Then Ψ solves the matrix Riemann-Hilbert problem (S,Cp,+∞, GΨ),
where, for all x ∈ Cp, GΨ is defined as
GΨ(x) = GΦ(x) + δGΨ(x) (96)
with
GΦ(x) =
((−i th(x))−m−1 0
α+(x)α−(x)
(−i th(x))m+1
)
, δGΨ(x) = O
(
T−2
)
. (97)
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8.3 Solution of the triangular model Riemann-Hilbert problem
Consider the model matrix Riemann-Hilbert problem (S,Cp,+∞, GΦ) with jump matrix
GΦ defined in (97). If it has a solution, then the solution is unique according to theorem 2,
since GΦ is unimodular. It can be related to classical work of Fokas, Its and Kitaev [10] by
the change of variables
z(x) = −i th(x) = i 1− e
2x
1 + e2x
. (98)
The map x 7→ z(x), S 7→ CP 1 is biholomorphic which is clear from the fact that we may
consider it as the composition of the exponential map x 7→ u = e2x with the Moebius
transformation u 7→ z = i−iu1+u . It maps
(+∞,−∞, ipi/4,−ipi/4, 0, ipi/2) 7→ (−i, i, 1,−1, 0,∞) . (99)
Let Γp = z(Cp). Then (99) implies that Int(Γp) = z(Ext(Cp)), Ext(Γp) = z(Int(Cp)).
Thus, Γp is a clockwise oriented closed contour enclosing the points 0, 1, i,−1,−i. The
point∞ is outside Γp.
Now let z = z(x) and
X(z) = Φ(x) , Mm(z) = z
−m−1(α+α−)
(
z−1(z)
)
. (100)
Then X(z) satisfies the matrix Riemann-Hilbert problem
(i) X(z) is holomorphic in CP 1,
(ii)
X(z) =
{
I2 + O(z + i) for z → −i
X∞
(
I2 + O(z
−1)
)
for z →∞, (101)
(iii) For z ∈ Γp
X−(z) = X+(z)
(
z−m−1 0
zm+1Mm(z) z
m+1
)
. (102)
This matrix Riemann-Hilbert problem maps to the matrix Riemann-Hilbert problem
(S,Cp,+∞, GΦ) under z. Notice that X+(z) is the boundary value from outside the
clockwise oriented contour Γp.
Finally the transformation
Y (z) = X−1∞ X(z)
{
z−(m+1)σ
z
1z∈Ext(Γp) +I2 1z∈Int(Γp)
}
(103)
maps the matrix Riemann-Hilbert problem for X onto an exactly solvable matrix Riemann-
Hilbert problem:
(i) Y is holomorphic in C \ Γp,
(ii)
Y (z) =
(
I2 + O(z
−1)
)
z−(m+1)σ
z
, for z →∞, (104)
(iii) Y admits ± boundary values on Γp defining two continuous functions Y± on Γp
such that
Y−(z) = Y+(z)
(
1 0
Mm(z) 1
)
. (105)
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This is a matrix Riemann-Hilbert problem considered in a classical paper by Fokas, Its and
Kitaev [10].
Following this work we obtain its solution in terms of certain explicitly constructible
polynomials. Define the Cauchy transform of a piecewise continuous function f : Cp 7→ C
as
CΓp [f ](z) =
∫
Γp
dw
2pii
f(w)
w − z . (106)
Then the unique solution of the above matrix Riemann-Hilbert problem is (see Appendix A)
Y (z) =
(−γmCΓp [MmPm](z) γmPm(z)
−CΓp [MmQm+1](z) Qm+1(z)
)
, (107)
where
γ−1m =
∫
Γp
dw
2pii
Mm(w)w
mPm(w) (108)
and Pm and Qm+1 are monic polynomials of degrees m and m+ 1. These are defined by
the conditions∫
Γp
dw
2pii
Mm(w)w
nPm(w) = 0 , for n = 0, 1, . . . ,m− 1 , (109a)∫
Γp
dw
2pii
Mm(w)w
nQm+1(w) = 0 , for n = 0, 1, . . . ,m . (109b)
More explicitly, let
Alk(m) =
∫
Γp
dw
2pii
Mm(w)w
l+k , for k = 0, 1, . . . ,m+ 1; l = 0, . . . ,m. (110)
Then equations (109) are equivalent to saying that the coefficients in the expansions
Pm(z) = z
m +
m−1∑
k=0
c(k)m z
k , Qm+1(z) = z
m+1 +
m∑
k=0
d
(k)
m+1z
k (111)
satisfy the linear equations
m−1∑
k=0
Alk(m)c
(k)
m = −Alm(m) ,
m∑
k=0
Ank(m)d
(k)
m+1 = −Anm+1(m) (112)
l = 0, . . . ,m− 1; n = 0, . . . ,m. Introducing the column vectors
Ci = (A
0
k(m), . . . , A
m−1
k (m))
t , Dj = (A
0
l (m), . . . , A
m
l (m))
t (113)
for i = 0, . . . ,m, j = 0, . . . ,m + 1, we can express the coefficients of the polynomials
Pm and Qm+1 by means of Cramer’s rule,
c(n)m = −
det(C0, . . . ,Cn−1,Cm,Cn+1, . . . ,Cm−1)
deti,j=0,...,m−1
(
Aij(m)
) , (114a)
d
(n)
m+1 = −
det(D0, . . . ,Dn−1,Dm+1,Dn+1, . . . ,Dm)
deti,j=0,...,m
(
Aij(m)
) , (114b)
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whenever the determinants in the denominator are non-zero. In Appendix B we show that
the latter is the case for all complex values of τ = −4J(t− i2T ) close enough to the real
axis, with the possible exception of finitely many points.
In the same appendix we also obtain the following explicit expression for the Alk(m)
as finite sums of modified Bessel functions In(x):
Alk(m) = −
im−k−leicτ
c
{
Im−k−l−1(−τ)
+
(
1 + ic(m− k − l − 1))[e−τ − m−k−l−1∑
n=k+l+1−m
In(−τ)
]
+ icτ
(
Im−k−l−1(−τ) + Im−k−l(−τ)
)}
(115)
for m− k − l − 1 ≥ 0, and
Alk(m) = −
im−k−leicτ
c
{
Im−k−l−1(−τ)
+
(
1 + ic(m− k − l − 1))[e−τ + k+l−m∑
n=m−k−l
In(−τ)
]
+ icτ
(
Im−k−l−1(−τ) + Im−k−l(−τ)
)}
(116)
for m− k − l − 1 < 0. Here we have employed the shorthand notation
c = cos(pF ) =
h
4J
. (117)
8.4 Back transformation
Going backwards we obtain, for all values of t for which Y exists,
Φ(x) = Y −1(−i)Y (z(x)){z(x)(m+1)σz 1x∈IntCp +I2 1x∈ExtCp} . (118)
This is the unique solution of the model matrix Riemann-Hilbert problem (S,Cp,+∞, GΦ).
In order to relate it to Ψ, equation (95), we set
Ψ(x) = Υ(x)Φ(x) (119)
for all x ∈ S \ Cp. Then Υ solves the matrix Riemann-Hilbert problem (S,Cp,+∞, GΥ)
with jump matrix
GΥ(x) = I2 + Φ+(x)δGΨ(x)Φ−(x) . (120)
It is a well-know fact [2] that Υ is equivalently determined as the solution of the
singular integral equation
Υ(x) = I2 −
∫
Cp
dλ
2pii
ϕ(x, λ)Υ+(λ)
(
GΥ(λ)− I2
)
(121)
which first determines Υ+ on Cp and then Υ on S \ Cp with correct asymptotics by
construction. Now, since (97), (120) imply that GΥ(λ)− I2 = O(T−2) and thus
‖GΥ(λ)− I2‖Mat2×2(Lq(Cp)) = O(T−2) (122)
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for all q > 1, it follows from the results of [5] that the integral equation (121) is solvable
in terms of its Neumann series. Since, furthermore, the jump matrix GΥ admits analytic
continuations to either “+” or “−” neighbourhoods of Cp and similar estimates as above
hold on any closed curve in these neighbourhoods, it follows that
Υ(x) = I2 + O(T
−2) (123)
uniformly in C with a differentiable remainder. Thus, we have arrived at the following
Proposition 6. The matrix Riemann-Hilbert problem (S,Cp,+∞, Gχ˜) with jump matrix
(87a) has the unique solution
χ˜(x) =
(
α(+)
)σz
Υ(x)Y −1(−i)Y (z(x))
× {z(x)(m+1)σz 1x∈IntCp +I2 1x∈ExtCp}α(x)−σz(−iσy)1x∈IntCp (124)
with α from (92), z from (98), Y from (107) and Υ from (121), which exists for all complex
times t close enough to the real axis with the possible exception of finitely many values.
9 High-T expansion of the transverse auto-correlation func-
tion of the XX chain
In this section we use propositions 3 and 4 in order to calculate the leading order high-
temperature asymptotics of the transverse dynamical correlation function of the XX chain.
We shall reproduce and generalize the Brandt-Jacoby formula (3).
Proposition 7. The ‘resolvent part’ of our Fredholm determinant representation (31) of
the transverse auto-correlation function has the large-T behaviour
Ω−
∫
Cp
dx w(x)e−g(x)Eh(x)(id−R̂)Eh(x) =
i
(
α(+)
)2
γm
(
Qm+1(−i)P ′m(−i)− Pm(−i)Q′m+1(−i)
)
+ O
(
T−2
)
. (125)
Proof. Using that limRex→+∞ χ˜(x) = I2 we first obtain
lim
Rex→+∞
e2xχ12(x) = − lim
Rex→+∞
Ep(x)
+ lim
Rex→+∞
{
e2x
(
α(+)
)σz
Υ(x)Y −1(−i)Y (z(x))α(x)−σz}12 (126)
In the second term on the right hand side we use that
Υ(x) = I2 + Υ
(+)
1 e
−2x + O
(
e−4x
)
, z(x) = −i + 2i e−2x + O(e−4x) (127)
and [(
α(+)
)σz
Υ
(+)
1
(
α(+)
)−σz]12
= O
(
T−2
)
. (128)
We further observe that
lim
Rex→+∞
Ep(x) = 2Ω . (129)
Then
lim
Rex→+∞
e2xχ12(x) = −2Ω + 2i(α(+))2(Y −1(−i)Y ′(−i))12 + O(T−2) (130)
and the claim follows with equation (107) and proposition 3.
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In order to calculate the Fredholm determinant factor in (31) we define
D(x) = e11 1x∈Int(Cp) +e
2
2 1x∈Ext(Cp) , s(x) = 1x∈Ext(Cp)−1x∈Int(Cp) . (131)
We start by deriving the high-temperature asymptotics of the integrand in (71).
Proposition 8. For high temperatures the integrand in (71) behaves as
tr
{
χ′(x)
(
e22 + e
−2xEp(x)e21
)
χ−1(x)
}
=
α′(x)
α(x)
s(x)
+
2(m+ 1)
sh(2x)
1x∈IntCp +z
′(x) tr
{
D(x)Y −1(z(x))Y ′(z(x))
}
+ O
(
T−2
)
. (132)
Proof. It can be easily checked that
tr
{
χ′(x)
(
e22 + e
−2xEp(x)e21
)
χ−1(x)
}
= tr
{
χ˜′(x)e22χ˜
−1(x)
}
. (133)
Inserting (123) and (124) on the right hand side and using the definitions (131) we have
proved the claim.
Proposition 8 can be used to obtain the high-temperature asymptotics of the Fred-
holm determinant contribution to the transverse auto-correlation function by means of
proposition 4. Employing the short-hand notation
Fm(x) = CΓp [MmPm](x) , Gm+1(x) = CΓp [MmQm+1](x) , (134)
in (107) we can formulate
Proposition 9. The logarithmic derivative of the determinant part of the Fredholm de-
terminant representation (31) of the transverse auto-correlation function has the large-T
asymptotic behaviour
∂t ln
(
det
Cp
(
id +V̂
))
= −8J2t− 4J + i4J
2
T
+ ∂t ln
(
γ−1m e
iht
)− 2iJc(m−1)m
+ 2iJγm
[
Fm(0)
(
Pm(0)−Q′m+1(0)
)
+Gm+1(0)P
′
m(0)
]
+ O
(
T−2
)
. (135)
Proof. We insert (132) into (71). Three integrals corresponding to the three terms on the
right hand side of (132) remain to be calculated. The integration contour γ(Cp) closely
surrounds the particle contour Cp. We decompose it into a sum of an exterior part Cext and
an interior part Cint in such a way that γ(Cp) = Cext − Cint.
The first integral is
I1 =
∫
γ(Cp)
dx
2pi
(x)s(x)∂x ln(α(x)) =
∫
Cext
dx
2pi
(x)
[
cth(x−λ+F )−th(x)−
τ
2 ch2(x)
]
+
∫
Cint
dx
2pi
(x)
[
2 + cth(x− λ−F ) + cth(x) +
τ
2 sh2(x)
]
= −8J2t− 4J + i4J
2
T
. (136)
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The integrals can be easily calculated by means of the residue theorem, since the term in
square brackets under the integral over Cext is holomorphic outside Cp, pii-periodic and
O(e−2|Re z|), while the term in square brackets under the integral over Cint is holomorphic
inside Cp.
The second integral is
I2 = −
∫
Cint
dx
2pi
(x)
2(m+ 1)
sh(2x)
= ih(m+ 1) . (137)
For the third integral we perform the change of variables x 7→ z = z(x). Then Cout 7→ Γint,
Cint 7→ Γout, where Γint and Γout are simple clockwise oriented contours, and
I3 =
∫
γ(Cp)
dx
2pi
(x)z′(x) tr
{
D(x)Y −1(z(x))Y ′(z(x))
}
=
∫
Γint
dz
2pi
[
h− 2J
(
z +
1
z
)]
tr
{
e22Y
−1(z)Y ′(z)
}
−
∫
Γout
dz
2pi
[
h− 2J
(
z +
1
z
)]
tr
{
e11Y
−1(z)Y ′(z)
}
. (138)
Here the integrals on the right hand side can be calculated by taking the residues at z = 0
and at z =∞. Taking into account that Y −1(z)Y ′(z) is holomorphic inside Γint and that,
being a logarithmic derivative,
tr
{
e11Y
−1(1/z)Y ′(1/z)
}
= β1z + β2z
2 + O(z3) (139)
for z → 0, we obtain
I3 = 2iJ tr
{
e22Y
−1(0)Y ′(0)
}
+ ihβ1 − 2iJβ2 . (140)
Hence, the trace on the right hand side and the coefficients β1, β2 remain to be
calculated. Writing
Y (z) =
(
a b
c d
)
(141)
for short and using the unimodularity of Y we see that
Y −1(z)Y ′(z) =
(
a′d− bc′ ∗
∗ ad′ − b′c
)
. (142)
It follows that
tr{Y −1(z)Y ′(z)} = ∂z(ad− bc) = ∂z detY (z) = 0 (143)
and
tr
{
e22Y
−1(0)Y ′(0)
}
= (ad′ − b′c)|z=0
= −γm
(
Fm(0)Q
′
m+1(0)−Gm+1(0)P ′m(0)
)
. (144)
The asymptotic behaviour of Pm, Qm+1, Fm and Gm+1 for large |z| can be read of
from (111), (134), implying first of all that
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tr
{
e11Y
−1(1/z)Y ′(1/z)
}
= (a′d− bc′)|z→1/z
= −γmF ′m(1/z)Qm+1(1/z) + O(z3) (145)
and further
Qm+1(1/z) = z
−m−1 + d(m)m+1z
−m + O(z−m+1) , (146a)
Fm(1/z) = −γ−1m zm+1 − κmzm+2 + O(zm+3) , (146b)
where
κm =
∫
Γp
dw
2pii
Mm(w)w
m+1Pm(w) . (147)
Inserting (146) into (145) and comparing with (139) we conclude that
β1 = −m− 1 , β2 = −
[
(m+ 1)d
(m)
m+1 + (m+ 2)γmκm
]
. (148)
Thus,
I3 = −2iγm
(
Fm(0)Q
′
m+1(0)−Gm+1(0)P ′m(0)
)− ih(m+ 1)
+ 2iJ
[
(m+ 1)d
(m)
m+1 + (m+ 2)γmκm
]
. (149)
Alternatively, due to (143), we may repeat the calculation replacing (a′d− bc′)|z→1/z
by −(ad′ − b′c)|z→1/z in (145). We obtain
I3 = −2iγm
(
Fm(0)Q
′
m+1(0)−Gm+1(0)P ′m(0)
)− ih(m+ 1)
+ 2iJ
[
md
(m)
m+1 + (m+ 1)γmκm
]
. (150)
Comparing (149) and (150) we conclude that
d
(m)
m+1 + γmκm = 0 . (151)
It follows that
I3 = −2iγm
(
Fm(0)Q
′
m+1(0) − Gm+1(0)P ′m(0)
) − ih(m + 1) + 2iJγmκm . (152)
This can be slightly rewritten noticing that
e−iht∂teihtγ−1m =
ih
γm
+ ∂t
∫
Γp
dw
2pii
Mm(w)w
mPm(w)
=
ih
γm
+
∫
Γp
dw
2pii
(
(∂tMm(w))P
2
m(w) + 2Mm(w)Pm(w)∂tPm(w)
)
= 2iJ
∫
Γp
dw
2pii
Mm(w)
(
w − 1
w
)
P 2m(w)
= 2iJκm + 2iJ
c
(m−1)
m
γm
− 2iJPm(0)Fm(0) . (153)
Here we have used equation (109a) in the second, third and fourth equation. Inserting (153)
into (152) and adding up I1, I2 and I3 we arrive at the right hand side of (135).
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Propositions 8 and 9 combined with the original form-factor series (19) are enough to
obtain the leading high-temperature asymptotics of the dynamical correlation functions (2).
The result is most naturally expressed in terms of the variable τ = −4J(t− i2T ) introduced
above.
Theorem 3. In the high-T limit the transverse dynamical correlation function of the
XX-chain behaves as〈
σ−1 σ
+
m+1(t)
〉
T
=
1
2
(
−J
T
)m
exp
{
icτ − τ
2
4
+
∫ τ
0
dτ ′ um(τ ′)
}
× Qm+1(−i)P
′
m(−i)− Pm(−i)Q′m+1(−i)(
Qm+1(−i)P ′m(−i)− Pm(−i)Q′m+1(−i)
)∣∣
τ=0
(
1 + O(T−2)
)
, (154)
where
um(τ) =
i
2
[
c(m−1)m − γm
{
Fm(0)(Pm(0)−Q′m+1(0)) +Gm+1(0)P ′m(0)
}]
. (155)
Proof. Expressing equation (135) in terms of τ and the τ -derivative and integrating over
from 0 to some fixed value of τ we obtain
det
Cp
(
id +V̂
)
=
[
det
Cp
(
id +V̂
)
γm
]
τ=0
× γ−1m exp
{
− icτ + τ − τ
2
4
+
∫ τ
0
dτ ′ um(τ ′)
}(
1 + O(T−2)
)
, (156)
where the definition (155) was used as well. Inserting this expression together with (125)
and (93) into (31) we obtain〈
σ−1 σ
+
m+1(t)
〉
T
=
i(−1)mF(m)[det
Cp
(
id +V̂
)
γm
]
τ=0
exp
{
− 2λ+F + icτ −
τ2
4
+
∫ τ
0
dτ ′ um(τ ′)
}
× (Qm+1(−i)P ′m(−i)− Pm(−i)Q′m+1(−i))(1 + O(T−2)) . (157)
For t = i2T this becomes〈
σ−1 σ
+
m+1
(
i
2T
)〉
T
= ie−2λ
+
F (−1)mF(m)[det
Cp
(
id +V̂
)
γm
]
τ=0
× (Qm+1(−i)P ′m(−i)− Pm(−i)Q′m+1(−i))∣∣τ=0(1 + O(T−2)) . (158)
Setting t = i2T in the form factor series (19) and expanding each term to leading order in
1/T , on the other hand, we see that〈
σ−1 σ
+
m+1
(
i
2T
)〉
T
=
1
2
(
−J
T
)m(
1 + O(T−2)
)
(159)
which, together with (157) and (158), entails the claim.
Corollary 1. In the high-T limit the transverse auto-correlation function of the XX-chain
behaves as 〈
σ−1 σ
+
1 (t)
〉
T
=
1
2
e−ih(t−i/(2T ))−4J
2(t−i/(2T ))2(1 + O(T−2)) . (160)
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Proof. For m = 0 we have P0(z) = 1, Q1(z) = z + d
(0)
1 , implying that
Q1(−i)P ′0(−i)− P0(−i)Q′1(−i) = −1 (161)
and that u0(τ) = ic
(−1)
0 /2. From (153) we see that the proper definition of the constant
c
(−1)
0 is c
(−1)
0 = 0. Thus, u0 = 0, and (160) follows from (154) for m = 0.
Equation (160) reproduces the Brandt-Jacoby formula (3) for T → +∞. Looking at it
the other way round, we see that ‘switching on the inverse temperature’ means, to leading
order, to replace t by t− i/(2T ).
Remark. A similar phenomenon can be observed in the longitudinal case (see e.g. [12],
equation (113)):
〈σz1σzm+1(t)〉T =
[∫ pi
−pi
dp
2pi
th
(
ε(p)
2T
)]2
+
[∫ pi
−pi
dp
2pi
ei(mp−(t−i/(2T ))ε(p))
ch
(
ε(p)/(2T )
) ][∫ pi
−pi
dp
2pi
e−i(mp−(t−i/(2T ))ε(p))
ch
(
ε(p)/(2T )
) ] (162)
with ε(p) = h− 4J cos(p), implying that〈
σz1σ
z
m+1(t)
〉
T
= J2m
(
4J(t− i/(2T )))(1 + O(T−2)) , (163)
where Jm is a Bessel function.
For the actual evaluation of the asymptotic formula (154) one first has to compute
Alk(m) from (115) and (116) for a given numerical value of τ . Then the coefficients c
(k)
m
and d(l)m+1 can be efficiently computed by means of (112). This fixes Pm and Qm+1 for a
fixed value of τ . For the computation of um one can use the formulae
γ−1m =
m∑
k=0
Amk (m)c
(k)
m , (164a)
Fm(0) =
m∑
k=0
A0k(m+ 1)c
(k)
m , Gm+1(0) =
m+1∑
k=0
A0k(m+ 1)d
(k)
m+1 , (164b)
Pm(0) = c
(0)
m , P
′
m(0) = c
(1)
m , Q
′
m+1(0) = d
(1)
m+1 . (164c)
Alternatively, using a computer-algebra program, it is not difficult to obtain explicit
expressions for the above functions in terms of modified Bessel functions. However, the
size of these expressions grows rapidly with m, especially when h 6= 0. It is nevertheless
interesting to check the validity of the results obtained this way by comparison with existing
formulae for small m. In Appendix C we demonstrate that equation (154) reproduces the
leading order of the high-T expansions for h = 0 and m = 1, 2 derived in [25] (the case
m = 0 having already been checked above) and provide a new explicit formula for m = 3.
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10 Conclusions
Together with [13, 14] this paper is part of a series of works in which we reconsider the
transverse dynamical correlation function of the XX chain at finite temperature. Based on
a novel thermal form-factor series (19) we have derived a Fredholm determinant represen-
tation that is manifestly different from the Fredholm determinant representation of Colomo
et al. [6]. Our Fredholm determinant representation and the associated matrix Riemann-
Hilbert problem can be used to analyse the transverse correlation function numerically [13]
and asymptotically, either for long times and large distances [14] or in the high-temperature
limit. In this work we have concentrated on the high-temperature asymptotic analysis and
have generalized the classical result (3) of Brandt and Jacoby [4] for the autocorrelation
function at infinite temperature to arbitrary separations of space-time points, but also to
include the first order corrections in 1/T .
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Appendix A: The model Riemann-Hilbert problem
The model matrix Riemann-Hilbert problem for the matrix function Y , see equation (103)
and below, was solved by Fokas, Its and Kitaev [10]. For the sake of completeness we
shall repeat their arguments here.
First of all the jump condition (105) is equivalent to(
Y 11 +(z) +Mm(z)Y
1
2 +(z)− Y 11 −(z) Y 12 +(z)− Y 12 −(z)
Y 21 +(z) +Mm(z)Y
2
2 +(z)− Y 21 −(z) Y 22 +(z)− Y 22 −(z)
)
= 0 . (A.1)
This is satisfied if we choose Y a2 (z), a = 1, 2, as arbitrary entire functions and
Y a1 (z) = g
a(z)−
∫
Γp
dw
2pii
Mm(w)Y
a
2 (w)
w − z , (A.2)
where ga(z), a = 1, 2, are two more arbitrary entire functions. The arbitrariness of Y a2 (z)
and ga(z), a = 1, 2, is lifted by imposing the asymptotic condition (104) which reads more
explicitly
Y (z) =
(
z−m−1
(
1 + O(z−1)
)
γmz
m
(
1 + O(z−1)
)
γ˜mz
−m−2(1 + O(z−1)) zm+1(1 + O(z−1))
)
, (A.3)
where γm, γ˜m ∈ C are constants. Thus, by Liouville’s theorem
ga(z) = 0 , a = 1, 2 ,
Y 12 (z) = γmPm(z) , Y
2
2 (z) = Qm+1(z) ,
(A.4)
where Pm is a monic polynomial of degree m and Qm+1 is a monic polynomial of degree
m+ 1. Inserting (A.4) into (A.2) it further follows that
Y 11 (z) = −
∫
Γp
dw
2pii
Mm(w)γmPm(w)
w − z , Y
1
2 (z) = −
∫
Γp
dw
2pii
Mm(w)Qm+1(w)
w − z . (A.5)
Expanding these expressions asymptotically for large |z| and comparing once more with
(A.3) we obtain the ‘orthogonality conditions’ (109), which fix Pm and Qm+1 uniquely
for at least almost all t (cf. Appendix B), and equation (108) for γm.
Appendix B: Properties of the polynomials Pm and Qm+1
In this appendix we work out some of the properties of the polynomials Pm and Qm+1.
These polynomials are well-defined whenever the determinants deti,j=0,...,m−1
(
Aij(m)
)
and deti,j=0,...,m
(
Aij(m)
)
do not vanish. Their coefficients are then determined by (114).
In B.1 we derive the explicit expressions (115), (116) for the Alk(m). In B.2 we show that
the two determinants do not vanish at τ = 0. Being entire functions of τ they can then
at most vanish on a discrete subset of C with an accumulation point at infinity. In B.3
we study the Alk(m) for τ → +∞. This allows us to conclude that the determinants
are non-zero for τ in a neighbourhood of the real axis, where thus the polynomials Pm
and Qm+1 exist, for all but possibly finitely many values of τ . We also obtain explicit
expressions for the leading τ → +∞ asymptotics of the polynomials that allow us to
estimate the behaviour of Qm+1(−i)P ′m(−i)− Pm(−i)Q′m+1(−i) for t→ −∞.
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B.1 Explicit formulae for matrix elements
Setting
f(w) = − i
2
(
w − 1
w
)
, bm(w) =
eicτw−m
2pic
(
w − i
w + i
− 2cw
(w + i)2
)
(B.1)
we can write (cf. (100), (110))
Alk(m) =
∫
Γp
dw bm−k−l(w)eτf(w) . (B.2)
We recall that Γp is a simple, clockwise oriented contour encircling the points 0 and −i.
The exponential factor under the integral is equal to the generating function of the Bessel
functions of the first kind,
eτf(w) =
∑
n∈Z
Jn(−iτ)wn . (B.3)
Inserting this into (B.2) and using the residue theorem we conclude that
Alk(m) = −
im−k−leicτ
c
{
Jm−k−l−1(−iτ) ik+l+1−m
+ 2
(
1 + ic(m− k − l − 1)) ∞∑
n=m−k−l
Jn(−iτ) i−n − 2ic
∞∑
n=m−k−l
nJn(−iτ) i−n
}
. (B.4)
It is straightforward to reduce this to equations (115), (116) of the main text using (B.3) as
well as the identities
J−n(z) = (−1)nJn(z) , 2nJn(z) = z
(
Jn−1(z) + Jn+1(z)
)
(B.5)
and the definition
In(z) = i
−nJn(iz) (B.6)
of the modified Bessel functions of the first kind.
B.2 Well-definedness
We shall prove below that
det
k,l=0,...,n
Alk(m)
∣∣
τ=0
6= 0 (B.7)
for n = m− 1,m and 0 < h < 4J . This implies that the functions
t 7→ det
k,l=0,...,n
Alk(m) (B.8)
n = m− 1,m, are not identically zero. Hence, being entire functions, they can at most
vanish on a discrete subset of C with an accumulation point at infinity.
Using that In(0) = δn,0 in (115) and (116) we obtain
Alk(m)
∣∣
t= i
2T
= − i
m−k−l
c

0 k + l < m− 1
1 k + l = m− 1
2− 2ic(k + l −m+ 1) k + l > m− 1 .
(B.9)
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It follows that
det
k,l=0,...,m−1
Alk(m)
∣∣
t= i
2T
= (ic)−m(−1)m(m−1)2 (B.10)
which is clearly non-zero for 0 < h < 4J .
The evaluation of the other determinant, n = m in equation (B.7), is more tricky.
Using (B.9) and elementary row- and column manipulations of the determinant we can
rewrite it as
det
k,l=0,...,m
Alk(m)
∣∣
t= i
2T
= (−c)−m−1(−1)m(m+1)2 detU (B.11)
where U is the (m+ 1)× (m+ 1) tridiagonal matrix
U =

1− 2ic 1
−1 −2ic 1
−1 −2ic 1
. . .
−1 −2ic 1
−1 1− 2ic

(B.12)
Clearly detU is a polynomial in c of degree m+ 1 with highest coefficient (−2i)m+1. We
shall show that this polynomial is non-zero for 0 < h < 4J .
For every root, detU = 0, there is an x = (x0, . . . , xm)t ∈ Cm+1, x 6= 0, such that
Ux = 0 or, equivalently,
x1 + (1− 2ic)x0 = 0 ,
xn+1 − 2icxn − xn−1 = 0 , n = 1, . . . ,m ,
xm+1 = xm .
(B.13)
Hence, x0 = 0 implies x = 0, and we must have x0 6= 0. Let
T =
(
0 1
1 2ic
)
. (B.14)
Then it follows from (B.13) that
xm
(
1
1
)
= Tm
(
1
2ic− 1
)
x0 . (B.15)
Since x0 6= 0, we obtain the following necessary condition for c to be a root of detU ,
(1,−1)Tm
(
1
2ic− 1
)
= 0 . (B.16)
The matrix T is non-degenerate with eigenvalues λ± = ie∓ipF and corresponding eigen-
vectors v± = (1, λ±)t if 0 < h < 4J . Moreover,(
1
2ic− 1
)
=
ie−ipF − 1
2 sin(pF )
v+ − ie
ipF − 1
2 sin(pF )
v− . (B.17)
Inserting the latter into (B.16) and using the explicit form of λ± and v± we end up with
(1,−1)Tm
(
1
2ic− 1
)
= 2im
[
sin
(
(m+ 1)pF
)
sin(pF )
− i cos((m+ 1)pF )] . (B.18)
The right hand side never vanishes for pF ∈ (0, pi/2), since sine and cosine are both real
and do not have common zeros. This entails the claim.
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w
i
−i
Re f < 0
Re f > 0
steepest descent
steepest ascent
Figure 2: Sketch of saddle points and saddle point contours.
B.3 Behaviour at large negative times
Proposition 10. For t→ −∞ the polynomials Pm and Qm+1 behave as
Pm(z) = (z − i)m + O
(
t−1
)
, Qm+1(z) = (z − i)m+1 + O
(
t−1
)
. (B.19)
Proof. We shall analyse the integrals (B.2) for τ → +∞ (t → −∞) by means of the
steepest-descent method. This will be enough to understand the behaviour of the correlation
function for t → ±∞, since 〈σ−1 σ+m+1(t)〉T = 〈σ−1 σ+m+1(−t)〉∗T . The reason why t →
−∞ is easier to analyse than t→ +∞ is that in the latter case the relevant saddle point
coincides with the pole of bm at w = −i. In fact, the two saddle points, f ′(w) = 0, are
at w = ±i, where f(±i) = ±1. Hence, the saddle point at +i is dominant for τ → +∞,
while the saddle point at −i dominates for τ → −∞. The saddle-point contours are easily
determined in this case. They consist of the unit circle plus the imaginary axis. The steepest
descent and steepest ascent directions close to the saddle points are indicated in figure 2.
According to the usual reasoning of the steepest descent method we can restrict the
integration contour to a vicinity of the saddle point at +i. We may, for instance, choose a
semi-circle of unit radius in the upper half plane around the origin, explicitly parameterized
as θ 7→ w = ieiθ, θ ∈ [−pi/2, pi/2]. Then
Alk(m)e
−τ =
∫ pi/2
−pi/2
dθ eiθbm
(
ieiθ
)(
ieiθ
)k+l
e−2τ sin
2(θ/2) + O
(
e−τ
)
. (B.20)
Setting
h(θ) =
√
2 sin(θ/2) , bm(u) =
eih
−1(u)bm
(
ieih
−1(u))
h′ ◦ h−1(u) (B.21)
and substituting u = h(θ) as integration variable in (B.20) we obtain an all-order asymp-
totic expansion of the integral on the right hand side of (B.20),
Alk(m)e
−τ = ik+l
∑
p≥0
Γ(p+ 12)
τp+
1
2 (2p!)
[
∂2pu bm(u)e
i(k+l)h−1(u)
]
u=0
+ O
(
e−τ
)
. (B.22)
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Inserting this into the determinant in the denominator of (114b) and using the multi-
linearity of the determinant we obtain
det
k,l=0,...,m
{
Alk(m)
} ∼ e(m+1)τ (−1)m(m+1)2 ∑
p0,...,pm≥0
[ m∏
r=0
Γ(pr +
1
2)
τpr+
1
2 (2pr!)
∂2prur
]
×
( m∏
s=0
bm(us)e
is·h−1(us)
)
det
k,l=0,...,m
{
eikh
−1(ul)
}∣∣∣
uj=0
, (B.23)
where “∼” means asymptotically equal. The operator
∑
p0,...,pm≥0
[ m∏
r=0
Γ(pr +
1
2)
τpr+
1
2 (2pr!)
∂2prur
]
uj→0
(B.24)
sends functions φ(u0, . . . , um) that are antisymmetric in any pair of variables uj , uk to
zero. We may therefore replace the term in the second line of (B.23) by its symmetrized
version,
det
k,l=0,...,m
{
Alk(m)
} ∼ e(m+1)τ (−1)m(m+1)2 1
(m+ 1)!∑
p0,...,pm≥0
[ m∏
r=0
Γ(pr +
1
2)
τpr+
1
2 (2pr!)
∂2prur
][ m∏
s=0
bm(us)
](
det
k,l=0,...,m
{
eikh
−1(ul)
})2∣∣∣
uj=0
. (B.25)
¿From this expression we want to extract the leading term in τ . Many terms under
the sum on the right hand side vanish, e.g. the term p0 = p1 = · · · = pm, because the
determinants vanish. Non-vanishing terms are generated by the action of the derivatives on
the columns of the determinants. The determinants are non-vanishing only if the degrees
of the derivatives inside the columns are mutually different. The term of lowest possible
degree of the derivatives is generated by
∏m
r=0 ∂
2r
ur and corresponds to summands with
pr = r; r = 0, . . . ,m, modulo permutations. This term can be calculated explicitly,[ m∏
r=0
∂2prur
][ m∏
s=0
bm(us)
](
det
k,l=0,...,m
{
eikh
−1(ul)
})2∣∣∣
uj=0
=
[ m∏
r=0
(2r)!bm(0)i
m
(r!)2(h′(0))m
](
det
k,l=1,...,m
{
kl
})2
. (B.26)
Here the combinatorial factor
∏m
r=0(2r)!/(r!)
2 comes from the application of the Leibniz
rule. Since the degrees of the derivatives in (B.25) are connected with the powers of τ ,
(B.26) corresponds to the leading asymptotics, and we conclude that
det
k,l=0,...,m
{
Alk(m)
}
=
[ m∏
r=0
eτΓ(r + 12)bm(0)
τ r+
1
2 (r!)2(h′(0))m
](
det
k,l=1,...,m
{
kl
})2(
1 + O(τ−1)
)
=
G(m+ 32)
(−i√2)m2−1e(m+1)(1+ic)τ
G(12)(2pi)
m+1τ
(m+1)2
2
(
1 + O(τ−1)
)
, (B.27)
where G is the Barnes function.
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For the numerator in (114b) we have to replace in the nth column of the determinant
Dn → Dm+1. This amounts to replacing the column index k in (B.20) and in the following
equations by
x
(n)
k = k + δn,k(m+ 1− n) . (B.28)
The analysis stays very similar with this minor modification. After a few steps we obtain
det
k,l=0,...,m
{
Al
x
(n)
k
(m)
}
= im+1−n
[ m∏
r=0
eτΓ(r + 12)bm(0)
τ r+
1
2 (r!)2(h′(0))m
]
det
k,l=1,...,m
{
kl
}
× det
k,l=0,...,m
{−ih′(0)∂luleix(n)k h−1(ul)∣∣ul=0}(1 + O(τ−1)) . (B.29)
The ratio between (B.27) and (B.29) can be easily calculated explicitly. Then, using (114b),
we end up with
d
(n)
m+1 = (−i)m+1−n
(
m+ 1
n
)(
1 + O(τ−1)
)
. (B.30)
Inserting this into (111) we obtain the asymptotic formula (B.19) for Qm+1. The derivation
of the large-τ asymptotics of Pm is similar.
Corollary 2. For large negative times the ‘prefactor’ in the asymptotic formula (154) for
the transverse correlation function behaves as
Qm+1(−i)P ′m(−i)− Pm(−i)Q′m+1(−i) = (−1)m+14m
(
1 + O(t−1)
)
. (B.31)
The long-time behaviour of the function um appearing in the exponent in (154) is
harder to estimate, since the asymptotic forms of the polynomials Pm and Qm+1 have
high-order zeros at w = i.
Appendix C: Explicit results for small m
We set τ˜ = −4Jt. Even the first few coefficients of the polynomials Pm(z) and Qm(z) are
already too lengthy to be reproduced here. On the other hand, the combination Wm(τ˜) :=(
Qm+1(−i)P ′m(−i) − Q′m+1(−i)Pm(−i)
)
(m = 1, 2) turns out to be relatively simple.
We write
Wm(τ˜) =
Nm(τ˜ , h)
Dm(τ˜ , h)
, m = 1, 2 . (C.1)
The denominators and numerators are then explicitly given by
N1(τ˜ , h) = 2e
τ˜ (4iJτ˜−1 + h)I1(τ˜) , (C.2a)
D1(τ˜ , h) = −4iJ + hτeτ˜
(
I0(τ˜)− I1(τ˜)
)
, (C.2b)
N2(τ˜ , h) = τ˜
2
(
e2τ˜I0(τ˜)
2
(
h2(2τ˜ − 1)− 16J2)
+ 2e2τ˜I1(τ˜)I0(τ˜)
(
16J2 − h2τ˜)+ (h− 4iJeτ˜I1(τ˜)) 2) , (C.2c)
D2(τ˜ , h) = 4e
2τ˜
(
hτ˜I0(τ˜)
2(hτ˜ + 8iJ)
− 2hI1(τ˜)I0(τ˜)(hτ˜ + 8iJ) + I1(τ˜)2(4J − ihτ˜)2
)
. (C.2d)
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The final pieces um (m = 1, 2) are also represented in simple forms,
u1 = 4J − 4J ∂
∂τ
lnD1(τ, h)
∣∣
τ=τ˜
, (C.3a)
u2 = −8J 1 + τ˜
τ˜
− 4J ∂
∂τ
ln
(
D2(τ, h)
)∣∣∣
τ=τ˜
. (C.3b)
By substituting these into the formula (154), we obtain〈
σ−1 σ
+
2 (t)
〉
T
∼ −J
T
e−4J
2t2−iht 4iJ + hτ˜
4iJτ˜
I1(τ˜) , (C.4a)
〈
σ−1 σ
+
3 (t)
〉
T
∼ 1
2
(
−J
T
)2 e−4J2t2−iht
4J2τ˜2
(
hτ˜I0(τ˜)
2(hτ˜ + 8iJ)
− 2hI1(τ˜)I0(τ˜)(hτ˜ + 8iJ) + I1(τ˜)2(4J − ihτ˜)2
)
. (C.4b)
When h = 0, these expressions reduce to〈
σ−1 σ
+
2 (t)
〉
T,h=0
∼ −J
T
e−4J
2t2 I1(τ˜)
τ˜
, (C.5a)
〈
σ−1 σ
+
3 (t)
〉
T,h=0
∼ 2
(J
T
)2
e−4J
2t2
(I1(τ˜)
τ˜
)2
, (C.5b)
and the leading order terms in [25] (eq. (6.36)) are recovered if we identify JPerk-Capel = 2J .
For larger m, we still have difficulties in manipulating huge expressions and present
only the result for m = 3 and h = 0,
W3(τ˜)|h=0 = −
8eτ˜
(−τ˜2I0(τ˜)2 + τ˜2I1(τ˜)2 + τ˜ I1(τ˜)I0(τ˜) + 2I1(τ˜)2)
τ˜3I1(τ˜)
, (C.6a)
u3|h=0 = 4J ∂
∂τ
[
τ + 2 ln
( τ
I1(τ)
)]
τ=τ˜
, (C.6b)
〈
σ−1 σ
+
4 (t)
〉
T,h=0
∼ 16
(
−J
T
)3
e−4J
2t2 I1(τ˜)
τ˜5
×
(
−τ˜2I0(τ˜)2 + τ˜ I0(τ˜)I1(τ˜) + (τ˜2 + 2)I1(τ˜)2
)
. (C.6c)
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