Inspired by the recent low dimension manifold model (LDMM) [1] , which achieves high performance in imaging inpainting,we consider regularization on image patches from their low dimensional embedding. We provide a framework for patch-based signal decomposition by frames generated from the embedding coordinates and from patch bases in a convolution form. For any given embedding of patches (or more generally a set of data points in high dimensional space), the energy concentration of the coefficients of such frames characterizes the optimal patch basis, with respect to which the linear reconstruction from the embedding of the image has minimum error. This leads to a weighted 2 −regularization on coefficients in the decomposition of an image with respect to this optimal frame; we use this to extend the original LDMM to a re-weighted LDMM that achieves better inpainting results. Our framework can be generalized to the setting of a union of local embedding, and we show that the state-of-the-art denoising algorithm BM3D fits in our framework.
Introduction
In the past decades, patch-based techniques such as Non-Local Means (NLM) and Block-Matching with 3-D Collaborative Filtering (BM3D) have been successfully applied to image denoising and other image processing tasks [2, 3, 4, 5, 6, 7] . These methods can be viewed as instances of graph-based adaptive filtering, with similarity between pixels determined not solely by their pixel values or spatial adjacency, but also by the (weighted) L 2 -distance between their neighborhoods, or patches containing them. Patch-based algorithms can be interpreted from several different points of view. On the one hand, patches from an image often enjoy sparse representations with respect to certain redundant families of vectors, or unions of bases; this motivated several dictionary-and sparsity-based approaches [8, 9, 10] ; on the other hand, the nonlocal characteristics of patch-based methods can be used to build highly data-adaptive orthogonal bases. Combined with adaptive thresholding [11, 12] , these constructions have connections to classical wavelet-based and total variation algorithms. In addition, a more recent work [13] demonstrated the advantage of utilizing the low-rank block Hankel structures of patch matrices in image inpainting.
Among the many theoretical frameworks built to understand the effectiveness of patch-based algorithms, manifold models have recently drawn increased attention and have provided valuable insights in the design of novel image processing algorithms. Along with the development of manifold learning algorithms and topological data analysis, it is hypothesized, that high-contrast patches are likely to concentrated in clusters and along low-dimensional non-linear manifolds; this phenomenon is very clear for cartoon images. This intuition was made precise in [14] and followed-up by more specific Klein bottle models [15, 16] on both cartoon and texture images. Adopting a point of view from diffusion geometry, [17] interprets the non-local mean filter as a diffusion process on the patch manifold, relating denoising iterations to the spectral properties of the infinitesimal generator of that diffusion process; similar diffusion-geometric intuitions can also be found in recent work [11, 18] that combines patch-based methods with manifold learning algorithms.
Very recently, the Low-Dimensional Manifold Model (LDMM) is proposed in [1] , a direct regularization on the dimension of the patch manifold in a variational argument for patch-based inpainting and denoising of images, with strong results. The novelty of [1] lies in 1) the equivalence between the manifold dimension and L 2 -integrals some special of ambient-coordinate functions on the patch manifold, and 2) a new graph operator on the non-local patch graph obtained via the Point Integral Method (PIM) [19, 20, 21] ; we study the operator below. The current paper is motivated by our wish to better understand the embedding of images based on patch descriptions in general, and the LDMM construction in particular. We provide a framework for patch-based signal decomposition with respect to a frame generated by the convolution of graph eigenfunctions and bases in patch space. Our general framework uses variational functionals associated with nonlinear embeddings, via a linearization, and show that it fits LDMM. It inspires us to generalize LDMM by reformulating the manifold dimension minimization in [1] as an equivalent weighted 2 minimization on coefficients of such a convolution frame and looking at more adaptive weights; for some types of images this proposed scheme leads to markedly improved results. Our framework is widely applicable and can be easily adapted to different settings: for instance, in this paper we extend it to the union of local embeddings, a setup natural for other state-of-the-art patch-based algorithms (e.g. BM3D [4] ).
The rest of the paper is organized as follows: In Section 2 we lay down the foundation of the general embedding framework that will be used throughout the paper. In Section 3 we characterize the optimal ambient bases for linear reconstruction of the original data from their embeddings. In Section 4 we focus on applying the general framework to the patch matrix of a signal. Section 5 interprets LDMM as an L 2 -regularization problem in our framework, and explains how this interpretation mo-tivated us to incorporate more adaptive weights into LDMM. Section 6 illustrates the flexibility of our framework by extending it to the setting of unions of local embeddings for BM3D. In Section 7 we compare the original LDMM with our modified version by presenting results of numerical experiments, which validate the insights we gained from the theoretical framework established in previous sections. We summarize the paper and suggest a few directions for future work in Section 8.
At the SIAM conference on Imaging Science 1 , we learned of related work presented by L. Rosasco [22] , which featured data representation by a embedding function and a reconstruction function that belong to two families of functions respectively; the optimal representation in [22] is found by minimizing the reconstruction error over the families of embedding and reconstruction functions, which is more general than what we do here, and becomes equivalent to our framework( see (5) , below) when the embedding function is fixed and the reconstruction function is linear.
Framework setup

General embedding for dimension reduction
In classification and regression with dimension reduction, one is typically given a data matrix
T ∈ R N×l consisting of N data points in an ambient space R l (we use the convention that the i th row of X gives the l coordinates of the i th data point x i ); the full data matrix X is then mapped toX
T ∈ R N×p , whose rows x i , the images of x i , are points in R p , p ≤ l. The difference (distance) between two original data points is assumed to be characterized by a metric d(·, ·) in the ambient space R l , usually non-Euclidean in many real applications; one hopes the embedding is such that it is almost isometric to the Euclidean distance in the embedding space R p . More precisely, let E = (E 1 , · · · , E p ) : R l → R p be the embedding function, and denote
For a general X, we define its orthogonal normalization by X O = X O X , where O X is the matrix whose columns are the right singular vectors of X, corresponding to the SVD of X = U X Σ X O T X ; without loss of generality, we shall assume that X is in its orthogonal normalized form, i.e. that
where X i is the i−th column of X ( corresponding to the i−th coordinate in the embedding space). Let φ E i = X i −1 X i , with c E i = X i be the weight of the coordinate i, then Φ T E Φ E = I p due to P2 and X = Φ E C E , where C E is a diagonal matrix with diagonal entries c E i 2 . Let us illustrate this setup for the example of the diffusion map, where the metric d(·, ·) is the diffusion distance. In particular, when the embedding is obtained by minimization of some quadratic cost function, P2 is naturally satisfied. Let L be the normalized graph Laplacian from X with eigen decomposition ΦΛΦ T , then the embedding X is Φ p Σ Λ p , where Σ Λ p is a diagonal weight matrix depending on the top p non-trivial eigenvalues and Φ p lists the corresponding eigenvectors.
The near isometry property (P1) of the embedding E allows one to perform with much ease classification and regression in the embedding space, i.e. by working with X instead of X. However, for other applications such as reconstruction and denoising, although we can still process the data in the embedding space, the processed data need to be expressed in the ambient space. That is, we will then want to take the (pseudo) inverse E −1 : R p → R l and reconstruct data in the ambient space.
Local inverse of the embedding
Suppose in the neighborhood B r (x) :
where A(x) ∈ R l×p . E can thus be approximated by a local affine transform E x , i.e.
where
where ∀ i, a † i is the i th column of (A † ) T . (2) provides a general locally affine approximation of E −1 in the embedding space; we expect it to be particularly accurate near x = E(x).
Linear reconstruction from embedding space
In this section, we first consider the special case of linear embedding, with an inverse that is a linear combination of some bases matrices. Then, we extend the idea of these basis transform matrices to the general embedding case and analyze the condition for the optimal choice of the matrix with least reconstruction error. Finally, using the optimality condition, we illustrate the construction by finding the optimal basis for multidimensional scaling (MDS).
Inverse of linear embedding
When E is linear, e.g. as is the case forx PCA, the affine transforms E x , E −1
x become global linear transforms with A(x) = A and b(x) = 0. Specifically, (2) becomes
Let A † = RV T 0 be the reduced RQ decomposition of A † , where R ∈ R p×p is upper triangular, and
We can formulate the global inverse of X as
which is a linear combination of the φ E i v T 0, j . We denote these basis matrices as
is a rank one matrix generated by an embedding basis in R N and an ambient basis in R l .
Optimal ambient basis for general embedding
In general, E is non-linear and A(x) and b(x) are both local. On the other hand, we want to approximate (2) by a global inverse (3) with associated basis matrices Ψ,
More generally, we have
where B ∈ R N×l is the known centering matrix. In the following analysis, we assume B = 0; the result can be easily extended to B 0.
Given X and X, our goal is to find the optimal ambient bases V 0 and the upper triangular matrix R in (3) such that the reconstruction error, e.g. the Frobenius norm between X and the approximation E −1 ( X), is minimized. This leads to the following minimization problem,
, the first term in (5) can be re-written as follows,
On the other hand, if we define C = Φ T X V, then X = Φ C V T . Therefore, (5) can be reformulated as follows,
Obviously, ∀ C ∈ R N×l , the optimal solution
for all i, j ∈ {1, · · · , p} with i ≤ j, i.e. on the upper triangle of the upper left p × p block. Let C = C LT C RT C LB C RB be the partition of C into blocks corresponding to the block matrix in (7), then the minimization in (7) only acts on the energy of the remaining strict lower triangle of C LT and that of the remaining three blocks C RT , C LB and C RB . In addition, observe that
The optimal V * is thus the choice for which the energy of C * concentrates on the upper triangle of the upper left p × p sub-matrix of C 4 .
, then the C i, j = Ψ i, j , X are the coefficients of X with respect to this matrix basis. Furthermore, these bases matrices form an orthonormal basis for R N×l .
Optimal ambient bases for multidimensional scaling
Based on the optimality condition (8), we show that the optimal ambient basis V for MDS of X provides a concrete example for this setting. In MDS, the eigendecomposition is performed on the doubly centered distance matrix K = Remark 2. Given a data matrix X; let HX = U X Σ X V T X be the reduced singular decomposition of HX as computed in the standard MDS procedure. Then the optimal V for approximation in the ambient space is exactly V X .
Proof. Without loss of generality, assume X = HX. In MDS, Φ E = U X with p = l − 1. Considering C i, j in the minimization (8), we have
where u X, i ,ṽ j are the columns of U X and V respectively. According to (8) 4 One can also require that the energy concentrates on the lower triangle. Yet this is equivalent to change V to PV P, where P = J p 0 0 I l−p , where J p is anti-diagonal with non-zero entries all equal to one. 
Signal decomposition from patch matrix embedding
In this section, we consider a special type of data matrix consisting of patches from a signal. To illustrate, we consider a 1D signal
T extracted from f with periodic boundary condition Fig.1 ); then F is a Hankel patch matrix and f can be reconstructed from F by taking the average of entries along the lines orthogonal to the main diagonal, i.e. 
Patch matrix and the convolution form in signal space
T are zero-padded vectors, both of length N.
By the above definition, we have
. Take Φ and V as the orthonormal matrices obtained by extending Φ E and V 0 , and consider the decomposition
Hence instead of considering the basis {φ i v T j } in the matrix space R N×l for F, we can consider {φ i * v j } as the basis elements in the signal space for f . Define convolution framelet Proof. See appendix.
Sparse signal representation by ψ i, j from MDS
As shown in Prop.2, the right singular vectors of F are the optimal patch bases with minimum approximation error for MDS embedding. The following proposition shows that it is also the bases that induces the most sparse representation of f . Proposition 2. Given a signal f , with zero-mean; let F ∈ R N×l be its patch matrix with right singular vectors V f , and let Φ E be the l−dimensional basis corresponding to MDS embedding E for F. Then for all orthonormal V, the ψ i, j = φ j * ṽ i constructed from the basis vectors φ j in Φ E and the columnsṽ i of V, provides the sparsest representation of f if and only if V f = V P, where P is a permutation matrix.
p×l be the coefficient matrix of the decomposition of F with respect to the ψ i, j , and let F = U f Σ f V T f be the reduced SVD of F where U f ∈ R N×l and V f ∈ R l×l ; then the l−dimensional MDS basis is Φ E = U f and p = l, which implies T = I l , therefore, it has at least l non zero entries. Therefore, C achieves maximum sparsity if and only if V f = V P, where P is a permutation matrix.
5 Revisiting LDMM
Patch manifold and graph Laplacian
In the low dimensional manifold model (LDMM) [1] , it is assumed that a collection of patches sampled from an image are points lying on a low dimensional patch manifold M. Following an approach standard in manifold learning, a diffusion graph can be built on these patches, with the graph Laplacian operator D −1 W − I converging to the Laplace-Beltrami operator on the patch manifold M in the limit where the number of samples (assumed to be distributed uniformly) tends to infinity; here W is the weight (adjacency) defined by W i, j = e
/a , and D is the diagonal degree matrix with
Given a vector y of partial measurements of a signal f ( for instance, a 2D-image f for which the pixel values of the randomly picked pixels are known) , [1] carries out the reconstruction of the signal by solving the following optimization problem, arg min
where M( f ) is the manifold on which the patches from f "live", and S is the measurement (sampling) matrix. Thus the dimension of the patch manifold is used as a regularization term in the variational functional. Equivalently, one could use the dimension of an effective manifold embedding F of the patch matrix F from f .
In [1] , dim(M( f )) is not computed directly. Instead, it is first lifted to the continuous setting, where the original objective function is separated into sub-problems optimizing the dimension regularization term and the fidelity term, respectively, by a split-Bregman algorithm and solved iteratively. In the n−th iteration, the sub-problem of dimension minimization is equivalent to a PDE on M( f n−1 ), a manifold constructed from the reconstruction f n−1 in the last iteration, which is then transformed into a linear equation by the point integral method (PIM). Finally, the linear equation is discretized into the following linear system,
where F j , E j n−1 are the j−th column of the patch matrix F and the matrix E n−1 , respectively. E n−1 comes from the derivation of PIM; µ is a parameter in the split-Bregman procedure and W n−1 and D n−1 are constructed from the reconstructed patch matrix F n−1 in the last iteration. For more details, we refer to [1] . In the next subsection, we analyze and discuss equation (9); for simplicity of notation, we shall drop the sub-index n − 1 and assume that W, D and E are given.
Optimization derived from the linear equation
, then the linear equation (9) can be rewritten as follows,
is the normalized graph Laplacian. Therefore, the linear system is solved by minimizing of the following objective function,
or equivalently by determining arg min
and · F, A = A· F is the weighted Frobenius norm. The first term in (10) is the manifold dimension regularization term proposed in [1] and the second term can be interpreted as a data fidelity term.
Dimension regularization as 2 regularization on decomposition coefficients
We now focus our analysis on the operator R L . Let L = ΦΛΦ T be the eigen-decomposition of L; then R L has decomposition D 1/2 Φ Λ Φ T D 1/2 , where Λ = (I − Λ) −1 − I is, like Λ, a diagonal matrix. In this subsection, we will link (10) to the framework we described above. Before tackling R L itself, we show how this can be done for L. We thus rewrite the quadratic form of the symmetric normalized graph Laplacian operator L, introducing an arbitrary (for now) matrix V s.t. V V T = I l , we have
where we use the notations introduced in section 4, and C = Φ T F V is the coefficient matrix with respect to the Ψ i, j = φ i v T j for F or equivalently with respect to the ψ i, j = φ i * v j for f . A bound on the above quadratic form for L could thus be used as regulating the energy decay of coefficients with respect to the coordinate system of the embedding space.
We now tackle R L rather than L. The minimization (10) in LDMM can be interpreted in the same way, but with a dual graph basis:
where Φ = D 1/2 Φ, and its dual is
Ideally, if the graph embedding is the patch manifold M of dimension p, then λ i = 1, ∀i > p, and C i, j = 0, ∀ i > p, ∀ j. When λ i → 1 in (12), the weight tends to +∞, forcing C i, j → 0. Therefore, (12) could be interpreted as manifold dimension minimization in our framework as well.
Re-weighted LDMM
In our derivations above, V could be chosen arbitrarily; this is consistent with the interpretation of the quadratic form as an estimate for the manifold dimension, since changing the bases of the patch space does not affect the dimension of the patch manifold. Indeed, (12) requires the energy of C concentrated in the first p rows. However, it is natural to pick the patch basis V to be the optimal patch basis V defined in section 3.2; by utilizing the energy concentration of the corresponding coefficients C from (8), we can hope to achieve stronger regularization. Since we do not know the true signal f , the optimal patch basis for the true patch matrix F is unknown. However, it can be approximated by a "near-optimal" basis V, such that the energy of coefficients C of ψ i, j from these "near-optimal" bases concentrate within the upper left block of size p × r, where r depends on the decay of the energy along the patch basis. In particular, let s j = Fv j 2 = f * v j (−·) 2 = i C 2 i, j be the energy of F captured by basis function v j ; then V should be a basis such that s j decays fast enough and the patches can thus be optimally approximated by the top r vectors, e.g. the first r right singular vectors of the approximated F, discrete cosine transform (DCT) or wavelet bases in the patch space. Therefore, instead of using weights λ i in (12), we use λ i γ j , where γ j is a weight associated to v j such that γ j increases as s j decreases, and the quadratic form becomes
The linear system (9) changes accordingly to
Remark 3. The re-weighted quadratic form (13) is V−dependent. On the other hand, as long as V V = I l , x − y 2 = V T x − V T y 2 , W is V−invariant, and hence R L as well.
In particular, we set γ j = 1 − s We can also relax our regularity on only the top r coordinates in the patch space and enforce a uniform regularity for the remaining coordinates. In that case, we add a weight γ i only to the first r coordinates, and (13) becomes (15) and the corresponding linear system is
We call (16) rw-LDMM. Note that in the case where V are singular vectors, (14) requires full SVD on F while (16) requires only partial SVD. In Section 7, we show that several convolutional frames, in which we pick V to be patch singular vectors, DCT and wavelets are "near-optimal" and that the corresponding rw-LDMM yields uniformly better inpainting result than LDMM.
Extension to union of local embeddings
Instead of considering a global embedding E of all data points X, we may consider a union of local embedding
where each embedding is defined on a subset S i of the data points X (not even necessarily using the same embedding space and dimension p i for all i) and i S i = X. For simplicity, we assume p i ≤ l. For each embedding E S i , let Φ S i ∈ R |S i |×|S i | and V S i ∈ R l×l be the corresponding orthonormal bases, in signal and patch space respectively. Define
We construct the following tight-frames in signal and patch domains respectively,
where in (17) ,
and V ∈ R l×S .
BM3D
We interpret one state-of-the-art image denoising algorithm BM3D [4, 23] as a weighted union of local embeddings and reformulate it in our extended framework. The main process in BM3D can be summarized in three steps. In the first step, for each patch F i , a block matching process retrieves similar patches F j , j ∈ S i , which defines a local neighborhood S i of F i . In the second step, a tensor of a unitary transform Φ S i along S i and a unitary transform V S i in patch space, is applied to each sub-patch matrix F S i . This is equivalent to computing the coefficients C S i = Φ T S i F S i V S i . In the original BM3D [4] , V S i is set as DCT, DFT or wavelet and Φ S i is set as the 1D Haar transform. In BM3D-SAPCA [23] , V S i is set to the principal components of F S i when |S i | is large enough. In both settings, C S i is then hard-thresholded to remove noise, and the restored patches in S i , F S i , are reconstructed by computing Φ S i C S i V T S i . In the third step, a weight for F S i is computed by w S i = C S i −1 0 , and the weight are combined for each patch for the normalization factor d w (F j 
the reconstructed imagef is obtained by the weighted aggregation of patches F S i , and the i−th pixel is computed bŷ
Furthermore, define the reconstruction of F as follows,
where V is defined as (18) . Thenf is obtained by taking a weighted average along anti-diagonals ofF, where the weight is f i dependent.
7 Numerical results
Inpainting with rw-LDMM
We compare our rw-LDMM with the original LDMM in image inpainting, following the same setup as in [1] . Ten percent of pixels are randomly sampled from each test image of size 256-by-256 and used as the only input. For the implementation of LDMM, we use the code provided by the authors of [1] and for rw-LDMM, we change the linear system (9) in the LDMM code to our proposed (16) . We run both algorithms for 100 iterations and choose the result that achieves the highest PSNR. 5 (Note this is not always the 100 th iteration.) In rw-LDMM svd, we choose V = V as defined by the patch singular vectors of the patch matrix constructed by the resulting image in the previous iteration and solve (16) , re-weighting the coordinates of the top 20 percent of singular vectors from the first iteration. In rw-LDMM dct, we fix V as the DCT basis and take the top 20 percent basis vectors with respect to s j of the latest recovered patch matrix F at each iteration. Fig.2 and Fig.3 show the inpainting results on a variety of test images. Overall, the rw-LDMM outperforms LDMM, especially for images with strong varying texture patterns, such as, for instance, the fingerprint. 6 
Approximation by convolution frame
In this section, we seek to illustrate the meaning of our construction on a demo example. For a 128-by-128 crop of the barbara image, with the mean pixel value for the crop subtracted (see Fig.4 ), we demo the convolution frame φ i * v j generated from 4-by-4 patches extracted from the crop; we also illustrate how the 128-by-128 image is approximated by truncated basis expansions.
As shown in the left of Fig. 4 , the eigenvalues λ i increase fairly slowly; the embedding is thus not strictly low dimension. The top 20 non-trivial eigenvectors φ i , i = 2 · · · , 21 are shown in the right of Fig. 4 .
In order to compare the "optimality" of different patch bases, we constructed the convolution frame ψ i, j with the top 200 graph eigenvectors φ and different choices for V: patch singular vectors, 2D Haar wavelet bases, DCT bases and a random orthonormal bases in R 4×4 respectively. Fig.5 shows the patch singular vectors and their corresponding singular values. Fig.6 shows the energy concentration of the coefficient matrices corresponds to convolution frame derived from different patch bases. The coefficients concentrate better in patch SVD bases and Haar bases than in DCT and random bases. 5 PSNR( f, f ) 20 log 10 (max( f )) − 10 log 10 (mse( f, f )). 6 In this, and all subsequent figures showing the randomly picked samples, we display the "negative" image, compared to what is done customarily. That is, for an 8-bit image, we display, for the random picked pixels, the gray value 255 -(pixel value), with a white background for non-selected pixels. The impression of the partial data given by such figures are more realistic, on the white page or screen, than by showing all the missing pixels as black. 
For each convolution framelet ψ j,i , we compute the weight factor λ i γ j in (13) and sort ψ i, j in ascending order of these weights. (This is the ascending order of penalization; the least penalized terms are those preferred by the approach in the reconstruction procedure.) By taking the first k basis vectors and their coefficients, we reconstruct a k−term approximation of the original image. This corresponds to the 2 -regularization on the coefficients (13) . On the other hand, we can take the k frame elements that have the largest coefficients in magnitude, and reconstruct a k−term nonlinear approximation of the original image. This corresponds to 0 −regularization on the coefficients. Fig.7 shows the top three convolution framelets chosen in this way, as constructed from different patch basis choices.
To show the approximation accuracy by leading convolution framelets in either linear or non-linear manner, we compute the k−term approximation for increasing k and compute the PSNR with respect to the original image. Fig.8 shows 8−term linear and non-linear approximations, where non-linear approximation performs uniformly better than linear approximation, and non-linear approximation by the frame generated from a random patch basis is obviously worse than structured patch bases. Fig.9 shows the PSNR curves against the number k of terms in the approximation. The curves for linear approximation by structured bases are almost all the same, and are higher than that of the random basis in the sparse approximation region, where k is small. This suggests that for linear approximation, structured bases work equally well. However, the curves for non-linear approximation stay above the linear approximation, except for the random basis, meaning that sparse regularization on coefficients could be more powerful than 2 regularization. This also sheds some light on the state-of-the-art performance of BM3D where hard-thresholding is performed on coefficients. 
Conclusion and future work
In this paper, we present a novel framework on linear reconstruction of data from its embedding. More specifically, for patches extracted from a signal, we show that such linear reconstruction is associated with a convolution frame, which combine embedding coordinates, e.g. eigenvectors of the graph Laplacian, and patch basis, e.g. patch singular vectors or DCT. We show that the optimal patch basis that has minimum linear reconstruction error generates a convolution frame whose coefficients for the original signal have energy concentrated in the leading basis functions. This condition is exploited to improve LDMM by fine-tuning the regularization using "near optimal" patch bases. The proposed rw-LDMM performs better in inpainting, especially for images with high contrast non-regular textures.
On the other hand, such 2 −regularization on convolution framelet coefficients may still not be optimal, as suggested by our numerical experiments on the linear versus non-linear approximation of images by convolution frames generated from various structured patch bases. Although in section 4.2, we show that the sparsity of coefficients with respect to the optimal tight frame is natural for linear embedding, the sparse representation for non-linear embedding remains to be studied. Finally, the choice of patch size l is fixed in our current analysis. However, for patch matrices corresponding to different patch sizes, we can potentially unify convolution frames in the signal space derived from them and build a multi-resolution bases for signal representation. We will explore in our future work these last two directions, presently not yet addressed .
Proof of the proposition By Lemma 1,
where 
