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In this paper, the concept of a pair of non-linear contraction type mappings in a metric
space of hyperbolic type is introduced and the conditions guaranteeing the existence of
a common fixed point for such non-linear contractions are established. Presented results
generalize and improve some of the known results. An example is constructed to show
that our theorems are genuine generalizations of the main theorems of Assad, Ćirić, Khan
et al., Rhoades and Imdad and Kumar. One of the possible applications of our results is also
presented.
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1. Introduction
Fixed point theorems for contraction self-mappings have find applications in diverse disciplines of mathematics,
engineering and economics. In convex spaces occur cases where the involved function is not necessarily a self-mapping
of a closed subset. Assad [1] and Assad and Kirk [2] first studied non-self-contraction mappings in a metric space (X, d),
metrically convex in the sense of Menger (that is, for each x, y in X with x 6= y there exists z in X , x 6= z 6= y, such
that d(x, z) + d(z, y) = d(x, y)). In recent years, this technique has been developed and fixed and common fixed points
of non-self-mappings have been studied by many authors [3–14]. Some of the obtained results have find applications (c.f.
[2,14–16]). In numerical mathematics, a restricted condition T (∂K) ⊆ K is especially favorable instead of T (K) ⊆ K , where
K is a closed subset of X, T : K → X and ∂K is the boundary of K .
In an attempt to generalize a theorem of Assad [1] and Assad and Kirk [2], Rhoades [13] proved the following result in a
Banach space.
Theorem 1. Let X be a Banach space, K a non-empty closed subset of X and T : K → X a mapping of K into X satisfying the
condition
d(Tx, Ty) ≤ hmax
{
d(x, y)
2
, d(x, Tx), d(y, Ty),
d(x, Ty)+ d(y, Tx)
q
}
(1)
for all x, y in K , 0 < h < 1, q ≥ 1+ 2h and T has the additional property that for each x ∈ ∂K , the boundary of K , Tx ∈ K , then
T has a unique fixed point.
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Recently Imdad and Kumar [10] generalized the result of Rhoades [13] and Ćirić [3]. They proved the following theorem.
Theorem 2. Let X be a Banach space, K a non-empty closed subset of X and F , T : K → X twomappings satisfying the condition
d(Fx, Fy) ≤ hmax
{
d(Tx, Ty)
2
, d(Tx, Fx), d(Ty, Fy),
d(Tx, Fy)+ d(Ty, Fx)
q
}
(2)
for all x, y in K , 0 < h < 1, q ≥ 1+ 2h and
(i) ∂K ⊆ TK , FK ∩ K ⊂ TK ,
(ii) Tx ∈ ∂K H⇒ Fx ∈ K, and
(iii) TK is closed in X .
Then there exists a coincidence point z in X. Moreover, if F and T are coincidentally commuting, then z remains a unique
common fixed point of F and T .
Recall (see [17]) that a pair of mappings (F , T ), defined on a non-empty set S, is said to be coincidentally commuting, if
Tx = Fx H⇒ FTx = TFx; x ∈ S.
The purpose of this paper is to introduce the concept of a new pair of non-linear contractive type non-self-mappings
which satisfy a new contractive condition, weaker than (2) and to prove common fixed point theorems in metric spaces
of hyperbolic type. Our theorems generalize the main theorems of Assad [1], Ćirić [3], Khan et al. [12], Rhoades [13] and
Imdad and Kumar [10] in many aspects. An example is constructed to show that our results are genuine generalizations of
the known results from this area. One of the possible applications of our results is also presented.
2. Main results
Throughout our consideration we suppose that (X, d) is a convex metric space which contains a family L of metric
segments (isometric images of real line segments) such that
(a) each two points x, y in X are end points of exactly one member seg[x, y] of L, where
seg[x, y] = {z ∈ X : d(z, x) = λd(x, y)and d(z, y) = (1− λ)d(x, y); λ ∈ [0, 1]},
and
(b) if u, x, y in X and if z ∈ seg[x, y] satisfies d(x, z) = λd(x, y) for any λ ∈ [0, 1], then
d(u, z) ≤ (1− λ)d(u, x)+ λd(u, y). (3)
A space of this type is said to be a metric space of hyperbolic type (Takahashi [18] uses the term a convex metric space). This
class includes all normed linear spaces, as well as all spaces with hyperbolic metric (see [19] for a discussion). For instance,
if X is a Banach space, then
seg[x, y] = {(1− λ)x+ λy : 0 ≤ λ ≤ 1}.
A linear space with a translation invariant metric satisfying
d(λx+ (1− λ)y, 0) ≤ λd(x, 0)+ (1− λ)d(y, 0)
is also a metric space of hyperbolic type. There are many other examples but we consider these as paradigmatic.
Now we shall prove a common fixed point theorem for a new pair of non-linear contraction type mappings in a metric
space of hyperbolic type. Recall that the concept of a non-linear contraction was introduced and studied in [20], and that
some applications of non-linear contractions was considered in [21].
Theorem 3. Let X be a metric space of hyperbolic type, K a non-empty closed subset of X and ∂K the boundary of K . Let ∂K be
non-empty and let T : K → X and F : K ∩ T (K)→ X be two non-self-mappings satisfying the following conditions:
d(Fx, Fy) ≤ ϕ
(
max
{
d(Tx, Ty)
2
, d(Tx, Fx), d(Ty, Fy),min{d(Tx, Fy), d(Ty, Fx)}, d(Tx, Fy)+ d(Ty, Fx)
3
})
, (4)
for all x, y in X, where ϕ : [0,+∞)→ [0,+∞) is a real function which has the following properties:
ϕ(t+) < t for t > 0 and ϕ(t) is non-decreasing.
Suppose that F and T have the additional properties:
(i) ∂K ⊆ TK ;
(ii) FK ∩ K ⊆ TK ;
(iii) Tx ∈ ∂K ⇒ Fx ∈ K ;
(iv) K ∩ T (K) is complete.
Then there exists a coincidence point z in X. Moreover, if F and T are coincidentally commuting, then z is a unique common
fixed point of F and T .
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Proof. If F(K), T (K) ⊆ K , then theorem holds without the hypotheses of convexity of X and under a contractive condition
weaker then the condition (4). The proof in that case is much simpler, since Cases 2 and 3, do not occur. We will give a proof
under hypothesis that each of the mapping F and T is not necessarily a self-mapping.
Let x ∈ ∂K be arbitrary. We construct three sequences: {xn} and {zn}in K and a sequence {yn}in FK ⊆ X in the following
way. Set z0 = x. Since z0 ∈ ∂K , by (i) there exists a point x0 ∈ K such that Tx0 = z0. Then, since Tx0 ∈ ∂K , from (iii) we
conclude that Fx0 ∈ K . So from (ii), Fx0 ∈ TK . Thus, there exists x1 ∈ K such that Tx1 = Fx0 ∈ K . Set z1 = y1 = Fx0 = Tx1
and y2 = Fx1.
If y2 ∈ FK ∩ K , then from (ii), y2 ∈ TK and so there is a point x2 ∈ K such that Tx2 = y2 = z2 = Fx1.
If y2 = Fx1 6∈ K , then by z2 we denote a point in ∂K (z2 6= y2) such that z2 ∈ seg [y1, y2] = seg [Fx0, Fx1]. By (i), there is
x2 ∈ K such that Tx2 = z2. Thus
z2 ∈ ∂K ∩ seg [Fx0, Fx1] .
Now we set y3 = Fx2 = z3. Since Fx2 ∈ FK ∩ K ⊆ TK , from (ii) there is a point x3 ∈ K such that Tx3 = y3.
Note that in the case: z2 6= y2 = Fx1, we have z1 = y1 = Fx0 and z3 = y3 = Fx2.
Continuing the foregoing procedure we construct three sequences:
{xn} ⊆ K , {zn} ⊆ K and {yn} ⊆ FK ⊆ X such that:
(a) yn = Fxn−1;
(b) zn = Txn;
(c) zn = yn if and only if yn ∈ K ;
(d) zn 6= yn whenever yn 6∈ K and then zn ∈ ∂K is such that
zn ∈ ∂K ∩ seg [Fxn−2, Fxn−1] .
Observation. If zn 6= yn, then zn ∈ ∂K , which then implies, by (b), (iii) and (a), that zn+1 = yn+1 ∈ K . Also, zn 6= yn implies
that zn−1 = yn−1 ∈ K , since otherwise zn−1 ∈ ∂K , which then implies zn = yn ∈ K .
Now we wish to estimate d(zn, zn+1). If d(zn, zn+1) = 0 for some n, then it is easy to show that d(zn, zn+k) = 0 for all
k ≥ 1.
Suppose that d(zn, zn+1) > 0 for all n. From the above observationwe conclude that there are three possibilities: (1) zn =
yn ∈ K and zn+1 = yn+1; (2) zn = yn ∈ K , but zn+1 6= yn+1, and (3) zn 6= yn, in which case zn ∈ ∂K ∩ seg [Fxn−2, Fxn−1] .
Case 1. Let zn = yn ∈ K and zn+1 = yn+1 ∈ K . Then zn = yn = Fxn−1, zn+1 = yn+1 = Fxn and zn−1 = Txn−1 (observe that
not necessarily zn−1 = yn−1). Then from (4),
d(zn, zn+1) = d(Fxn−1, Fxn)
≤ ϕ
(
max
{
d(Txn−1, Txn)
2
, d(Txn−1, Fxn−1), d(Txn, Fxn),min{d(Txn−1, Fxn), d(Txn, Fxn−1)},
d(Txn−1, Fxn)+ d(Txn, Fxn−1)
3
})
= ϕ
(
max
{
d(zn−1, zn)
2
, d(zn−1, zn), d(zn, zn+1), 0,
d(zn−1, zn+1)
3
})
≤ ϕ(max{d(zn−1, zn), d(zn, zn+1)}). (5)
Hence, as ϕ(t) < t for t > 0,
d(zn, zn+1) ≤ ϕ(d(zn−1, zn)). (6)
From (6) immediately follows, as zn = yn, zn+1 = yn+1,
d(yn, yn+1) ≤ ϕ(d(zn−1, zn)). (7)
Note that (7) holds whenever yn = zn, without regard to yn+1 = zn+1, or yn+1 6= zn+1.
Case 2. Let zn = yn ∈ K , but zn+1 6= yn+1. Then zn+1 ∈ ∂K ∩ seg [yn, yn+1] .
Note that from (3) with u = y, we get
d(y, z) ≤ (1− λ)d(x, y).
Thus we have
d(x, y) ≤ d(x, z)+ d(z, y) ≤ λd(x, y)+ (1− λ)d(x, y) = d(x, y).
Therefore
z ∈ seg [x, y] H⇒ d(x, z)+ d(z, y) = d(x, y). (8)
From (8), because zn+1 ∈ seg [yn, yn+1] = seg [zn, yn+1] ,
d(zn, zn+1) = d(yn, zn+1) = d(yn, yn+1)− d(zn+1, yn+1) < d(yn, yn+1).
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Thus, by (7),
d(zn, zn+1) ≤ ϕ(d(zn−1, zn)). (9)
Case 3. Let zn 6= yn. Then
zn ∈ ∂K ∩ seg [yn−1, yn] (10)
and, by Observation, zn+1 = yn+1 and zn−1 = yn−1.
Note that from (3) it follows that, if z ∈ seg[x, y], then for any u in X,
d(u, z) ≤ max{d(u, x), d(u, y)}. (11)
From (11) with x = yn−1 = Fxn−2, y = yn = Fxn−1, z = zn and u = zn+1 = Fxn, and by (a), we get
d(zn, zn+1) ≤ max{d(Fxn, Fxn−2), d(Fxn, Fxn−1)}. (12)
Consider at first the case
d(zn, zn+1) ≤ d(Fxn−1, Fxn).
Since zn+1 = yn+1, zn−1 = yn−1 and d(zn−1, yn) = d(zn−1, zn)+ d(zn, yn), from (4) we get
d(zn, zn+1) ≤ d(Fxn−1, Fxn)
≤ ϕ
(
max
{
d(Txn−1, Txn)
2
, d(Txn−1, Fxn−1), d(Txn, Fxn),min{d(Txn−1, Fxn), d(Txn, Fxn−1)},
d(Txn−1, Fxn)+ d(Txn, Fxn−1)
3
})
= ϕ
(
max
{
d(zn−1, zn)
2
, d(zn−1, yn), d(zn, zn+1), d(zn, yn),
d(zn−1, zn+1)+ d(zn, yn)
3
})
≤ ϕ
(
max
{
d(yn−1, yn), d(zn, zn+1),
2
3
max{d(yn−1, yn), d(zn, zn+1)}
})
.
Hence, as ϕ(t) < t for t > 0,
d(zn, zn+1) ≤ ϕ(d(yn−1, yn)).
Since zn−1 = yn−1, then from (7) (with yn = yn−1, yn+1 = yn) we have d(yn−1, yn) ≤ ϕ(d(zn−2, zn−1)). Therefore, we
conclude that in this case
d(zn, zn+1) ≤ ϕ(d(zn−2, zn−1)). (13)
Consider now the second possibility, that is the case
d(zn, zn+1) ≤ d(Fxn−2, Fxn). (14)
Then from (4),
d(Fxn−2, Fxn) ≤ ϕ
(
max
{
d(Txn−2, Txn)
2
, d(Txn−2, Fxn−2), d(Txn, Fxn),
min {d(Txn−2, Fxn), d(Txn, Fxn−2)}, d(Txn−2, Fxn)+ d(Txn, Fxn−2)3
})
= ϕ
(
max
{
d(zn−2, zn)
2
, d(zn−2, zn−1), d(zn, zn+1), d(zn, zn−1),
d(zn−2, zn+1)+ d(zn, zn−1)
3
})
. (15)
Since yn−1 = zn−1, zn+1 = yn+1 and zn ∈ ∂K ∩ seg [yn−1, yn], from (8) and (7) we obtain
d(zn, zn−1) = d(zn, yn−1) < d(yn−1, yn) ≤ ϕ(d(zn−2, zn−1)) < d(zn−2, zn−1);
d(zn−2, zn) ≤ d(zn−2, zn−1)+ d(yn−1, zn) < 2d(zn−2, zn−1);
d(zn−2, zn+1) ≤ d(zn−2, yn−1)+ d(yn−1, yn+1)
= d(zn−2, zn−1)+ d(Fxn−2, Fxn).
Now, from (15) and (14),
d(Fxn−2, Fxn) ≤ ϕ
(
max
{
d(zn−2, zn−1), d(Fxn−2, Fxn),
d(zn−2, zn−1)+ d(Fxn−2, Fxn)+ d(zn−2, zn−1)
3
})
. (16)
2970 L. Ćirić et al. / Journal of Computational and Applied Mathematics 233 (2010) 2966–2974
Because ϕ(t) < t for t > 0, then d(Fxn−2, Fxn) ≤ ϕ(d(Fxn−2, Fxn)) is impossible. If from (16)
d(Fxn−2, Fxn) ≤ ϕ
(
2d(zn−2, zn−1)+ d(Fxn−2, Fxn)
3
)
,
then
d(Fxn−2, Fxn) <
2d(zn−2, zn−1)+ d(Fxn−2, Fxn)
3
.
Hence d(Fxn−2, Fxn) < d(zn−2, zn−1) and then it implies that [2d(zn−2, zn−1)+ d(Fxn−2, Fxn)]/3 < d(zn−2, zn−1). Thus from
(16), d(Fxn−2, Fxn) ≤ ϕ(d(zn−2, zn−1)). So by (14) we obtain
d(zn, zn+1) ≤ ϕ(d(zn−2, zn−1)). (17)
From (6), (9), (13) and (17) we conclude that in all cases
d(zn, zn+1) ≤ ϕ(max{d(zn−2, zn−1), d(zn−1, zn)}). (18)
Now we shall show, by induction, that for all n ≥ 0,
d(zn, zn+1) ≤ ϕ[ n2 ](δ), (19)
where [k] denotes the greatest integer which does not exceed k and
δ = max{d(z0, z1), d(z1, z2)}.
For n = 0 we have,
d(z0, z1) ≤ max{d(z0, z1), d(z1, z2)} = δ = ϕ0(δ) = ϕ[ 02 ](δ).
Similarly, for n = 1,
d(z1, z2) ≤ max{d(z0, z1), d(z1, z2)} = δ = ϕ0(δ) = ϕ[ 12 ](δ).
Therefore, (19) holds for n = 0 and n = 1. Suppose now that (19) holds for some n and n+ 1. Then from (18),
d(zn+2, zn+3) ≤ ϕ(max{d(zn, zn+1), d(zn+1, zn+2)})
≤ ϕ
(
max
{
ϕ[
n
2 ](δ), ϕ[
n+1
2 ](δ)
})
= max
{
ϕ[
n
2 ]+1(δ), ϕ[
n+1
2 ]+1(δ)
}
≤ ϕ[ n+22 ](δ).
Thus by induction we conclude that (19) holds for all n ≥ 0. Taking the limit in (19) as n→∞we get
lim
n→∞ d(zn, zn+1) = 0. (20)
Now we shall show that {zn} is a Cauchy sequence. Let  > 0 be arbitrary. Because ϕ(t+) < t for t > 0, then
 − ϕ(+) > 0 and there is a δ > 0 (we may suppose that δ < /2) such that
ϕ(t) <
 + ϕ(+)
2
for each t <  + δ. (21)
From (20) there is a positive integer n0 such that for all n− 1 ≥ n0,
d(zn, zn+1) ≤ min
{
 − ϕ(+)
4
,
δ
2
}
. (22)
By induction, we shall prove that for anym > n ≥ n0:
d(zn, zm) < . (23)
Let n ≥ n0 + 1 be arbitrary. Then from (22) the inequality (23) holds for m = n + 1. Suppose now that (23) holds for
somem > n. Observe that for any k there are two possibilities: zk = yk, or zk 6= yk, but if zk 6= yk, then zk+1 = yk+1.
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Consider the case zn = yn, zm = ym, and zm+1 6= ym+1. Then zn = Fxn−1, zm+2 = ym+2 = Fxm+1. So from (4),
d(zn, zm+2) = d(Fxn−1, Fxm+1)
≤ ϕ
(
max
{
d(Txn−1, Txm+1)
2
, d(Txn−1, Fxn−1), d(Txm+1, Fxm+1),
min{d(Txn−1, Fxm+1), d(Txm+1, Fxn−1)}, d(Txn−1, Fxm+1)+ d(Txm+1, Fxn−1)3
})
= ϕ
(
max
{
d(zn−1, zm+1)
2
, d(zn−1, zn), d(zm+1, zm+2), d(zm+1, zn),
d(zn−1, zm+2)+ d(zm+1, zn)
3
})
. (24)
By (22) and (23),
d(zn−1, zm+1) ≤ d(zn−1, zn)+ d(zn, zm)+ d(zm, zm+1) < δ2 +  +
δ
2
=  + δ;
d(zm+1, zn) ≤ d(zn, zm)+ d(zm, zm+1) ≤  + δ2 ;
d(zn−1, zm+2)+ d(zm+1, zn) ≤ d(zn−1, zm+1)+ d(zm+1, zm+2)+ d(zn, zm)+ d(zm, zm+1)
≤  + δ + δ
2
+  + δ
2
< 3.
Thus
tM = max
{
d(zn−1, zm+1)
2
, d(zn−1, zn), d(zm+1, zm+2), d(zm+1, zn),
d(zn−1, zm+2)+ d(zm+1, zn)
3
}
<  + δ.
Then from (24), d(zn, zm+2) ≤ ϕ(tM), and by (21),
d(zn, zm+2) <
 + ϕ(+)
2
. (25)
Now, by (25) and (22),
d(zn, zm+1) ≤ d(zn, zm+2)+ d(zm+2, zm+1)
<
 + ϕ(+)
2
+  − ϕ(+)
4
< .
Therefore we proved (23) for the case zn = yn, zm = ym, and zm+1 6= ym+1. The rest of the cases can be proved on the
similar lines of proofs. Thus, we proved (23).
From (23) we conclude that {zn} is the Cauchy sequence. Since zn = Txn ∈ K ∩ TK and K ∩ TK is complete, there is some
point z ∈ K ∩ TK such that
lim
n→∞ zn = z.
Letw in K be such that Tw = z. By construction of {zn}, there is a subsequence {zn(k)} such that zn(k) = yn(k) = Fxn(k)−1 and
so limk→∞ Fxn(k)−1 = z.
From (4),
d(Fxn(k)−1, Fw) ≤ ϕ
(
max
{
d(Txn(k)−1, Tw)
2
, d(Txn(k)−1, Fxn(k)−1), d(Tw, Fw),min{d(Txn(k)−1, Fw),
d(Tw, Fxn(k)−1)}, d(Txn(k)−1, Fw)+ d(Tw, Fxn(k)−1)3
})
= ϕ
(
max
{
d(zn(k)−1, z)
2
, d(zn(k)−1, zn(k)), d(z, Fw), d(z, zn(k)),
d(zn(k)−1, Fw)+ d(z, zn(k))
3
})
.
Taking the limit as k→∞we get d(z, Fw) ≤ ϕ(d(z, Fw)). If we suppose that d(z, Fw) > 0, then we have
d(z, Fw) ≤ ϕ(d(z, Fw)) < d(z, Fw),
a contradiction, as ϕ(t) < t for t > 0. Thus d(z, Fw) = 0 and hence Fw = z. Therefore, Fw = Tw which shows thatw is a
point of coincidence for F and T .
Suppose now that F and T are coincidentally commuting. Then
z = Fw = Tw H⇒ Fz = FTw = TFw = Tz.
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Therefore z is a point of coincidence for F and T . To prove that z is a common fixed point of F and T , suppose to the contrary,
that d(Fz, z) > 0. Then from (4),
d(Fz, z) = d(Fz, Fw)
≤ ϕ
(
max
{
d(Fz, z)
2
, 0, 0, d(Fz, z),
d(Fz, z)+ d(z, Fz)
3
})
,
and hence d(Fz, z) = 0; hence Fz = z. Thus we proved that
Fz = z = Tz. 
For the introduced pair of mappings we have the following result in a Banach space.
Theorem 4. Let X be a Banach space, K a non-empty closed subset of X and ∂K the boundary of K . Let ∂K be non-empty and
let T : K → X and F : K ∩ T (K)→ X be two non-self-mappings satisfying the following conditions:
d(Fx, Fy) ≤ hmax
{
d(Tx, Ty)
2
, d(Tx, Fx), d(Ty, Fy),min{d(Tx, Fy), d(Ty, Fx)}, d(Tx, Fy)+ d(Ty, Fx)
q
}
, (26)
for all x, y in K , 0 < h < 1, q ≥ 1+ 2h and
(i) ∂K ⊆ TK ;
(ii) FK ∩ K ⊆ TK ;
(iii) Tx ∈ ∂K ⇒ Fx ⊆ K ;
(iv) K ∩ T (K) is complete.
Then there exists a coincidence point z in X. Moreover, if F and T are coincidentally commuting, then z is a unique common
fixed point of F and T .
Proof. It is easy to see that (26) implies that
d(Fx, Fy) ≤ h1max
{
d(Tx, Ty)
2
, d(Tx, Fx), d(Ty, Fy),min{d(Tx, Fy), d(Ty, Fx)}, d(Tx, Fy)+ d(Ty, Fx)
3
}
, (27)
where h1 = 3h/(1+ 2h). Taking in (4) ϕ(t) = h1t; 0 < h1 < 1, then we obtain (27). Therefore Theorem 4 is a special case
of Theorem 3. 
Remark 1. Theorems 3 and 4 generalize Theorem 2 of Imdad and Kumar [10], and therefore Theorem 1 of Rhoades [13] and
Theorem of Ćirić [3].
Remark 2. The following simple example shows that Theorem 3 is essentially more general than Theorem 1 in [13] and
Theorem 2 in [10].
Example. Let X be the set of real numbers with the usual metric, K = [0,+∞) and let T : K → X and F : K ∩ T (K)→ X
be two non-self-mappings defined by
Fx = x
2
2+ x2 ;
Tx = x2.
Define a governing function ϕ(t) by
ϕ(t) = t
1+ t for t ≥ 0.
Then for any x, y ∈ K ,
d(Fx, Fy) = 2|x
2 − y2|
4+ 2(x2 + y2)+ x2y2 ≤
|x2 − y2|
2+ |x2 − y2| =
|x2 − y2|/2
1+ |x2 − y2|/2 = ϕ
(
d(Tx, Ty)
2
)
.
Therefore F and T satisfy (4). Since ϕ(t) is continuous, non-decreasing and ϕ(t) < t for t > 0, all hypotheses in Theorem 3
are satisfied and F and T have a unique common fixed point z = 0.
To see that Theorem 2 of Imdad and Kumar [10] is not applicable, let h ∈ (0, 1) be any fixed number. Then for y = 0 and
any 0 < x <
√
(1− h)/hwe have
d(Fx, F0) = x
2
2+ x2 > h
1+ x2
2+ x2 x
2 = hmax
x22 , 1+ x22+ x2 x2, 0, x
2 + x2
2+x2
q

= hmax
{
d(Tx, T0)
2
, d(Tx, Fx), d(T0, F0),
d(Tx, F0)+ d(T0, Fx)
q
}
.
Therefore, the inequality (2) in Theorem 2 is not satisfied.
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3. Applications
To demonstrate an application of our results, we prove the following theorem.
Theorem 5. Let K be a non-empty subset of a normed space X and F and T be mappings of K into X satisfying
conditions (i)–(iii) of Theorem 4 and
d(Fx, Fy) ≤ max
{
d(Tx, Ty)
2
, d(Tx, Fx), d(Ty, Fy),min{d(Tx, Fy), d(Ty, Fx)}, d(Tx, Fy)+ d(Ty, Fx)
3
}
, (28)
for all x, y in K . Suppose that K is q-starshaped for some q ∈ K . Then F and T have a unique common fixed point in K , provided
one of the following conditions holds:
(i) K ∩ T (K) is compact and F and T are continuous,
(ii) X is complete, K ∩ T (K) is weakly compact, T is weakly continuous and I − F is demiclosed at 0,
(iii) X is complete, K ∩ T (K) is weakly compact, T is weakly continuous and F is completely continuous.
Proof. Let q ∈ K be such that
(1− λ)q+ λx ∈ K for all x ∈ Kand all λ ∈ (0, 1).
Define Fn : K → X by
Fnx = (1− kn)q+ knFx (29)
for all x ∈ K and a fixed sequence of real numbers kn(0 < kn < 1) converging to 1. It is easy to show that for each n ≥ 1, Fn
and T satisfy conditions (i)–(iii) of Theorem 4, (27) with h = kn.
(i) Since K ∩ T (K) is compact, we can apply Theorem 4 for Fn and T . Thus, for each n ≥ 1, there exists xn ∈ K such
that xn = Txn = Fnxn. The compactness of K ∩ T (K) implies that there exists a subsequence {xm} of {xn} such that
xm → z ∈ K as m → ∞. Then by the continuity of T , xm = Txm → Tz. Also by the continuity of F , Fxm → Fz. Since
km → 1, xm = Fmxm = (1− km)q+ kmFxm → Fz. Therefore, we proved that
Fz = z = Tz.
(ii) Since K ∩ T (K) is weakly compact and weak topology is Hausdorff, we conclude that K ∩ T (K) is weakly closed and so
strongly closed. Therefore, K ∩ T (K) is complete, as X is complete. By Theorem 4, for each n ≥ 1 there exists xn ∈ K
such that xn = Txn = Fnxn. Since {xn} ⊆ K ∩ T (K) and K ∩ T (K) is weakly compact, there exists a subsequence {xm} of
{xn} and y ∈ K such that xm → yweakly. From (29) we have
(I − F)xm = xm − Fxm
= xm − k−1m Fmxm − (1− km)q
= (1− k−1m )xm + (k−1m − 1)q.
Hence
‖(I − F)xm‖ ≤ (k−1m − 1)(‖xm‖ + ‖q‖). (30)
Since weakly convergent sequences are norm bounded and as k−1m → 1 as m → ∞, from (30) we conclude that
(I − F)xm → 0 ∈ K . Further, as xm → y ∈ K and (I − F) is demiclosed at 0, it follows that (I − F)y = 0. Hence Fy = y.
Since Txm = xm → y, weak continuity of T implies that y = Ty. Therefore we proved that
Fy = y = Ty.
(iii) As in (ii), we can find a subsequence {xm} of {xn} in K converging weakly to y ∈ K as m → ∞. Since F is completely
continuous, Fxm → Fy asm→∞. Since km → 1 and Fxm → Fy asm→∞, wehave xm = Fmxm = kmFxm+(1−km)q→
Fy asm→∞. Thus y = Fy. Since Txm = xm → y, weak continuity of T implies that y = Ty. Therefore, we proved that
Fz = z = Tz. 
Note that as another application, certain invariant approximation results for introduced class of mappings can be also
derived.
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