Introduction
It is now considered indisputable that variational inequalities and inclusions problems are among the most important mathematical problems. Such problems arise in many branches of science including economics and transportation equilibrium, physics, nonlinear programming, optimization and control, mechanics, engineering and many others, and thus, they have been examined in detail for many years, see [1-18, 20, 21, 23] . In the theory of variational inequalities and inclusions, the development of influential and enforceable iterative algorithms are of the greatest importance. In order to obtain solutions to the variational inequalities and inclusions, numerous iterative algorithms have been introduced by a wide audience of researchers, see [1, 2, 6-8, 10-14, 16-18, 20, 21] and the references therein.
In [20] , a class of H-monotone operators and a one-step iterative algorithm are introduced. It was shown in [20] that this one-step iterative algorithm strongly converges to the solution of variational inclusions for H-monotone and Lipschitzian continuous operators. Two years later, Zeng et al. [10] generalized the result in [20] via introducing a two-step iterative algorithm in order to solve the same problem of variational inclusion.
In 2007, Huang and Noor [23] showed that there is an equivalence among convergence of some iterative algorithms including those defined in [20] and [10] . They also showed that, in solving the same problem considered in [20] and [10] , the iterative algorithm of [20] converges at a rate faster than the iterative algorithm of [10] does. In the same paper, they addressed the following question:
Open Question (Huang and Noor [23] ). In order for solving the variational inclusion problem studied by [20] and [10] , can one construct a better algorithm which converges by a more efficient convergence rate than the algorithm of [20] ?
In this paper, we introduce a new iterative algorithm which can be used to approximate the solution of variational inclusions for H-monotone and Lipschitzian continuous operators. Furthermore, as an affirmative answer to the above open question, it will be shown that the iterative algorithm in question is equivalent and faster than those introduced in [20] and [10] .
As a background to our exposition, we now recapitulate some definitions and known results in the existing literature.
We will denote the set of all positive integers including zero by N and the set of all nonnegative real numbers by R + ∪ {0} over the course of this paper. Let H be a Hilbert space, H : H → H, ·, · be the inner product, · be the norm. 2 H stands for family of all nonempty subsets of H.
(ii) strictly monotone if T is monotone and 
(ii) strongly monotone if there exists some constant η > 0 such that
(iii) maximal monotone if M is monotone and (I + λM) (H) = H holds for all λ > 0, where I denotes the identity mapping on H; (iv) maximal strongly monotone if M is strongly monotone and (I + λM) (H) = H holds for all λ > 0. 
Now let us consider the following general variational inclusion problem which is discussed earlier in [20] and [10] : find u ∈ H, such that
where A and H : H → H are two single-valued operator and M : H →2 H is a multivalued-operator.
The following iterative algorithms in [20] and [10] are used to solve (10), respectively.
Algorithm FH (See [20] ). The iterative sequence {u n } ⊂ Hdefined by
Algorithm ZGY (See [10] ) The iterative sequence {q n } ⊂ H defined by (11) and (12) 
then the following properties hold: (i) If we define
where κ satisfies (13); (ii) x * ∈ H is a unique solution to the problem (10) ; (iii) {u n } converges strongly to x * ∈ H; (iv) An iterative sequence {ν n } defined by
, for all n ∈ N. converges strongly to x * ∈ H; (v) {q n } converges strongly to x * ∈ H.
For brevity's sake, the term converges hereinafter refers to converges strongly. The following lemma states the equivalence of convergences for the iterative algorithms given in [20] and [10] . [23] ) Let H, M, A, κ and x * be as in Lemma 2 and let {u n }, {q n }, {ν n } be the iterative sequences defined by (11) , (12) and (16) (i) {u n } converges to x * ∈ H; (ii) {q n } converges to x * ∈ H; (iii) {ν n } converges to x * ∈ H.
Lemma 3. (See
Inspired by the performance and achievements of the above-mentioned iterative algorithms, we now introduce our new iterative algorithm as follows:
Algorithm The iterative sequence {s n } ⊂ H defined by
where µ n is real sequence in [0, 1] satisfying certain control conditions.
The following definitions and lemma will be very useful in obtaining the main results of this paper. [19] ) Suppose that for two sequences {x n } ∞ n=0 and {y n } ∞ n=0 both converging to the same point p, the following error predictions are available: (18) x n − p ≤ α n for all n ∈ N, 
Definition 4. (See
where ǫ n ∈ (0, 1), for all n ≥ n 0 , ∞ n=1 ǫ n = ∞, and ρ n = o (ǫ n ). Then lim n→∞ σ n = 0. 
Main Results
Then the iterative sequence {s n } defined by (17) Proof. Existence and uniqueness of x * come from ( [10] , Theorem 3.1). For completion of the proof it just will be shown that the sequence {s n } converges to x * .
Utilizing (9), (14), and (17), we obtain
It follows from the assumptions that
Using again (9), (14), and (1.17), we have
where κ = 1 γ+λη √ τ 2 − 2λr + λ 2 s 2 < 1. Combining (23), (25), and (26)
It is well-known from the classical analysis that 1 − a ≤ e −a for all a ∈ [0, 1]. Hence, (28) becomes
It follows from the assumption
Theorem 2. Let H, M, A, κ
, and x * be defined as in Theorem 1. Let {q n }, {s n } be two iterative sequence generated by (12) and (17) , respectively, with real sequences
(ii) {s n } converges to x * ∈ H.
Proof. We will prove (i)⇒(ii), that is, if {q n } converges to x * , then {s n } does too. It derives from (12), (14), (15), and (17) that
Combining (30), (31), and (32) and using the fact κ ∈ (0, 1) that
Then (33) becomes
As lim n→∞ q n − x * = 0, ρ n = o (ǫ n ). Also, since ξ n , µ n ∈ [0, 1] for all n ∈ N and κ ∈ (0, 1), we have
it thus follows from the comparison test for infinite series that
Hence, an application of Lemma 2 to (2.13) yields lim n→∞ σ n = lim n→∞ q n − s n = 0. Since lim n→∞ q n − x * = 0 and
we have lim n→∞ s n − x * = 0. Next we will prove (ii)⇒(i), that is, if s n → x * as n → ∞, then q n → x * as n → ∞.
Utilizing (12) , (14) , (15) , and (17), we have Corollary 2. Let H, M, A, κ and x * be as in Theorem 1 and let {u n }, {q n }, {ν n }, {s n } be the iterative sequences defined by (11) , (12) , (16) and (17) (i) {u n } converges to x * ∈ H; (ii) {q n } converges to x * ∈ H; (iii) {ν n } converges to x * ∈ H; (iv) {s n } converges to x * ∈ H.
Now we are in a position to give the following result which is of great importance both theoretical and numerical aspects. 
, for all n ∈ N and for some µ > 0. For given u 0 = s 0 ∈ H, consider the iterative sequences {u n } and {s n } defined by (11) and (17) , respectively. Then {s n } converges to x * at a rate faster than {u n } does.
Proof. The following inequality was obtained in ( [23] It follows from assumption (ii) that
Denote that
Since lim n→∞ κ n = 0, lim n→∞ α n = 0 and lim n→∞ θ n = 0, that is, both the sequences {α n } and {θ n } converges to zero as assumed in Definition 4. Having regard to part (i) of Definition 5, we conclude that {α n } converges faster than {θ n } which implies that {s n } converges faster than {u n }.
