Abstract. Let S denote the set of functions /(z) analytic and univalent in \z\ < 1, normalized byf(0) = 0 and/'(0) = 1. A function/is a support point of S if there exists a continuous linear functional L, nonconstant on S, for which/maximizes Re L(g), g e S. The support points corresponding to the point-evaluation functionals are determined explicitly and are shown to also be extreme points of S. New geometric properties of their omitted arcs T are found. In particular, it is shown that for each such support point T lies entirely in a certain half-strip, I" has monotonie argument, and the angle between radius and tangent vectors increases from zero at infinity to a finite maximum value at the tip of the arc I*. Numerical calculations appear to indicate that the known bound tt/4 for the angle between radius and tangent vectors is actually best possible.
Let H(D) denote the space of functions analytic in the unit disk D. Let S be the subset of H(D) of functions univalent in D and normalized by the conditions/(0) = 0 and/'(0) = 1. With the topology of uniform convergence on compact subsets of D, H(D) is a locally convex space and S a compact subset. By the Krein-Milman theorem, S is contained in the closed convex hull of its extreme points [4] . Hence the study of linear functionals on S reduces to their study on the extreme points on S. It is therefore an important problem to characterize these extreme points. However, very little is known in this direction. Recently, Brickman [1] used an elementary argument which showed that the extreme points of S map the unit disk onto the complement of a single arc tending to infinity with increasing modulus.
We call / e S a support point of S if there exists a continuous linear functional L on H(D), not constant on S, for which/ maximizes Re L(g), g G S. It is known ( [3] , [7] , [8] ) that each support point of S maps the disk onto the complement of a single analytic arc T with increasing modulus and asymptotic direction at infinity. Furthermore, T has the property that the angle between radius and tangent vectors never exceeds it/4.
It is not known whether each extreme point is a support point, or whether each support point is an extreme point for the class S. However, it is known [2] that the Koebe function and its rotations belong to both families but do not exhaust either. The purpose of the present paper is to study some other examples and to describe their omitted arcs geometrically. The results may suggest some general properties of support points or extreme points. Specifically, we study the support points of S corresponding to pointevaluation functionals: L(g) = g(z0), z0 e D, za¥= 0. These support points turn out also to be extreme points. It was previously known [10] that for z0 off a certain segment of the real axis, these support points do not include any rotation of the Koebe function. We show that the omitted arc T of each such support point lies in a certain half-strip, has monotonie argument and has an angle between radius and tangent vectors which increases from zero at infinity to a maximum value at the finite tip of the omitted arc. Also, numerical calculations indicate that the bound it/4 is best possible: for a certain point z0 on the negative real axis, the angle at the tip of the arc approximates ir/4 to five decimal places.
Our main tool in this investigation is Schiffer's method of boundary variation. In principle, the maximum of Reg(z0) can be determined by appealing to Grunsky's result that the region of values of log(g(z¿)/z¿) is a certain closed circular disk [5] . This approach is rather uninformative since the extremal functions are not identified. Our approach will lead to explicit formulas for the extremal functions.
1. The Schiffer differential equation. Let / e S be a support point for L(g) = g(z0). Without loss of generality, we may assume that Im{z0} > 0, since the function/defined by f(z) =f(z) is a support point for L(g) = g(z<¡).
Let T = C -f(D) be the arc omitted by /. Following Schiffer [9] , we construct a family of neighboring functions/* e S as follows:
where w0 e T and A, = 0(r2) as r tends to zero. Letting B = f(z¿) and using the extremality of/, we get RefVK) + 0(1*)} < 0, where s(w) = B2/w2(B -w). By Schiffer's fundamental lemma [9] we conclude that T is an analytic arc satisfying If we parameterize T by w(t) = f(e"), then (1) becomes
For \z\ < 1, let F(z) denote the left-hand side of (2). Clearly, F(z) is analytic for \z\ < 1 except for a simple pole at z0, and F(z) has a zero of order two at a point e'a corresponding to the finite tip of the arc, wheref'(e'a) = 0. By (2), F(z) > 0 on \z\ = 1. Hence we may apply the Schwarz reflection principle to conclude that F(z) is actually a rational function of the form
where A is a constant. If e'e ^ e,a, we conclude from the representation (3)
\e" -z0\
This yields Ae"1 < 0. If we now equate the two representations (2) and (3) for F(z) and let z tend to zero, we get that Ae'a = z0Be~'a. Hence,
Equating the two representations again and using (4), we obtain zf'(z)
In general the Schiffer differential equation is difficult to integrate and may involve several unknown parameters. However, (5) may be integrated to obtain a closed form expression for f(z) and the unknown parameter can be determined. After a straightforward calculation we find that
where
and e = \B\/B. Hence we have determined the support point in terms of z0 and B = f(z0).
Adding -log z to both sides of (7) and letting z tend to zero, we get
.osf-M.-^ifm^).
Letting B = |5|e/9° and taking the real part of (9) gives an expression for \B\ and the imaginary part of (9) may be written as
where R -log((l + r)/(l -r)). Thus, the maximum of Re g(z¿), g e S, is given by
where 0O -arg/(zo). Equation (10) has the form Ä sin 0O = arg z0 -0", where Ä = log((l + r)/(l -r)). If 0 < arg z0 < n, this equation has a unique solution 0O, 0 < 0O < it. If arg z0 = 0, then 0O = 0 is the only solution.
If arg z0 = a-, then 0O -it is the unique solution if 0 < R < 1 ; while if it > 1 there are two solutions, one being 0O = it. In this last case 60 = w is an extraneous solution, since it gives a value of B with smaller real part. Thus 0O = it is the unique solution if and only if (1 -e)/(\ + e) < z0 < 0. In view of (11) there is a unique extremal function which is not the Koebe funtion or a rotation. Indeed, if z0 g [(1 -e)/(\ + e), 1) and if f(z) = z/(l -xzf, \x\ = 1, were to maximize Re g(z0), then it would follow from (2) that arg B2 = arg(B -/(<>*)) for e'e ¥=■ eM, which would imply Im B = 0. Because of the uniqueness, (8) actually defines an extreme point of S, by the Krein-Milman theorem.
2. Geometric properties of the omitted arc Let/ G S be a support point for L(g) = g(z0). We continue to assume that Im z0 > 0. We have observed that Let the omitted arc T = C -f(D) be parameterized by w = w(/) for 0 < t < T < oo, w'(t) ¥= 0 and w0 = w(0) is the finite tip of the arc. Let ©(/) = arg w(t) and let A(t) = aig(w(t)/w'(t)), for 0 < t < T, be the angle between the radius and tangent vectors. As above, we let B = /(zq) with 0O = arg B lying in (0, it). We shall prove the following theorems. Before embarking upon the proofs of these theorems, we first derive an explicit formula for w(t) as a certain logarithmic spiral composed with the Koebe function. The parameterization w = w(t) may be chosen so that (1) becomes where we have chosen the branch of VB for which arg VU = 0o/2. If we integrate this equation we obtain after a calculation
where ,(0_^/V* e,Vl-w«/*-l
Vi -v* +i and k(z) = z/(l -z)2 is the usual Koebe function. Hence T is the image under the Koebe function of part of a logarithmic spiral which we will call y. We must investigate y more closely. Since T is unbounded we see that s(T) = 1. We may therefore rewrite (14) in the form s(t) = r^e**0, where
and
Observe first that since Vfi lies in the first quadrant that r(t) increases to 1 and i}/(t) decreases to 0. Secondly, the following lemma shows that y does not wind around the origin. Lemma 1. // ip(t) is defined by (16) and 0 < 0O < it then 0 < $(t) < it for 0 < t <T. Hence Im{j(/)} > 0/or 0 < t < T.
The proof of this lemma depends on two preliminary technical lemmas:
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use We show first that Lemma 1 may be deduced from Lemmas 2 and 3. The proofs of Lemmas 2 and 3 follow afterwards.
Proof of Lemma 1. This proof is separated into two cases. Case 1. tr/2 < 0o <it. Assume there exists a tx with 0 < tx < T satisfyinĝ (/,) = it. Then from (15) and (16), s(tx) = -x for some 0 < x < 1, Now since w(t) = -4Bk(s(t)), taking the logarithmic derivative and using (14) we get w'(t) _ 1 + s(t) 1 w(t)
-s(t) VB '
Since ir/2 <0O <ir, we can conclude that «-{mJHm'M1,} <0. Indeed, if \c\ < ¿-»«»«Co/*), ^^ sj^g h>0 = -4Bk(c), we get )h>0| = 4\B\ \k(c)\ < 4\B\k(\c\) < 4|5|/fc(e-,rco,<<'°/2>).
In view of Lemma 3 we see that | w0[ <¿ and this contradicts the Koebê -theorem [10] . Hence (17) holds. From (15) we see that \c\ = exp{Re(-T/Vb )} and from (17) we may conclude that Re(T/VI ) • tan(0o/2) < it. Now using the identity that Im(-T/VB ) = Re(T/VB ) • tan(0o/2) we get
<V, f or 0 < t < T. The proof of the lemma is complete.
Proof of Lemma 2. Note that for 0 < 0 < ir/2, the following inequality Now g" is decreasing and we see that for it/4 < 0 < ir/2,
*"<»>< *"(Í)-^(t-8)<°-
Hence g' is also decreasing in this interval so that g'(0)>g'(ir/2) = iT-3>O. This shows that g is increasing for it/4 < 0 < ir/2 and that *(#)<*(f)-4-f <a
The proof of the lemma is complete.
Proof of Lemma 3. Recall that if z0 = re"a, 0 < r < 1, 0<x0<7r then from (9) we have r /l + ry*55'» where 0O + Ä sin 0O = x0 and R = log((l + r)/(l -r)). A brief calculation shows that 4|5|jfc(e~!rcot('°/2)) = eRaxe<ieR -e_A)A:(e",rcot(<'«/2)).
Now since k(e-"c°«''<>/2y) < 1.093e~'rcot(i'°/2), the lemma will follow if we
show that exp[* cos 0O -ir cot(0o/2)](eÄ -e-*)(1.093) <¿.
For a fixed value of 0O, 0 < 0O < ir/2, the left-hand side of (19) is maximal when R is maximal. Now since 0O + R sin 0O = x0 and 0 < jc0 < tt, the left-hand side is maximal precisely when R = (it -0o)/sin 0O. Thus, inequality (19) will follow if we show that, for any 0, 0 < 0 < tt/2, 
Hence, G(0) < G(ir/2) <\ for 0 < 0 < it/2. The proof of the lemma is complete.
We observed from (15) that r(t) is increasing with l and hence we may introduce r as the independent variable and express y by the equation
where 0 < r0 < r < 1 and 0 < \¡/ < \¡/0 < it with c = r0e*''°. An easy calculation shows that, for 0 < t < T,
Lemma 4. Fix a, 0 < a < oo, and let p = e */a. Let r and x satisfy the equation raex = 1, where 0 < o < r < 1 o«i/ 0 < x < w. 77ien 2r sin x < a(l -r2).
Equality occurs if and only if r = 1.
Proof. Since r = e~*/a we see that 2r sin x -a(\ -r2) = 2<r*/a$(x), where i>(x) = sin x -a sinh(x/a). Clearly $(0) = 0 and <b'(x) < 0 for 0 < x < it. Hence $(x) < 0 for 0 < x < it. The proof of the lemma is complete. Proof of Theorem 1. We remarked previously that A(r) = a(r(t)) where a(r) = 0o/2 -tan-1 g(r), with g(r) = (2r/(l -r2))sin \¡/ and r and *¡s are related by (21). With x = x¡/ and a = tan(0o/2), we conclude from Lemma 4 that g(r) < tan(0o/2), p < r0 < r < 1. Hence a(r) > 0 for p < r0 < r < 1. It remains to show that g(r) is an increasing function. A calculation shows that g'(r) = pH(r), where 1 + r2 tan(0o/2) H(r) = and \ -r2 tan $ sin ^ > 0, ' 1-r2 with r and t/< related by (21).
We find by rHôpital's rule that H(r) tends to zero as r tends to 1. Another application of Lemma 4 shows that /i"(r) < 0> so ^(r) > 0 for p < r0 < r < 1. Hence g'(r) > 0, £md g(r) is increasing. This proves that a(r) is decreasing; hence A(t) is decreasing. Proof of Theorem 2. Combining the previous theorem with the 77/4-property, we get 0 < A(t) < it/4 for 0 < t < T. This implies that 0'(t) = lm(w'(t)/w(t)) < 0 for 0 < / < T. Hence 0(t) is decreasing. We have already observed that Im s(t) > 0. Since the Koebe function preserves the upper half-plane, we can conclude from (13) that lm(Bw(t)) < 0. In particular, T lies in a half-plane and does not wind around the origin. Thus, each ray from the origin intersects T at most once.
Proof of Theorem 3. Brickman and Wilken [3] have shown that T is asymptotic to a fixed line at infinity given by d_x/t + dç, 0 < t < 8, where d_x = -4L(f2) and a\, = L(f3)/3L(f2). For our point-evaluation functional, the asymptotic line / is given by /: -tB2 + B/3, 4/8 < t < oo. By the vr/4-property, |.<4(f)| < w/4 for 0 < t < T. In view of (12) we see that |arg 1P-(B -w(t))\ < it/2. Geometrically this says that T lies in the half-plane bounded by the line through the points B and B2 cos 0O/\B\, containing the line /.
Using Theorem 1 we may conclude further that -it/2 < arg ^(B -w(t)) < 0, which says that T lies in the quarter-plane which contains /. If T crosses the line /': -2?V, 0 < t' < oo, then, in view of Theorem 2, T cannot approach the line / and a contradiction arises. Hence T must he in the indicated half-strip. Finally, we can make an interesting remark related to recent work of Kirwan and Pell [6] . They showed that the second coefficient of a support point of S always has modulus \a2\ > V2 . In an effort to see whether V2 is best possible, they found that for a certain z0 in the interval -1 < z0 < 0, Re g(z0) is maximized by a function with 1.77 < \a2\ < 1.774. Comparing the coefficient of z on both sides of equation (5), we find a ~l , <1 + r2> i i*i : 2 2B 2z0 B z0°O
ur numerical computations indicate that \a2\ is minimal when z0 is real and negative, but we have been unable to find a proof. For z0 = -0.75 we find \a2\ = 1.7737 • • • , a result similar to that of Kirwan and Pell.
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