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Program dela
Z globalno finančno krizo se je javila potreba po boljšem razumevanju kreditnega
tveganja v bančnem sektorju, ki je ključnega pomena ne le za nemoteno poslovanje
znotraj banke, temveč tudi za oblikovanje trga.
V magistrskem delu obravnavajte problem modeliranja verjetnosti neplačila za
poljubno izbran kreditni segment. Na podlagi bodisi zgodovinskih bodisi simuliranih
podatkov predstavite učinkovitost izbranih modelov.
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Schonbucher, P. J. (2000): Factor models for portfolio credit risk. Department of
Statistics, Bonn University.
Ljubljana, 2017
prof. dr. Tomaž Košir
Povzetek
Modeliranje tveganja je za finančne institucije izjemnega pomena, saj imajo močno
spodbudo, da se morajo zaščititi pred neizpolnitvijo obveznosti in obenem zadostiti
številnim regulatornim zahtevam. Za boljše razumevanje tematike smo v uvodu pov-
zeli tržno, operativno in kreditno tveganje, s poudarkom na slednjem. To delo se
osredotoča na raziskavo verjetnosti neplačila v maloprodajnem bančnem sektorju z
uporabo več matematičnih pristopov: statističnih modelov, verjetnostnih modelov,
Bayesove statistike, strojnega učenja in klasifikacijske analize. Natančneje smo iz-
brali modele z različnim matematičnim ozadjem, ki so se najbolj prilagajali realnim
podatkom: Mertonov model, linearna in kvadratna diskriminacijska analiza, metoda
pomožnih vektorskih klasifikatorjev (SVM) in metoda markovskih verig. Zaključili
smo z empirično analizo, kjer smo pod privzetkom začetnih predpostavk preizkusili
vsak model in izvedli temeljito analizo, razpravljali o prednostih in slabostih ter
predlagali potencialne izboljšave.
Math. Subj. Class (2015): 60J05, 62J99, 68Q87, 68T20, 90-04.
Ključne besede: analiza kreditnega tveganja, diskriminantna analiza, verjetnost
neplačila, Mertonov model, metoda pomožnih vektorjev, markovska veriga, klasifi-
kacija.
Abstract
Modelling of risk is of paramount importance for financial institutions, as they have
strong incentive to be protected against default events and are required to comply
with numerous regulations. For better understanding we introduce a global overview
across market, operational and credit risk with putting a focus on former one. This
paper makes an attempt to investigate probability of default in retail banking sector
using several mathematical approaches: statistical models, probabilistic models,
bayesian statistics, machine learning and classification analysis. More specifically, we
selected models from various different domains which are tailored to best model real
world data: Merton model, Linear and Quadratic Discriminant Analysis, Support
Vector Machines (SVMs) and Markov Chains. We will conclude with an empirical
analysis to test each model under certain initial assumptions and conduct a thorough
evaluation, discussing advantages and disadvantages of each model and suggesting
potential improvements.
Math. Subj. Class (2015): 60J05, 62J99, 68Q87, 68T20, 90-04.
Keywords: Credit risk analysis, Discriminant analysis, Probability of default, Mer-
ton’s model, Support vector machine, Markov chain, Classification.

Poglavje 1
Upravljanje z bančnim tveganjem
1.1 Uvod
Največji bančni propadi in posledična nihanja na finančnih trgih so izterjala skupno
potrebo po razumevanju tveganja. V zgodnjih 90-tih letih je prvo intenzivno trgo-
vanje z izvedenimi finančnimi instrumenti imelo za posledico nestanovitnost dobička
in značilne izgube, kar se je s časom stopnjevalo do kolapsa Lehmans Brothers hol-
dinga ter izbruha globalne finančne krize. Vse večje motnje v bančništvu imajo en
skupen faktor v preseku-slabo upravljanje s finančnim tveganjem.
Zavedanje pomembnosti upravljanja s tveganji sega že v leto 1974, ko je bil usta-
novljen Baselski odbor za bančni nadzor (angl. Basel Committee on Banking Su-
pervision – BCBS, v nadaljevanju BSBC) kot odbor za bančne uredbe in nadzorne
prakse s strani guvernerjev centralnih bank skupine desetih najrazvitejših držav,
imenovanih G-10 1, in dveh drugih držav 2. Ustanovljen je bil predvsem s primar-
nim namenom odpravljanja posledic nihanj na mednarodnih bančnih trgih v tistem
obdobju, ki jih je povzročil propad nemške banke Herstatt Bank.
Intenzivne analize nenadnih sprememb v vrednosti in kakovosti bančnih sredstev
so imele za posledico strmenje h konstantnim izboljšavam bančnih standardov. Pri
tem je bistvenega pomena razumevanje, da se narava pristopa bančne regulative
razlikuje pred in po globalni krizi. Pred krizo je glavni poudarek na eliminaciji tve-
ganja, medtem ko je po krizi prišlo do spoznanja, da, bolj kot na zmanjševanje, se
je potrebno osredotočiti na identificiranje vseh potencialnih izvorov tveganja in jih
optimalno obvladovati.
Danes BSBC oblikuje in podaja smernice za nadzorovanje treh osnovnih tipov tve-
ganja, in sicer:
1Države G-10: Belgija, Francija, Italija, Japonska, Kanada, Nemčija, Nizozemska, Švedska,
Združene države Amerike in Združeno kraljestvo Velike Britanije in Severne Irske
2Luksemburg in Švica.
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- tržnega tveganja,
- operativnega tveganja,
- kreditnega tveganja.
Kljub temu da so iz različnih naslovov, imajo skupno ciljno spremenljivko-pričakovano
izgubo. V nadaljevanju bomo tveganje kvantitativno obravnavali kot odklon od pri-
čakovane vrednosti zaradi gibanja finančnih spremenljivk.
1.1.1 Tržno tveganje
Tržno tveganje je del finančnega tveganja, ki se nanaša na negotovost, da se bo
vrednost določenega finančnega sredstva, naložbe ali celotnega portfelja spremenila
zaradi neugodnih sprememb v tržnih razmerah. Drugače povedano, predstavlja tve-
ganje nastanka izgube zaradi gibanj in volatilnosti tržnih dejavnikov kot so devizni
tečaj, obrestne mere, cene osnovnih sredstev itd. Skratka, lahko rečemo, da je tržno
tveganje obseg izpostavljenosti spremembam tržnih vrednosti. Banka se izpostavi
tržnemu tveganju, ko izvaja vlogo vzdrževalca trga, trguje ali pa zavzema pozicije v
obveznicah, delnicah, tujih valutah, blagu ali izvedenih finančnih instrumentih.
Večina modelov za merjenje izpostavljenosti tržnemu tveganju, usmerjenega v pri-
hodnost, sloni na ocenjevanju največje potencialne izgube pri normalnih tržnih raz-
merah oziroma meri ekonomski kapital, potreben za kritje najmanjše pričakovane
izgube v neugodnih tržnih razmerah, VaR (angl. Value at Risk).
1.1.2 Operativno tveganje
Operativno tveganje je tveganje nastanka izgube na nivoju bančnega poslovanja
zaradi pomanjkljivega ali nepravilnega izvajanja notranjih procesov, neustreznih
ravnanj zaposlenih, ki se ocenjujejo kot posledica človeških napak, nezadostnega
znanja ali organiziranih prevar. V operativno tveganje uvrščamo tudi informacijsko-
tehnološko tveganje, ki je tveganje izgube kot posledica neustreznih internih informa-
cijskih sistemov, infrastruktur in tehnologij, predvsem z vidika varnosti, dostopov,
obvladljivosti ter nadzora.
Metode za merjenje in modeliranje operativnega tveganja sodijo med najbolj zah-
tevne, saj je izjemno težko identificirati in kvantificirati potencialen izvor in vpliv
škodnih dogodkov. Procesi v bankah postajajo čedalje bolj kompleksni in poleg no-
tranjih je treba upoštevati tudi zunanje izvajalce. Večina modelov iz tega naslova
temelji na idejah prevzetih iz aktuarstva. Splošno znan je kolektivni model tveganja.
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1.1.3 Kreditno tveganje
Kreditno tveganje predstavlja tveganje izgube zaradi neizpolnitve finančnih ali po-
godbenih obveznosti dolžnika do upnika. V bankah je prisotno na vseh področjih
bančnega poslovanja, in sicer tako na bilančnih (angl. onbalance) kot tudi na zu-
najbilančnih (angl. offbalance) postavkah.
Potrebno se je zavedati, da je razumevanje in merjenje kreditnega tveganja na ravni
portfelja relativno nov pojav v bančni industriji. Portfeljski pristop temelji na aktiv-
nem upravljanju s portfeljem naložb in omogoča, da se portifelj kreditov diverzificira
po različnih tipih komitentov na tak način, da minimizira kreditno tveganje. Raz-
iskavo in razvoj modelov iz naslova kreditnega tveganja dodatno ovira dejstvo, da
imajo banke nepopolne ali aproksimirane podatke, saj se nikoli prej niso srečale s
potrebami po tovrstnih evidencah.
Kljub temu da je pristopov za ocenjevanje kreditnega tveganja zelo veliko, vsi slonijo
na ocenjevanju pričakovane izgube (angl. Expected Loss), ki je sestavljena iz treh
ključnih komponent:
- Tvegane izpostavljenosti (angl. Exposure at Default, v nadaljevanju tudi EAD),
ki obsega pričakovano vrednost tveganja izgube kot posledico nihanj tržne vre-
dnosti terjatve,
- Verjetnosti neplačila (angl. Probability of default, v nadaljevanju tudi PD),
ki predstavlja verjetnost prehoda iz stanja plačljivosti (angl. performing) v
stanje neplačljivosti (angl. nonperforming)
- Stopnje neplačila (angl. Loss Given Default, v nadaljevanju tudi LGD) ozi-
roma deleža celotne terjatve, ki ne bom vrnjen upniku (banki), če dolžnik zaide
v stanje neplačila.
V nadaljevanju se bomo osredotočili le na maloprodajni segment (angl. retail), saj
se v tem segmentu parametri tveganja najbolj nazorno izražajo v pričakovani izgubi:
EL = EAD × PD × LGD.
Bolj natančno glavni poudarek bo na razumevanju, analizi in obdelavi modelov za
PD v maloprodajnem segmentu, kajti poleg razumevanja logike, je izrazitega po-
mena tudi z aspekta bančne regulative. Namreč, ne glede na kategorizacijo banke
in skladno s tem predpisanim regulativnim pristopom, je modeliranje PD malopro-
dajnega segmenta obvezno. V evoluciji PD modelov poznamo tri pristope: standa-
rizirani, osnovni IRB (FIRB- angl. Fundational Internal-ratings based) in napredni
IRB (AIRB- angl. Advanced Internal-ratings based) pristop.
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Standardizirani je najenostavnejši izmed pristopov in je znan po nepopolni prila-
gojenosti dejanskemu tveganju bank. Terjatve so uvrščene v že predpisane razrede
tveganosti (angl. risk bucket) in je skladno s tem določena utež, ki obsega skupno
oceno tveganja z vključeno verjetnostjo neplačila. Bolj zapleteni pristop k merjenju
kreditnega tveganja je osnovni IRB pristop. Za razliko od standardiziranega teme-
lji na lastnem in ne prevzetem modelu internih kreditnih ocen oziroma razvrščanja
bančnih komitentov. V skladu z regulativo banke morajo svoje izpostavljenosti raz-
vrstiti v minimalno osem skupin in uporabljati regulatorno predpisane metode za
izračun pričakovanih izgub ter kapitalskih zahtev. Najbolj kompleksen je napredni
IRB pristop. Od osnovnega se razlikuje v tem, da zahteva vsaj enajst razredov tve-
ganosti in interen razvoj modelov za ocenjevanje parametrov tveganja.
Kot smo že omenili, je verjetnost neplačila posredno ali neposredno vključena v vseh
treh pristopih.
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Modeliranje verjetnosti neplačila
Osnova vseh modelov za ocenjevanje verjetnosti neplačila je definicija dogodka ne-
plačila. Vsaka banka je dolžna definirati, kaj je glavni sprožilec za prehod v stanje
neplačljivosti. Nekatere menijo, da je ključnega vpliva čas oziroma, če dnevi za-
mude presegajo 90 dni (angl. Days Past Due - DPD), medtem ko druge dajo večji
pomen materialnemu pragu. Glede na bančni kriterij, je bančnemu komitentu bo-
disi na nivoju pogodbe bodisi na nivoju skupne izpostavljenosti predpisana binarna
spremenljivka⎧⎪⎨⎪⎩ 0, če ne izpolnjuje kriterij(e) dogodka neplačljivosti1, če izpolnjuje vsaj en kriterij dogodka neplačljivosti.
Njena pričakovana vrednost predstavlja verjetnost neplačila.
Ogledali si bomo nekaj trenutno najbolj aktualnih modelov. Zelo je težko začrtati
mejo med tradicionalnimi in novimi modeli, ker so v ’novih’ uporabljene mnoge
izmed dobrih idej tradicionalnih modelov.
2.1 Mertonov enofaktorski model
Mertonov enofaktorski model je osnova za ocenjevanje porazdelitvene funkcije sto-
penj neplačljivost.
Stanje neplačljivosti sproži sprememba v vrednosti osnovnega sredstva. Naj bo vre-
dnost osnovnega sredstva n-tega dolžnika v času t podana s spremenljivko Vn(t).
Dolžnik zapade v stanje neplačljivosti, če vrednost osnovnega sredstva pade pod
materialnim pragom Kn. Naj poudarimo, da opazujemo zgolj dolžnike znotraj is-
tega razreda tveganosti.
Vrednost osnovnega sredstva izhaja iz normalno porazdeljene, vsem dolžnikom sku-
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pne, komponente ter lastnega, normalno porazdeljenega popravka. Ker imamo
opravka z normalnimi porazdelitvami, ki se lahko vedno standarizirajo, v izogib
komplikacijam bomo brez škode za splošnost predpostavili, da je začetna vrednosti
osnovnega sredstva Vn(0) := 0. Torej lahko zapišemo
Vn(t) =
√
ρY +
√
1− ρεn, ∀n ≤ N, t ≤ T
Y ∼ N(0, 1),
εn ∼ N(0, 1)
Y⊥εi ∀i, εi⊥εj za i ̸= j
(2.1)
Upoštevajoč, da je vsota neodvisnih normalno porazdeljenih slučajnih spremenljivk,
slučajna spremenljivka z normalno porazdelitvijo, dobimo
E(Vn(t)) =
√
ρE(Y ) +
√
1− ρE(εn) = 0, (2.2a)
Var(Vn(t)) = ρVar(Y ) + (1− ρ)Var(εn) = 1, (2.2b)
Vn(t) ∼ N(0, 1), ∀n ≤ N, t ≤ T. (2.2c)
Velja tudi
Cov(Vi(t), Vj(t)) = ρVar(Y ) +
√
ρ(1− ρ)Cov(Y, εi)
+
√
ρ(1− ρ)Cov(Y, εj) + (1− ρ)Cov(εi, εj)
= ρ
(2.3)
Posledično je
V(t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
V1(t)
V2(t)
...
Vk(t)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, V(t) ∼ N(0,Σ), kjer je Σ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 ρ . . . ρ
ρ
. . . ρ
...
... ρ . . . ρ
ρ . . . ρ 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Potemtakem za poljubna dva dolžnika znotraj istega razreda tveganja velja, da je
korelacija med vrednostma njunih sredstev podana s koeficientom korelacije ρ ∈
[0, 1].
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Naj bo p(y) verjetnost neplačila pri pogoju Y = y, potem je
p(y) = P[Vn(t) ≤ Kn|Y = y]
= P
[√
ρY +
√
1− ρεn ≤ Kn
⏐⏐⏐Y = y]
= P
[
εn ≤
Kn −√ρY√
1− ρ
⏐⏐⏐⏐Y = y]
= N
(
Kn −√ρy√
1− ρ
)
(2.4)
Vpeljimo novo spremenljivko za identifikacijo stanja neplačila Xn := χ{Vn(t)≤Kn}.
Njena pričakovana vrednost je verjetnost neplačila pd in je porazdeljena Ber(pd)
oziroma Bin(1, pd).
Opomba 2.1.0.1. V nadaljevanju bomo prevzeli, da je prag materialnosti znotraj
istega razreda tveganja enoličen. Torej je Kn = K, ∀n.
Izrek 2.1.0.2. (Šibki zakon velikih števil): Naj bo X1, X2, . . . , Xn zaporedje neod-
visnih enako porazdeljenih slučajnih spremenljivk in je E(Xi) = µ ter E|Xi|< ∞.
Potem za vsoto
Sn = X1 +X2 + . . .+Xn (2.5)
velja
lim
n→∞
P
[
|Sn
n
− µ|≥ δ
]
= 0 (2.6)
za vsak δ > 0.
Dokaz: Označimo karakteristično funkcijo spremenljivke Xi s ϕ(t). Potem je
karakteristična funkcija spremenljivke Sn
n
enaka ψ(t) =
[
ϕ( t
n
)
]n. Obstoj prvega
momenta nam zagotavlja, da je ϕ(t) odvedljiva v okolici točke 0 in je odvod enak
iµ. Upoštevajoč razvoj v Taylorjevo vrsto dobimo
ϕ(
t
n
) = 1 +
iµt
n
+ o(
1
n
). (2.7)
Iz konvergence nan → z sledi (1 + an)n → ez. Potemtakem je
lim
n→∞
ψn(t) = e
iµt. (2.8)
■
Pogojno na stanje sistematičnega tveganja so spremenljivke X1, X2, . . . med seboj
neodvisne, zato iz šibkega zakona velikih števil sledi
lim
n→∞
P
[
|Sn
n
− p(y)|≥ δ
⏐⏐⏐⏐Y = y] = 0 (2.9)
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Oglejmo si porazdelitveno funkcijo spremenljivke Sn
n
, ki za dovolj velik portfelj pred-
stavlja oceno parametra PD.
lim
n→∞
P
[
Sn
n
≤ x
]
= lim
n→∞
E
[
P
[
Sn
n
≤ x
⏐⏐⏐⏐Y ]]
= lim
n→∞
∫ ∞
−∞
1√
2π
P
[
Sn
n
≤ x
⏐⏐⏐⏐Y = y] e− y22 dy
=
∫ ∞
−∞
lim
n→∞
1√
2π
P
[
Sn
n
≤ x
⏐⏐⏐⏐Y = y] e− y22 dy
=
∫ ∞
−∞
1√
2π
P[p(y) ≤ x|Y = y]e− y
2
2 dy
=
∫ ∞
−∞
χp(y)≤x
1√
2π
e−
y2
2 dy
=
∫ ∞
x∗
1√
2π
e−
y2
2 dy
= N(−x∗), kjer je
x∗ =
K −√(1− ρ)N−1(x)√
ρ
Torej za parameter PD velja:
F (x) = N
(√
(1− ρ)N−1(x)−K√
ρ
)
(2.10a)
f(x) =
d
dx
N
(√
(1− ρ)N−1(x)−K√
ρ
)
=
√
1− ρ√
ρ
√
2πe
(N−1(x))
2
2 · 1√
2π
e
− 1
2ρ
(√
(1−ρ)N−1(x)−K
)2
=
√
1− ρ√
ρ
e
1
2
(
(N−1(x))
2− 1
ρ
(√
(1−ρ)N−1(x)−K
)2)
(2.10b)
Funkcija porazdelitvene gostote je v literaturi znana tudi kot Vasičkova funkcija
V (ρ,K), saj je Vasiček pri reševanju istega problema popolnoma neodvisno od Mer-
tona prišel do identične rešitve.
Naj poudarimo, da je pomembna lastnost v Mertonovem enofaktornem modelu po-
gojna neodvisnost, ne pa normalna porazdeljenost, zato je multivariatno normalno
porazdeljen vektor osnovnih sredstev V(t) mogoče nadomestiti tudi z multivariatno
t-porazdelitvijo. Alternativno, možno je tudi spremeniti porazdelitveno funkcijo sis-
tematskega ali individualnega faktorja pod pogojem, da drugi moment obstaja.
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Znana je tudi izboljšava v multifaktorni model, kjer je vključenih več sistematskih
faktorjev in je vrednost osnovnega sredstva podana s slučajno spremenljivko
Vn =
J∑
j=1
βnjYj + εn (2.11a)
Y ∼ N(0,Σ), εn ∼ N(0, σn)
⊥(Y, ε1, . . . , εN)
(2.11b)
2.2 Linearna in kvadratna diskriminantna analiza
Linearna in kvadratna diskriminatna analiza sodita med klasifikacijske metode. Mno-
žica napovedovalnih spremenljivk G(x) tvori večrazsežni prostor, ki se razdeli (kla-
sificira) glede na odločitvene meje. Če so odločitvene meje linearnega tipa (linearne
v spremenljivki x), govorimo o linearni klasifikaciji oziroma kvadratni, če imamo
kvadratne odločitvene meje.
Naj bo danih K klasifikacijskih razredov in naj bo vsak določen z lastno klasifikacij-
sko funkcijo fˆk(X), k = 1, . . . , K. Odločitvena meja med razredom i in j je afina
množica točk, za katero velja: {
X : fˆi(X) = fˆj(X)
}
. (2.12)
Pobuda za uporabo linearne diskriminantne analize pri modeliranju verjetnosti ne-
plačila izhaja iz regresijske analize. Za boljše razumevanje bomo najprej predstavili
dva pristopa iz tega naslova, ki se uvrščata med temeljne modele za kreditno oce-
njevanje (angl. credit scoring). Glavna ideja je v klasifikaciji ’dobri/slabi krediti’
na podlagi relevantnih pojasnjevalnih spremenljivk. V maloprodajnem sektorju so
osnovne pojasnjevalne spremenljivke: stopnja izobrazbe, poklic, višina dohodka, ži-
vljenjski status, starost, kreditna zgodovina, delovna doba.
Linearna regresija z indikatorsko matriko
Predstavili bomo splošen model s K različnimi razredi. Za modeliranje parametra
PD je dovolj upoštevati K = 2.
Naj bo Yk, k = 1, . . . , K, odzivna spremenljivka, tako da velja Yk = 1, če je G = k,
sicer 0. Naj bo opazovani vzorec velikosti N . Potem je indikatorska matrika odzivov
velikosti N × K, podana z ničlami in enicami, tako da je v vsaki vrstici natanko
ena enica. Matrika ’p’-tih pojasnjevalnih spremenljivk je velikosti N × (p + 1), ker
je prvi stolpec vektor enic. Upoštevajoč logiko linearne regresije, kjer koeficiente
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izračunamo z minimiziranjem vsote kvadratov napak, dobimo
B = (X ′X)−1X ′Y. (2.13)
Denimo, da hočemo klasificirati nov vektor x. To naredimo na naslednji način:
Glede na dobljene koeficiente B, izračunamo fˆ(x) = [(1, x)B]′ ∈ RK .
Poiščemo največjo komponento vektorja fˆ(x) in x uvrstimo v pripadajoč ra-
zred
Gˆ(x) = argmax
k∈G
fˆk(x). (2.14)
Naj opozorimo, da je fˆk(x) := P(G = k|X = x), tako da moramo pri modeliranju
parametra tveganja PD oceniti tudi P(X = x). Po Bayesovi formuli dobimo
P(G = k) =
∑
x∈G(x)
P(G = k|X = x)P(X = x). (2.15)
Pomanjkljivost tega modela je rigidnost linearne regresije, ki se kaže v tem, da so
vrednosti fˆk(x) negativne ali večje od 1. V praksi se ta anomalija reši z min, max
funkcijama
min(fˆk(x), 1), max(fˆk(x), 0).
Logistična regresija
Modeliranje pogojnih verjetnosti z logistično regresijo bomo predstavili zgolj na
primeru PD, kajti kompleksnost notacije pri generalizirani obliki s K razredi ’skrije’
idejo v ozadju. Naj bo verjetnost neplačila π := P(G = 1) in
P(X|G = i)i∈{0,1} ∼ N(µi,Σ).
Pomembna predpostavka modela je enakost kovariančne matrike za vsak G. Po
Bayesovem izreku velja
P(G = 1|X = x) = P(X = x|G = 1)P(G = 1)
P(G = 1)P(X = x|G = 1) + P(G = 0)P(X = x|G = 0)
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=
1
1 + P(Y=0)P(X=x|Y=0)
P(Y=1)P(X=x|Y=1)
=
1
1 + elog
P(Y=0)P(X=x|Y=0)
P(Y=1)P(X=x|Y=1)
=
1
1 + elog
1−π
π
+log
P(X=x|Y=0)
P(X=x|Y=1)
=
1
1 + e
log 1−π
π
+log
(
lim∆→0 P(x−∆≤X≤x+∆|Y=0)
lim∆→0 P(x−∆≤X≤x+∆|Y=1)
)
=
1
1 + e
log 1−π
π
+log
(
lim∆→0 2∆f0(x)
lim∆→0 2∆f1(x)
)
=
1
1 + elog
1−π
π
− 1
2
(x−µ0)′Σ−1(x−µ0)+ 12 (x−µ1)′Σ−1(x−µ1)
=
1
1 + e−[log
π
1−π−µ′0Σ−1x+µ′1Σ−1x+ 12µ′0Σ−1µ0− 12µ′1Σ−1µ1]
=
1
1 + e−ψ(x)
,
kjer je
ψ(x) =
[
(µ1 − µ0)Σ−1
]′
x+ log
π
1− π −
1
2
µ′1Σ
−1µ1 +
1
2
µ′0Σ
−1µ0.
Opomba 2.2.0.1. V literaturi pogostokrat srečamo tudi oznako dj(x), ki označuje
Mahalanobisovo razdaljo
dj(x) = (x− µj)′Σ−1(x− µj). (2.16)
Dobili smo logistično funkcijo vrednoteno v ψ(x), ki ima posebno lastnost-linearnost
v spremenljivki x in se lahko razstavi kot ψ(x) = β′x+γ := θ′[1, x]. Vektor neznanih
parametrov θ je ocenjen po metodi največjega verjetja.
Pogojno verjetnost P(G = 1|X = x) lahko zapišemo tudi kot
P(G = 1|X = x) = e
ψ(x)
1 + eψ(x)
= p1(x; θ). (2.17)
Pripadajoča funkcija verjetja je
L(θ;x1, x2, . . . , xn) =
N∏
i=1
pgi(xi; θ). (2.18)
Vpeljemo logaritemsko (monotono) transformacijo, da se znebimo produkta, saj je
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lažje odvajati vsoto kot produkt.
logL(θ;x1, x2, . . . , xn) = l(θ) =
N∑
1=1
log pgi(xi; θ)
=
N∑
i=1
{yi log p1(xi; θ) + (1− yi) log (1− p1(xi; θ))}
=
N∑
i=1
{
yiθ
′xi − log (1 + eθ′xi)
}
Treba je upoštevati, da je prvi element vektorja xi,∀i ≤ N enak 1. Logaritemsko
formo verjetnostne funkcije maksimiziramo tako, da poiščemo ničle prvega odvoda.
Od tod dobimo
∂l(θ)
∂θ
=
N∑
i=1
xi (yi − p1(xi; θ)) = 0. (2.19)
Upoštevajoč strukturo xi vidimo, da je
N∑
i=1
yi =
N∑
i=1
p1(xi; θ). (2.20)
Ker smo dobili sistem enačb nelinearnih v θ, bomo pri reševanju sistema enačb upo-
rabili iterativno Newton-Raphsonovo metodo za iskanje ničle funkcije. Konveksnost
funkcije l(θ) nam zagotavlja obstoj ničle funkcije ∂l(θ)
∂θ
.
Hessejeva matrika drugih odvodov je
∂2l(θ)
∂θ∂θ′
= −
N∑
i=1
xix
′
ip1(x1; θ) (1− p1(xi; θ)) . (2.21)
Najprej izberemo θ0 in nato iterativno ponavljamo
θi+1 = θi −
(
∂2l(θ)
∂θ∂θ′
)−1
θ=θi
(
∂l(θ)
∂θ
)
θ=θ1
. (2.22)
Zelo uporaben je tudi matrični zapis.
Naj bo y vektor opazovalnih vrednosti yi in X matrika pojasnjevalnih spremenljivk
velikosti N × (p + 1) ter p vektor verjetnosti p(xi, θi). Konstruirajmo diagonalno
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matriko W , ki ima po diagonali vrednosti p(xi, θi)(1− p(xi, θi)). Potem je
∂l(θ)
∂θ
= X ′(y − p)
∂2l(θ)
∂θ∂θ′
= −X ′WX
θi+1 = θi + (X
′WX)−1X ′(y − p)
= (X ′WX)−1X ′W
(
Xθi +W
−1(y − p))
= (X ′WX)−1X ′Wz,
kjer je z, znan tudi kot prilagojen odziv, definiran kot
z = Xθi +W
−1(y − p). (2.23)
Z matričnim zapisom smo prišli do zaključka, da se Newton-Raphsonov iteracijski
korak lahko preoblikuje v rešitev utežene metode najmanjših kvadratov, saj nov
iteracijki približek predstavlja rešitev problema
argmin
θ
(z −Xθ)′W (z −Xθ). (2.24)
Torej iteracijski postopek temelji na naslednjih korakih
i. izberemo začetno vrednost θ0
ii. izračunamo prilagojen odziv z
iii. iz rešitve uteženega problema najmanjših kvadratov dobimo θ1 in postopek
ponavljamo, tako da θ1 vzamemo za začetno vrednost v koraku i.
2.2.1 Linearna klasifikacija
Naj bo danih K klasifikacijskih razredov in fˆk(x) = Pˆ(G = k|X = x) ocenjen
linearni model za indikatorsko odvisno spremenljivko
fˆk(x) = βˆk0 + βˆk
′
x. (2.25)
Potem je odločitvena meja med razredoma k in l množica točk, za katero velja
fˆk(x) = fˆl(x). Dobimo množico točk{
x :
(
βˆk0 − βˆl0
)
+
(
βˆk − βˆl
)′
x = 0
}
. (2.26)
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Ker to velja za vsak par razredov, je prostor napovedovalnih spremenljivk razdeljen
upoštevajoč linearne odločitvene meje. Za poljuben x pogledamo, med katerima
mejama je ’ujet’ in ga klasificiramo v pripadajoč razred.
Ekvivalenten pristop je z diskriminantno funkcijo δk(x), definirano za vsak razred k.
Izračunamo vrednosti δk(x), k = 1, . . . K. in x uvrstimo v razred, ki ima največjo
vrednost diskriminantne funkcije, argmaxk δk(x). Kot smo že ugotovili pri logistični
regresiji, posteriorne verjetnosti parametra PD niso linearne v spremenljivki x, zato
jih je potrebno transformirati. Uporabili bomo monotono transformacijo z logari-
temsko funkcijo. Dobimo
P(G = 1|X = x) = P(G = 0|X = x)
P(G = 1|X = x)
P(G = 0|X = x) = 1
log
(
P(G = 1|X = x)
P(G = 0|X = x)
)
= 0
log
(
eψ(x)
1+eψ(x)
1
1+eψ(x)
)
= 0
ψ(x) = 0
Odločitvena meja je podana z množico točk {x : ψ(x) = 0}. LDA pravilo klasificira
x v razred, kjer ima odvisna spremenljivka vrednost 1, če velja
x′Σˆ−1(µˆ1 − µˆ0) > log 1− πˆ
πˆ
+
1
2
µˆ′1Σˆ
−1µˆ1 − 1
2
µˆ′0Σˆ
−1µˆ0. (2.27)
in v razred, kjer ima odvisna spremenljivka vrednost 0, sicer. Ker so parametri π,
µi, i ∈ {0, 1} in Σ neznani, jih bomo ocenili z naslednjimi cenilkami:
πˆ =
N1
N
(2.28)
µˆi =
∑
gj=i
xj
Ni
, i = {0, 1} (2.29)
Σˆ =
1
N − 2
1∑
i=0
∑
gj=i
(xj − µˆi) (xj − µˆi)′ (2.30)
Uporabili smo splošno znane nepristranske cenilke za povprečje in standardni odklon.
Pri tem smo upoštevali ključno predpostavko linearne diskriminantne analize, da je
Σ0 = Σ1 = Σ.
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Zaradi konsistentnosti zapišimo še diskriminantno funkcijo
δi(x) = x
′Σˆ−1µˆi − 1
2
µˆ′iΣˆ
−1µˆi + i log πˆ + (1− i) log (1− πˆ), i ∈ {0, 1}. (2.31)
Torej x klasificiramo v razred, za katerega δi(x), i ∈ {0, 1}, zavzame večjo vre-
dnost. V primeru, ko imamo le dva razreda, je rezultat linearne diskriminantne
analize enak rezultatu linearne regresije z indikatorsko matriko.
2.2.2 Kvadratna klasifikacija
Kvadratna diskriminantna analiza temelji na bolj splošnem pristopu, kjer opustimo
predpostavko
Σ = Σ0 = Σ1. (2.32)
Če se vrnemo na izpeljavo linearne diskriminantne analize, hitro ugotovimo, da je ta
predpostavka ključnega pomena pri krajšanju členov in linearizaciji funkcije ψ(x).
Bolj splošen pristop se sedaj odraža v kompleksnosti funkcije ψ(x), ki ni več linearna,
temveč kvadratna. Dobimo
ψ(x) = log
π
1− π +
1
2
log
|Σ0|
|Σ1| −
1
2
(x− µ1)′Σ−11 (x− µ1) +
1
2
(x− µ0)′Σ−10 (x− µ0)
(2.33)
Torej je diskriminantna funkcija podana s predpisom
δi(x) = i log π + (1− i) log (1− π)− 1
2
log |Σi| − 1
2
(x− µi)′Σ−1i (x− µi), i ∈ {0, 1}.
(2.34)
Odločitvena meja je množica točk, za katero velja {x : δ0(x) = δ1(x)}.
Postopek klasifikacije ostane isti kot pri linearni klasifikaciji. Edina sprememba
nastopi v ocenjevanju kovariančne matrike za vsak razred posebej. Namreč sedaj
uporabljamo cenilko
Σˆi =
1
Ni − 1
∑
gj=i
(xj − µˆi)(xj − µˆi)′, i ∈ {0, 1}. (2.35)
2.3 SVMmetoda (angl. Support Vector Machine)
Videli smo, da vse opisane metode temeljijo na logiki konstrukcije linearne odloči-
tvene meje, medtem ko so sami pristopi konstrukcije dokaj različni. SVM metoda
se prav tako osredotoča na konstrukcijo linearne odločitvene meje, vendar tokrat
precej bolj robustno, s separacijo hiperravnin.
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2.3.1 Separacija hiperravnin
Kot uvod v separacijo podatkov v različne razrede, si oglejmo en preprost primer,
kjer imamo dva razreda in pojasnjevalni prostor R2.
Slika 2.1: Separacijske hiperravnine
Namen slike 2.1 je vizualizirati, da pri separaciji s hiperravninami v osnovi ni eno-
lične rešitve. Prikazani sta dve izmed neskončno možnih separacijskih hiperravnin
(modra barva). Z oranžno barvo je prikazana regresijska rešitev po metodi naj-
manjših kvadratov. Opazimo, da je, upoštevajoč slednji pristop, ena točka napačno
klasificirana.
Definicija 2.3.1.1. Perceptron je klasifikator, ki predstavlja linearno kombinacijo
pojasnjevalnih spremenljivk in vrne le predznak. Determinacijo določa hiperravnina:
β0 + β
′x = 0 (2.36)
Perceptroni so osnova modelov nevronskih mrež. Preden se osredotočimo na
perceptronske algoritme za iskanje separacijskih hiperravnin, si oglejmo algebraično
ozadje, ki bo s pridom uporabljeno pri poznejših izpeljavah.
Naj bo dana hiperravnina L, definirana z enačbo f(x) = β0 + β′x = 0.
Velja sledeče:
- Za poljubni točki x1, x2, ki ležita v L, je β∗ := β/||β|| normala hiperravnine
in β′(x1 − x2) = 0,
- za poljubno točko x0 v L je β′x0 = −β0,
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- predznačena pravokotna razdalja med poljubno točko x in hiperravnino L je
β∗′(x− x0) = 1||β||(β
′x+ β0)
=
1
||f ′(x)||f(x)
(2.37)
Torej je za poljuben x vrednost f(x) proporcionalna predznačeni pravokotni razdalji
točke x od hiperravnine L.
2.3.2 Rosenblattov perceptronski algoritem
Rosenblattov perceptronski algoritem išče separacijsko hiperravnono, tako da mini-
mizira razdaljo med napačno klasificiranimi točkami in odločiveno mejo.
Naj bodo naši vhodni podatki oblike (x1, y1), (x2, y2), . . . (xN , yN), kjer je xi ∈ Rp in
yi ∈ {−1, 1}. Če je yi = 1 napačno klasificiran, potem je x′iβ + β0 < 0 in obratno
velja za yi = −1. Torej naš cilj je minimizirati
D(β, β0) = −
∑
i∈M
yi(x
′
iβ + β0), (2.38)
kjer jeM množica indeksov i, za katere je xi napačno klasificiran. Ob predpostavki,
da je M fiksna množica, lahko izračunamo gradient
∂D(β, β0)
∂β
= −
∑
i∈M
yixi (2.39a)
∂D(β, β0)
∂β0
= −
∑
i∈M
yi (2.39b)
Algoritem uporablja stohastično gradientno metodo za minimizacijo tega odsekoma
linearnega problema. Namesto izračuna vsote gradientov vseh opazovanj in pomika
v smeri negativnega gradienta, se stohastična metoda pomika po opazovanjih po-
stopoma. Napačno klasificirane točke so obiskane v določenem vrstnem redu in
parametri so popravljeni na naslednji način⎡⎢⎣ β
β0
⎤⎥⎦ =
⎡⎢⎣ β
β0
⎤⎥⎦+
⎡⎢⎣yixi
yi
⎤⎥⎦ (2.40)
Če so razredi ločljivi, potem algoritem konvergira k separacijski hiperravnini v
končno mnogo korakih. Poznamo tudi nekaj pomanjkljivosti:
- ko so razredi ločljivi, imamo več možnih rešitev in je konvergenca odvisna od
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izbranih začetnih vrednosti,
- kljub temu da algoritem v primeru ločljivih razredov vedno konvergira, je lahko
’končno’ število korakov izredno veliko,
- ko razredi niso ločljivi, ni konvergence in pride do zaciklanja. Dolge cikle je
težko zaznati.
Drugo težavo velikokrat eliminiramo s transformacijo prostora pojasnjevalnih spre-
menljivk. V praksi je precej pomembnejše odpraviti prvo težavo. Kako dobiti opti-
malno hiperravnimo, bomo predstavili v nadaljevanju.
2.3.3 Optimalna separacijska hiperravnina
Kot smo že omenili, pri separaciji s hiperravninami imamo neskončno rešitev. Za
optimalno separacijsko hiperravnino bomo vzeli tisto, ki loči dva razreda in hkrati
maksimizira razdaljo najbližje točke do hiperravnine. Z vpeljavo slednjega pogoja
zagotovimo boljše rezultate na testnih podatkih. Torej naš optimizacijski problem
je
max
β,β0,||β||=1
M
glede na yi(x′iβ + β0) ≥M, i = 1, 2, . . . , N.
(2.41)
Dodana množica omejitev nam zagotavlja, da je predznačena pravokotna razdalja
vseh točk do iskane separacijske hipperravnie (normalizirane z normalo β∗ = β)
minimalno velikosti M . Normalizacijo normale lahko opustimo in naš problem pre-
definiramo
yi(x
′
iβ + β0) ≥M ||β|| (2.42)
Neenakosti lahko skaliramo s pozitivnim množiteljem ||β|| in brez škode za splošnost
prevzamemo ||β||= 1/M . Sedaj se naš optimizacijski problem prepiše v
min
β,β0
1
2
||β||2
glede na yi(x′iβ + β0) ≥ 1, i = 1, 2, . . . , N.
(2.43)
Dobimo konveksen optimizacijski problem z linearnimi omejitvami. Lagrangeeva
funkcija je
Lp =
1
2
||β||2−
N∑
i=1
λi [yi(x
′
iβ + β0)− 1] . (2.44)
18
POGLAVJE 2. MODELIRANJE VERJETNOSTI NEPLAČILA
∂Lp
∂β
= 0 ⇒ β =
N∑
i=1
λiyixi, (2.45a)
∂Lp
∂β0
= 0 ⇒ 0 =
N∑
i=1
λiyi. (2.45b)
S substitiucijo odvodov v funkciji Lp dobimo Wolfov dualni optimizacijski problem
Ld =
N∑
i=1
λi − 1
2
N∑
i=1
N∑
k=1
λiλkyiykx
′
ixk
glede na λi ≥ 0,
N∑
i=1
λiyi = 0.
(2.46)
Dualni problem je enostavnejši, kajti maksimiziramo funkcijo Ld glede na Karush-
Kuhn-Tuckerjeve pogoje
λi ≥ 0, ∀i; (2.47a)
N∑
i=1
λiyi = 0, ∀i; (2.47b)
λi [yi(x
′
iβ + β0)− 1] = 0, ∀i. (2.47c)
Iz zadnjega pogoja (2.47c) vidimo
- če je λi > 0, potem je yi(x′iβ + β0) = 1, kar pomeni, da točka xi leži na
omejitvenem pasu,
- če je yi(x′iβ + β0) = 1, potem xi ne leži na omejitvenem pasu in je njegova
’utež’ v Lagrangeevi funkciji λi = 0.
Iz odvoda primarne Lagrangeeve funkcije (2.45b) vidimo, da je β izražen kot linearna
kombinacija točk xi, za katere je λi > 0 oziroma ležijo na omejitvenem pasu. Tem
točkam v teoriji strojnega učenja rečemo podporne točke (angl. support points).
Rešitev Wolfovega dualnega problema, podana z [βˆ, βˆ0], je normala optimalne sepa-
racijske hiperravnine
fˆ(x) = x′βˆ + βˆ0. (2.48)
Klasifikacijsko pravilo je
Gˆ(x) = signfˆ(x). (2.49)
V praksi velja pravilo, da večji kot je omejitveni pas (vrednost 1/||β||), bolj natančna
je klasifikacija testnih podatkov.
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Lahko povzamemo, da se separacija z optimalno hiperravnino pretežno osredotoča
na točke, ki dejansko štejejo pri izračunu normale in je bolj robustna pri napačni
specifikaciji modela. Po drugi stani, če so podatki normalno porazdeljeni, je LDA
optimalen, saj je separacija pomanjkljiva z vidika pretiranega osredotočanja na po-
datke, ki predstavljajo zgolj šum okoli odločitvene meje. Poleg tega LDA šteje vse
točke enakovredno, medtem ko pri separaciji točke oddaljene od omejitvenega pasu
vplivajo le na njegovo identifikacijo in ne neposredno na normalo hiperravnine.
Nekoliko bolj primerljivi sta separacija in logistična regresija. Če separacijska hiper-
ravnina obstaja, jo logistična regresija vedno najde, ker logaritem funkcije največjega
verjetja pada proti 0 v tem primeru. Tudi logika v ozadju je dokaj podobna, kajti
koeficienti pri logistični regresiji so definirani po uteženi metodi najmanjših kva-
dratov in točke oddaljene od odločitvene meje imajo manjše uteži kot točke bližje
odločitveni meji.
Največji problem v praksi predstavlja neločljivost podatkov oziroma razredov. S
tem se bomo ukvarjali v nadaljevanju. Rešitev tega problema je znana kot SVM
metoda.
2.3.4 Podporni vektorski klasifikator
Predstavili bomo posplošitev prejšnjega problema, kjer dovolimo neločljivost po-
datkov. Drugače povedano, razreda nista popolnoma ločljiva in točke, pripadajoče
prvemu razredu, se znajdejo tudi v drugem razredu ter obratno.
Predpostavimo, da delamo s podatki, ki povzročajo prekrivanje razredov. Defini-
ramo umetne spremenljivke ξ := (ξ1, ξ2, . . . , ξN), ki merijo absolutno ali relativno
oddaljenost napačno klasificirane točk od separacijske hiperravnine. Če je točka xi
pravilno klasificirana, je pripadajoč ξi = 0. Skladno temu se porajata dva načina,
kako definirano razliko vključiti v meje optimizacijskega problema
yi(x
′
iβ + β0) ≥M − ξi
ali
yi(x
′
iβ + β0) ≥M(1− ξi),
∀i, ξi ≥ 0,
∑N
i=1 ξi ≤ C. Pristopa delujeta zelo podobno, vendar peljeta v popol-
noma različni metodi. Prvi je bolj intuitiven, ker meri dejansko razliko med točko
in odločitveno mejo, upoštevajoč tudi razdaljo napačno klasificiranih točk. Drugi
pristop se osredotoči na relativno razdaljo, ki jo spreminja s širino odločitvenega
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pasu, M . Kljub temu da je prvi pristop bolj naraven, se bomo odločili za drugega,
saj se prvi preoblikuje v nekonveksni optimizacijski problem, ki je le aproksimacijsko
rešljiv.
Formulirajmo problem z drugim pristopom. Vrednost ξi proporcionalno spreminja
razdaljo napačno klasificirane točke xi, z vrednostjo f(xi) = x′iβ+β0, od separacijske
hiperravnine. Z omejtivijo vsote
∑N
i=1 ξi lahko omejimo število napačno klasificira-
nih točk. Če je točka xi napačno klasificirana, potem je ξi > 1. Potemtakem iz∑N
i=1 ξi ≤ C, sledi da je skupaj napačno klasificiranih največ C točk. Podobno kot
v prejšnjem poglavju pridemo do splošno formuliranega problema
min
β,β0
||β||
glede na yi(x′iβ + β0) ≥ 1− ξi, ξi ≥ 0,
N∑
i=1
ξi ≤ C, ∀i.
(2.50)
Preden se lotimo izpeljave pomožnega vektorskega klasifikatorja, si oglejmo vizuali-
ziran primer zgoraj formuliranega optimizacijskega problema.
Slika 2.2: Odločitvena meja v ločljivem in neločljivem prostoru
Slika 2.2 je razdeljena v dva dela. Levi del prikazuje primer, kjer sta razreda po-
polnoma ločljiva (glej poglavje 2.3.3). Odločitvena meja je širine 2M = 2/||β||. Na
desni sliki je predstavljeno prekrivanje razredov. Točke označene z ξ∗i se nahajajo
na napačni strani odločitvene meje in je njihova predznačena pravokotna razdalja
ξ∗i = Mξi. Pravilno klasificirane točke imajo ξ∗i = 0. Vsota
∑N
i=1 ξ
∗
i je skupna
razdalja napačno klasificiranih točk od odločitvene meje.
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2.3.5 Izpeljava pomožnega vektorskega klasifikatorja
Optimizacijski problem (2.43) obsega minimizacijo kvadratne funkcije z linearnimi
omejitvami, torej imamo opravka s konveksno optimizacijo. Za reševanje bomo
uporabili Lagrangeeve multiplikatorje. Preoblikujmo optimizacijski problem (2.43)
v ekvivalentno obliko
min
β,β0,ξi
1
2
||β||2+K
N∑
i=1
ξi
glede na ξi ≥ 0, yi(x′iβ + β0) ≥ 1− ξi, ∀i
(2.51)
Namesto omejitve potencialnega števila napačno klasificiranih točk C, smo vpeljali
utež K. Če sta razreda popolnoma ločljiva, je
∑N
i=1 ξi = 0 in K =∞. Pripadajoča
Lagrangeeva funkcija je
Lp =
1
2
||β||2+K
N∑
i=1
ξi −
N∑
i=1
λi [yi(x
′
iβ + β0)− (1− ξi)]−
N∑
i=1
ηiξi (2.52)
∂Lp
∂β
= 0 ⇒ β =
N∑
i=1
λiyixi, (2.53a)
∂Lp
∂β0
= 0 ⇒ 0 =
N∑
i=1
λiyi (2.53b)
∂Lp
∂ξi
= 0 ⇒ λi = K − ηi, ,∀i, (2.53c)
kjer so λi, ηi, ξi ≥ 0, ∀i. Če vstavimo dobljeno v primarno Lagrangeevo funkcijo Lp,
dobimo Wolfov dualni optimizacijski problem upoštevajoč Karush-Kuhn-Tuckerjeve
pogoje
Ld =
N∑
i=1
λi − 1
2
N∑
i=1
N∑
k=1
λiλkyiykx
′
ixk, (2.54)
glede na
N∑
i=1
λiyi = 0,
0 ≤ λi ≤ K,
λi [yi(x
′
iβ + β0)− (1− ξi)] = 0,
ηiξi = 0,
yi(x
′
iβ + β0)− (1− ξi) ≥ 0, ∀i.
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Opazimo, da je dual optimizacijskega problem zelo podoben dualu, kjer imamo
popolnoma ločljiva razreda. Razlika je v nastavljenih omejitvah. V izogib nejasnosti
še enkrat ponovimo formo iskanega parametra β
βˆ =
N∑
i=1
λˆiyixi,
ki izhaja iz (2.53a). Pridemo do zaključka, da so xi vektorji, ki ležijo na odločitvenem
pasu oziroma velja
λˆi > 0 in yi(x′iβˆ + βˆ0)− (1− ξˆi) = 0. (2.55)
Rečemo jim tudi pomožni vektorski klasifikatorji (angl. suppor vector classifiers).
Drugi iskani parameter βˆ0 dobimo iz enakosti določene s točkami, ki zadoščajo po-
gojem λˆi > 0 in ξˆi = 0. Ker je rešitev za βˆ0 več, z namenom doseganja numerične
stabilnost vzamemo povprečje vseh dobljenih rešitev.
Ko imamo separacijsko ravnino, določeno z normalo [βˆ, βˆ0], tudi v primeru neločlji-
vih razredov definiramo odločitveno funkcijo kot
Gˆ(x) = sign[fˆ(x)]
= sign[x′βˆ + βˆ0].
(2.56)
Naj omenimo, da optimalno konstanto K izberemo z metodo navzkrižnega preverja-
nja (angl. cross-validation). Zaradi togosti, ki je posledica linearnih omejitev, izbira
optimalnega pasu ni tako občutljiva na spremembe konstante K.
Metoda navzkrižnega preverjanja sodi med vgrajena računalniška orodja, kljub temu
bomo opisali idejni pristop.
Naj bo κ : {1, 2, . . . , N} ↦→ {1, 2, . . . , N˜} funkcija indeksiranja, ki označuje particijo,
kateri je observacija i dodeljena naključno. Označimo fˆ−k(x) funkcijo, ki ustreza po-
datkom, kjer je k-ti del odstranjen. Potem je navzkrižno ocenjena napaka napovedi
CV(fˆ) =
1
N
N∑
i=1
L(yi, fˆ
−κ(i)(xi)), (2.57)
kjer sta najbolj pogosti izbiri
L(Y, fˆ(X)) =
⎧⎪⎨⎪⎩ (Y − fˆ(X))
2 kvadratna napaka
|Y − fˆ(X)| absolutna napaka
Poznamo tudi številne nadgradnje osnovne definicije, ki z vpeljavo novih parametrov
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omejijo napako.
2.3.6 Transformacija vhodnih podatkov
Sedaj, ko smo v podrobnosti opisali metodo SVM, poudarimo, da izpeljan optimi-
zacijski problem v primeru modeliranja parametra tveganja PD zahteva spremembo
odvisne spremenljivke. Namreč kot smo že opazili, SVM metoda temelji na razda-
ljah točk od separacijske hiperravnine f(x) := 0. Zato, preden se lotimo računanja,
moramo odvisno spremenljivko transformirati, tako da vrednost −1 ustreza stanju
neizpolnjevanja obveznosti in 1 stanju izpolnjevanja obveznosti. Nova odvisna spre-
menljivka Y˜ je podana s predpisom
Y˜ = 1− 2Y. (2.58)
2.4 Markovski pristop
V tem poglavju bomo vpeljali časovno odvisnost z uporabo markovskih verig. Naj-
prej si oglejmo točno formulacijo markovske verige.
Definicija 2.4.0.1. Naj bo S števna množica (končna ali števno neskončna), ki jo
poimenujemo množica stanj, njene elemente s ∈ S pa stanja. Slučajni proces podan z
zaporedjem neodvisnih enako porazdeljenih slučajnih spremenljivk X1, X2, . . . Xn, . . . ,
katerih zaloga vrednosti leži v S in zadošča markovski lastnosti, pravimo markovska
veriga.
Definicija 2.4.0.2. Slučajni proces X1, X2, . . . Xn, . . . , z zalogo vrednosti v S zado-
šča markovski lastnosti, če velja
P(Xn = sn|X1 = s1, X2 = s2, . . . , Xn−1 = sn−1) = P(Xn = sn|Xn−1 = sn−1).
(2.59)
za vsak n. Vsak člen je odvisen le od zadnjega člena tik pred njim, nič pa od prejšnjih.
S tem smo jedrnato povzeli definicijo, pomembnejše lastnosti bomo predstavili
vzporedno s formulacijo problema.
Označimo PDi verjetnost neplačila i-tega dolžnika v naslednjem letu t+1, pri čem za
oznako trenutnega leta vedno uporabljamo t. Upoštevajoč, da model uporablja kot
temeljno informacijo interno bonitetno oceno i-tega dolžnika, ta pristop pri modeli-
ranju parametra tveganja PD uvrščamo med naprednejšimi, kajti interni bonitetni
modeli so v uporabi le v visoko razvitih bankah. Na kratko bomo povzeli tudi al-
ternativno rešitev v primeru, ko internega bonitetnega modela ni, vendarle obstaja
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potreba po markovskem pristopu.
Po regulativnih smernicah se priporoča uporaba le petletnih historičnih podatkov,
saj naj bi bilo dokaj tvegano uporabljati daljše časovno obdobje zaradi spreminja-
jočih se bančnih politik in, skozi čas neenotnih, internih definicij. V nadaljevanju
bomo privzeli, da se vsi podatki nanašajo na petletno preteklost.
Glede na interno bonitetno oceno i-tega dolžnika, xi, konstruiramo časovno vrsto
Bernoulijevih izidov Gi(t), Gi(t−1), . . . , Gi(t−4) in ocenjujemo PDi := E[Gi(t+1)],
kjer je Gi(s) = 1, če je i-ti dolžnik v stanju neplačila v letu s in 0 sicer.
V večini statističnih modelov, predstavljenih v prejšnjih poglavjih, se pojavita dve
ključni težavi:
- ne zajemajo dinamike popolnega ali delnega odplačila dolga skozi čas,
- za kategorijo dolžnikov, ki ima nizko bonitetno oceno, velja, da je večina Gi(t)
enaka 0 in zato modeli, ki uporabljajo cenilko največjega verjetja, niso zane-
sljivi.
Model, ki ga bomo natančno formulirali v nadaljevanju, odpravi prvo težavo z upo-
rabo markovskih verig, saj z verižno odvisnostjo zajame informacijo iz preteklosti.
Za odpravo druge težave uporabljamo Bayesov pristop. Več podrobnosti sledi v
nadaljevanju.
2.4.1 Model markovskih verig
Interna bonitetna ocena je izid modela, razvitega v skladu z interno bančno politiko,
s pomočjo katerega banka klasificira komitente s podobnim profilom tveganja v isti
razred (angl. risk bucket). Po regulatornih predpisih naj bi banka znala ločiti vsaj
sedem razredov dobrih posojil in vsaj en razred posojil iz naslova neplačila.
S parom (i, j) označimo i-tega dolžnika, ki sodi v razred j, j = 1, 2, . . . J .
Upoštevajoč 5 letne podatke banka ima na nivoju komitenta časovno vrsto
Gij(t), . . . , Gij(t− 4).
Upoštevati moramo, da nimajo vsi dolžniki znotraj poljubnega razreda popolne
časovne vrste bodisi zaradi manjkajočih podatkov bodisi ker imamo opravka z novim
komitentom. Zato označimo s C(s)j množico dolžnikov, pripadajočih j-temu razredu,
ki imajo kreditno zgodovino v letu s, za s = t, t− 1, . . . , t− 4.
Definicija 2.4.1.1. Prehodna verjetnost pij(t) iz poljubnega stanja si ∈ S v poljubno
stanje sj ∈ S v času t je pogojna verjetnost
pij(t) := P(Xt = sj|Xt−1 = si). (2.60)
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Definicija 2.4.1.2. Markovska veriga je homogena, če prehodne verjetnosti niso
funkcija časa oziroma prehodne verjetnosti so časovno neodvisne
pij(t) = P(Xt = sj|Xt−1 = si) = P (X2 = sj|X1 = si), ∀t. (2.61)
Naš model sloni na homogeni diskretni markovski verigi z dvema stanjema, in
sicer 0 in 1.
Opomba 2.4.1.3. Poznamo dva tipa markovskih verig, zvezne in diskretne v času
in zalogi vrednosti S. Predmet naših obravnav bodo le diskretne, zato bomo z izrazom
markovska veriga vedno mislili na diskretno.
Naša markovska veriga je definirana s prehodnima verjetnostma
P(Gij(s) = 1|Gij(s− 1) = 0) = pj(s), (2.62a)
P(Gij(s) = 1|Gij(s− 1) = 1) = p˜j(s), (2.62b)
za i ∈ C(s)j ∩ C(s−1)j .
Ker je naša markovska veriga homogena, lahko poenostavimo zgornji oznaki in pi-
šemo le pj(s) = pj ter p˜j(s) = p˜j, za ∀s.
Velikokrat v literaturi srečamo predpis s prehodno matriko P. Če jo skonstruiramo
na našem primeru, ima obliko
P =
⎡⎢⎣1− pj pj
p˜j 1− p˜j
⎤⎥⎦ .
Vsaka prehodna matrikaP, ki pripada homogeni markovski verigi, zadošča pogojema
0 ≤ pij ≤ 1, (2.63a)
N∑
j=1
pij = 1, (2.63b)
za 1 ≤ i, j ≤ N . V linearni algebri se taki matriki reče tudi stohastična matrika.
Opomba 2.4.1.4. Predpostavili bomo, da banka ne kupuje ali izdaja finančne in-
strumente, ki so že v stanju neplačila.
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Potemtakem lahko zapišemo funkcijo verjetja kot
L(p, p˜|N01,j, N00,j, N10,j, N11,j) =
J∏
j=1
[
p
N01,j
j (1− pj)N00,j
]
·
[
p˜
N11,j
j (1− p˜j)N10,j
]
,
(2.64)
kjer je Nii′,j =
∑t
s=t−4Nii′,j(s) za i, i
′ ∈ {0, 1} ter
N00,j(s) =
∑
i∈C(s)j ∪C(s−1)j
[1−Gij(s− 1)] · [1−Gij(s)] , (2.65a)
N01,j(s) =
∑
i∈C(s)j ∪C(s−1)j
[1−Gij(s− 1)] ·Gij(s), (2.65b)
N10,j(s) =
∑
i∈C(s)j ∪C(s−1)j
Gij(s− 1) · [1−Gij(s)] , (2.65c)
N11,j(s) =
∑
i∈C(s)j ∪C(s−1)j
Gij(s− 1) ·Gij(s). (2.65d)
Funkcija verjetja (2.64) je po svoji obliki enaka funkciji verjetja dveh neodvisnih
binomskih vzorcev podanih s porazdelitvama Bin(nj, pj) in Bin(n˜j, p˜j) za 1 ≤ j ≤ J ,
kjer je
nj = N00,j +N01,j (2.66)
n˜j = N10,j +N11,j. (2.67)
Če bi na tej stopnji uporabili cenilko največjega verjetja, bi dobili oceno
pˆj =
N01,j
nj
in ˆ˜pj =
N11,j
n˜j
. (2.68)
Kot smo nekoliko prej omenili, ko je j nizko tvegan bonitetni razred, se lahko zgodi,
da je N01,j = 0 in cenilka največjega verjetja ni zanesljiva ocena za pj. Tovrstne
probleme bomo reševali s pomočjo orodij iz Bayesove statistike.
Model markovskih verig s priorno porazdelitvijo
V tem razdelku si bomo ogledali, kako bomo izkoristili prednosti Baysove statistike
in s tem odpravili problem cenilke največjega verjetja. Na tej stopnji se nam poraja
vprašanje, katero priorno porazdelitev izbrati?
Vse izpeljave bodo temeljile na prehodni verjetnosti pj, vsekakor zaradi simetrije do
istih zaključkov pridemo tudi pri prehodni verjetnosti p˜j.
Če imamo binomsko funkcijo verjetja, potem je beta porazdelitev zelo naravna izbira
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priorne porazdelitve. Naj bo pj|β1, β2 ∼ Beta(β1, β2). Če zanemarimo konstanto
normiranja, dobimo
P (pj|β1, β2) ∝ pβ1−1j (1− pj)β2−1, pj ∈ [0, 1]. (2.69)
Kot smo že prej ugotovili, je N01,j ∼ Ber(nj, pj) Oglejmo si posteriorno funkcijo pj
P(pj|N01,j, nj, β1, β2) = P(N01,j|pj, nj)× P(pj|nj, β1, β2)
P(N01,j|nj, β1, β2)
∝ P(N01,j|pj, nj)× P(pj|nj, β1, β2)
= P(N01,j|pj, nj) · P(pj|β1, β2)
=
nj!
N01,j! (nj −N01,j)!p
N01,j
j (1− pj)nj−N01,j ×
1
B(β1, β2)
pβ1−1j (1− pj)β2−1
=
Γ(nj + 1)
Γ(N01,j + 1)Γ(nj −N01,j + 1)p
N01,j
j (1− pj)nj−N01,j
× Γ(β1)Γ(β2)
Γ(β1 + β2)
pβ1−1j (1− pj)β2−1
=
Γ(N01,j + β1)Γ(nj −N01,j + β2)
Γ(nj + β1 + β2)
× pN01,j+β1−1j (1− pj)nj−N01,j+β2−1
Dobili smo beta porazdelitev. Iz te izpeljave lahko povzamemo, da če velja
N01,j|nj, pj ∼ Bin(pj, nj)
pj|β1, β2 ∼ Beta(β1, β2),
potem je
pj|N01,j, nj, β1, β2 ∼ Beta(β1 +N01,j, β2 + nj −N01,j).
Tej lastnosti, da priorna in posteriorna porazdelitev pripadata isti družini verje-
tnostnih porazdelitev, pravimo konjugacija. Zaradi svoje analitične sledljivosti je
konjugacija zelo uporabna v Bayesovi statistiki.
Zgornji izpeljavi pravimo tudi ’beta-binomski’ model in je osnova za izpeljavo beta-
binomske porazdelitve, ki bo predstavljena v nadaljevanju. Drugače povedano, beta-
binomska porazdelitev je napovedovalna porazdelitev števila prehodov.
P (N01,j, pj|nj, β1, β2) = P(pj|β1, β2) · P(N01,j|pj, nj, β1, β2)
=
(
nj
N01,j
)
B(β1, β2)
p
β1+N01,j−1
j (1− pj)β2+nj−N01,j−1.
(2.70)
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Če integriramo skupno porazdelitev po vseh izhodih pj, dobimo iskano porazdelitev.
Za lažjo integracijo bomo uporabili lastnost normiranosti gostote porazdelitve∫ 1
0
p
β1+N01,j−1
j (1− pj)β2+nj−N01,j−1dpj = B(β1 +N01,j, β2 + nj −N01,j). (2.71)
Torej dobimo
P(N01,j|nj, β1, β2) =
(
nj
N01,j
)
B(β1 +N01,j, β2 + nj −N01,j)
B(β1, β2)
, N01,j = 0, 1, . . . , nj.
(2.72)
Dobljen zapis (2.72) predstavlja beta-binomsko porazdelitev, kar označimo
N01,j ∼ betabin(nj, β1, β2).
To porazdelitev je prvi izpeljal madžarski matematik Polya, zato se v literaturi ve-
likokrat srečujemo s poimenovanjem Polyajeva porazdelitev. Polya je do zaključene
forme prišel na modelu žare, s katerim je popisal širjenje nalezljivih bolezni.
Povzemimo ključne ugotovitve
Priorna porazdelitev Posteriorna porazdelitev Ocena parametra
pj Beta(β1, β2) Beta(β1 +N01,j, β2 +N00,j) (N01,j + β1)/(nj + β1 + β2)
p˜j Beta(β˜1, β˜2) Beta(β˜1 +N11,j, β˜2 +N10,j) (N11,j + β˜1)/(n˜j + β˜1 + β˜2)
Opomba 2.4.1.5. Ko je nj velik v primerjavi z β1 + β2 in N01,j precej večji od β1,
ni velike razlike med oceno največjega verjetja in Bayesovo oceno parametra pˆj.
Opažamo, da za izračun Bayesove ocene parametrov potrebujemo vrednosti
β1, β2, β˜1, β˜2.
Označimo θ := (β1, β2) in θ˜ := (β˜1, β˜2). Izračunali jih bomo z maksimizacijo funkcije
verjetja
J∏
j=1
(∫ 1
0
pN01,j(1− p)N00,jfθ(p)dp
)
×
(∫ 1
0
p˜N11,j(1− p˜)N10,jfθ˜(p˜)dp˜
)
(2.73)
Najprej bomo razčlenili funkcijo verjetja (2.73) tako, da znamo v zaključeni formi
zapisati aproksimacijo na nivoju integrala, nato se bomo z iterativnim postopkom
lotili maksimizacije funkcije verjetja. Za enostavnejši zapis bomo uporabljali nota-
cijo pN01,j(1 − p)N00,jfθ(p) = F (θ, p) in vice versa za drugi integrand. Pri izpeljavi
aprokcimacije se vodimo s predpostavko, da smo θ že izračunali in je fiksen, tako
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da so vsi enostavni odvodi glede na spremenljivko p. Ko bomo aplicirali to logiko,
bomo posebej poudarili z oznako Gθ(p).∫ 1
0
F (θ, p)dp =
∫ 1
0
elogF (θ,p)dp
=
∫ 1
0
e−G(θ,p)dp.
(2.74)
Naj bo p∗ minimum funkcije Gθ(p) na intervalu (0,1). Potem je G′θ(p∗) = 0. Iz
Taylorjevega razvoja funkcije Gθ(p) okrog p∗, dobimo
Gθ(p) = Gθ(p
∗) +
1
2
G′′θ(p
∗)(p− p∗)2 + . . . (2.75)
Upoštevajoč Taylorjev razvoj je aproksimacija integrala I(θ) =
∫ 1
0
F (θ, p)dp enaka
I(θ) ≈ e−Gθ(p∗)
∫ ∞
−∞
e−
1
2
G′′θ (p
∗)(p−p∗)2dp
= e−Gθ(p
∗)
√
2π
G′′θ(p∗)
.
(2.76)
Pri izpeljavi smo upoštevali splošno obliko gama funkcije Γ(z) =
∫∞
−∞ x
z−1e−xdx.
Zapisana aproksimacija (2.76) je znana tudi kot Laplaceova aproksimacija in je
zelo uporabna v Bayesovi statistiki, zato ker jo lahko analogno razširimo na več-
kratne integrale izhajajoče iz multivariatnih porazdelitev. V splošnem se uporablja
tudi pri kompleksnejši formi prehodnih verjetnosti, ki so pogostokrat posledica vpe-
ljave makroekonomije v model ali posledica spremembe iz homogene v nehomogeno
markovsko verigo.
Sedaj, ko imamo vse pomožne izračune, bomo zapisali iterativni algoritem za iz-
račun ocen parametrov Θ := (θ, θ˜). Izračun bo temeljil za maksimizaciji funkcije
verjetja (2.73).
i. Nastavimo r = 0 in izberemo poljuben Θˆ(0), toleranco ε in maksimalno število
iteracij R.
ii. Nastavimo Θ = Θˆ(r) in za j = 1, 2, . . . , J in izračunamo
pˆ∗j = argmax
p
Fθ(p) (2.77)
ˆ˜p∗j = argmax
p˜
Fθ˜(p˜) (2.78)
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iii. Izračunamo za vsak j = 1, 2, . . . , J
Gj = G
′′
θ(pj)|pj=pˆ∗j (2.79)
G˜j = G
′′
θ˜
(p˜j)|p˜j=ˆ˜p∗j (2.80)
iv. Izračunamo
Θˆ(r+1) = argmax
Θ
J∏
j=1
Ij(θ)× I˜j(θ˜). (2.81)
Opomba 2.4.1.6. Pri izračunu maksimuma funkcije verjetja upoštevamo lo-
garitemsko transformacijo.
v. Če je ||Θˆ(r+1) − Θˆ(r)||< ε ali število iteracij večje od R, ustavimo iteracijo in
vzamemo Θˆ(r+1) za iskano oceno, sicer posodobimo r = r + 1, r ≤ R ter
ponovimo iteracijski postopek od koraka ii. naprej.
2.4.2 Modifikacije modela markovskih verig
Nekatere banke preprosto nimajo razvitega modela bonitetnih ocen. V večini pri-
merov uporabljajo zunanje modele bonitetnih ocen, vendar le za portfelje, za katere
so zunanji modeli dosegljivi (npr. država). V primeru ostalih potrfeljev si pomagajo
z regulatorskimi smernicami. Namreč razrede internih bonitetnih razredov nadome-
stijo z razredi tveganja, ki so skonstruirani upoštevajoč dni zamude. Tako namesto
J bonitetnih ocen imamo 3 razrede tveganja, in sicer DPD < 30, 30 ≤ DPD < 90
in DPD ≥ 90. Motivacija za tako klasifikacijo izhaja iz notranje bančne politike,
saj je eden izmed kriterijev za prehod v stanje neplačila 90 dni zamude, medtem ko
je eden izmed indikatorjev za značilno povečanje kreditnega tveganja 30 dni zamude
na nivoju izpostavljenosti. Pravzaprav tokrat je model markovskih verig zastavljen
na dveh razredih, kajti v razred DPD ≥ 90 sodijo izpostavljenosti, ki so že v stanju
neplačila in je njihov parameter tveganja PD = 1.
Druga modifikacija modela markovskih verig prav tako ima svoje korenine v regula-
tivi. V večjih bankah so določeni portfelji zelo občutljivi na spremembe v makroeko-
nomiji (npr. portfelj velikih podjetij). Kot smo že omenili, naš model predpostavlja
stacionarne prehodne verjetnosti, kar je sprejemljivo bodisi ko portfelj ni bistveno
občutljiv na makroekonomske spremembe bodisi ko ni bistvenih makroekonomskih
premikov v opazovalnem petletnem obdobju. Vpeljava makroekonomije v model je
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preko transformacije prehodnih verjetnosti. Za vsak i ∈ C(s)j ∪ C(s−1)j definiramo
logit (P{Gij(s) = 1|Gij(s− 1) = 0}) = λj + α′f(s), (2.82)
logit (P{Gij(s) = 1|Gij(s− 1) = 1}) = λ˜j + β′f(s), (2.83)
kjer je logit := log(p/(1− p)) in f(s) je vektor makroekonomskih kazalcev v letu s.
Priporočljiva je izbira enega ali dveh makroekonomskih kazalcev, saj je primarnega
namena zajeti cikličnost makroekonomije. Funkcija verjetja je
L =
J∏
j=1
{
∫ ( t∏
s=t−4
[1− ψ(λ+ α′f(s))]N00,j(s) × [ψ(λ+ α′f(s))]N01,j(s)]
)
fθ(λ)dλ
×
∫ ( t∏
s=t−4
[1− ψ(λ˜+ β′f(s))]N10,j(s) × [ψ(λ˜+ β′f(s))]N11,j(s)
)
fθ˜(λ˜)dλ˜,
(2.84)
kjer je ψ(x) = 1/(1 + e−x). Upoštevamo tudi, da parametra λ in λ˜ imata beta
priorno porazdelitev. Postopek je enak kot pri enostavnem modelu z majhno razliko,
da v koraku iv. (2.81) iščemo oceno največjega verjetja ne le za Θ, temveč tudi za
parametra α in β.
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Poglavje 3
Empirična analiza
Cilj empirične analize je napoved letne (marginalne) verjetnosti neplačila v malo-
prodajnem bančnem sektorju (angl. retail sector) upoštevajoč različne pristope. Za
potrebe modeliranja smo podatke razdelili v dve množici:
- kalibracijska množica0
- napovedna množica.
Pri analizi smo uporabljali čiste podatke, kar pomeni, da smo za triletno časovno
obdobje ohranili konsistentno definicijo stanja neplačila, internih bonitetnih ocen in
praga materialne značilnosti. Poleg mehkih indikatorjev, v skladu z interno bančno
politiko in analizo portfeljskih managerjev tveganja, stanje neplačila avtomatsko
sproži 90 dni zamude. Za prag individualne značajnosti Banka uporablja znesek
celotne izpostavljenosti 200.000, 00 EUR brez upoštevanja zavarovanja. Interna bo-
nitetna ocena banke obsega 7 razredov: A, A-, B, B-, C, D, E in stanje neplačila F
(default). Za potrebe analize smo interni oceni A in A- ter B in B- združili, da bi
zadostili predpostavkam modelov. Torej v nadaljevanju bomo obravnavali 5 razre-
dov: A, B, C, D, E in stanje neplačila F (default). Presečno stanje konec leta 2017
na napovedni množici je predstavljeno v tabeli 3.1
3.0.1 Profil tveganja
Pri profilu tveganja bomo pogledali osnovne statistične značilnosti neodvisnih spre-
menljivk, ki vplivajo na prehod v stanje neplačila. Upoštevajoč smernice iz bančni-
0Kalibracijska množica je sestavljena iz dveh disjunktnih delov, in sicer učna množica (angl.
training dataset) in testna množica (angl. test dataset). Zaradi zaupnosti podatkov bomo predsta-
vili zgolj ugotovitve dobljene na učni množici brez testiranja (angl. backtesting). V nadaljevanju
bomo s terminom kalibracijska množica označevali učno množico izključujoč testno množico.
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Tabela 3.1: Prehodi v stanje neplačila po internih kategorijah tveganja
Interna bonitetna ocena A B C D E
Stanje neplačila 11 24 36 60 92
Skupaj 10000 7000 5000 2500 500
Slika 3.1: Prehodi v stanje neplačila po internih kategorijah tveganja
štva in številne znanstvene raziskave smo testirali večji nabor pojasnjevalnih spre-
menljivk. Pri končnem izboru smo se odločili za tiste, ki imajo triletno časovno
vrsto, dobro pojasnjevalno moč in intuitivno razlago. Kot ključne spremenljivke
smo izbrali sledeče:
- Finančna pozicija pogodbe na datum poročanja (angl. Financial Position-
FP),
- Zapadli mesečni tenor oziroma število mesecev od datuma odobritve pogodbe
do datuma poročanja (angl. Months on Book -MOB)
- Stopnja brezposelnosti (angl. unemployment ratio-UN)
- Kvocient celotne izpostavljenosti s pošteno vrednostjo posojila (angl. Loan to
Value-LTV)
Glavne statistične značilnosti pojasnjevalnih spremenljivk so povzete v tabeli 3.2
Oglejmo si tudi analizo korelacije ključnih pojasnjevalnih spremenljivk. V praksi se
korelacija večja od 0.8 šteje kot primer, ki zahteva bolj natančno obravnavo. Po-
temtakem vključitev obeh spremenljiv v model ni optimalna, saj ena spremenljivka
pojasnjuje drugo, kar pomeni, da je v koreliranih spremenljivkah ista informacija
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Tabela 3.2: Povzetek statističnih značilnosti pojasnjevalnih spremenljivk
Min 1st Qu. Median Mean 3rd Qu. Max. st. dev
FP 5.94 6.92 7.26 7.32 7.75 9.39 0.73
MOB 41.79 51.87 59.30 59.11 63.13 90.34 10.43
UN 0.05 0.05 0.06 0.06 0.07 0.09 0.12
LTV 0.56 0.59 0.65 0.64 0.68 0.77 0.05
podvojena. V našem primeru je največja (absolutna) korelacija med spremenljiv-
kama UN in LTV ter znaša -0.71. Vizualizacija korelacije je predstavljena v razpr-
šenem grafu na sliki 3.2.
Slika 3.2: Razpršen graf pojasnjevalnih spremenljiv
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3.0.2 Predstavitev rezultatov
Predstavili bomo rezultate štirih pristopov: Mertonov model, logistična regresija,
SVM in pristop markovskih verig. Pridobivanje parametrov je potekalo na kalibra-
cijski množici, med tem ko so končni rezultati dobljeni na podlagi vhodnih podatkov
iz napovedne množice.
Mertonov model
Pri modeliranju verjetnosti neplačila po Mertonovem modelu smo upoštevali nor-
malizirano vrednost sredstev. Porazdelitev normalizirane vrednosti sredstev po ka-
tegorijah za triletno časovno obdobje je prikazana na sliki 3.3.
Slika 3.3: Prehodi v stanje neplačila po internih kategorijah tveganja
V skladu z interno bančno politiko prag materialne značajnosti je enak pragu in-
dividualne značajnosti. Korelacija med vrednostma sredstev znotraj istega razreda
tveganja je prikazana v tabeli 3.4 Upoštevajoč prehode iz tabele 3.1 smo dobili
naslednje enoletne verjetnosti prehoda v stanje naplačila:
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Tabela 3.3: Korelacija vrednosti sredstev po internih kategorijah tveganja
Interna b. ocena A B C D E
ρ 0.508 0.519 0.536 0.511 0.589
Tabela 3.4: Verjetnosti prehoda v stanje neplačila po internih kategorijah tveganja
Interna b. ocena A B C D E
Default rate 0.001100000 0.003428571 0.007200000 0.024000000 0.184000000
PD 0.000806587 0.003056559 0.007901519 0.019010596 0.189033766
Logistična regresija
Pri logistični regresiji smo uporabili pojasnjevalne spremenljivke opisane v podpo-
glavju 3.0.1. Splošna oblika modela je podana s formo
log
(
PD
1− PD
)
= α + β1MOB+ β2LTV+ β3FP+ β4UN.
Dobljeni rezultati so predstavljeni v tabeli 3.5
Tabela 3.5: Parametri logistične regresije po internih kategorijah tveganja
Interna b. ocena A B C D E
α 6.244554 4.263741 5.111093 4.386325 4.473048
β1 0.030400 0.038340 0.027753 0.028415 0.031988
β2 0.929500 0.826357 0.749000 1.049830 1.101410
β3 -1.721400 -1.600400 -1.659030 -1.602380 -1.809070
β4 1.251000 1.005400 1.204336 1.355626 1.309698
Statistično značilnost smo testirali z Waldovim χ2 testom. Vsi ocenjeni parametri so
statistično značilno različni od 0. Rezultate smo v tabeli 3.6 predstavili z namenom
interpretacije le na primeru kategorije A, saj ekvivalentne ugotovitve veljajo tudi
na ostalih kategorijah tveganosti. Kritična vrednost χ2 porazdelitve s 95% stopnjo
zaupanja in 1 prostostno stopnjo je 3.841 ter kritična vrednost χ2 porazdelitve s 99%
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Tabela 3.6: Parametri logistične regresije za kategorijo tveganosti A
Parameter α β1 β2 β3 β4
Ocena parametra 6.2446 0.0304 0.9295 -1.7214 1.2510
Standardna napaka 0.8457 0.0054 0.3310 0.1150 0.2210
Waldova χ2 statistika 54.5218 31.6927 7.8857 224.0618 32.0428
stopnjo zaupanja in 1 prostostno stopnjo je 6.635. Oglejmo si še dobljene verjetnosti
za prehod v stanje neplačila v tabeli 3.7
Tabela 3.7: Verjetnosti prehoda v stanje neplačila po internih kategorijah tveganja
Interna b. ocena A B C D E
Default rate 0.0011 0.0034 0.0072 0.0240 0.1840
log( PD
1−PD) -6.3110 -5.7218 -4.8226 -3.9054 -1.5895
PD 0.0018 0.0033 0.0080 0.0197 0.1695
Kakovost našega binarnega klasifikatorja smo dodatno predstavili z ROC krivuljo.
ROC krivulja predstavlja funkcijo TP (anlg. True Positive) vrednosti v odvisnosti
od FP (angl. False Postive) vrednosti. TP vrednosti se nanašajo na pogodbe, ki so
v stanju neplačila in so kot take pravilno identificirane, med tem ko FP vrednosti
predstavljajo pogodbe, ki niso v stanju neplačila, po modelu pa so klasificirane v
stanju neplačila. Kriterij za klasifikacijo v stanje neplačila predstavlja prag stanja
neplačila, ki lahko v našem primeru zavzame vse vrednosti od 0 do 1. V odvisnosti od
praga stanja neplačila imamo različno razmerje med TP in FP. Prikaz tega razmerja
popiše ROC krivulja. Pomembno informacijo skriva tudi ploščina pod ROC krivuljo,
AUC (angl. Area Under Curve). Načeloma se giblje med vrednostma 0.5 (klasifika-
tor naključnega ugibanja) in 1 (popoln klasifikator). Na AUC lahko gledamo kot na
verjetnost, da bo naš model upoštevajoč neodvisne spremenljivke izvedel pravilno
uvrstitev v eno izmed dveh kategorij. V praksi se model z AUC > 0.75 šteje za zelo
dober klasifikator.
Bolj kot je ROC krivulja nad simetralo prvega kvadranta oziroma bolj kot je kon-
kavna proti točki (0,1), tem boljša je kakovost klasifikatorja. Iz slike lahko razbe-
remo, da naš model sodi med dobre, kar lahko dodatno utemeljimo s tem, da je
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Slika 3.4: ROC krivulja za verjetnost neplačila
AUC = 0.7784.
SVM metoda
SVM metodo smo zagnali na vsaki kategoriji tveganja posebej. Upoštevajoč neod-
visne spremenljivke FP, MOB, UN in LTV (glej 3.0.1), smo za vsak razred tveganja
razvrstili njemu pripadajoče pogodbe v dva razreda, stanje plačila in stanje nepla-
čila. Torej pri vseh kategorijah tveganja smo upoštevali
svm( formula = Defau l tFlag = FP + MOB + UN + LTV, data= mydata )
Opomba 3.0.2.1. DefaultFlag predstavlja že transformirano Default spremenljivko,
kjer se vrednost 0 preslika v 1 in vrednost 1 preslika v -1. Torej razred 1 predstavlja
pogodbe v stanju plačila in razred -1 predstavlja pogodbe v stanju neplačila.
Opomba 3.0.2.2. V teoretičnem delu smo predstavili le linearno separacijsko jedro.
Glede na to, da smo si pri iskanju optimalne separacijske hiperravnine pomagali z
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vgrajenimi funkcijami v R programskem jeziku (knjižnica e1071), smo v empiričnem
delu najprej nastavili tip jedra na linearen, nato pa pri izboljšavi modela pustili
vgrajenim funkcijam, da izberejo najbolj optimalnega.
Za linearno jedro in privzete parametre C = 1 in γ = 0.25 dobimo rezultate predsta-
vljene v tabeli 3.8. Pomen obeh parametrov bomo povzeli pri izboljšanem modelu,
kajti pri linearnem jedru nista bistvenega pomena. Napako napovedi bomo analizi-
Tabela 3.8: SVM metoda (linearno jedro) po internih kategorijah tveganja
Interna bonitetna ocena A B C D E
SVM-Jedro: linearno linearno linearno linearno linearno
cost: 1 1 1 1 1
gamma: 0.25 0.25 0.25 0.25 0.25
Število pomožnih vektorjev: (151, 1) (203, 4) (108, 8) (68,12) (51,24)
Kategorija: (1, -1) (1, -1) (1, -1) (1, -1) (1, -1)
Napovedan PD 0.0018 0.0054 0.0062 0.0304 0.2160
Dejanski PD 0.0011 0.0034 0.0072 0.024 0.1840
rali z matriko zamenjav (angl. Confusion Matrix ).
Tabela 3.9: Matrika zamenjav za razred tveganja A
A Dejanska klasifikacija
Napoved
-1 1
-1 9 9
1 2 9980
errorA =
9 + 2
10000
= 0.0011.
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Tabela 3.10: Matrika zamenjav za razred tveganja B
B Dejanska klasifikacija
Napoved
-1 1
-1 21 17
1 3 6959
errorB =
17 + 3
7000
= 0.00286.
Tabela 3.11: Matrika zamenjav za razred tveganja C
C Dejanska klasifikacija
Napoved
-1 1
-1 30 9
1 6 4955
errorC =
9 + 6
5000
= 0.003.
Tabela 3.12: Matrika zamenjav za razred tveganja D
D Dejanska klasifikacija
Napoved
-1 1
-1 49 17
1 11 2423
errorD =
17 + 11
2500
= 0.0112.
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Tabela 3.13: Matrika zamenjav za razred tveganja E
E Dejanska klasifikacija
Napoved
-1 1
-1 84 24
1 8 384
errorE =
24 + 8
500
= 0.064.
Opazimo, da je napaka klasifikatorja zelo visoka, zato smo uporabili metodo tu-
ning, ki z optimalno izbiro jedra in parametrov C ter γ minimizira napako. Poznamo
štiri različna tipa jeder:
- linearno jedro, K(xi, xj) = x′ixj,
- polinomsko jedro, K(xi, xj) = (γx′ixj)stopnja,
- Gaussovo (radialno) jedro, K(xi, xj) = exp (−γ|xi − xj|2),
- sigmoidno jedro, K(xi, xj) = tanh(γx′ixj).
Sedaj je nekoliko bolj intuitivno, zakaj se z izbiro parametra γ nismo ukvarjali pri
linearnem jedru. Naj omenimo, da parameter C predstavlja utež v Lagrangeevi
funkciji in v optimizacijskem problemu 2.51 označena s K.
Izboljšane modele smo predstavili v tabeli 3.14.
Tabela 3.14: Izboljšana SVM metoda po internih kategorijah tveganja
Interna bonitetna ocena A B C D E
SVM-Jedro: radial radial radial radial radial
cost: 12 6 8 5 8
gamma: 0.25 0.25 0.25 0.25 0.25
Število pomožnih vektorjev: (41, 1) (72, 4) (24, 14) (37,20) (7,28)
Kategorija: (1, -1) (1, -1) (1, -1) (1, -1) (1, -1)
Napovedan PD 0.0010 0.0037 0.0070 0.0232 0.1840
Dejanski PD 0.0011 0.0034 0.0072 0.0240 0.1840
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Tabela 3.15: Matrika zamenjav za razred tveganja A (izboljšan model)
A Dejanska klasifikacija
Napoved
-1 1
-1 9 1
1 2 9988
errorA =
3
10000
= 0.0003.
Tabela 3.16: Matrika zamenjav za razred tveganja B (izboljšan model)
B Dejanska klasifikacija
Napoved
-1 1
-1 23 3
1 1 6973
errorB =
3 + 1
7000
= 0.00057.
Tabela 3.17: Matrika zamenjav za razred tveganja C (izboljšan model)
C Dejanska klasifikacija
Napoved
-1 1
-1 32 3
1 4 4961
errorC =
3 + 4
5000
= 0.0014.
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Tabela 3.18: Matrika zamenjav za razred tveganja D (izboljšan model)
D Dejanska klasifikacija
Napoved
-1 1
-1 54 4
1 6 2436
errorD =
4 + 6
2500
= 0.004.
Tabela 3.19: Matrika zamenjav za razred tveganja E (izboljšan model)
E Dejanska klasifikacija
Napoved
-1 1
-1 89 3
1 3 405
errorE =
3 + 3
500
= 0.012.
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Metoda tuning bistveno zmanjša napako. Če vzamemo napako matrike zamenjav
za kriterij kakovosti klasifikatorja, lahko rečemo, da izbira optimalnega jedra in opti-
malnih parametrov bistveno izboljša svm klasifikator. Pri izračunih smo uporabljali
vgrajene funkcije v programskem jeziku R, in sicer
tune_model = tune (svm , formula , data , ranges )
mymodel = tune_model$best . model
p r ed i c t ed = pr ed i c t (mymodel , mydata )
Markovski pristop
Empirična analiza z markovskim pristopom sloni na konstrukciji matrike preho-
dov. Matrika prehodov predstavlja gibanje pogodb po internih kategorijah tvega-
nja. Glede na to, da banke nerade razkrivajo informacijo o številu pogodb v stanju
neplačila, bomo prikazali le verjetnostno različico matrike prehodov.
Označimo verjetnostno prehodno matriko z M ∈ R6×6. Poljuben element mi,j pred-
stavlja pogojno verjetnost prehoda, da se bo poljubna pogodba iz kategorije tveganja
i v obdobju enega leta premaknila v kategorijo tveganja j. Zaradi pomanjkljivih
makroekonomskih podatkov smo uporabili pristop navadnih prehodov brez vklju-
čene makroekonomije.
Tabela 3.20: Verjetnostna prehodna matrika po kategorijah tveganja, 1. leto
A B C D E Default
A 0.866400 0.102400 0.020800 0.005900 0.003400 0.001100
B 0.000571 0.81914 0.127429 0.037571 0.011857 0.003429
C 0.000000 0.004200 0.902600 0.072400 0.013600 0.00720
D 0.000000 0.000000 0.007200 0.897200 0.071600 0.024000
E 0.000000 0.000000 0.000000 0.004000 0.812000 0.184000
Default 0.000000 0.000000 0.000000 0.000000 0.006667 0.993333
Elementi nad diagonalo kažejo na poslabšanje kreditnega tveganja, med tem ko ele-
menti pod diagonalo predstavljajo pozitivni premik oziroma okrevanje. Predstavili
bomo napoved verjetnosti neplačila za časovni interval 5 let. Po petih letih se v pra-
ksi uporablja TTC PD (angl. Through the cycle probability of default), ki povzame
obnašanje povprečja stopnje neplačila (angl. Default Rate).
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Tabela 3.21: Verjetnostna prehodna matrika po kategorijah tveganja, 2. leto
A B C D E Default
A 0.750708 0.172687 0.049886 0.015772 0.007633 0.003314
B 0.000963 0.671589 0.219682 0.073762 0.023789 0.010216
C 0.000002 0.007231 0.815743 0.130518 0.028600 0.017905
D 0.000000 0.000030 0.012959 0.805777 0.122637 0.058599
E 0.000000 0.000000 0.000029 0.006837 0.660857 0.332277
Default 0.000000 0.000000 0.000000 0.00002 0.012036 0.987938
Tabela 3.22: Verjetnostna prehodna matrika po kategorijah tveganja, 3. leto
A B C D E Default
A 0.650512 0.218537 0.082761 0.028710 0.012628 0.006852
B 0.001218 0.551148 0.284415 0.107418 0.035620 0.020180
C 0.00006 0.009350 0.738151 0.176546 0.043868 0.032079
D 0.000000 0.000079 0.017502 0.724372 0.157842 0.100206
E 0.000000 0.000000 0.00007 0.008780 0.539321 0.451824
Default 0.000000 0.000000 0.000000 0.000072 0.016361 0.983567
Tabela 3.23: Verjetnostna prehodna matrika po kategorijah tveganja, 4. leto
A B C D E Default
A 0.563728 0.245973 0.116285 0.043850 0.018284 0.011879
B 0.001370 0.452789 0.327744 0.137824 0.047156 0.033117
C 0.000011 0.010760 0.668718 0.212366 0.058625 0.049520
D 0.000000 0.000138 0.021023 0.651808 0.180940 0.146092
E 0.000000 0.000000 0.000131 0.010040 0.441571 0.548258
Default 0.000000 0.000000 0.000000 0.000130 0.01985 0.980022
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Tabela 3.24: Verjetnostna prehodna matrika po kategorijah tveganja, 5. leto
A B C D E Default
A 0.488555 0.259701 0.148344 0.060402 0.024480 0.018518
B 0.001446 0.372415 0.354541 0.164593 0.058211 0.048794
C 0.000015 0.011623 0.606485 0.239589 0.072361 0.069926
D 0.000000 0.000202 0.023686 0.587053 0.194854 0.194206
E 0.000000 0.000000 0.000191 0.010783 0.362931 0.626094
Default 0.000000 0.000000 0.000002 0.000196 0.022659 0.977143
Tabela 3.25: Kumulativne verjetnosti neplačila za petletno časovno obdobje
PD 1. leto 2. leto 3. leto 4. leto 5. leto
A 0.001100 0.003314 0.006852 0.011879 0.018518
B 0.003429 0.010216 0.020181 0.033117 0.048794
C 0.007200 0.017905 0.032079 0.049520 0.069926
D 0.024000 0.058599 0.100206 0.146092 0.194206
E 0.184000 0.332277 0.451824 0.548258 0.626094
Default 0.993333 0.987938 0.983567 0.980022 0.977143
Dobili smo kumulativne verjetnosti neplačila po kategorijah tveganja. Za izračun
pričakovane kreditne izgube potrebujemo le marginalne verjetnosti (tabela 3.26).
Opomba 3.0.2.3. Vpeljava Bayesovega pristopa pri markovskem modelu je zelo
uporabna pri modeliranju verjetnosti neplačila za segment bank in držav. V tej ka-
tegoriji je stopnja neplačila zelo blizu 0 in navadne prehodne matrike ne odražajo
dejanskega stanja. Druga anomalija je tudi to, da pri napovedi verjetnosti neplačila
s potenciranjem prehodne matrike zelo hitro pridemo v limitno porazdelitev in so
posledično marginalne verjetnosti neplačila enake 0, kar z regulacijskega stališča ni
dovoljeno.
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Tabela 3.26: Marginalne verjetnosti neplačila za petletno časovno obdobje
PD [0,1] [1,2] [2,3] [3,4] [4,5]
A 0.001100 0.002214 0.003538 0.005028 0.006638
B 0.003429 0.006787 0.009964 0.012936 0.015677
C 0.007200 0.010705 0.014173 0.017441 0.020405
D 0.024000 0.034599 0.041607 0.045886 0.048114
E 0.184000 0.148277 0.119547 0.096434 0.077836
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Zaključek
Razvoj modelov za obvladovanje kreditnega tveganja je ozko povezan s spremem-
bami v regulatornih smernicah. Do pred enim letom so vsi parametri bili opazovani
v danem trenutku (angl. Point in Time), zato je bil najbolj priljubljen pristop
z logistično regresijo. S prihodom nove regulative se ta trend obrača proti mar-
kovskemu pristopu, saj je dosti bolj enostaven za implementacijo in interpretacijo,
obenem tudi povzema celo življensko dobo parametrov tveganja (angl. Lifetime risk
parameters), kar je ena izmed novosti v regulatornih zahtevah. Posledično se modeli
za verjetnost neplačila razvijajo v smeri modifikacij markovskih verig za različne
bančne segmente.
V teoretičnem delu naloge smo predstavili pristope, ki se lahko uporabijo tudi pri
drugih bančnih segmentih. V praksi se izkaže, da kompleksnost modela ni ključna
za doseganje boljših rezultatov in vse potencijalne izboljšave izhajajo iz dobrega
razumevanja portfelja in ustrezne izbire neodvisnih spremenljivk. Boljše kot je naše
poznavanje podatkov, bolj natančne rezultate lahko dosežemo.
V empiričnem delu smo spoznali, da težko določimo, kateri model je najboljši. Vsak
izmed predstavljenih ima svoj namen uporabe in je primeren za določen tip portfelja.
Izbira modelov in testiranje pristopov v praksi traja približno eno leto bodisi zaradi
pomanjkljivih ali zaupnih podatkov bodisi zaradi neizpolnjenih začetnih predpo-
stavk. Potrudili smo se predstaviti tipe modelov s popolnoma različnim matema-
tičnim ozadjem, ki so se pri testiranju izkazali za zelo dobre. S tem smo poudarili
aplikativnost verjetnosti, analize, statistike in strojnega učenja pri modeliranju kre-
ditnega tveganja.
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