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Abstract
In this paper a new concept for 2 × 2-block operator matrices – the quadratic numeri-
cal range – is studied. The main results are a spectral inclusion theorem, an estimate of the
resolvent in terms of the quadratic numerical range, factorization theorems for the Schur com-
plements, and a theorem about angular operator representations of spectral invariant subspaces
which implies e.g. the existence of solutions of the corresponding Riccati equations and a
block diagonalization. All results are new in the operator as well as in the matrix case. © 2001
Elsevier Science Inc. All rights reserved.
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1. Introduction
In [9] the quadratic numerical range of a 2 × 2-block operator matrix
A =
(
A B
C D
)
in H =H1 ⊕H2
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was defined as the set of all eigenvalues of all the 2 × 2-matrices
Af,g =
(
(Af, f ) (Bg, f )
(Cf, g) (Dg, g)
)
, f ∈H1, g ∈H2, ‖f ‖ = ‖g‖ = 1,
and it was used as a tool in order to localize the spectrum ofA (even for the case of
unbounded entries A and D). In this paper, we study this quadratic numerical range
for bounded block operator matricesAmore thoroughly and show that it allows us to
formulate a simple condition which implies a factorization of the Schur complements
ofA, an angular operator representation of certain invariant subspaces ofA and the
existence of solutions of Riccati equations associated with A.
In Section 2 we prove some simple properties of the quadratic numerical range.
In particular, we show that it is a subset of the numerical range and that its closure
still contains the spectrum ofA. Thus, in general, it gives a better information about
the location of the spectrum of A than the numerical range. In Section 3 we prove
an estimate for the resolvent (A− λ)−1 in terms of the distance of λ to the quadratic
numerical range and obtain that, under some additional assumptions, the length of
the Jordan chains in boundary points of the quadratic numerical range is 2 or even
1. Some of these properties are illustrated by numerical computations in Section 6
for the finite dimensional case.
The main results of this note presented in Sections 4 and 5 (Theorems 4.4 and
5.1) concern the case that the closure of the quadratic numerical range ofA consists
of two components. It is shown that then one component contains σ(A), the other
component contains σ(D), and that also the spectrum ofA can be divided into two
spectral sets. The corresponding spectral subspaces of A admit representations by
means of angular operators, e.g., the spectral subspaceL1 ofA which corresponds
to the component of the quadratic numerical range containing σ(A) is of the form
L1 =
{(
f
K1f
)
: f ∈H1
}
with a bounded linear operator K1 fromH1 intoH2. The main tool here are factor-
izations of the Schur complements
SA(λ) = A− λ− B(D − λ)−1C, SD(λ) = D − λ− C(A− λ)−1B,
which are obtained from results of [13]. The angular operators are represented by
means of contour integrals, and they satisfy certain Riccati equations.
If the operator A is self-adjoint, the condition that the closure of the quadratic
numerical range consists of two components amounts to the fact that there is a gap
between the spectra of the diagonal operators A and D. In this case representations
of the spectral subspaces by means of angular operators were proved in [1]. In a non-
self-adjoint situation, namely when C = B∗ and A and −D are accretive, similar
results were obtained in [9,10]. In these papers the entries of the block operator
matrix were allowed to be unbounded.
It should be emphasized that all the results of the present paper are new also in the
finite dimensional case. The question when corners of the quadratic numerical range
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are eigenvalues or belong to the spectrum is answered in [11]. We also would like
to mention that there is an obvious generalization of the quadratic numerical range
to n× n block operator matrices, to which the results of Sections 2 and 3 can be
extended easily. The generalization of the main results in Sections 4 and 5, however,
requires further consideration.
2. The definition and simple properties
LetH1 andH2 be Hilbert spaces. In the Hilbert spaceH =H1 ⊕H2 we con-
sider the linear operatorA, given by the block operator matrix
A =
(
A B
C D
)
, (2.1)
where A ∈ L(H1), D ∈ L(H2), B ∈ L(H2,H1) and C ∈ L(H1,H2). Denote
by  the set
 :=
{(
f
g
)
: f ∈H1, g ∈H2, ‖f ‖ = ‖g‖ = 1
}
, (2.2)
byAf,g the 2 × 2-matrix
Af,g :=
(
(Af, f ) (Bg, f )
(Cf, g) (Dg, g)
)
, f ∈H1, g ∈H2,
and let I2 be the 2 × 2-unit matrix.
Definition 2.1. The set
W 2(A) :=
{
λ ∈ C : det (Af,g − λI2) = 0 for some (fg
)
∈ 
}
(2.3)
is called the quadratic numerical range of the operatorA (with respect to the block
operator representation (2.1)).
Obviously, W 2(A) can also be written as
W 2(A) =
λ ∈ C : det
 (Af,f )‖f ‖2 − λ (Bg,f )‖f ‖‖g‖
(Cf,g)
‖f ‖‖g‖
(Dg,g)
‖g‖2 − λ
 = 0
for some
(
f
g
)
∈H, f, g /= 0
 ,
or it can be described as the set of solutions of all the quadratic equations
λ2−λ
(
(Af, f )+ (Dg, g)
)
+(Af, f )(Dg, g)− (Bg, f )(Cf, g) = 0, (f g)t ∈ . (2.4)
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Here t denotes the transpose of a vector or matrix. Note that for two different block
operator representations of A the corresponding quadratic numerical ranges may
differ considerably (see Fig. 1).
Evidently, the quadratic numerical range W 2(A) is a bounded subset of C, if
dimH <∞ it is also closed. Further, W 2(A) is either connected or consists of two
components. In the latter case there are two continuous functionals λ1(f, g), λ2(f, g)
such that one component is the set of all λ1(f, g), (f g)t ∈ , and the other one is
the set of all λ2(f, g), (f g)t ∈ . The quadratic numerical range is in general not
convex, and even its components need not be so (see Fig. 3).
Furthermore, the 2 × 2-matrixAf,g has the properties
σ
(
Aαf,βg
) = σ (Af,g) if |α| = |β| = 1,
and (Af,g)∗ = (A∗)f,g, hence
W 2(A∗) =
(
W 2(A)
)∗ :={λ ∈ C : λ ∈ W 2(A)}. (2.5)
Recall that the numerical range W(T ) of a bounded linear operator T in a Hilbert
spaceH is defined as
W(T ) :={(Tf, f ) : f ∈H, ‖f ‖ = 1}.
For the properties of the numerical range we refer to [5,6].
Let (f g)t ∈ . If the span of the elements (f 0)t, (0 g)t is identified in the canon-
ical way with C2 and P denotes the orthogonal projection in H onto this span, then,
evidently, Af,g = PA|ranP and it follows that W
(
Af,g
) ⊂ W(A). The relation
σ(Af,g) ⊂ W(Af,g) now implies
W 2(A) =
⋃
(f g)t∈
σ(Af,g) ⊂
⋃
(f g)t∈
W(Af,g) ⊂ W(A). (2.6)
Here the last inclusion is in fact an equality. Indeed, if λ ∈ W(A), then there exists
an element (u, v)t ∈H, ‖u‖2 + ‖v‖2 = 1, such that(
A
(
u
v
)
,
(
u
v
))
= λ.
We write u = ‖u‖f, v = ‖v‖g with elements f, g of norm one (here, if e.g. u = 0,
then f is chosen arbitrarily). Then it is easy to check that(
Af,g
(‖u‖
‖v‖
)
,
(‖u‖
‖v‖
))
= λ,
hence λ ∈ W(Af,g).
In the following we need a simple lemma about 2 × 2-matrices, which will be
proved for the convenience of the reader.
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Lemma 2.2. If for the 2 × 2-matrixM there exists a 2-vector x such that
‖x‖ = 1 and ‖Mx‖ < ε, (2.7)
then dist (0, σ (M)) 
√‖M‖ε.
Proof. Only the case that the matrix M is invertible has to be considered. Then the
inverse matrixM−1 can be written as
M−1 = 1
detM
(J tMJ )t
with
J :=
(
0 1
−1 0
)
,
and the relation
‖M−1‖ = ‖M‖| detM| =
‖M‖
|λ1λ2| (2.8)
follows, where λ1, λ2 are the eigenvalues of the matrixM. Assumption (2.7) implies
‖M−1‖ > ε−1, (2.9)
and from (2.8) and (2.9) we get the inequality min{|λ1|, |λ2|}  √‖M‖ε. 
An analogue of the following theorem was proved in [9] (even for the case that
the entries A and D are unbounded operators), but by a different reasoning.
Theorem 2.3. σ(A) ⊂ W 2(A).
Proof. First we consider λ ∈ σp(A). Then there exists a non-zero element (f g)t ∈
H such that
(A− λ)f + Bg = 0, Cf + (D − λ)g = 0.
We write f = ‖f ‖f̂ , g = ‖g‖ĝ with elements f̂ , ĝ of norm one (here, if e.g. f =
0, then f̂ is chosen arbitrarily). It follows that
(Af, f̂ )− λ(f, f̂ )+ (Bg, f̂ ) = 0, (Cf, ĝ)+ (Dg, ĝ)− λ(g, ĝ) = 0,
and, consequently,
Af̂ , ĝ
(‖f ‖
‖g‖
)
= λ
(‖f ‖
‖g‖
)
. (2.10)
Hence λ ∈ σ(Af̂ , ĝ) ⊂ W 2(A).
If λ ∈ σ(A) \ σp(A), then either λ ∈ σapp(A) or λ ∈ σp(A∗). Here we write
λ ∈ σapp(A) if λ is an approximative eigenvalue of A, i.e., there exists a sequence
of elements (fn gn)t ∈H, n = 1, 2, . . . , such that
‖fn‖2 + ‖gn‖2 = 1,
∥∥∥∥A(fngn
)
− λ
(
fn
gn
)∥∥∥∥ −→ 0, n→∞.
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Then, with f̂n, ĝn as in the first part of the proof, we obtain
Af̂n, ĝn
(‖fn‖
‖gn‖
)
− λ
(‖fn‖
‖gn‖
)
−→ 0, n→∞.
Since, for arbitrary n, ‖Af̂n, ĝn‖  ‖A‖, it follows from Lemma 2.2 that
dist
(
λ, σ(Af̂n, ĝn)
)
−→ 0 if n→∞.
Therefore
λ ∈
⋃
n
σ (Af̂n, ĝn) ⊂ W 2(A).
Finally, if λ ∈ σp(A∗), then, according to what was shown above, λ ∈ W 2(A∗)
and hence λ ∈ W 2(A) by relation (2.5). 
Theorem 2.3 and relation (2.6) imply
σ(A) ⊂ W 2(A) ⊂ W(A).
Therefore the quadratic numerical rangeW 2(A) gives a better information about the
localization of σ(A) than the numerical range W(A) (see e.g. Figs. 3–5).
There is a simple connection between the quadratic numerical range W 2(A) and
the numerical ranges of the diagonal blocks A and D.
Theorem 2.4. If dimH2 > 1, then W 2(A) ⊃ W(A), and if dimH1 > 1, then
W 2(A) ⊃ W(D).
Proof. Suppose that dimH2 > 1. Then, for each f ∈H1, ‖f ‖ = 1, there exists
an element g ∈H2, ‖g‖ = 1, such that (Cf, g) = 0. Then (f g)t ∈ ,
Af,g =
(
(Af, f ) (Bg, f )
0 (Dg, g)
)
,
and hence (Af, f ) ∈ W 2(A), and W(A) ⊂ W 2(A) follows. The proof for W(D) is
analogous. 
It should be noted that in the case dimH1 = 1 or dimH2 = 1 the above inclu-
sions are not true in general (see Figs. 1 and 2).
We have mentioned already that W 2(A) consists of at most two components. The
case that even W 2(A) consists of two components will be of particular interest in
the following sections.
Corollary 2.5. Suppose that dimH1 > 1 and dimH2 > 1. If W 2(A) consists of
two components, then one component contains W(A) and the other component con-
tains W(D).
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Proof. We choose an element (f g)t ∈  such that (Cf, g) = 0. Then the eigen-
values of the matrixAf,g are (Af, f ) and (Dg, g), and they belong to different com-
ponents of W 2(A). Since the sets W(A) and W(D) are connected (even convex),
the claim follows from Theorem 2.4. 
By Corollary 2.5, if W(A) ∩W(D) /= ∅, then W 2(A) consists of only one com-
ponent.
IfA is self-adjoint, much more can be said about the quadratic numerical range.
Theorem 2.6. Let the block operator matrix A be self-adjoint. Then the quadratic
numerical range W 2(A) is real. Its closure is either the single interval
W 2(A) = [min σ(A),max σ(A)] = W(A),
or it consists of two disjoint intervals,
W 2(A) = [min σ(A), δ] ∪ [α,max σ(A)] (2.11)
with min σ(A)  δ < α  max σ(A). If, in the latter case, dim H1 > 1 and
dim H2 > 1, then either δ = max σ(D), α = min σ(A), or δ = maxσ(A), α =
min σ(D).
Proof. The first statement is immediate from the self-adjointness of the 2 × 2 ma-
trices Af,g . By (2.6) we know W 2(A) ⊂ W(A) = [minσ(A),max σ(A)]. On
the other hand, we have min σ(A), max σ(A) ∈ σ(A) ⊂ W 2(A). Since W 2(A)
consists of at most two connected sets, the second assertion follows. Suppose now
that (2.11) holds with δ < α. Then, according to Corollary 2.5, one of the intervals
[minσ(A), δ], [α,max σ(A)] containsW(A) and the other one containsW(D). As-
sume e.g. W(D) ⊂ [minσ(A), δ] and W(A) ⊂ [α,max σ(A)]. Then, since
minW(A) = min σ(A), it follows that α  min σ(A), and similarly δ  max σ(D).
On the other hand, the formula
λ±(f, g)= (Af, f )+ (Dg, g)2 ±
√(
(Af, f )− (Dg, g)
2
)2
+ |(Bg, f )|2,
(f g)t ∈ , (2.12)
for the solutions of the quadratic equation (2.4) and (Af, f )  (Dg, g) imply
λ+(f, g)  (Af, f ), λ−(f, g)  (Dg, g), hence α  min σ(A), δ  maxσ(D). 
If W 2(A) consists of two components, then, obviously, all matricesAf,g, (f g)t
∈ , have two different eigenvalues. The inverse statement is not true. In fact, we
give an example of a self-adjoint block operator matrixA such that for all (f g)t ∈
 the two eigenvalues λ+(f, g), λ−(f, g) of the matrix Af,g are different, that
is, λ−(f, g) < λ+(f, g), but there exist (f g)t, (f ′ g′)t ∈  such that λ−(f, g) =
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λ+(f ′, g′). To this end, consider a self-adjoint block operator matrix A as in (2.1)
with H1 =H2, dimH1  2, self-adjoint operators A, D such that min{(Af, f ) :
‖f ‖ = 1} = max{(Dg, g) : ‖g‖ = 1} = β, β is a simple eigenvalue of A and D with
a common eigenvector f0, ‖f0‖ = 1, and (Bf0, f0) /= 0. Then it is easy to see that
for (f g)t ∈  the difference
λ+(f, g)− λ−(f, g) = 2
√(
(Af, f )− (Dg, g)
2
)2
+ |(Bg, f )|2
is positive. On the other hand, if we choose f ′0 and g′0 such that ‖f ′0‖ = ‖g′0‖ = 1,
(Bf0, f ′0) = 0 and (B∗f0, g′0) = 0, then, by (2.12), λ+(f0, g′0) = λ−(f ′0, f0) = β.
3. Estimates of the resolvent
If T is a bounded linear operator inH and the complex number λ does not belong
to W(T ), then the norm of the resolvent (T − λ)−1 admits the estimate
‖(T − λ)−1‖  1
dist(λ,W(T ))
.
A corresponding result for the quadratic numerical range is the following theorem.
Theorem 3.1. If λ /∈ W 2(A), then
‖(A− λ)−1‖  ‖A‖ + |λ|(
dist
(
λ,W 2(A)
))2 . (3.1)
In the proof of this theorem we use the following lemma.
Lemma 3.2. If there exists a number δ > 0 such that
‖Af,gx‖  δ ‖x‖, x ∈ C2, (3.2)
for all (f g)t ∈ , then
‖Aw‖  δ‖w‖, w ∈H. (3.3)
Proof. Let w ∈H. Then w = (αf βg)t with elements f ∈H1 and g ∈H2 of
norm one and α, β ∈ C. For x = (α β)t we have
Af,gx =
(
(Af, f )α + (Bg, f )β
(Cf, g)α + (Dg, g)β
)
=
(
(A(αf )+ B(βg), f )
(C(αf )+D(βg), g)
)
,
and hence
‖Af,gx‖2=| (A(αf )+ B(βg), f ) |2 + | (C(αf )+D(βg), g) |2
‖A(αf )+ B(βg)‖2 + ‖C(αf )+D(βg)‖2 = ‖Aw‖2. (3.4)
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Since ‖w‖2 = |α|2 + |β|2 = ‖x‖2, we obtain (3.3) from (3.2) and (3.4). 
Proof of Theorem 3.1. Letλ /∈W 2(A). Then relation (2.8) implies that for (f g)t ∈
‖(Af,g − λ)−1‖ = ‖Af,g − λ‖| det (Af,g − λ) | = ‖Af,g − λ‖|λ− λ′(f, g)||λ− λ′′(f, g)| ,
where λ′(f, g) and λ′′ (f, g) are the solutions of the quadratic equation (2.4). Since
|λ− λ′(f, g)|, |λ− λ′′(f, g)|  dist (λ, W 2(A)) and ‖Af,g‖  ‖A‖, we find that
for all (f g)t ∈ 
‖(Af,g − λ)−1‖  ‖A‖ + |λ|(
dist
(
λ,W 2(A)
))2 .
According to Lemma 3.2, this implies
‖(A− λ)w‖ 
(
dist
(
λ,W 2(A)
))2
‖A‖ + |λ| ‖w‖, w ∈H.
Since λ /∈ σ(A) by Theorem 2.3, the estimate (3.1) follows. 
By a similar reasoning also the following two theorems can be proved.
Theorem 3.3. Suppose that there exists a subset F of W 2(A) such that for all
(f g)t ∈ , the matrix Af,g has at most one eigenvalue in F. Then, for all λ /∈
W 2(A) such that dist
(
λ,W 2(A) \F)  δ with some δ > 0, the estimate
‖(A− λ)−1‖  γ (δ)
dist(λ,F)
holds where γ (δ) > 0 is independent of λ.
Theorem 3.4. If W 2(A) consists of two components, say F1 and F2, then for
λ /∈ W 2(A)
‖(A− λ)−1‖  ‖A‖ + |λ|
dist(λ,F1) dist(λ,F2)
.
An example for the situation of Theorem 3.3 is as follows. Consider the operator
A =
(
A B
−B∗ D
)
with self-adjoint operators A and D and such that W(A) = [a1, a2] and W(D) =
[d1, d2] where a1 < d1 < a2 < d2. Then in each of the intervals
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a1,
a1 + d1
2
]
and
[
a2 + d2
2
, d2
]
there is at most one eigenvalue of each matrix Af,g, (f g)t ∈ , and all their non-
real eigenvalues are in the strip{
λ ∈ C : a1 + d1
2
 (λ)  a2 + d2
2
}
.
For an example of the corresponding quadratic numerical range see Fig. 6.
A boundary point λ0 of W 2(A) is said to have the exterior cone property if there
exists a closed cone K (with positive aperture) with vertex λ0 such that K ∩ {λ ∈ C :
|λ− λ0|  r} ∩W 2(A) = {λ0} for some r > 0.
Corollary 3.5. Let λ0 be an eigenvalue of A. If λ0 is a boundary point of W 2(A)
which has the exterior cone property, then the lengths of all the corresponding Jor-
dan chains are 2. If, in the situation of Theorem 3.3, λ0 is a boundary point of F
with the exterior cone property and has a positive distance from W 2(A) \F, or,
in the situation of Theorem 3.4, λ0 is a boundary point of one of the components
F1, F2 having the exterior cone property, then all Jordan chains corresponding to
λ0 have length 1, i.e., there are no associated vectors.
Proof. Assume that there exists a Jordan chain {x0, x1, x2} of length 3 at a boundary
point λ0 of W 2(A). Then, for λ /∈ W 2(A),
‖(A− λ)−1x2‖ =
∥∥∥∥ 1(λ0 − λ)3 x0 + 1(λ0 − λ)2 x1 + 1λ0 − λx2
∥∥∥∥  C 1|λ0 − λ|3
for |λ0 − λ| sufficiently small. If now λ0 has the exterior cone property and λ lies on
the axis of the cone K, |λ0 − λ|  r , then |λ0 − λ|  C′ dist(λ,W 2(A)) with some
constant C′ > 0 and hence
‖(A− λ)−1x2‖  C′′ 1(
dist(λ,W 2(A))
)3 ,
a contradiction. The proof of the remaining assertions is similar. 
The example
A =
(
0 B
0 0
)
with some operator B /= 0
shows that in the first part of Corollary 3.5 the length of a Jordan chain can be equal
to 2. Indeed, here W 2(A) = {0}, λ0 = 0 is a boundary point of W 2(A) with the
exterior cone property and all vectors (0 g)t ∈H with g ∈H2 such that Bg /= 0
are associated vectors of rank 2.
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4. Schur complements and their factorizations
In the study of the block operator matrixA in (2.1) the Schur complements SA(λ)
and SD(λ) play an important role:
SA(λ) :=A− λ− B(D − λ)−1C, SD(λ) :=D − λ− C(A− λ)−1B.
The operator function SA(λ) (SD(λ), respectively) with values in L(H1) (L(H2),
respectively) is defined and analytic for λ /∈ σ(D) (λ /∈ σ(A), respectively), and the
relation
A− λ =
(
I B(D − λ)−1
0 I
)(
SA(λ) 0
0 D − λ
)(
I 0
(D − λ)−1C I
)
(4.1)
holds for λ /∈ σ(D). It follows that
σ(A) \ σ(D) = σ(SA),
where the spectrum of the operator function SA(λ) is, as usual, defined as the set of
all λ /∈ σ(D) for which the operator SA(λ) is not (boundedly) invertible. We shall
also use the well-known definition of the numerical range for an analytic operator
function. For SA(λ) this numerical range is defined as
W(SA) = {λ /∈ σ(D) : (SA(λ)f, f ) = 0 for some f ∈H1, f /= 0}.
It is well known (see e.g. [12, Theorem 26.6]) that σ(SA) ⊂ W(SA) if there exists a
λ0 /∈ σ(D) such that 0 /∈ W(SA(λ0)). The latter condition holds if
‖A‖ + ‖B(D − λ0)−1C‖ < |λ0|,
hence for sufficiently large |λ0|. Analogous results hold for SD .
In the sequel, for f ∈H1, g ∈H2, and λ ∈ C, we define
&(f, g; λ) := ((A− λ)f, f )((D − λ)g, g) − (Bg, f )(Cf, g).
Theorem 4.1. W(SA) ∪W(SD) ⊂ W 2(A).
Proof. Let f ∈H1, f /= 0, and (SA(λ)f, f ) = 0. If Cf = 0, then (SA(λ)f, f ) =
((A− λ)f, f ) and &(f, g; λ) = ((A− λ)f, f )((D − λ)g, g), so consequently
&(f, g; λ) = 0 for any g ∈H2. If Cf /= 0, then (D − λ)−1Cf /= 0 and
&(f, (D − λ)−1Cf ; λ)=((A− λ)f, f )(Cf, (D − λ)−1Cf )
−(B(D − λ)−1Cf, f )(Cf, (D − λ)−1Cf )
=(SA(λ)f, f )(Cf, (D − λ)−1Cf ). (4.2)
Hence from (SA(λ)f, f ) = 0 it follows that &(f, (D − λ)−1Cf ; λ) = 0 and thus
λ ∈ W 2(A). The proof for W(SD) is similar. 
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In the rest of this section suppose that dimH1 > 1, dimH2 > 1, and that the clo-
sure W 2(A) of the quadratic numerical range W 2(A) consists of two components.
For this fact each of the following two conditions is sufficient.
(1) C = B∗ and there exist real numbers δ < α, such that
 (W(D))  δ,  (W(A))  α.
In this case W 2(A) consists of two components separated by the strip {z ∈ C : δ <
(z) < α} (⊂ ρ(A)). This follows e.g. from [9, Lemma 3.1]. Note that here no
restriction on the norm of B is needed. A similar statement holds for the more general
situation that the convex setsW(A) andW(D) are disjoint and the off-diagonal oper-
ators B and C satisfy a certain symmetry condition (with respect to a line orthogonal
to a strip separating W(A) and W(D)).
(2) The sets W(A) and W(D) are disjoint and
2
√‖B‖ ‖C‖ < dist (W(A),W(D)) =: d.
Indeed, if λ belongs to the line separating the sets W(A) and W(D) and having
distance d/2 from both of them, then, for (f g)t ∈ ,∣∣det (Af,g − λI2)∣∣=|(λ− (Af, f ))(λ− (Dg, g)) − (Bg, f )(Cf, g)|

∣∣∣|λ| − |(Af, f )|∣∣∣ ∣∣∣|λ| − |(Dg, g)|∣∣∣− ‖B‖ ‖C‖
 d
2
d
2
− ‖B‖‖C‖ > 0.
In the sequel the two components of W 2(A) are denoted by F1 and F2. Then,
according to Corollary 2.5, without loss of generality we can suppose that
W(A) ⊂F1, W(D) ⊂F2. (4.3)
We need the following simple fact.
Lemma 4.2. LetF1 andF2 be two connected disjoint compact subsets of C. Then
there exists a piecewise smooth closed Jordan curve  such that one of these sets is
located inside and the other one is located outside .
Proof. There exists a bounded open set V ⊂ C the boundary of which consists of
a finite number of piecewise smooth closed non-intersecting Jordan curves such that
F1 ⊂V, F2 ∩V = ∅
(see e.g. [4, Chapter I.1]). Since F2 is connected, one component of the open set
C \V, say G2, contains F2. If G2 is bounded, we consider the unbounded com-
ponent G of the set C \G2 and choose  = G ∩ G2. If the set G2 is unbounded,
we consider the component G1 of C \ G2 which contains F1 and we choose  =
G2 ∩G1. 
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Theorem 4.3. W(SA) ∩F1 /= ∅, W(SD) ∩F2 /= ∅.
Proof. By Lemma 4.2, for at least one of the components of W 2(A), say F1,
we can choose a bounded simply connected domain U1 such that F1 ⊂ U1, F2 ∩
U1 = ∅ and such that the boundary 1 of U1 is a piecewise smooth closed Jor-
dan curve. If C = 0, then SA(λ) = A− λ and hence W(SA) = W(A). Then the first
claim is trivial (see (4.3)). Therefore we can assume that C /= 0. Choose an element
f ∈H1 such that Cf /= 0 and set g(λ) := (D − λ)−1Cf for λ ∈ U1. If λ ∈ U1 is
fixed, the function ϕλ(µ) :=&(f, g(λ);µ) has exactly one zero µ(λ) ∈F1. The
function µ(λ) is continuous and maps U1 into itself. Since U1 is simply connected
and its boundary is a piecewise smooth Jordan curve, U1 is homeomorphic to the
closed unit disc (see e.g. [7, Chapter III.6.4]). Hence the Brouwer Fixed Point The-
orem (see e.g. [2]) can be applied, and it follows that there exists at least one point
λ0 ∈F1 such that µ(λ0) = λ0. Then &(f, g(λ0); λ0) = 0. On the other hand (see
(4.2)),
&(f, g(λ0); λ0) = (SA(λ0)f, f )(Cf, (D − λ0)−1Cf ). (4.4)
If we denote h := (D − λ0)−1Cf , then (Cf, (D − λ0)−1Cf ) = ((D − λ0)h, h), and
this is different from 0 since h /= 0 and λ0 /∈ W(D) (observe that W(D) ∩F1 = ∅).
It follows from (4.4) that (SA(λ0)f, f ) = 0.
Now consider the component F2 and the operator function SD(λ). Let V1 :=
C \U1, where C is the extended complex plane. Suppose for simplicity that 0 ∈
U1. We can further assume there is an element g ∈H2 such that Bg /= 0 (see the
beginning of this proof). Set h(λ) := (A− λ)−1Bg for λ ∈ C \U1. If λ ∈ C \U1
(=V1 \ {∞}) is fixed, the function ψλ(µ) :=&(h(λ), g;µ) has exactly one zero
µ(λ) ∈F2. Evidently, the same holds for the function ψ˜λ(µ) := |λ|2ψλ(µ). We can
consider this function also for λ = ∞. More exactly, let ψ˜∞(µ) := limλ→∞ ψ˜λ(µ).
Since limλ→∞ λ(A− λ)−1 = −I , it is easy to see that ψ˜∞(µ) = &(Bg, g;µ).
Hence the function ψ˜∞(µ) has exactly one zero µ(∞) ∈F2. The function µ(λ) is
defined and continuous onV1 and mapsV1 into itself. Since the boundary ofV1 is
a piecewise smooth closed Jordan curve, it follows that there exists at least one point
λ0 ∈F2 such that µ(λ0) = λ0, that is &(h(λ0), g; λ0) = 0. Using the equality
&(h(λ0), g; λ0) =
(
Bg, (A − λ0)−1Bg
)
(SD(λ0)g, g)
instead of (4.4), we obtain that (SD(λ0)g, g) = 0. 
From now on in this paper we will assume that the Hilbert spaceH is separable.
Theorem 4.4. Suppose that the closure W 2(A) of the quadratic numerical range
W 2(A) consists of two componentsF1 andF2 and that
W(A) ⊂F1, W(D) ⊂F2.
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Then
(i) For f ∈H1, f /= 0, the function (SA(λ)f, f ) has exactly one zero in F1, for
g ∈H2, g /= 0, the function (SD(λ)g, g) has exactly one zero inF2.
(ii) The operator functions SA(λ) and SD(λ) admit factorizations
SA(λ) = T1(λ)(Z1 − λ), SD(λ) = T2(λ)(Z2 − λ) (4.5)
where, for j = 1, 2, Tj (λ) is an operator function with values in L(Hj ) which
is analytic and invertible on Fj and Zj ∈ L(Hj ), σ (Zj ) ⊂Fj .
Proof. (i) First we consider the case dimH1 = n1 <∞, dimH2 = n2 <∞. Let
again, as in the proof of Theorem 4.3, 1 be the boundary of the set U1 which was
chosen above. It follows from [8, Lemma 6], that for arbitrary f ∈H1, f /= 0,
ind1 det SA(λ) = n1 ind1(SA(λ)f, f ) =: n1l1, (4.6)
i.e., l1 is the number of zeros of (SA(λ)f, f ) in F1. Relation (4.1) implies
det(A− λ) = det SA(λ) det(D − λ),
and since det(D − λ) does not have zeros in the interior of 1, it follows that
ind1 det(A− λ) = ind1 detSA(λ).
Therefore the operator A has exactly n1l1 eigenvalues in F1, counted according
to their algebraic multiplicities. Analogously, if for g ∈H2, g /= 0, l2 denotes the
number of zeros of the function (SD(λ)g, g) in the set F2, then the operatorA has
exactly n2l2 eigenvalues inF2, again counted according to their algebraic multiplic-
ities. But the total number of eigenvalues of A is n1 + n2, and since l1  1, l2  1
by Theorem 4.3, the equation n1l1 + n2l2 = n1 + n2 implies l1 = l2 = 1. Thus the
statement (i) is proved for the finite-dimensional case.
Now suppose that dim H1 = ∞, dim H2 = ∞; the case that one of these di-
mensions is finite is treated analogously. We choose sequences of finite-dimension-
al orthogonal projections Pn and Qn, n = 1, 2, . . . , in H1 and H2, respectively,
which converge strongly to the identity operators. Let
An :=PnAPn, Bn :=PnBQn, Cn :=QnCPn, Dn :=QnDQn,
and consider the operator
An :=
(
An Bn
Cn Dn
)
in the space ranPn ⊕ ranQn. It is easy to see that
W 2(An) ⊂ W 2(A),
and that for all n the quadratic numerical rangeW 2(An) consists of two components
F
(n)
1 (⊂ F1) andF(n)2 (⊂ F2). Let1 be again a contour as above which separates
F1 and F2, and set for λ /∈F2
S
(n)
A (λ) :=An − λ− Bn(Dn − λ)−1Cn.
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If we show that
sup
λ∈1
|(SA(λ)f, f )− (S(n)A (λ)f, f )| −→ 0, n→∞, (4.7)
then, according to what was shown in the first part of the proof for the finite-dimen-
sional case, for f /= 0,
ind1(SA(λ)f, f ) = ind1(S(n)A (λ)f, f ) = 1.
So the statement (i) of Theorem 4.4 is proved if we show (4.7). To this end, we
consider an element f ∈H1 and write(
(SA(λ)− S(n)A (λ))f, f
)
= ((A− An)f, f )−
(
Bn(Dn − λ)−1(C − Cn)f, f
)
−
(
Bn
[
(D − λ)−1 − (Dn − λ)−1
]
Cf, f
)
−
(
(B − Bn)(D − λ)−1Cf, f
)
= ((A− An)f, f )−
(
Bn(Dn − λ)−1(C − Cn)f, f
)
−
(
Bn(Dn−λ)−1(Dn−D)(D −λ)−1Cf, f
)
−
(
(B − Bn)(D −λ)−1Cf, f
)
.
Now An −→ A (strongly) for n→∞ implies
((A− An)f, f ) −→ 0, n→∞.
Since W(Dn) ⊂ W(D) ⊂F2, we have
‖(Dn − λ)−1‖, ‖(D − λ)−1‖  1dist (1, F2) , n ∈ N, λ ∈ 1.
From ‖Bn‖  ‖B‖, Cn −→ C (strongly) for n→∞, we obtain
sup
λ∈1
∣∣∣(Bn(Dn − λ)−1(C − Cn)f, f )∣∣∣
 ‖B‖ 1
dist(1, F2)
‖(C − Cn)f ‖ ‖f ‖ −→ 0, n→∞.
Further, since also B∗n −→ B∗ (strongly) for n→∞, it follows that
sup
λ∈1
∣∣∣((B − Bn)(D − λ)−1Cf, f )∣∣∣
 1
dist(1, F2)
‖Cf ‖ ‖(B∗ − B∗n)f ‖ −→ 0, n→∞.
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Finally,
‖Bn(Dn − λ)−1(Dn −D)(D − λ)−1Cf ‖
 ‖B‖ 1
dist(1, F2)
‖(Dn −D)(D − λ)−1Cf ‖, λ ∈ 1,
and because of Dn −→ D (strongly) for n→∞, we obtain even uniform conver-
gence on the compact subset {(D − λ)−1Cf : λ ∈ 1}, that is,
sup
λ∈1
‖(Dn −D)(D − λ)−1Cf ‖ −→ 0, n→∞.
Thus relation (4.7) and hence the statement (i) of Theorem 4.4 for SA(λ) are proved.
The proof for SD(λ) is analogous.
(ii) Since the setU1 is simply connected, we obtain the first relation in (4.5) from
the factorization theorem in [13, Theorem 2 and Remark 1]. If also for F2 there
exists a bounded simply connected domainU2 such that F2 ⊂ U2, F1 ∩ U2 = ∅,
the second relation in (4.5) follows from the same factorization theorem. If this is
not the case, we consider the domainU2 :=C \U1 which is simply connected in the
extended plane C. LetV2 be the image ofU2 under the inversion µ = λ−1, and set
R(µ) :=µSD(µ−1), µ ∈V2, µ /= 0. (4.8)
If we define R(0) := limµ→0 R(µ) = −I , then R(µ) is analytic in V2. It is easy to
check that for f /= 0 the function (R(µ)f, f ) has exactly one root inV2. Therefore,
by [13, Theorem 2 and Remark 1], the operator function R(µ) admits a factorization
R(µ) = Q(µ)(Y − µ), (4.9)
where Q(µ) is an analytic operator function on V2 with invertible values and
Y ∈ L(H2), σ (Y ) ⊂V2. Since Q(0)Y = R(0) = −I , the operator Y is invertible.
Furthermore, relation (4.9) implies
SD(λ) = λR(λ−1) = λQ(λ−1)(Y − λ−1) = −Q(λ−1)Y (Y−1 − λ).
If we set T2(λ) := −Q(λ−1)Y, Z2 :=Y−1, the factorization (4.5) for SD(λ)
follows. 
5. Representation of the Riesz spectral subspaces by means of angular operators
In the following we always suppose that dimH1 > 1 and dimH2 > 1 and
that the closure W 2(A) consists of two components F1, F2. Then, according to
Theorem 2.3, σ(A) can be decomposed as σ(A) = σ1 ∪ σ2 where
σ1 :=σ(A) ∩F1, σ2 :=σ(A) ∩F2.
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We denote by P and Q the Riesz projections corresponding to σ1 and σ2, respectively,
and by L1 := ranP, L2 := ranQ the corresponding invariant subspaces.
Theorem 5.1. There exist operators K1 ∈ L(H1,H2), K2 ∈ L(H2,H1) such
that
L1 =
{(
f
K1f
)
: f ∈H1
}
, L2 =
{(
K2g
g
)
: g ∈H2
}
. (5.1)
They satisfy the Riccati equations
K1BK1 +K1A−DK1 − C = 0, K2CK2 +K2D − AK2 − B = 0. (5.2)
With Z1, Z2 from Theorem 4.4 the operators K1, K2 have the representations
K1 = 12 i
∫
1
(D − λ)−1C(Z1 − λ)−1 dλ,
K2 = 12i
∫
2
(A− λ)−1B(Z2 − λ)−1 dλ, (5.3)
where 1 (2, respectively) is a closed rectifiable contour such that F1 (F2, re-
spectively) is in its interior and F2 (F1, respectively) is in its exterior. The oper-
ators Z1, Z2 and the operator functions T1(λ), T2(λ) in (4.5) can be expressed by
K1, K2 as follows:
Z1 = A+ BK1, Z2 = D + CK2, (5.4)
T1(λ) = I − B(D − λ)−1K1, T2(λ) = I − C(A− λ)−1K2. (5.5)
Proof.1 By Lemma 4.2, one of the contours 1, 2, say 1, can be chosen to be a
piecewise smooth closed Jordan curve. We consider the Riesz projection
P =
(
P11 P12
P21 P22
)
of the operatorA corresponding to σ1. Relation (4.1) implies
(A− λ)−1
=
(
SA(λ)
−1 −SA(λ)−1B(D − λ)−1
−(D − λ)−1CSA(λ)−1 (D − λ)−1 + (D − λ)−1CSA(λ)−1B(D − λ)−1
)
,
and we obtain
P11 = − 12i
∫
1
SA(λ)
−1 dλ, P12 = 12i
∫
1
SA(λ)
−1B(D − λ)−1 dλ,
1 The proof of relation (5.1) is similar to the proof of Proposition 2.4 in [14].
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P21 = 12i
∫
1
(D − λ)−1CSA(λ)−1 dλ,
P22 = − 12i
∫
1
(D − λ)−1CSA(λ)−1B(D − λ)−1 dλ.
We define the operator K1 by the first relation in (5.3). According to [3, Theorem
I.3.2], or [4, Theorem I.4.1], it is the unique solution of the operator equation
K1Z1 −DK1 = C.
Further, [3, Lemma I.2.1] and the relation SA(λ)−1 = (Z1 − λ)−1T1(λ)−1 imply
P22=
(
1
2i
∫
1
(D − λ)−1C(Z1 − λ)−1 dλ
)
×
(
1
2i
∫
1
(Z1 − λ)−1T1(λ)−1B(D − λ)−1 dλ
)
= K1P12,
P21=
(
− 1
2i
∫
1
(D − λ)−1C(Z1 − λ)−1 dλ
)
×
(
1
2i
∫
1
(Z1 − λ)−1T1(λ)−1 dλ
)
= K1P11.
These relations yield
P =
(
P11 P12
K1P11 K1P12
)
=
(
I
K1
) (
P11 P12
)
.
Since 1 is a piecewise smooth closed Jordan curve, the operator P11 is invertible
(see [13, Theorem 3]). Therefore ran (P11 P12) =H1, hence
ranP = ran
(
I
K1
)
and the representation ofL1 in (5.1) follows. Further,
−BK1=− 12i
∫
1
B(D − λ)−1C(Z1 − λ)−1 dλ
=− 1
2i
∫
1
(A− λ− SA(λ)) (Z1 − λ)−1 dλ
=− 1
2i
A
∫
1
(Z1 − λ)−1 dλ+ 12i
∫
1
λ(Z1 − λ)−1 dλ
+ 1
2i
∫
1
T1(λ) dλ = A− Z1,
and also the first relation in (5.4) is proved. The Riccati equation (5.2) for K1 is an
immediate consequence of the invariance of the subspace L1 under A. In order to
prove the representation of T1(λ) in (5.5), we observe that the Riccati equation for
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K1 and the first relation in (5.4) imply(
I − B(D − λ)−1K1
)
(Z1 − λ)
=
(
I − B(D − λ)−1K1
)
(A+ BK1 − λ)
= A− λ− B(D − λ)−1(K1(A+ BK1)− (D − λ)K1 − λK1)
= A− λ− B(D − λ)−1C = SA(λ).
The proofs of the second relations in (5.1)–(5.5) are analogous if the contour 2 can
also be chosen to be a closed Jordan curve. Otherwise, for the Riesz projection
Q =
(
Q11 Q12
Q21 Q22
)
of the operatorA corresponding to σ2, the invertibility of Q22 remains to be proved.
In this case the contour 2 can be chosen to consist of the two closed Jordan curves
−1 (i.e. 1 with opposite orientation) and the positively oriented circle {λ ∈ C :
|λ| =M} where M > 0 is such that F2 is in its interior. The (piecewise smooth)
contour 2 is the boundary of a domain U2 such that F2 ⊂ U2. Without loss of
generality we assume that 0 lies inside 1. Denote by2 the image of 2 and byV2
the image ofU2 under the inversionµ = λ−1. Then2 consists of the Jordan curves
+2 = {µ ∈ C : |µ| = 1/M} (inner boundary) and−2 (outer boundary, the image of−1), and their orientation is again positive with respect to the image of F2. Then
Q22=− 12i
∫
2
SD(λ)
−1 dλ = 1
2i
∫
2
SD(µ
−1)−1µ−2 dµ
= 1
2i
∫
2
R(µ)−1µ−1 dµ,
where again R(µ) = µSD(µ−1) for µ ∈V2 as in (4.8). By (4.9),
µ−1R(µ)−1 − Y−1R(µ)−1 = µ−1Y−1Q(µ)−1.
The operator function on the right-hand side is analytic on V2 since 0 /∈V2. It
follows that
Q22 = 12iY
−1
∫
2
R(µ)−1 dµ = 1
2i
Y−1
(∫
+2
R(µ)−1 dµ+
∫
−2
R(µ)−1 dµ
)
.
The operator function R(µ)−1 is analytic in the circle {µ ∈ C : |µ|  1/M}, there-
fore the first integral equals 0. In the proof of Theorem 4.4 it was already used that
the operator function R(µ) fulfills the assumptions of [13, Theorem 2] with respect
to −2 . By [13, Theorem 3], the operator
1
2i
∫
−2
R(µ)−1 dµ
and hence also the operator Q22 are invertible. 
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Theorem 5.1 yields a diagonalization of the block operator matrixA. Indeed, the
first relation in (5.4) and the Riccati equation for K1 imply
A
(
I
K1
)
=
(
I
K1
)
Z1.
Therefore, since
(
I
K1
)
maps H1 isomorphically onto ranP , the restriction of the
operator A to L1 is an operator which is similar to Z1. In the same way, the re-
striction of the operatorA to L2 is similar to Z2. As a consequence, we obtain the
following corollary.
Corollary 5.2. Under the assumptions of Theorem 5.1 the operatorA is similar to
the operator(
Z1 0
0 Z2
)
=
(
A+ BK1 0
0 D + CK2
)
.
In fact,
A =
(
I K2
K1 I
)(
Z1 0
0 Z2
)(
I K2
K1 I
)−1
.
Corollary 5.3. If dimH1 = n <∞, thenF1 contains exactly n eigenvalues ofA
(counting multiplicities), and the first components of the corresponding eigenvectors
and associated vectors form a basis in H1.
6. Computational results2
The following examples were produced by a C++ code which allows us to com-
pute the quadratic numerical range of matrices of arbitrary size. The algorithm is a
“within method” and is based on a direct solution of the quadratic equation (2.4) for a
sufficiently large number of randomly generated vectors f, g of norm 1. In addition,
the eigenvalues of the respective matrix are calculated and plotted as small circles.
By analogous C++ codes, also the numerical range of an n× n matrix and, in
case that it is a companion matrix, the numerical range of the corresponding qua-
dratic matrix pencil can be computed. For the numerical range, computational results
were also obtained e.g. by Gustafson and Rao [5]. Their “without method”, however,
makes heavy use of the convexity of the numerical range. Hence it cannot be ex-
tended to generalizations of the numerical range like the quadratic numerical range
studied in this paper or to the numerical range of a polynomial matrix pencil.
2 The results of this section were obtained in a collaboration of the last author with M. Wagenhofer,
Regensburg, Germany.
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The first example shows that the quadratic numerical range depends on the block
operator representation of a given matrix. To this end, we consider the 4 × 4 matrix
A :=

−2 −1 1 0
−1 −2 0 1
−2 −1 0 −3i
−1 −2 3i 0

and denote it by A1 with respect to the decomposition C4 = C2 ⊕ C2 and by A2
with respect to the decomposition C4 = C3 ⊕ C1, i.e.,
A1 :=

−2 −1 1 0
−1 −2 0 1
−2 −1 0 −3i
−1 −2 3i 0
 , A2 :=

−2 −1 1 0
−1 −2 0 1
−2 −1 0 −3i
−1 −2 3i 0
 .
The corresponding quadratic numerical ranges are shown in Fig. 1.
This example also illustrates that the assertion of Theorem 2.4 is no longer true if
one space has dimension 1: Figs. 1 and 2 show that the numericalrange of the 3 × 3
Fig. 1. Quadratic numerical ranges of A1 and A2.
Fig. 2. Numerical range of the left upper corner A of A2.
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Fig. 3. Quadratic numerical ranges of A3 and A4.
Fig. 4. Numerical ranges of A3 and A4.
matrix A in the left upper corner of A2 is not contained in the quadratic numerical
range ofA2 with respect to the decomposition C4 = C3 ⊕ C.
The quadratic numerical range is in general not convex as e.g. Fig. 1 shows. The
quadratic numerical ranges of the matrices
A3 :=

1 0 1 i
0 1 0 1
i 0 0 0
1 i 0 0
 , A4 :=

2 i 1 3 + i
i 2 3 + i 1
1 3 + i −2 i
3 + i 1 i −2
 .
in Fig. 3 demonstrate that even its components need not be convex.
In Theorem 2.3 the inclusions σ(A) ⊂ W 2(A) ⊂ W(A) were proved. That the
quadratic numerical range indeed can give a better localization of the spectrum can
be seen e.g. from Fig. 4 where the corresponding numerical ranges of the matrices
A3 and A4 are displayed.
Another example for this fact is the following matrix (see Fig. 5):
A5 :=

0 0 1 0
0 0 0 1
−2 −1 i 5i
−1 −2 −5i i

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Fig. 5. Numerical range and quadratic numerical range of A5.
Fig. 6. Quadratic numerical range ofA6.
Finally, the matrix
A6 :=

0 0 0 1
0 1 2 3
0 −2 −1 0
−1 −3 0 0

is an example fulfilling the assumptions of Theorem 3.3. Its quadratic numerical
range displayed in Fig. 6 also reflects the location of the eigenvalues described in
Section 3.
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