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MOMENT MAPS OF ABELIAN GROUPS AND COMMUTING
TOEPLITZ OPERATORS ACTING ON THE UNIT BALL
RAU´L QUIROGA-BARRANCO AND ARMANDO SA´NCHEZ-NUNGARAY
Abstract. We prove that to every connected Abelian subgroup H of the bi-
holomorphisms of the unit ball Bn we can associate a set of bounded sym-
bols whose corresponding Toeplitz operators generate a commutative C∗-
algebra on every weighted Bergman space. These symbols are of the form
a(z) = f(µH (z)), where µH is the moment map for the action of H on Bn.
We show that, for this construction, if H is a maximal Abelian subgroup, then
the symbols introduced are precisely the H-invariant symbols. We provide
the explicit computation of moment maps to obtain special sets of symbols
described in terms of coordinates. In particular, it is proved that our symbol
sets have as particular cases all symbol sets from the current literature that
yield Toeplitz operators generating commutative C∗-algebras on all weighted
Bergman spaces on the unit ball Bn. Furthermore, we exhibit examples that
show that some of the symbol sets introduced in this work have not been con-
sidered before. Finally, several explicit formulas for the corresponding spectra
of the Toeplitz operators are presented. These include spectral integral ex-
pressions that simplify the known formulas for maximal Abelian subgroups for
the unit ball.
1. Introduction
Toeplitz operators with special symbols on the unit ball and other bounded
symmetric domains have proved to be a very interesting topic of study in opera-
tor theory. The introduction of geometric and Lie theoretic techniques has been
particularly useful. This is not surprising since bounded symmetric domains, and
hence the unit ball, carry rich dynamics through their biholomorphisms. Among
the first works to make use of these geometric techniques we find [10] and [11]. In
these references, it was shown that every maximal Abelian subgroup, or MASG
for short, of biholomorphisms of the unit ball Bn yields a commutative C∗-algebra
generated by Toeplitz operators on every weighted Bergman space.
We now give a more precise statement of the last claim. Up to conjugacy of Lie
groups, there are exactly n + 2 MASGs of the biholomorphisms of Bn. We list all
these groups and their actions in Section 4, where we make use of the Siegel domain
Dn realization of the unit ball for n+ 1 of the conjugacy classes. Hence, from now
we will denote by D either Bn or Dn. For every such MASG G in that list it is
considered in [10] and [11] the space of essentially bounded G-invariant symbols,
that we will denote by L∞(D)G in this work. Then, it is proved in [10] that the C∗-
algebra generated by Toeplitz operators with symbols in L∞(D)G is commutative
in every weighted Bergman space. However, it turns out that if H is a proper
subgroup of the MASG G, then the Toeplitz operators with H-invariant symbols
generate a C∗-algebra which is no longer commutative (see [5] for examples).
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In other words, for an Abelian subgroupH of the biholomorphisms ofD, when we
use H-invariant symbols, the group H yields a commutative C∗-algebra generated
by Toeplitz operators if and only if H is maximal, where the maximality is taken
by the inclusion in the collection of Abelian subgroups. The following question
arises: is there a way to associate commutative C∗-algebras generated by Toeplitz
operators to every Abelian subgroup of the biholomorphisms of D? This would
have to involve some construction different from just taking invariant symbols.
One of the goals of this work is to give an affirmative answer to the previous
question. There is indeed a geometric construction that allows us to assign to ev-
ery connected Abelian subgroup H of the biholomorphisms of Bn a set of symbols
whose corresponding Toeplitz operators generate a commutative C∗-algebra on ev-
ery weighted Bergman space of D. This geometric construction involves symplectic
geometry and the so-called moment map of a symplectic action.
Since D is a Ka¨hler manifold for the Bergman metric, it carries a closed 2-form
that turns it into a symplectic manifold. Hence, we can associate to every smooth
function f on D a so-called Hamiltonian vector field Xf . This process can be
reversed under some circumstances. More precisely, for a suitable vector field X it
is possible to find a function f such that Xf = X , i.e. the Hamiltonian vector field
of f is X . Taking this one step further, if H is a subgroup of biholomorphisms of
D, then a standard differentiation process realizes the Lie subalgebra h of H as a
space of vector fields on D. And, under some conditions, for every vector field X
in this space it is possible to obtain a function f such that Xf = X . Collecting all
these functions through coordinates in h we obtain the moment map of the action
of H . We refer to Section 3 for the definitions and basic properties which we write
down explicitly for both the unit ball Bn and the Siegel domain Dn.
For the time being let us say that for any connected Abelian subgroup H of the
biholomorphisms of D, the moment map is a function µH : D → h∗, where h∗ is
the dual vector space of h. Every such subgroup H is, up to conjugacy, contained
in one of the MASGs listed in Section 4. For the latter, the Lie algebra is Rn in all
cases. Hence, after some identifications we can consider the moment map of H as a
map µH : D → h, where h is some subspace of Rn. Then, we consider the symbols
a : D → C that can be written as
a(z) = f(µH(z))
for every z ∈ D and some function f . We call these moment map functions or
µ-functions (see Definition 5.3). The space of essentially bounded moment map
functions for H will be denoted by L∞(D)µ
H
. In this work we show that these
spaces of special symbols give a positive answer to the question formulated above.
More precisely, for every connected Abelian subgroup H the C∗-algebra generated
by Toeplitz operators whose symbols lie in L∞(D)µ
H
is commutative on every
weighted Bergman space. This is the content of Theorem 6.3.
We also prove that when H is a MASG of the biholomorphisms of D, we have
L∞(D)µ
H
= L∞(D)H , see Proposition 5.2. In words, for MASGs the invariant
symbols and the moment map functions are exactly the same. As stated after
Definition 5.3 this implies that, in the case of MASGs, the C∗-algebras considered
in [10] are precisely our C∗-algebras obtained from moment map functions. Hence,
our Theorem 5.4 is the reformulation of the commutativity results for symbols
invariant under MASGs in terms of moment map functions. And so Theorem 6.3 is
MOMENT MAPS AND TOEPLITZ OPERATORS 3
an extension to arbitrary connected Abelian subgroups, through our moment map
constructions, of the commutativity results from [10].
As it was already observed in [1], [2], [6], [7], [9], [10], [11], [12], [13], [14], it
is very important and enlightening to have explicit computations for the symbols
and Toeplitz operators under study. Hence, we compute in Section 4 the moment
maps for all the MASGs of the biholomorphisms of D. This is how we prove that
invariant symbols and moment map functions for MASGs are the same as noted
above.
In Section 6 we give a formula in Proposition 6.1 to compute the moment map
of a connected Abelian subgroup H in terms of the moment map of a MASG G
that contains it. We also discuss in this section how to describe all the connected
Abelian subgroups of a given MASG G. Furthermore, we introduce the use of a
basis β for the Lie algebra h of such a connected Abelian subgroup H to describe
the moment map functions for H . This leads us to a coordinate oriented description
of the symbols defined by moment map functions that depend only on the choice
of a MASG G, where H lies, and a linearly independent subset β ⊂ Rn, a basis for
the Lie algebra h of H . We proceed with such a description for each MASG listed
in Section 4 to obtain five families of special symbols discussed in separate sub-
sections: β-quasi-elliptic, β-quasi-parabolic, β-quasi-hyperbolic, β-nilpotent and β-
quasi-nilpotent. We will refer to these families of symbols collectively as β-symbols.
Each class defines a smaller set of symbols than the corresponding set of invariant
symbols. Hence, we obtain commutativity results for the C∗-algebras generated by
Toeplitz operators with these β-symbols. The corresponding results are stated in
respective subsections of Section 6 for all five types.
It turns out that our β-symbols contain as particular cases all of the special
symbols that appear in the literature, to the best of our knowledge, whose Toeplitz
operators generate commutative C∗-algebras on every weighted Bergman space
on the unit ball. This is discussed in the subsections of Section 6. In fact, we
prove that, for the quasi-elliptic case, the radial, quasi-radial and separately radial
symbols found in [13] can be realized as β-quasi-elliptic symbols for corresponding
sets β. The parabolic quasi-radial symbols found in [14] are β-quasi-parabolic
symbols for some β. The quasi-nilpotent quasi-radial symbols from [1] are β-quasi-
nilpotent for a suitable β. Furthermore, we show in all these cases that there are
some β for which the corresponding β-symbols cannot be realized as symbols from
these references (see the corresponding subsections). Hence, we have effectively
introduced new sets of symbols.
The cases of the β-quasi-hyperbolic and the β-nilpotent symbols require some
special remarks.
In the previous literature, it has been observed the construction of new sym-
bols from the MASGs by using a sort of quasi-radial procedure. This consists on
replacing the dependence of (|z1|, . . . , |zℓ|) (with ℓ depending on the MASG) by
dependence of (|z(k1)|, . . . , |z(km)|), where k is a partition of ℓ (see the notation
and remarks from Example 6.13). However, this does not work with the nilpotent
MASG since there is no toral part for this subgroup. The only new special sym-
bols introduced from the nilpotent case before can be found in [12] which basically
simply eliminates the dependence on some coordinates. Our β-nilpotent symbols
contain this as a particular case (see Example 6.26) but provides a much larger
variety of new symbols from the nilpotent case.
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On the other hand, we have proved that the quasi-hyperbolic symbols are spe-
cial cases of our β-quasi-hyperbolic symbols, as it follows from Remark 6.2 and
the corresponding definitions. Also, we prove in Subsection 7.3 how to relate the
coordinates used in [2] and [10] to define and treat the quasi-hyperbolic symbols
with the coordinates defined by the moment map of the quasi-hyperbolic action.
It seems to us that the latter coordinates are somewhat simpler than the former.
Hence, it is possible that the use of moment map coordinates can simplify some of
the current integral spectral formulas in this case.
Finally, Section 7 provides explicit formulas for the spectra of the Toeplitz oper-
ators with β-symbols. We would like to remark that such formulas are particularly
simple in comparison with those from previous works. This is so even for the case of
symbols that are invariant with respect to MASGs. Somehow this signals the fact
that coordinates oriented by moment maps seem to be most natural to understand
this sort of commutative C∗-algebras generated by Toeplitz operators.
We would like to mention some previously related results. These can be found in
[6] and [9], where the authors considered symplectic geometric constructions on the
poly-disk ∆n of dimension n where ∆ denotes the unit disk and the n-dimensional
projective space Pn(C), respectively. Such constructions lead to commutative C∗
and Banach algebras generated by Toeplitz operators on the Bergman spaces of
these manifolds.
2. Unit ball analysis
Let us denote by dv the Lebesgue measure on the n-dimensional unit ball Bn,
and for every λ > −1 let us consider the weighted measure
dvλ(z) = cλ(1− |z|
2)λ dv(z)
where cλ is the constant given by
cλ =
Γ(n+ 1 + λ)
πnΓ(λ+ 1)
which is chosen so that dvλ is a probability measure. As it is customary, this leads
to the weighted Bergman space A2λ(B
n), defined for λ > −1, which consists of the
holomorphic functions on Bn that belong to L2(Bn, vλ). This is well known to be
a reproducing kernel Hilbert space with Bergman kernel given by
KBn,λ(z, w) =
1
(1− z · w)λ+n+1
.
The correspoding orthogonal projection BBn,λ : L
2(Bn, vλ)→ A
2
λ(B
n) is thus given
by
BBn,λ(f)(z) =
∫
Bn
f(w) dvλ(w)
(1− z · w)λ+n+1
= cλ
∫
Bn
f(w)(1 − |w|2)λ dv(w)
(1− z · w)λ+n+1
for every f ∈ L2(Bn, vλ) and z ∈ B
n. In what follows the weightless case, corre-
sponding to λ = 0, will be denoted by dropping the subindex λ. In particular, the
weightless Bergman kernel is denoted by KBn = KBn,0.
For every a ∈ L∞(Bn) we consider the Toeplitz operator with symbol a given by
Ta = T
(λ)
a : A
2
λ(B
n) −→ A2λ(B
n)
Ta(f) = BBn,λ(af).
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In other words, we have
Ta(f)(z) = cλ
∫
Bn
a(w)f(w)(1 − |w|2)λ dv(w)
(1− z · w)λ+n+1
for every f ∈ A2λ(B
n) and z ∈ Bn.
On the other hand, we let Dn denote the unbounded Siegel domain realization
of Bn given by
Dn = {z = (z
′, zn) ∈ Cn−1 × C | Im(zn) > |z′|2}.
In this work, for z ∈ Cn we will denote by z′ ∈ Cn−1 the first n− 1 components of
z so that we have z = (z′, zn).
The well known Cayley transformation ϕ and its inverse ψ relating Bn and Dn
are given by
ϕ : Bn −→ Dn ψ : Dn −→ B
n
z 7−→
i
1 + zn
(
z′, 1− zn
)
, z 7−→
1
1− izn
(
−2iz′, 1 + izn
)
.
On the Siegel domain Dn and for every λ > −1 we consider the weighted measure
dv̂λ(z) =
cλ
4
(Im(zn)− |z
′|2)λ dv(z).
Then, the weighted Bergman space on Dn with weight λ > −1 is denoted by
A2λ(Dn) and consists of the holomorphic functions onDn that belong to L
2(Dn, v̂λ).
There is a natural correspondence between the Bergman spacesA2λ(Dn) andA
2
λ(B
n)
given by ψ. More precisely, the linear map
Uλ : L
2(Bn, vλ) −→ L
2(Dn, v̂λ)
(Uλ(f))(z) =
( 2
1− izn
)λ+n+1
f(ψ(z)),
for all z ∈ Dn, is a well defined unitary operator such that
Uλ(A
2(Bn)) = A2λ(Dn).
This and a straightforward computation shows that A2λ(Dn) is a reproducing kernel
Hilbert space with kernel given by
KDn,λ(z, w) =
1(
zn−wn
2i − z
′ · w′
)λ+n+1 ,
for every λ > −1. As before, the weightless kernel is denoted by dropping the
subindex λ. Hence, we denote KDn = KDn,0.
By the same token, for every a ∈ L∞(Dn) we define the corresponding Toeplitz
operator on A2λ(Dn) with symbol a by
Ta = T
(λ)
a : A
2
λ(Dn) −→ A
2
λ(Dn)
Ta(f) = BDn,λ(af),
which is thus explicitly given by
Ta(f)(z) =
cλ
4
∫
Dn
a(w)f(w)(Im(wn)− |w
′|2)λ dv(w)(
zn−wn
2i − z
′ · w′
)λ+n+1
for every f ∈ A2λ(Dn) and z ∈ Dn.
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3. Unit ball geometry
To define the Bergman metric of the unit ball Bn we consider the matrix coeffi-
cient functions
(gBn)jk(z) =
1
n+ 1
∂2
∂zj∂zk
logKBn(z, z) =
(1− |z|2)δjk + zjzk
(1− |z|2)2
where j, k = 1, . . . , n. This yields the Bergman metric gBn on B
n, which is explicitly
given as follows
(gBn)z =
n∑
j,k=1
(1 − |z|2)δjk + zjzk
(1− |z|2)2
dzj ⊗ dzk
=
1
(1− |z|2)2
(
(1 − |z|2)
n∑
j=1
dzj ⊗ dzj +
n∑
j,k=1
zjzk dzj ⊗ dzk
)
,
where z ∈ Bn. This is a very well known example of a Ka¨hler metric whose
associated Ka¨hler form is given by
(ωBn)z = i
n∑
j,k=1
(1− |z|2)δjk + zjzk
(1− |z|2)2
dzj ∧ dzk
=
i
(1− |z|2)2
(
(1− |z|2)
n∑
j=1
dzj ∧ dzj +
n∑
j,k=1
zjzk dzj ∧ dzk
)
,
where z ∈ Bn.
For every smooth function f on Bn, the Hamiltonian vector field associated to
f is the smooth vector field Xf that satisfies
df(X) = ωBn(Xf , X)
for every smooth vector field X . In particular, we have the well known formula
Xf (z) = i
n∑
j,k=1
(gBn)
jk(z)
(
∂f
∂zk
∂
∂zj
−
∂f
∂zj
∂
∂zk
)
= i(1− |z|2)
n∑
j,k=1
(δjk − zjzk)
(
∂f
∂zk
∂
∂zj
−
∂f
∂zj
∂
∂zk
)
,(3.1)
at every z ∈ Bn, where ((gBn)
jk(z))j,k denotes the inverse matrix of ((gBn)jk(z))j,k.
Correspondingly, the Bergman metric of the Siegel domain Dn is defined by the
following matrix coefficients
(gDn)jk(z) =
1
n+ 1
∂2
∂zj∂zk
logKDn(z, z),
where j, k = 1, . . . , n. In this case, the Ka¨hler metric obtained is given by
(gDn)z =
1
(Im(zn)− |z′|2)2
(
(Im(zn)− |z
′|2)
n−1∑
j=1
dzj ⊗ dzj +
n−1∑
j,k=1
zjzk dzj ⊗ dzk
+
1
2i
n−1∑
j=1
(zj dzj ⊗ dzn − zj dzn ⊗ dzj) +
1
4
dzn ⊗ dzn
)
,
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where z ∈ Dn. It follows that the Ka¨hler form of Dn is given by
(ωDn)z =
i
(Im(zn)− |z′|2)2
(
(Im(zn)− |z
′|2)
n−1∑
j=1
dzj ∧ dzj +
n−1∑
j,k=1
zjzk dzj ∧ dzk
+
1
2i
n−1∑
j=1
(zj dzj ∧ dzn − zj dzn ∧ dzj) +
1
4
dzn ∧ dzn
)
,
where z ∈ Dn.
A simple computation shows that
KDn(z, z) = 4|JCψ(z)|
2KBn(ψ(z), ψ(z))
for every z ∈ Dn, and this is easily seen to imply that ψ, and so φ as well, is an
isometry for the Bergman metrics on Bn and Dn.
Lemma 3.1. For every smooth function f on Dn, the Hamiltonian vector field
associated to f is given by
Xf(z) =
= i(Im(zn)− |z
′|2)×
×
[
n−1∑
k=1
(
∂f
∂zk
+ 2izk
∂f
∂zn
)
∂
∂zk
−
n−1∑
k=1
(
∂f
∂zk
− 2izk
∂f
∂zn
)
∂
∂zk
+
(
4Im(zn)
∂f
∂zn
− 2i
n−1∑
k=1
zk
∂f
∂zk
)
∂
∂zn
−
(
4Im(zn)
∂f
∂zn
+ 2i
n−1∑
k=1
zk
∂f
∂zk
)
∂
∂zn
]
,
for every z ∈ Dn.
Proof. Similar to the case of the unit ball Bn, as noted above in Equation (3.1),
the Hamiltonian vector field associated to f is given by the following formula
Xf (z) = i
n∑
j,k=1
(gDn)
jk(z)
(
∂f
∂zk
∂
∂zj
−
∂f
∂zj
∂
∂zk
)
,
at every z ∈ Dn. A straightforward computation shows that the inverse matrix of
((gDn)jk(z))
n
j,k=1 is given by
((gDn)
jk(z))nj,k=1 = (Im(zn)− |z
′|2)
(
In−1 2iz′⊤
−2iz′ 4Im(zn)
)
,
for every z ∈ Dn. Hence, the Hamiltonian vector field associated to a is given by
Xf (z) =
= i(Im(zn)− |z
′|2)
[
n−1∑
k=1
(
∂f
∂zk
∂
∂zk
−
∂f
∂zk
∂
∂zk
)
+ 2i
n−1∑
k=1
zk
(
∂f
∂zn
∂
∂zk
−
∂f
∂zk
∂
∂zn
)
− 2i
n−1∑
k=1
zk
(
∂f
∂zk
∂
∂zn
−
∂f
∂zn
∂
∂zk
)
+ 4Im(zn)
(
∂f
∂zn
∂
∂zn
−
∂f
∂zn
∂
∂zn
)]
,
and this yields the result after collecting terms. 
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Let H be a connected Lie group with Lie algebra h and assume that H acts
smoothly on either Bn or Dn. Then, for every X ∈ h there is a smooth vector field
given by
X♯z =
d
ds
∣∣∣
s=0
exp(sX)z
for every z in the corresponding domain. If we consider X♯ as a complex-valued
function with component functions given by X♯ = (f1, . . . , fn), then it is easy to
see that the corresponding expression as a complex vector field is the following
X♯ =
n∑
j=1
(
fj
∂
∂zj
+ f j
∂
∂zj
)
.
Definition 3.2. Let D denote either Bn or Dn, and let H be a connected Lie group
acting smoothly on D and preserving its Ka¨hler form ω. Let us denote by h∗ the
real dual space of h. A moment map for the H-action on D is a smooth function
µ : D → h∗
that satisfies the following properties.
(1) For every X ∈ h, the smooth function µX : D → R defined by
µX(z) =
〈
µ(z), X
〉
has Hamiltonian vector field given by X♯. In other words, we have X♯ =
XµX , for every X ∈ h.
(2) For every h ∈ H we have µ ◦ h = Ad(h)∗ ◦ µ, where Ad is the adjoint
representation of H and Ad(h)∗ denotes the transpose transformation of
Ad(h).
If H is an Abelian Lie group, then its adjoint representation satisfies Ad(h) = Ih,
the identity map on h, for every h ∈ H . Hence, for Abelian Lie groups the second
condition in Definition 3.2 is equivalent to the H-invariance of µ, i.e. it is the same
as requiring that
µ ◦ h = µ,
for all h ∈ H .
4. Maximal Abelian subgroups and their moment maps
We will consider the pseudo-unitary Lie group with signature (n, 1) defined by
SU(n, 1) = {M ∈ GL(n+ 1,C) |MIn,1M
⊤
= In,1, det(M) = 1},
where we have (
In 0
0 −1
)
.
We recall that SU(n, 1) realizes the group of biholomorphisms of Bn through its
action by linear fractional transformations
M · z =
Az + b
c · z + d
where the elements of Bn are taken as columns and we use the block decomposition
M =
(
A b
c d
)
∈ SU(n, 1),
such that A has size n× n and d ∈ C.
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For the Siegel realization Dn we consider the matrix
Ln =
2In−1 0 00 0 −i
0 i 0
 ,
that yields the special pseudo-unitary Lie group
SU(Cn+1, Ln) = {M ∈ GL(n+ 1,C) |MLnM
⊤
= Ln, det(M) = 1}.
This realizes the group of biholomorphisms of Dn through the action by linear
fractional transformations
M · z =
(Az′ + αzn + β, γ · z′ + azn + b)
δ · z′ + czn + d
where the elements of Dn are taken as columns and we use the block decomposition
M =
A α βγ a b
δ c d
 ∈ SU(Cn+1, Ln),
where A has size (n− 1)× (n− 1) and a, d ∈ C.
It is well known that the group of biholomorphisms for either Bn or Dn has
exactly n+2 conjugacy classes of (connected) maximal Abelian subgroups, MASG
for short. The following is a complete list of representatives of these classes.
Quasi-elliptic: This is denoted by E(n) and it is given by the Tn-action on Bn
t · z = (t1z1, . . . , tnzn),
where t ∈ Tn and z ∈ Bn.
Quasi-parabolic: This is denoted by P (n) and it is given by the Tn−1×R-action
on Dn
(t′, h) · z = (t′z′, zn + h)
where t′ ∈ Tn−1, h ∈ R and z ∈ Dn.
Quasi-hyperbolic: This is denoted by H(n) and it is given by the Tn−1×R+-
action on Dn
(t′, r) · z = (r
1
2 t′z′, rzn)
where t′ ∈ Tn−1, r ∈ R+ and z ∈ Dn.
Nilpotent: This is denoted by N(n) and it is given by the Rn-action on Dn
(b, h) · z = (z′ + b, zn + h+ 2iz′ · b + i|b|2)
where b ∈ Rn−1, h ∈ R and z ∈ Dn.
Quasi-nilpotent: For every integer k = 1, . . . , n − 2 we have a group action
denoted by N(n, k) and that is given by
(t, b, h) · z = (tz(1), z(2) + b, zn + h+ 2iz(2) · b+ i|b|
2)
where t ∈ Tk, b ∈ Rn−k−1, h ∈ R and z ∈ Dn is decomposed as z = (z(1), z(2), zn) ∈
Ck × Cn−k−1 × C.
We observe that the notation in the last case corresponds to the decomposition in
components associated to the partition of n given by (k, n−k−1, 1). In particular,
the last component could also be written as zn = z(3). In the rest of this work, we
will use the notation z = (z(1), z(2), zn) for this particular decomposition. Although
the dependence on k is not made explicit in such decomposition, it will always be
used in connection to the action N(n, k) and so there should not be any confusion.
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We observe that the Lie algebra of all the groups involved in these actions is Rn in
all cases, which is naturally identified with its dual (Rn)∗ by the usual inner product.
The description of the exponential maps of these groups can be reduced to three
cases. The simplest one corresponds to the additive group R, whose exponential
map is just the identity. The exponential map for the multiplicative group R+ is
the map R → R+ given by s 7→ e
s. Finally, the exponential map for the circle
group T is the map R→ T given by s 7→ eis.
4.1. Moment map for E(n). Let X ∈ Rn be given with components X =
(s1, . . . , sn). Then, for the group T
n we have the exponential
exp(sX) = (eiss1 , . . . , eissn),
for every s ∈ R. Its action on a given z ∈ Bn is
exp(sX) · z = (eiss1z1, . . . , e
issnzn),
for every s ∈ R. And so the vector field X♯ as a function Bn → Cn is given by
X♯z = (is1z1, . . . , isnzn),
for all z ∈ Bn. Hence, we have the following expression of X♯ as complex vector
field
X♯z = i
n∑
j=1
(
sjzj
∂
∂zj
− sjzj
∂
∂zj
)
for all z ∈ Bn.
Proposition 4.1. The function given by
µ : Bn −→ Rn
µ(z) = −
1
1− |z|2
(|z1|
2, . . . , |zn|
2)
is a moment map for the E(n) action on Bn.
Proof. For everyX ∈ Rn, with componentsX = (s1, . . . , sn) as before, the function
µX : B
n → R given by
µX(z) =
〈
µ(z), X
〉
for every z ∈ Bn, satisfies
µX(z) = −
1
1− |z|2
n∑
j=1
sj |zj |
2
for every z ∈ Bn. Here, we have used the natural identification between Rn and its
dual. Then, it is easy to see that
∂µX
∂zj
(z) = −
sjzj
1− |z|2
−
zj
(1− |z|2)2
n∑
k=1
sk|zk|
2,
∂µX
∂zj
(z) = −
sjzj
1− |z|2
−
zj
(1− |z|2)2
n∑
k=1
sk|zk|
2,
for all j = 1, . . . , n. Hence, a straightforward replacement into Equation (3.1)
shows that the Hamiltonian vector field of µX is X
♯. Since the function µ is clearly
Tn-invariant this proves the result. 
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4.2. Moment map for P (n). Let X ∈ Rn be given with components X =
(s1, . . . , sn). In this case, the exponential for the group T
n−1 × R yields
exp(sX) = (eiss1 , . . . , eissn−1 , ssn),
for every s ∈ R. Its action on a given z ∈ Dn is now
exp(sX) · z = (eiss1z1, . . . , e
issn−1zn−1, zn + ssn),
for every s ∈ R. Hence, the vector field X♯ as a function Dn → C
n is given by
X♯z = (is1z1, . . . , isn−1zn−1, sn),
for all z ∈ Dn. Hence, X
♯ as a complex vector field is given by the following
expression
X♯z = i
n−1∑
j=1
(
sjzj
∂
∂zj
− sjzj
∂
∂zj
)
+ sn
( ∂
∂zn
+
∂
∂zn
)
for all z ∈ Dn.
Proposition 4.2. The function given by
µ : Dn −→ R
n
µ(z) = −
1
2(Im(zn)− |z′|2)
(2|z1|
2, . . . , 2|zn−1|2, 1),
is a moment map for the action P (n) on Dn.
Proof. For every X ∈ Rn whose components are X = (s1, . . . , sn), we have µX :
Dn → R given by
µX(z) =
〈
µ(z), X
〉
= −
1
2(Im(zn)− |z′|2)
( n−1∑
j=1
2sj|zj |
2 + sn
)
.
Since µ is clearly Tn−1×R-invariant, it is enough to show thatX♯ is the Hamiltonian
vector field of µX , for all X ∈ R
n. In other words that
X♯ = XµX
for all X ∈ Rn. Since both sides of the last expression are linear in X , it is enough
to check this on the canonical basis of Rn which we will denote by X1, . . . , Xn. In
other words, if we denote µj = µXj (j = 1, . . . , n), then it is enough to show that
X
♯
j is the Hamiltonian vector field of µj for all j = 1, . . . , n. These functions have
the following expressions
µj(z) =

−
|zj|
2
Im(zn)− |z′|2
, if j = 1, . . . , n− 1
−
1
2(Im(zn)− |z′|2)
, if j = n.
for all z ∈ Dn. And from the previous computations we have
X
♯
j(z) =

izj
∂
∂zj
− izj
∂
∂zj
, if j = 1, . . . , n− 1
∂
∂zn
+
∂
∂zn
, if j = n.
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So, with this information, we need to check that Xµj = X
♯
j for all j = 1, . . . , n.
First we observe that for j = 1, . . . , n− 1 we have
∂µj
∂zk
(z) =

−
δjkzk
Im(zn)− |z′|2
−
|zj|
2zk
(Im(zn)− |z′|2)2
, if k = 1, . . . , n− 1
|zj |
2
2i(Im(zn)− |z′|2)2
, if k = n,
∂µj
∂zk
(z) =

−
δjkzk
Im(zn)− |z′|2
−
|zj |
2zk
(Im(zn)− |z′|2)2
, if k = 1, . . . , n− 1
−
|zj |
2
2i(Im(zn)− |z′|2)2
, if k = n.
On the other hand, for the function µn we have
∂µn
∂zk
(z) =

−
zk
2(Im(zn)− |z′|2)2
, if k = 1, . . . , n− 1
1
4i(Im(zn)− |z′|2)2
, if k = n,
∂µn
∂zk
(z) =

−
zk
2(Im(zn)− |z′|2)2
, if k = 1, . . . , n− 1
−
1
4i(Im(zn)− |z′|2)2
, if k = n.
After substituting these expressions into the formula from Lemma 3.1 it is easy to
conclude the required identities. 
4.3. Moment map for H(n). Let X ∈ Rn with components X = (s1, . . . , sn).
Then, for the group Tn−1 × R+ we have the exponential
exp(sX) = (eiss1 , . . . , eissn−1 , essn),
for every s ∈ R. The action of this element on z ∈ Dn is given by
exp(sX) · z = (essn/2eiss1z1, . . . , e
ssn/2eissn−1zn−1, essnzn),
for every s ∈ R. It follows that we have
X♯z =
((sn
2
+ is1
)
z1, . . . ,
(sn
2
+ isn−1
)
zn−1, snzn
)
for every z ∈ Dn, as a function Dn → C. Hence, the complex vector field corre-
sponding to X is given by
X♯z =
n−1∑
j=1
((sn
2
+ isj
)
zj
∂
∂zj
+
(sn
2
− isj
)
zj
∂
∂zj
)
+ sn
(
zn
∂
∂zn
+ zn
∂
∂zn
)
,
for all z ∈ Dn.
Proposition 4.3. The function given by
µ : Dn −→ R
n
µ(z) = −
1
2(Im(zn)− |z′|2)
(2|z1|
2, . . . , 2|zn−1|2,Re(zn))
is a moment map for the action H(n) on Dn.
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Proof. Note that µ is clearly Tn−1 × R+-invariant.
As before, for X = (s1, . . . , sn) ∈ R
n we have the function µX : Dn → R
µX(z) =
〈
µ(z), X
〉
= −
1
2(Im(zn)− |z′|2)
( n−1∑
j=1
2sj |zj|
2 + snRe(zn).
)
.
As in the proof of Proposition 4.2 it is enough to show that for the canonical
basis X1, . . . , Xn of R
n we have
X
♯
j = Xµj
where µj = µXj , for all j = 1, . . . , n. In this case, we have the functions
µj(z) =

−
|zj |
2
Im(zn)− |z′|2
, if j = 1, . . . , n
−
Re(zn)
2(Im(zn)− |z′|2)
, if j = n,
as well as the vector fields
X
♯
j(z) =

izj
∂
∂zj
− izj
∂
∂zj
, if j = 1, . . . , n− 1
1
2
n−1∑
j=1
(
zj
∂
∂zj
+ zj
∂
∂zj
)
+
(
zn
∂
∂zn
+ zn
∂
∂zn
)
, if j = n.
We observe that the proof of Proposition 4.2 has already established that X♯j = Xµj
for j = 1, . . . , n− 1. Hence, it remains to prove that X♯n = Xµn .
For the function µn we have
∂µn
∂zk
(z) =

−
Re(zn)zk
2(Im(zn)− |z′|2)2
, if k = 1, . . . , n− 1
−
1
4(Im(zn)− |z′|2)
+
Re(zn)
4i(Im(zn)− |z′|2)2
, if k = n,
∂µn
∂zk
(z) =

−
Re(zn)zk
2(Im(zn)− |z′|2)2
, if k = 1, . . . , n− 1
−
1
4(Im(zn)− |z′|2)
−
Re(zn)
4i(Im(zn)− |z′|2)2
, k = n.
Using this expressions we can apply the formula from Lemma 3.1 to complete the
proof. 
4.4. Moment map for N(n). Let X = (s1, . . . , sn) ∈ R
n be given. In this case
the exponential map in Rn gives
exp(sX) = (ss1, . . . , ssn),
for all s ∈ R. Its action on a given z ∈ Dn has the expression
exp(sX) · z =
(
z1 + ss1, . . . , zn−1 + ssn−1, zn + ssn + 2i
n−1∑
j=1
ssjzj + i
n−1∑
j=1
s2s2j
)
.
14 RAU´L QUIROGA-BARRANCO AND ARMANDO SA´NCHEZ-NUNGARAY
And from this it follows that, as a function Dn → C
n, we have
X♯z =
(
s1, . . . , sn−1, sn + 2i
n−1∑
j=1
sjzj
)
,
for every z ∈ Dn. Its expression as a complex vector field is
X♯z =
n−1∑
j=1
sj
( ∂
∂zj
+
∂
∂zj
)
+
(
sn + 2i
n−1∑
j=1
sjzj
)
∂
∂zn
+
(
sn − 2i
n−1∑
j=1
sjzj
)
∂
∂zn
,
for all z ∈ Dn.
Proposition 4.4. The function given by
µ : Dn −→ R
n
µ(z) = −
1
2(Im(zn)− |z′|2)
(−4Im(z′), 1)
is a moment map for the action of N(n) on Dn.
Proof. First we observe that the function µ is easily seen to be Rn-invariant.
Let X = (s1, . . . , sn) ∈ R
n be given. Then, the corresponding function µX :
Dn → R has the expression
µX(z) =
〈
µ(z), X
〉
=
1
2(Im(zn)− |z′|2)
( n−1∑
j=1
4sjIm(zj)− sn
)
As before, we consider the canonical basis X1, . . . , Xn and prove that X
♯
j = Xµj ,
for all j = 1, . . . , n, where µj = µXj . In this case we have the functions
µj(z) =

2Im(zj)
Im(zn)− |z′|2
, if j = 1, . . . , n− 1
−
1
2(Im(zn)− |z′|2)
, if j = n,
and the vector fields
X
♯
j(z) =

∂
∂zj
+
∂
∂zj
+ 2i
(
zj
∂
∂zn
− zj
∂
∂zn
)
, if j = 1, . . . , n− 1
∂
∂zn
+
∂
∂zn
, if j = n.
In particular, the identity
X♯n = Xµn
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follows from the proof of Proposition 4.2. Hence, it remains to consider the cases
for j = 1, . . . , n− 1. For these we note that
∂µj
∂zk
(z) =

δjk
i(Im(zn)− |z′|2)
+
2Im(zj)zk
(Im(zn)− |z′|2)2
, if k = 1, . . . , n− 1
−
Im(zj)
i(Im(zn)− |z′|2)2
, if j = n,
∂µj
∂zk
(z) =

−
δjk
i(Im(zn)− |z′|2)
+
2Im(zj)zk
(Im(zn)− |z′|2)2
, if k = 1, . . . , n− 1
Im(zj)
i(Im(zn)− |z′|2)
, if j = n.
As before, a straightforward replacement in the formula from Lemma 3.1 completes
the proof. 
4.5. Moment map for N(n, k). Let X = (s1, . . . , sn) ∈ R
n. For the group corre-
sponding to this action we have the exponential
exp(sX) = (eiss1 , . . . , eissk , ssk+1, . . . , ssn)
for every s ∈ R. Its action on any z ∈ Dn is given by
exp(sX) · z =
(
eiss1z1, . . . , e
isskzk, zk+1 + ssk+1, . . . , zn−1 + ssn−1,
zn + ssn + 2i
n−1∑
j=k+1
ssjzj + i
n−1∑
j=k+1
s2s2j
)
.
Hence, as a function Dn → C
n we have
X♯z =
(
is1z1, . . . , iskzk, sk+1, . . . , sn−1, sn + 2i
n−1∑
j=k+1
sjzj
)
,
and the expression of this as a complex vector field is the following
X♯z = i
k∑
j=1
(
sjzj
∂
∂zj
− sjzj
∂
∂zj
)
+
n−1∑
j=k+1
sj
( ∂
∂zj
+
∂
∂zj
)
+
(
sn + 2i
n−1∑
j=k+1
sjzj
)
∂
∂zn
+
(
sn − 2i
n−1∑
j=k+1
sjzj
)
∂
∂zn
for every z ∈ Dn.
Proposition 4.5. The function given by
µ : Dn → R
n
µ(z) = −
1
2(Im(zn)− |z′|2)
(2|z1|
2, . . . , 2|zk|
2,−4Im(z(2)), 1)
is a moment map for the action N(n, k) on Dn.
Proof. The function µ is clearly Tk × Rn−k-invariant.
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For X = (s1, . . . , sn) ∈ R
n, the corresponding function µX : Dn → R
n is given
by
µX(z) =
〈
µ(z), X
〉
= −
1
2(Im(zn)− |z′|2)
(
2
k∑
j=1
sj |zj |
2 − 4
n−1∑
j=k+1
sjIm(zj) + sn
)
.
With respect to the canonical basis X1, . . . , Xn, we have the following function
µj = µXj
µj(z) =

−
|zj |
2
Im(zn)− |z′|2
, if j = 1, . . . , k
2Im(zj)
Im(zn)− |z′|2
, if j = k + 1, . . . , n− 1
−
1
2(Im(zn)− |z′|2)
, if j = n,
with corresponding vector fields
X
♯
j(z) =

izj
∂
∂zj
− izj
∂
∂zj
, if j = 1, . . . , k
∂
∂zj
+
∂
∂zj
+ 2i
(
zj
∂
∂zn
− zj
∂
∂zn
)
, if j = k + 1, . . . , n− 1
∂
∂zn
+
∂
∂zn
, if j = n.
As before, it is enough to show that
X
♯
j = Xµj
for all j = 1, . . . , n. This computation is contained in the proof of the previous
cases. 
5. Commuting Toeplitz operators and moment maps. The MASG case.
It was proved in [10] and [11] that every MASG of the group of automorphisms of
either Bn or Dn yields a commutative C
∗-algebra generated by Toeplitz operators
obtained by considering the symbols invariant under the given MASG. We now
state this more precisely.
As before, D will denote either of the domains Bn or Dn with corresponding
weighted Bergman spaces A2λ(D), where λ > −1. For a given MASG H of the
group of biholomorphisms of D we will denote by L∞(D)H the space of H-invariant
essentially bounded symbols on D. The next result can be found in [10].
Theorem 5.1. Let D denote either of the domains Bn or Dn and let H be a MASG
of the group of biholomorphisms of D. Then, the C∗-algebra T (λ)(L∞(D)H) gener-
ated by Toeplitz operators acting on A2λ(D) with symbols in L
∞(D)H is commutative
for every λ > −1.
Furthermore, it is possible to write down a unitary transformation that simul-
taneously diagonalizes all the Toeplitz operators T
(λ)
a , for a ∈ L∞(D)H . Such a
unitary map depends only on H and λ. We refer to [10] for the specific formulas.
We will reformulate Theorem 5.1 in terms of moment maps. The key result
to achieve this is the following. It establishes that, for a MASG H , a symbol is
H-invariant if and only if it is a function of the moment map of the H-action.
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Proposition 5.2. Let D be either of the domains Bn or Dn, and let H be a MASG
of the group of biholomorphisms of D. If µ : D → Rn denotes the moment map
of the H-action, then for every function a : D → C the following conditions are
equivalent.
(1) The function a is H-invariant.
(2) There exists a function f : µ(D)→ C such that the diagram
D
a //
µ

C
µ(D)
f
==
③
③
③
③
③
③
③
③
commutes.
Proof. It is enough to prove that the H-orbits in D are precisely the fibers of
µ : D → µ(D). Since the map µ is H-invariant, we already know that every fiber
of µ is a union of H-orbits. Hence, we only need to show that for z, w ∈ D such
that µ(z) = µ(w) there exists h ∈ H such that z = h · w. We will prove this for all
the MASG described in Section 4.
For the quasi-elliptic case we have D = Bn and H = Tn. Using the expression
for the moment map from Proposition 4.1, it is easy to see that the condition
µ(z) = µ(w) implies |zj | = |wj | for all j = 1, . . . , n, and so the claim is clear in this
case.
For the rest of the cases, we have D = Dn.
In the quasi-parabolic case, H = Tn × R, and by Proposition 4.2 the condition
µ(z) = µ(w) is equivalent to
Im(zn) = Im(wn), |zj | = |wj |,
for all j = 1, . . . , n− 1. Hence, it is also clear in this case that there exists (t′, h) ∈
Tn−1 × R such that z = (t′, h) · w.
Let us now consider the quasi-hyperbolic case for which H = Tn−1 × R+. The
condition µ(z) = µ(w) and Proposition 4.3 implies in this case that
Re(zn)
Im(zn)− |z′|2
=
Re(wn)
Im(wn)− |w′|2
,
|zj |
2
Im(zn)− |z′|2
=
|wj |
2
Im(wn)− |w′|2
for all j = 1, . . . , n− 1. Let us choose the positive real number given by
r =
Im(zn)− |z
′|2
Im(wn)− |w′|2
.
Then, it is straightforward to compute from the previous identities that
|r
1
2wj | = |zj|
for all j = 1, . . . , n− 1. Hence, there exists t′ ∈ Tn−1 such that
(t′, r) · w = (z′, rwn).
Note that from the previous identities we have Re(rwn) = rRe(wn) = Re(zn). But
we also have
Im(rwn)− |z
′|2 = Im(rwn)− |r
1
2w′|2
= r(Im(wn)− |w
′|2)
= Im(zn)− |z
′|2.
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This implies rwn = zn and so we have z = (t
′, r) · w.
For the nilpotent case we have H = Rn and the condition µ(z) = µ(w) implies,
by Proposition 4.4, that we have
Im(z′) = Im(w′), Im(zn)− |z′|2 = Im(wn)− |w′|2.
Hence, there exists b ∈ Rn−1 such that
(b, 0) · w = (z′, wn + 2iw′ · b+ i|b|2)
= (z′, (Re(wn)− 2Im(w′) · b) + i(Im(wn) + 2Re(w′) · b+ |b|2)),
where the last expression collects the real and imaginary parts of the n-th compo-
nent. Hence, if we take h = Re(zn)− Re(wn) + 2Im(w
′) · b, then we have
(b, h) · w = (z′,Re(zn) + i(Im(wn) + 2Re(w′) · b+ |b|2)).
On the other hand, we note that the function w 7→ Im(wn)−|w
′|2 is Rn-invariant
for this nilpotent action and so its value at w and (b, h) ·w is the same. Hence, we
have from the previous identities
Im(zn)− |z
′|2 = Im(wn)− |w′|2
= Im(wn) + 2Re(w
′) · b+ |b|2 − |z′|2.
We conclude that
Im(zn) = Im(wn) + 2Re(w
′) · b+ |b|2.
This implies that (b, h) · w = z.
For the quasi-nilpotent caseH = Tk×Rn−k and by Proposition 4.5 the condition
µ(z) = µ(w) implies that
Im(z(2)) = Im(w(2)), Im(zn)− |z
′|2 = Im(wn)− |w′|2, |zj| = |wj |,
for all j = 1, . . . , k. This is clearly equivalent to
Im(z(2)) = Im(w(2)), Im(zn)− |z(2)|
2 = Im(wn)− |w(2)|
2, |zj | = |wj |,
for all j = 1, . . . , k, and so the result follows from the previous arguments. 
Extending the construction from Proposition 5.2 we consider any connected
Abelian subgroup H , either maximal or not, of the group of biholomorphisms of D.
As before, D is either Bn or Dn. Suppose that µ : D → h
∗ is the moment map of
the H-action on D. Then, we are interested in functions of the form f ◦µ : D → C.
Note that it is easy to see that f is measurable if and only if f ◦ µ is measurable.
Definition 5.3. With the notation from the previous paragraph, we say that a
function of the form f ◦µ : D → C is a moment map function for H or a µ-function
on D. We denote the set of measurable µ-functions by L∞(D)µ.
In particular, Proposition 5.2 shows that if H is a MASG, then
L∞(D)H = L∞(D)µ.
However, this is not the case for a general Abelian subgroup.
From the previous discussion, we obtain the following alternative formulation of
Theorem 5.1.
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Theorem 5.4. Let D denote either of the domains Bn or Dn and let H be a
MASG of the group of biholomorphisms of D. Suppose that µ : D → Rn denotes
the moment map for the H-action. Then, the C∗-algebra T (λ)(L∞(D)µ) generated
by Toeplitz operators acting on A2λ(D) whose symbols are µ-functions (i.e. that
belong to L∞(D)µ) is commutative for every λ > −1.
6. Commuting Toeplitz operators and moment maps. The Abelian
subgroup case.
As in the previous sections, D will denote either Bn or Dn. From now on H will
denote any Abelian subgroup of the group of biholomorphisms of D. For simplicity,
we will assume that H is connected. There is no real loss of generality since we will
be dealing with moment maps where the Lie algebra is the main ingredient. Since
H is connected and Abelian, it is a subgroup of a MASG of biholomorphisms of
D. Hence, after applying a linear fractional transformation of D, we can and will
assume that H is a subgroup of one of the MASG listed in Section 4.
Our first observation in this section is the fact that the moment map of the
H-action can be obtained from the moment map of any MASG containing H . To
prove this we introduce some notation.
For H a connected Abelian subgroup, let G be a MASG containing H . We will
assume that G is one of the subgroups listed in Section 4. Hence, there is a natural
inclusion of Lie algebras h →֒ g = Rn that we will denote by ι. This induces a
transpose map ι∗ : g∗ = Rn → h∗ which is surjective. Note that we have used the
fact that g = Rn, as described in Section 4, as well as the identification g∗ = Rn
given by the canonical inner product on Rn. Furthermore, we can also identify
h = h∗ using the inherited inner product, and after doing so the map ι∗ is identified
with the orthogonal projection Rn → h. We will use these identifications in the
rest of this work.
Proposition 6.1. Let G be a MASG of biholomorphisms of D from the list in
Section 4 and let H be a connected Abelian subgroup of G. Then, the H-action on
D has a moment map given by
µH : D → h
µH = ι∗ ◦ µG,
where µG : D → Rn is the moment map for the G-action on D and ι∗ : Rn → h is
the orthogonal projection.
Proof. By definition, for every X ∈ Rn, the function µGX : D → R given by
µGX(z) = 〈µ
G(z), X〉,
has Hamiltonian vector field X♯. Note that, for the identifications described before,
the pairing 〈·, ·〉 is the canonical inner product on Rn. In particular, this holds for
every X ∈ h. In this case, we have
〈ι∗ ◦ µG(z), X〉 = 〈µG(z), X〉
because ι∗ is the orthogonal projection Rn → h and X ∈ h. And so ι∗ ◦ µG yields
Hamiltonian vector fields corresponding to X ∈ h.
Finally, the G-invariance of µG trivially implies the H-invariance of ι∗ ◦ µG.
Hence, we conclude that µH = ι∗ ◦ µG is a moment map for the H-action. 
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Remark 6.2. With the notation of Proposition 6.1, we observe that for any func-
tion f : µH(D)→ C we have
f ◦ µH = f ◦ ι∗ ◦ µG.
Hence, any moment map function for the group H is a moment map function for
the group G. In other words, we have the inclusion of symbol sets
L∞(D)µ
H
⊂ L∞(D)µ
G
= L∞(D)G,
where the last identity follows from Proposition 5.2 since G is a MASG. We can
add the observation
L∞(D)G ⊂ L∞(D)H
that follows trivially from H ⊂ G.
The following result shows how to obtain a commutative C∗-algebra from any
connected Abelian subgroup of biholomorphisms.
Theorem 6.3. Let D be either of the domains Bn or Dn and let H be a connected
Abelian subgroup of the group of biholomorphisms of D with moment map µ. Then,
for every λ > −1, the C∗-algebra T (λ)(L∞(D)µ) generated by Toeplitz operators
whose symbols are essentially bounded µ-functions is commutative. Furthermore, if
G is a MASG containing H, then we have the inclusion
T (λ)(L∞(D)µ) ⊂ T (λ)(L∞(D)G)
for every λ > −1, where T (λ)(L∞(D)G) is the C∗-algebra generated by Toeplitz
operators with G-invariant symbols.
Proof. By Proposition 6.1, we can assume that the moment map of the H-action
is given by µ = ι∗ ◦ µG. Hence, Remark 6.2 implies the inclusions
L∞(D)µ ⊂ L∞(D)µ
G
= L∞(D)G
which imply that
T (λ)(L∞(D)µ) ⊂ T (λ)(L∞(D)G)
for every λ > −1. Then, the commutativity of T (λ)(L∞(D)G) (see [10]) implies the
commutativity of T (λ)(L∞(D)µ). 
Next, we observe the following behavior of the commutative C∗-algebras obtained
from Theorem 6.3.
Theorem 6.4. Let D denote either of the domains Bn or Dn. Then, for every
λ > −1 the assignment
H 7→ T (λ)(L∞(D)µ
H
)
is an inclusion preserving map from the set of connected Abelian subgroups of the
group of biholomorphisms of D into the set of commutative C∗-algebras of operators
acting on A2λ(D).
Proof. Let H1 and H2 be connected Abelian subgroups of the group of biholomor-
phisms of D, and assume that H1 ⊂ H2. Then, we know that the moment maps of
their actions are given by
µH1 = ι∗1 ◦ µ
G, µH2 = ι∗2 ◦ µ
G,
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where G is a MASG containingH2 and ι
∗
j : R
n → hj are the orthogonal projections,
for j = 1, 2. In particular, if we denote by π : h2 → h1 the orthogonal projection,
then we have
µH1 = π ◦ µH2 .
This implies that every moment map function for H1 is a moment map function
for H2. In other words, we have
L∞(D)µ
H1
⊂ L∞(D)µ
H2
.
This and Theorem 6.3 prove the result. 
Remark 6.5. By the previous result and for λ > −1 fixed, the family of commu-
tative C∗-algebras {
T (λ)(L∞(D)µ
H
) | H Abelian subgroup
}
where H runs through all the connected Abelian subgroups acting holomorphically
on D, is naturally ordered by such subgroups H . If G is a MASG, then its corre-
sponding C∗-algebra contains that of any subgroup H of G. On the other extreme,
for the trivial identity group, the moment map is the zero map and so the cor-
responding moment map functions are the constant ones. Hence, the C∗-algebra
associated to the trivial identity group consists of the multiples of the identity op-
erator acting on A2λ(D). It is interesting to compare this situation with the one
corresponding to the H-invariant symbols. In fact, an inclusion H1 ⊂ H2 of con-
nected Abelian subgroups acting holomorphically on D implies a reversed inclusion
L∞(D)H2 ⊂ L∞(D)H1 ,
which yields the reversed inclusion
T (λ)(L∞(D)H2 ) ⊂ T (λ)(L∞(D)H1).
The effect of this is that even if H2 yields a commutative C
∗-algebra when we
use H2-invariant symbols, the C
∗-algebra obtained from a subgroup H1, using H1-
invariant symbols, is not necessarily commutative. We refer to Example 6.5 from
[5] for the description of a case where this occurs.
We now proceed to describe the spaces of symbols obtained as moment map
functions. As noted above, we can assume that H is a connected subgroup of one
of the MASG described in Section 4. So we start by describing the connected
subgroups of the MASG and their moment maps.
We recall that for a given connected Lie groupG, there is a one-to-one correspon-
dence between the connected subgroups of G and the Lie subalgebras h of the Lie
algebra g of G. In our situation, G is a MASG of the group of biholomorphisms of
D, and so g = Rn as described before. Because g = Rn is Abelian, every subspace
is a Lie subalgebra and the subgroup corresponding to a subspace is precisely the
image of the subspace under the exponential map. This yields the next result.
Proposition 6.6. Let G be one of the MASGs described in Section 4. If h ⊂ Rn
is any subspace, then the subset of G given by
H = exp(h)
is a connected Abelian subgroup. Furthermore, every connected Abelian subgroup of
G is obtained in this way.
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Remark 6.7. For every MASG G from Section 4, Proposition 6.6 can be rephrased
saying that the assignment
h 7→ exp(h)
is a bijection from the collection of subspaces of Rn onto the set of connected Abelian
subgroups of G. For our purposes, a better way to parameterize such subgroups is
by using coordinates. Hence, we will rather make use of the assignment
β 7→ exp(R〈β〉)
which is a surjection from the collection of linearly independent subsets of Rn onto
the set of connected Abelian subgroups of G. Here and from now on, R〈β〉 denotes
the subspace spanned by β. If the linearly independent set β is orthogonal, then
the orthogonal projection ι∗ : Rn → h = R〈β〉 is given by
ι∗(s) =
m∑
j=1
〈s, vj〉
〈vj , vj〉
vj
where β = {v1, . . . , vm}.
The previous discussion allows us to write down the following general formula
for the moment maps of the connected Abelian subgroups under discussion. The
proof is easily obtained from Proposition 6.1 and Remark 6.7.
Proposition 6.8. Let G be a MASG from the list in Section 4 and H a connected
Abelian subgroup of G. Let β = {v1, . . . , vm} be an orthogonal basis of the Lie
algebra h of H. Then, the moment map for the H-action on D (either Bn or Dn)
is the map µH : D → h given by
µH(z) =
m∑
j=1
〈µG(z), vj〉
〈vj , vj〉
vj
for every z ∈ D.
We now obtain the following description of the moment map functions for con-
nected Abelian subgroups H as above.
Corollary 6.9. With the notation of Proposition 6.8, let us choose β = {v1, . . . , vm}
any basis for h. Then, the space of essentially bounded moment map functions for
H is given by
L∞(D)µ
H
= {f(a1, . . . , am) | f ∈ L
∞((a1, . . . , am)(Bn))},
where the functions aj : B
n → R are defined by
aj(z) = 〈µ
G(z), vj〉
for all z ∈ D and for every j = 1, . . . ,m.
Proof. Let β′ = {v′1, . . . , v
′
m} be an orthogonal basis of h. Then, by Definition 5.3
and Proposition 6.1 the moment map functions for H are precisely functions of the
form
a(z) = f(〈µG(z), v′1〉, . . . , 〈µ
G(z), v′m〉)
for all z ∈ D and some function f . Since there is an invertible matrix (cjk)
m
j,k=1
such that
〈µG(z), vj〉 =
m∑
j,k=1
cjk〈µ
G(z), v′k〉
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the result is now clear. 
Remark 6.10. Still with the notation of Proposition 6.8 let us fix a MASG G.
For a basis β = {v1, . . . , vm}, not necessarily orthogonal, of the Lie algebra h of a
connected subgroup H of G, let us consider the matrix A(β) whose rows are the
elements of β, in other words, we take
A(β) =

v1
...
vm
 .
Then, for the functions a1, . . . , am defined in Corollary 6.9 we have
a1(z)
...
am(z)
 = A(β)µG(z)⊤,
for all z ∈ D. It follows that the essentially bounded moment map functions for H
are functions a : D → C of the form
a(z) = f(A(β)µG(z)⊤)
for all z ∈ D, for a suitable function f . Note that in this expression we are writing
the arguments of f as a column instead of a row. There should not be any confusion
with this slight abuse of notation, which we will use in the rest of this work. On
the other hand, if A is a real m× n matrix with rank m the functions a : D → C
of the form
a(z) = f(AµG(z)⊤)
for all z ∈ D and a suitable f , are moment map functions. The connected Abelian
subgroup H for which this holds is the connected subgroup of G whose Lie algebra
h is the row space of the matrix A. Hence, there is a correspondence between
the different types of moment map functions obtained from Corollary 6.9 and rank
m real matrices of size m × n (1 ≤ m ≤ n). This correspondence is not one-to-
one since two such matrices may have the same row space. With respect to this
correspondence, we observe that for H = G, a MASG, we can choose β to be any
orthogonal basis of Rn to obtain the moment map µG. Recall that in this case, by
Proposition 5.2 it follows that the moment map functions for G are precisely the
G-invariant functions.
The next step is to apply the expressions of the moment maps of the MASG
computed in Section 4 to obtain the explicit formulas for the moment map functions
for connected Abelian subgroups. This will be done in the next subsections for each
MASG. This is used to show that the symbols introduced in this work include many
of those already known in the literature, but they also include new examples not
considered previously. We also obtain corresponding commutativity results for C∗-
algebras generated by Toeplitz operators with our special symbols.
6.1. β-quasi-elliptic symbols. In this subsection we consider the case G = Tn
for the quasi-elliptic action E(n) described in Section 4. The next result provides
the explicit expression of the moment maps for connected subgroups of Tn. It is a
consequence of Propositions 4.1 and 6.8 and Corollary 6.9.
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Proposition 6.11. Let H be a connected Abelian subgroup of Tn whose Lie algebra
h has the basis β = {v1, . . . , vm}. Then, the following hold.
(1) If β is orthogonal, then the moment map for the H-action on Bn is the map
µH : Bn → h given by
µH(z) = −
1
1− |z|2
m∑
j=1
〈(|z1|
2, . . . , |zn|
2), vj〉
〈vj , vj〉
vj ,
for every z ∈ Bn.
(2) If β is an arbitrary basis, then the space of essentially bounded moment
map functions for H is given by
L∞(Bn)µ
H
= {f(a1, . . . , am) | f ∈ L
∞((a1, . . . , am)(Bn))},
where aj : B
n → C are defined by
aj(z) =
1
1− |z|2
〈(|z1|
2, . . . , |zn|
2), vj〉,
for all z ∈ Bn and for all j = 1, . . . ,m.
The moment map functions for the subgroups in the previous result yield the
following special symbols.
Definition 6.12. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. An
essentially bounded function a : Bn → C is called a β-quasi-elliptic symbol if there
is a measurable function f such that
a = f(a1, . . . , am),
where a1, . . . , am are given as in Proposition 6.11. The space of all essentially
bounded β-quasi-elliptic symbols will be denoted by L∞(Bn)β,E(n). In other words,
we have
L∞(Bn)β,E(n) = L∞(Bn)µ
H
,
where H = exp(R〈β〉).
As noted in Remark 6.10, for H = Tn and for any basis β of Rn, the β-quasi-
elliptic symbols are precisely the quasi-elliptic symbols from [10].
Example 6.13 (Quasi-radial symbols as β-quasi-elliptic symbols). Let us consider
a partition k = (k1, . . . , km) ∈ Z
m
+ of n. In other words, n = k1+· · ·+km and kj ≥ 1
for all j = 1, . . . ,m. For every z ∈ Cn we have a corresponding decomposition
z = (z(1), . . . , z(m))
where z(j) ∈ C
kj is given by
z(j) = (zk0+···+kj−1+1, . . . , zk0+···+kj ).
We will use the convention k0 = 0. Recall from [13] that a symbol on a : B
n → C
is called k-quasi-radial if it can be written as
a(z) = f(|z(1)|, . . . , |z(m)|)
for some function f . Let us now consider the group
Tk = {(t11k1 , . . . , tm1km) | t ∈ T
m} ≃ Tm,
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where we denote 1kj = (1, . . . , 1) ∈ C
kj for every j = 1, . . . ,m. The group Tk is a
connected closed subgroup of Tn whose Lie algebra has the orthogonal basis β(k)
that consists of the elements given by (for j = 1, . . . ,m)
vj = (0, 1kj , 0)
where the non-zero entries occur exactly at the indices k0+ · · ·+ kj−1+1, . . . , k0+
· · ·+ kj . We note that the corresponding matrix A(β) obtained from Remark 6.10
is given by
A(β) =

1k1 0 · · · 0
0 1k2 · · · 0
...
...
...
...
0 0 · · · 1km
 ,
which is a very simple example of a row-reduced echelon matrix. Note that we have
|z(j)|
2 = 〈(|z1|
2, . . . , |zn|
2), vj〉,
for every j = 1, . . . ,m. On the other hand, it is easy to see that the map
(s1, . . . , sm) 7→
1
1− (s1 + · · ·+ sm)
(s1, . . . , sm)
can be inverted smoothly when s1 + · · · + sm < 1 and sj ≥ 0 for all j = 1, . . . ,m.
We conclude that for a symbol a : Bn → C the next conditions are equivalent
• a(z) = f1(|z(1)|, . . . , |z(m)|) for some f1.
• a(z) = f2
(
|z(1)|2
1−|z|2 , . . . ,
|z(m)|2
1−|z|2
)
for some f2.
It follows that, for this particular choice of β(k), the β(k)-quasi-elliptic symbols
from Definition 6.12 are precisely the k-quasi-radial symbols from [13]. We also
note that for the partition k = (n) we obtain the radial symbols (see [7]) and for
the partition k = (1, . . . , 1) ∈ Zn+ we obtain the quasi-elliptic or separately radial
symbols (see [10]). In particular, all of these spaces of symbols, k-quasi-radial,
radial and separately radial, are realized as β-quasi-elliptic symbols for suitable
choices of β.
By the previous example, the next result generalizes the commutativity of Toeplitz
operators with k-quasi-radial symbols stated in [13]. This result is a consequence
of Theorem 6.3.
Theorem 6.14. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then,
for every λ > −1 the C∗-algebra T (λ)(L∞(Bn)β,E(n)) generated by Toeplitz opera-
tors with essentially bounded β-quasi-elliptic symbols acting on A2λ(B
n) is commu-
tative.
The next result shows that the commutative C∗-algebras obtained in Theo-
rem 6.14 come, in some cases, from spaces of symbols not considered before. The
particular case given in the statement can be generalized easily to obtain many
other examples using the arguments of its proof.
Proposition 6.15. If n ≥ 2 and for β = {e1}, the space of β-quasi-elliptic symbols
is different from the space of k-quasi-radial symbols defined by any partition k of n.
In other words, we have
L∞(Bn)β,E(n) 6= L
∞(Bn)β(k),E(n)
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for every partition k of n, where β(k) is defined in Example 6.13.
Proof. We first consider the partition k = (1, n− 1). Following the notation from
Example 6.13, to this partition corresponds the basis β(k) that consists of the
vectors
v1 = e1, v2 = (0, 1, . . . , 1).
The β-quasi-elliptic symbols a : Bn → C are of the form
a(z) = f
(
|z1|
2
1− |z|2
)
for some function f . Note that we can assume that f is defined in [0,∞).
On the other hand, by Example 6.13, the k-quasi-radial symbols a : Bn → C are
of the form
a(z) = f(|z1|, |z(2)|)
for some function f . In particular, for these choices of β and k every β-quasi-elliptic
symbol is a k-quasi-radial symbol, so we have
L∞(Bn)β,E(n) ⊂ L∞(Bn)β(k),E(n).
But it turns out that this inclusion is proper. To prove this consider the symbol
a2 : B
n → C defined by
a2(z) = |z(2)|.
Clearly, a2 belongs to L
∞(Bn)β(k),E(n). If we assume the existence of a function
f : [0,∞)→ C such that
|z(2)| = a2(z) = f
(
|z1|
2
1− |z|2
)
for all z ∈ Bn, then by taking z such that z(2) = 0 we conclude
0 = f
(
|z1|
2
1− |z1|2
)
for every z1 ∈ B
1. But then we have f ≡ 0, which is a contradiction. This implies
that
a2 ∈ L
∞(Bn)β(k),E(n) \ L∞(Bn)β,E(n),
thus proving the proper inclusion
L∞(Bn)β,E(n) ( L∞(Bn)β(k),E(n).
It is a simple exercise to adapt this argument to show that for any k ∈ Zm+ with
m ≥ 2 we have
L∞(Bn)β,E(n) 6= L
∞(Bn)β(k),E(n).
Finally, for the partition k = (n), if the symbol given by z 7→ |z| belongs to
L∞(Bn)β,E(n), then it is not difficult to see that the symbol z 7→ |z1| also belongs
to L∞(Bn)β,E(n). But this implies that the symbol z 7→ |(0, z2, . . . , zn)| is an
element of L∞(Bn)β,E(n) as well, which contradicts the previous arguments. This
completes the proof that
L∞(Bn)β,E(n) 6= L∞(Bn)β(k),E(n)
for every partition k of n. 
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6.2. β-quasi-parabolic symbols. We now consider the group G = Tn−1 × R
acting by the quasi-parabolic action P (n) on Dn defined in Section 4. As before, we
will consider some linearly independent set β = {v1, . . . , vm} ⊂ R
n, and following
Remark 6.10 we have a corresponding matrix A(β) whose rows are v1, . . . , vm.
Then, we have the group H whose Lie algebra is h = R〈β〉. If the last column of
A(β) is zero, then H is a subgroup of Tn−1 ⊂ Tn−1 × R. In this case, H is in
fact a subgroup of a compact MASG and, up to conjugacy of Lie groups, this has
been discussed in the description of β-quasi-elliptic symbols. Hence, we can assume
without lost of generality that the last column of A(β) is non-zero as long as the
case corresponding to β-quasi-elliptic symbols has already been considered.
The next result exhibits the moment maps for connected subgroups of Tn−1×R.
It is a consequence of Propositions 4.2 and 6.8 and Corollary 6.9.
Proposition 6.16. Let H be a connected Abelian subgroup of Tn−1×R whose Lie
algebra h has the basis β = {v1, . . . , vm}. Then, the following hold.
(1) If β is orthogonal, then the moment map for the H-action on Dn is the
map µH : Dn → h given by
µ(z) = −
1
2(Im(zn)− |z′|2)
m∑
j=1
〈(2|z1|
2, . . . , 2|zn−1|2, 1), vj〉
〈vj , vj〉
vj ,
for every z ∈ Dn.
(2) If β is an arbitrary basis, then the space of essentially bounded moment
map functions for H is given by
L∞(Dn)µ
H
= {f(a1, . . . , am) | f ∈ L
∞((a1, . . . , am)(Dn))},
where aj : Dn → R are defined by
aj(z) =
1
2(Im(zn)− |z′|2)
〈(2|z1|
2, . . . , 2|zn−1|2, 1), vj〉,
for every z ∈ Dn and for every j = 1, . . . ,m.
The moment map functions from the previous result yield the following special
symbols.
Definition 6.17. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. An
essentially bounded function a : Dn → C is called a β-quasi-parabolic symbol if
there is a measurable function f such that
a = f(a1, . . . , am),
where a1, . . . , am are given as in Proposition 6.16. The space of all essentially
bounded β-quasi-parabolic symbols will be denoted by L∞(Dn)β,P (n). In other
words, we have
L∞(Dn)β,P (n) = L∞(Dn)µ
H
,
where H = exp(R〈β〉).
Example 6.18 (Parabolic quasi-radial symbols as β-quasi-parabolic symbols). Let
us consider a partition k ∈ Zm+ with m ≥ 2 such that km = 1, so we can write
k = (k′, 1) where k′ ∈ Zm−1+ is a partition of n − 1. Following the notation of
Example 6.13 we define the linearly independent set β(k) = {v1, . . . , vm} where we
choose
vj = (0, 1kj , 0)
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for every j = 1, . . . ,m, where the non-zero entries occur exactly at the indices
k0 + · · ·+ kj−1 + 1, . . . , k0 + · · ·+ kj . In particular, we have vm = en since km = 1.
In the notation of Remark 6.10, the matrix associated to β(k) is given by
A(β(k)) =

1k1 0 · · · 0 0
0 1k2 · · · 0 0
...
...
...
...
...
0 0 · · · 1km−1 0
0 0 · · · 0 1
 .
For the basis β(k) just defined, the functions aj from Proposition 6.16 are given by
aj(z) =

|z(kj)|
2
Im(zn)− |z′|2
, if j = 1, . . . ,m− 1
1
2(Im(zn)− |z′|2)
, if j = m,
for all z ∈ Dn. Using a simple change of variables, it follows that the β(k)-quasi-
parabolic symbols are exactly the functions of (|z(1)|, . . . , |z(m−1)|, Im(zn)). More
precisely, we have
a ∈ L∞(Dn)β(k),P (n) ⇐⇒ a(z) = f(|z(1)|, . . . , |z(m−1)|, Im(zn)),
for some essentially bounded function f . It follows that, for this particular choice
of β(k), the β(k)-quasi-parabolic symbols from Definition 6.17 are precisely the
parabolic k-quasi-radial symbols from [14].
By the previous example the next result generalizes the commutativity of Toeplitz
operators with quasi-parabolic symbols stated in [10] and with parabolic k-quasi-
radial symbols stated in [14]. This result is a consequence of Theorem 6.3.
Theorem 6.19. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then,
for every λ > −1 the C∗-algebra T (λ)(L∞(Dn)β,P (n)) generated by Toeplitz opera-
tors with essentially bounded β-quasi-parabolic symbols acting on A2λ(Dn) is com-
mutative.
As in the β-quasi-elliptic case, we now prove that for some β the β-quasi-
parabolic symbols are not given as a set of parabolic k-quasi-radial symbols. Again,
the argument shows that many other examples are possible.
Proposition 6.20. Assume that n ≥ 3. For β = {e1, en}, the space of β-quasi-
parabolic symbols is different from the space of parabolic k-quasi-radial symbols de-
fined by any partition k of n of the form k = (k′, 1). In other words, we have
L∞(Dn)β,P (n) 6= L
∞(Dn)β(k),P (n)
for every partition k = (k′, 1) of n such that k′ is a partition of n− 1, where β(k)
is defined in Example 6.18.
Proof. Let us first consider the partition k = (1, n− 2, 1). Following the notation
from Example 6.18, this partition has a corresponding basis β(k) that consists of
the vectors
v1 = e1, v2 = (0, 1, . . . , 1, 0), v3 = en.
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By Proposition 6.16 we see that β-quasi-parabolic symbols are functions of the
expression (
|z1|
2
Im(zn)− |z′|2
, Im(zn)− |z
′|2
)
.
Hence, a symbol a : Dn → C is β-quasi-parabolic if and only if it is of the form
a(z) = f(|z1|, Im(zn)− |z
′|2)
for some function f . Note that we can assume that f is defined in [0,∞)2.
On the other hand, by Example 6.13 the parabolic k-quasi-radial symbols a :
Dn → C are of the form
a(z) = f(|z1|, |z(2)|, Im(zn))
for some function f . In particular, for these choices of β and k every β-quasi-
parabolic symbol is a parabolic k-quasi-radial symbol, so we have
L∞(Dn)β,P (n) ⊂ L∞(Dn)β(k),P (n).
However, this inclusion is proper. To see this consider the symbol a : Dn → C
defined by
a2(z) = |z(2)|.
Clearly, a2 belongs to L
∞(Dn)β(k),P (n). If we assume the existence of a function
f : [0,∞)2 → C such that
|z(2)| = a2(z) = f(|z1|, Im(zn)− |z
′|2)
for all z ∈ Dn, then by taking z such that z(2) = 0 we conclude
0 = f(|z1|, Im(zn)− |z1|
2)
for every (z1, zn) ∈ D2. This clearly implies f ≡ 0, which is a contradiction. Hence
we have
a2 ∈ L
∞(Dn)β(k),P (n) \ L∞(Dn)β,P (n),
thus proving the proper inclusion
L∞(Dn)β,P (n) ( L
∞(Dn)β(k),P (n).
It is a simple exercise to adapt this argument to show that for any k ∈ Zm+ so
that k = (k′, 1) and with m ≥ 3 we have
L∞(Dn)β,P (n) 6= L
∞(Dn)β(k),P (n).
Finally, for the partition k = (n − 1, 1), if the symbol given by z 7→ |z′| be-
longs to L∞(Dn)β,P (n), then the symbol z 7→ |(0, z2, . . . , zn−1, 0)| is an element of
L∞(Dn)β,P (n) as well, which contradicts the previous arguments. This completes
the proof that
L∞(Dn)β,P (n) 6= L∞(Dn)β(k),P (n)
for every partition k of n such that k = (k′, 1). 
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6.3. β-quasi-hyperbolic symbols. Let us now consider the groupG = Tn−1×R+
acting by the quasi-hyperbolic action H(n) on Dn defined in Section 4. A remark
as the one given at the beginning of Subsection 6.2 can be applied in this case. In
other words, for a linearly independent set β = {v1, . . . , vm} ⊂ R
n taken as a basis
of the Lie algebra h of the connected subgroup H of Tn−1 × R+, we can assume
that the last column of A(β) is non-zero.
We now describe the moment maps for connected subgroups of Tn−1×R+. This
result is a consequence of Propositions 4.3 and 6.8 and Corollary 6.9.
Proposition 6.21. Let H be a connected Abelian subgroup of Tn−1 × R+ whose
Lie algebra h has the basis β = {v1, . . . , vm}. Then, the following hold.
(1) If β is orthogonal, then the moment map for the H-action on Dn is the
map µH : Dn → h given by
µ(z) = −
1
2(Im(zn)− |z′|2)
m∑
j=1
〈(2|z1|
2, . . . , 2|zn−1|2,Re(zn)), vj〉
〈vj , vj〉
vj ,
for every z ∈ Dn.
(2) If β is an arbitrary basis, then the space of essentially bounded moment
map functions for H is given by
L∞(Dn)µ
H
= {f(a1, . . . , am) | f ∈ L
∞((a1, . . . , am)(Dn))},
where aj : Dn → R are defined by
aj(z) =
1
2(Im(zn)− |z′|2)
〈(2|z1|
2, . . . , 2|zn−1|2,Re(zn)), vj〉,
for every z ∈ Dn and for every j = 1, . . . ,m.
In this case, we obtain from the previous result the following special symbols.
Definition 6.22. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. An
essentially bounded function a : Dn → C is called a β-quasi-hyperbolic symbol if
there is a measurable function f such that
a = f(a1, . . . , am),
where a1, . . . , am are given as in Proposition 6.21. The space of all essentially
bounded β-quasi-hyperbolic symbols will be denoted by L∞(Dn)β,H(n). In other
words, we have
L∞(Dn)β,H(n) = L
∞(Dn)µ
H
,
where H = exp(R〈β〉).
As noted in Remark 6.10, for H = Tn−1 × R+ and for any basis β of Rn, the
β-quasi-hyperbolic symbols are precisely the quasi-hyperbolic symbols from [10].
Hence, we now obtain the following generalization of the commutativity of Toeplitz
operators with quasi-hyperbolic symbols stated in [10]. This result is a consequence
of Theorem 6.3.
Theorem 6.23. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then,
for every λ > −1 the C∗-algebra T (λ)(L∞(Dn)β,H(n)) generated by Toeplitz op-
erators with essentially bounded β-quasi-hyperbolic symbols acting on A2λ(Dn) is
commutative.
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6.4. β-nilpotent symbols. Consider the group G = Rn acting by the nilpotent
actionN(n) onDn defined in Section 4. The moment maps for connected subgroups
of Rn is given in the next result. It is a consequence of Propositions 4.4 and 6.8
and Corollary 6.9.
Proposition 6.24. Let H be a connected Abelian subgroup of Rn whose Lie algebra
h has the basis β = {v1, . . . , vm}. Then, the following hold.
(1) If β is orthogonal, then the moment map for the H-action on Dn is the
map µH : Dn → h given by
µ(z) = −
1
2(Im(zn)− |z′|2)
m∑
j=1
〈(−4Im(z′), 1), vj〉
〈vj , vj〉
vj ,
for every z ∈ Dn.
(2) If β is an arbitrary basis, then the space of essentially bounded moment
map functions for H is given by
L∞(Dn)µ
H
= {f(a1, . . . , am) | f ∈ L
∞((a1, . . . , am)(Dn))},
where aj : Dn → R are defined by
aj(z) =
1
2(Im(zn)− |z′|2)
〈(−4Im(z′), 1), vj〉,
for every z ∈ Dn and for every j = 1, . . . ,m.
In this case, we obtain the following special symbols.
Definition 6.25. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. An
essentially bounded function a : Dn → C is called a β-nilpotent symbol if there is
a measurable function f such that
a = f(a1, . . . , am),
where a1, . . . , am are given as in Proposition 6.24. The space of all essentially
bounded β-nilpotent symbols will be denoted by L∞(Dn)β,N(n). In other words,
we have
L∞(Dn)β,N(n) = L∞(Dn)µ
H
,
where H = exp(R〈β〉).
Example 6.26 (Some nilpotent symbols ([12]) as β-nilpotent symbols). As it is
well known (see [10]) the nilpotent symbols are functions of the following expression
(Im(z′), Im(zn)− |z′|2).
These are at the same time our β-nilpotent symbols for any basis β of Rn. On the
other hand, in Section 3 of [12] the authors considered symbols that are functions
of the expression
(Im(zk+1), . . . , Im(zn−1), Im(zn)− |z′|2),
for some k such that 1 ≤ k ≤ n − 1. It is easy to see from the definitions that
these are precisely the β-nilpotent symbols for the linearly independent subset of
Rn given by the rows of the following (n− k)× n matrix
A(β) = (0, In−k),
where we have used the notation from Remark 6.10. Hence, such special type of
symbols considered in [12] is a particular case of our β-nilpotent symbols.
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We now obtain the following result that generalizes the commutativity of Toeplitz
operators with nilpotent symbols stated in [10], as well as some of the commutativity
results from [12]. It is a consequence of Theorem 6.3.
Theorem 6.27. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then,
for every λ > −1 the C∗-algebra T (λ)(L∞(Dn)β,N(n)) generated by Toeplitz opera-
tors with essentially bounded β-nilpotent symbols acting on A2λ(Dn) is commutative.
6.5. β-quasi-nilpotent symbols. Finally, let us consider for 1 ≤ k ≤ n − 1 the
group G = Tk × Rn−k acting by the quasi-nilpotent action N(n, k) on Dn defined
in Section 4. As in the previous cases, there are some restrictions we may assume
to avoid repetitions with other actions. As before, we have a linearly independent
set β = {v1, . . . , vm} ⊂ R
n, the Lie algebra h = R〈β〉 and the connected Abelian
subgroup H = exp(h). Following Remark 6.10, there is a corresponding matrix
A(β). If the first k columns of A(β) vanish, then H is a subgroup of the nilpotent
action. If the last n−k columns of A(β) vanish, then H is conjugate to a subgroup
of the quasi-elliptic action. If the columns with indices k + 1 to n− 1 vanish, then
H is a subgroup of the quasi-parabolic action. Hence, as long as the other actions
have been considered, we may assume that A(β) has some non-zero column on each
of the three submatrices involved in such discussion. By doing so, we consider the
most general subgroup H of the quasi-nilpotent case.
The moment maps for connected subgroups in this case are given by the next
result. It is a consequence of Propositions 4.5 and 6.8 and Corollary 6.9.
Proposition 6.28. Let H be a connected Abelian subgroup of Tk × Rn−k whose
Lie algebra h has the basis β = {v1, . . . , vm}. Then, the following hold.
(1) If β is orthogonal, then the moment map for the H-action on Dn is the
map µH : Dn → h given by
µ(z) = −
1
2(Im(zn)− |z′|2)
m∑
j=1
〈(2|z1|
2, . . . , 2|zk|
2,−4Im(z(2)), 1), vj〉
〈vj , vj〉
vj ,
for every z ∈ Dn.
(2) If β is an arbitrary basis, then the space of essentially bounded moment
map functions for H is given by
L∞(Dn)µ
H
= {f(a1, . . . , am) | f ∈ L
∞((a1, . . . , am)(Dn))},
where aj : Dn → R are defined by
aj(z) =
1
2(Im(zn)− |z′|2)
〈(2|z1|
2, . . . 2|zk|
2,−4Im(z(2)), 1), vj〉,
for all z ∈ Dn and for every j = 1, . . . ,m.
Now we obtain the following special symbols.
Definition 6.29. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. An
essentially bounded function a : Dn → C is called a β-quasi-nilpotent symbol if
there is a measurable function f such that
a = f(a1, . . . , am),
where a1, . . . , am are given as in Proposition 6.28. The space of all essentially
bounded β-nilpotent symbols will be denoted by L∞(Dn)β,N(n,k). In other words,
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we have
L∞(Dn)β,N(n,k) = L
∞(Dn)µ
H
,
where H = exp(R〈β〉).
Example 6.30 (α-quasi-nilpotent quasi-radial symbols as β-quasi-nilpotent sym-
bols). As it corresponds to this subsection we have k ∈ Z+ that defines the action
of Tk × Rn−k. We will consider the most general case of the quasi-nilpotent ac-
tion as described at the beginning of this subsection. Hence, we will assume that
1 ≤ k ≤ n− 2. Let us also consider a partition α ∈ Zm+ of k. We complete this to
a partition α̂ of n by adding n− k entries with 1 on each new entry as follows
α̂ = (α, 1, . . . , 1) ∈ Zm+n−k+ .
Using the notation of Examples 6.13 and 6.18 we define the linearly independent
set β(α̂) = {v1, . . . , vm+n−k} by choosing
vj = (0, 1α̂j , 0)
for every j = 1, . . . ,m + n − k, where the non-zero entries occur exactly at the
indices α̂0 + · · ·+ α̂j−1 + 1, . . . , α̂0 + · · ·+ α̂j . In the notation of Remark 6.10, the
matrix associated to β(α̂) is given by
A(β(α̂)) =

1α̂1 0 · · · 0 0
0 1α̂2 · · · 0 0
...
...
...
...
...
0 0 · · · 1α̂m 0
0 0 · · · 0 In−k
 .
For the basis β(α̂) just defined, the functions aj from Proposition 6.28 are given by
aj(z) =

|z(α̂j)|
2
Im(zn)− |z′|2
, if j = 1, . . . ,m,
−
2Im(zj)
Im(zn)− |z′|2
if j = m+ 1, . . . ,m+ n− k − 1
1
2(Im(zn)− |z′|2)
, if j = m+ n− k,
for all z ∈ Dn. Using a simple change of variables, it follows that the β(α̂)-quasi-
nilpotent symbols are exactly the functions of the expression
(|z(1)|, . . . , |z(m−1)|, Im(zk+1), . . . , Im(zn−1), Im(zn)− |z
′′|2),
where z′′ = (zk+1, . . . , zn). It follows that, for this particular choice of β(α̂),
the β(α̂)-quasi-parabolic symbols from Definition 6.17 are precisely the α-quasi-
nilpotent quasi-radial symbols from [1].
By the previous example the next result generalizes the commutativity of Toeplitz
operators with quasi-nilpotent symbols stated in [10] and with α-quasi-nilpotent
quasi-radial symbols stated in [1]. This result is a consequence of Theorem 6.3.
Theorem 6.31. Let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then,
for every λ > −1 the C∗-algebra T (λ)(L∞(Dn)β,N(n,k)) generated by Toeplitz oper-
ators with essentially bounded β-quasi-nilpotent symbols acting on A2λ(Dn) is com-
mutative.
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As in the β-quasi-elliptic and β-quasi-parabolic cases, it is possible to prove the
existence of a β such that the β-quasi-nilpotent symbols are not given as a set of
α-quasi-nilpotent quasi-radial symbols from [1]. Similar arguments can be used to
achieve this. In fact, the α-quasi-nilpotent quasi-radial symbols from [1] do not
consider any sort of partition in the coordinates from the index k + 1 to the index
n. We thus have the following result.
Proposition 6.32. Assume that n ≥ 4. Then, there exists β ⊂ Rn linearly in-
dependent such that the space of β-quasi-nilpotent symbols are different from the
space of α-quasi-nilpotent quasi-radial symbols defined by any partition α of k. In
other words, we have
L∞(Dn)β,N(n,k) 6= L∞(Dn)β(α̂),N(n,k)
for every partition α of k, where β(α̂) is defined in Example 6.30.
7. Spectral integral formulas for Toeplitz operators with
β-symbols
As before, let us consider a MASG G of the group of biholomorphisms of D,
which is either Bn or Dn. Next we can choose a connected Abelian subgroup H of
G. As noted in Remark 6.2, and as a consequence of Propositions 5.2 and 6.1, every
moment map function for H is a G-invariant symbol. In particular, the spectral
integral formulas from [10] for the Toeplitz operators given for the five types of
MASGs can be applied when the symbols are moment map functions for H . This
will yield corresponding spectral integral formulas for all the β-symbols introduced
in Section 6. Then, by applying a change of variable associated to the moment map
we will obtain spectral integral formulas for the case of G-invariant symbols that
will provide an important simplification of the known expressions. Finally, we also
obtain corresponding simplified formulas in the moment map coordinates for the
spectral integral formulas for all β-symbols.
In all subsections below, β = {v1, . . . , vm} ⊂ R
n will denote a linearly indepen-
dent set. This set β together with the choice of the MASG G determine the specific
type of the β-symbols considered.
7.1. Spectra for β-quasi-elliptic symbols. By Proposition 6.11 we have that a
symbol a : Bn → C is β-quasi-elliptic if there is function f such that
a(z) = f
(
〈r2, v1〉
1− |r2|
, . . . ,
〈r2, vm〉
1− |r2|
)
.
For this expression we follow some special notation. In the first place, we will
denote
r = (r1, . . . , rn) = (|z1|, . . . , |zn|),
r2 = (r21 , . . . , r
2
n) = (|z1|
2, . . . , |zn|
2).
On the other hand, and as usual, for every w ∈ Ck the expression |w| will denote
its Euclidean norm. However, for the particular case of x ∈ Rn+ we will use
|x| = x1 + · · ·+ xn
and this notation will stand for the rest of this work. In particular, we have
|r2| = r21 + · · ·+ r
2
n.
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Hence, any β-quasi-elliptic symbol is a function of r and so it is a quasi-elliptic
symbol as defined in [10]. In particular, we can apply Theorem 10.1 from [10] to
obtain the following result.
Theorem 7.1. Suppose that G = Tn which acts on Bn by the action E(n) and let
β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then, for every λ > −1 there
exists a unitary map R : A2λ(B
n)→ ℓ2(Nn) such that for every essentially bounded
β-quasi-elliptic symbol a : Bn → C of the form
a(z) = f
(
〈r2, v1〉
1− |r2|
, . . . ,
〈r2, vm〉
1− |r2|
)
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p) =
=
2nΓ(n+ |p|+ λ+ 1)
p!Γ(λ+ 1)
∫
τ(Bn)
f
(
〈r2, v1〉
1− |r2|
, . . . ,
〈r2, vm〉
1− |r2|
)
r2p(1− |r2|)λ
n∏
j=1
rj drj ,
for every p ∈ Nn.
We now write the spectral integral formulas of Theorem 7.1 in terms of moment
map coordinates for the action E(n) in the case of quasi-elliptic symbols.
Theorem 7.2. For every λ > −1 there exists a unitary map R : A2λ(B
n)→ ℓ2(Nn)
such that for every essentially bounded quasi-elliptic symbol a : Bn → C of the form
a(z) = f
(
r21
1− |r2|
, . . . ,
r2n
1− |r2|
)
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p) =
Γ(λ+ |p|+ n+ 1)
p!Γ(λ+ 1)
∫
Rn+
f(u)up
(1 + |u|)λ+|p|+n+1
du,
for every p ∈ Nn.
Proof. We use a change of coordinates corresponding to the moment map of E(n).
More precisely, we introduce the map ϕ : τ(Bn)→ Rn+ defined by
u = ϕ(r) =
(
r21
1− |r2|
, . . . ,
r2n
1− |r2|
)
,
which has an inverse given by
ϕ−1(u) =
((
u1
1 + |u|
)1/2
, . . . ,
(
un
1 + |u|
)1/2)
.
For this change of coordinates we have
1− |r2| =
1
1 + |u|
,
n∏
j=1
2rj drj =
du
(1 + |u|)n+1
.
Hence, the integral formula is obtained from Theorem 7.1 by taking β = {e1, . . . , en},
the canonical basis of Rn, and applying the change of coordinates ϕ. 
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The next result yields a corresponding spectral integral formulas for β-quasi-
elliptic symbols. We recall from Remark 6.10 that A(β) is the matrix whose rows
are the elements v1, . . . , vm of β. We also recall from that same remark our abuse
of notation where for a function f of several variables we use interchangeably a
column or a row for the arguments of f .
Corollary 7.3. Suppose that G = Tn which acts on Bn by the action E(n) and let
β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then, for every λ > −1 there
exists a unitary map R : A2λ(B
n)→ ℓ2(Nn) such that for every essentially bounded
β-quasi-elliptic symbol a : Bn → C of the form
a(z) = f
(
〈r2, v1〉
1− |r|2
, . . . ,
〈r2, vm〉
1− |r|2
)
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p) =
Γ(λ+ |p|+ n+ 1)
p!Γ(λ+ 1)
∫
Rn+
f(A(β)u⊤)up
(1 + |u|)λ+|p|+n+1
du,
for every p ∈ Nn.
Proof. We observe that the symbol a in the statement can be rewritten as
a(z) = f
(
A(β)
(
r21
1− |r2|
, . . . ,
r2n
1− |r2|
)⊤)
,
Hence, the result is a consequence of Theorem 7.1. 
7.2. Spectra for β-quasi-parabolic symbols. We now apply Proposition 6.16
to see that a symbol a : Dn → C is β-quasi-parabolic if there is a function f such
that
a(z) = f
(
〈(2r′2, 1), v1〉
2(Im(zn)− |r′2|)
, . . . ,
〈(2r′2, 1), vm〉
2(Im(zn)− |r′2|)
)
where we denote
r′ = (r1, . . . , rn−1) = (|z1|, . . . , |zn−1|),
r′2 = (r21 , . . . , r
2
n−1) = (|z1|
2, . . . , |zn−1|2),
from which we have
|r′2| = r21 + · · ·+ r
2
n−1.
In particular, every β-quasi-parabolic symbol is a function of (r′, Im(zn)) and so it
is quasi-parabolic in the sense of [10]. An application of Theorem 10.2 from [10]
yields the following result.
Theorem 7.4. Suppose that G = Tn−1 × R which acts on Dn by the action P (n)
and let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then, for every
λ > −1 there exists a unitary map R : A2λ(Dn) → ℓ
2(Nn−1, L2(R+)) such that for
every essentially bounded β-quasi-elliptic symbol a : Dn → C of the form
a(z) = f
(
〈(2r′2, 1), v1〉
2(Im(zn)− |r′|2)
, . . . ,
〈(2r′2, 1), vm〉
2(Im(zn)− |r′|2)
)
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we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p, ξ) =
(2ξ)λ+|p|+n
p!Γ(λ+ 1)
∫
Rn+
f
(
〈(2r′, 1), v1〉
2rn
, . . . ,
〈(2r′, 1), vm〉
2rn
)
r′prλne
−2ξ|r| dr,
for every p ∈ Nn−1 and ξ ∈ R+.
We now obtain spectral integral formulas corresponding to Theorem 7.4 in terms
of the moment map coordinates for the action P (n) for the quasi-parabolic symbols.
Theorem 7.5. For every weight λ > −1, there exists a unitary transformation
R : A2λ(Dn) → ℓ
2(Nn−1, L2(R+)) such that for every essentially bounded quasi-
parabolic symbol a : Dn → C of the form
a(z) = f
(
r21
Im(zn)− |r′2|
, . . . ,
r2n−1
Im(zn)− |r′2|
,
1
2(Im(zn)− |r′|2)
)
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p, ξ) =
ξλ+|p|+n
p!Γ(λ+ 1)
∫
Rn+
f(u)u′pe−
ξ
un
(|u′|+1) du
u
λ+|p|+n+1
n
,
for every p ∈ Nn−1 and ξ ∈ R+.
Proof. Let us consider a change of coordinates related to the moment map of P (n).
In other words, we consider the function ϕ : Rn+ → R
n
+ given by
u = ϕ(r) =
(
r′
rn
,
1
2rn
)
,
whose inverse is given by
ϕ−1(u) =
1
2un
(u′, 1).
For this change of coordinates we have
dr =
du
2nun+1n
.
Hence, the integral formula is obtained from Theorem 7.4 by taking the canonical
basis β = {e1, . . . , en} of R
n and applying the change of coordinates ϕ. 
The next result now provides the corresponding spectral integral formulas for
β-quasi-parabolic symbols. As before, we follow the conventions and notation from
Remark 6.10.
Corollary 7.6. Suppose that G = Tn−1 ×R which acts on Dn by the action P (n)
and let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then, for every
λ > −1 there exists a unitary map R : A2λ(Dn) → ℓ
2(Nn−1, L2(R+)) such that for
every essentially bounded β-quasi-parabolic symbol a : Dn → C of the form
a(z) = f
(
〈(2r′2, 1), v1〉
2(Im(zn)− |r′|2)
, . . . ,
〈(2r′2, 1), vm〉
2(Im(zn)− |r′|2)
)
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p, ξ) =
ξλ+|p|+n
p!Γ(λ+ 1)
∫
Rn+
f(A(β)u⊤)u′pe−
ξ
un
(|u′|+1) du
u
λ+|p|+n+1
n
,
for every p ∈ Nn−1 and ξ ∈ R+.
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Proof. The β-quasi-parabolic symbols considered can be rewritten as
a(z) = f
(
A(β)
(2r′2, 1)⊤
2(Im(zn)− |r′2|)
)
,
and so we can apply Theorem 7.4 to obtain the desired result. 
7.3. Spectra for β-quasi-hyperbolic symbols. As a consequence of Proposi-
tion 6.21 a symbol a : Dn → C is β-quasi-hyperbolic if there is a function f such
that
a(z) = f
(
〈(2r′2,Re(zn)), v1〉
2(Im(zn)− |z′|2)
, . . . ,
〈(2r′2,Re(zn)), vm〉
2(Im(zn)− |z′|2)
)
,
where we have used the notation from the β-quasi-parabolic case. In particular,
every β-quasi-hyperbolic symbol is a function of the expression(
|z1|
2
Im(zn)− |z′|2
, . . . ,
|zn−1|2
Im(zn)− |z′|2
,
Re(zn)
Im(zn)− |z′|2
)
.
On the other hand, a quasi-hyperbolic symbol as defined in [10] is a function of the
expression
(f1(z), . . . , fn−1(z), fn(z)) =(
|z1|√
|z′|2 + |zn − i|z′|2|
, . . . ,
|zn−1|√
|z′|2 + |zn − i|z′|2|
, arg(zn − i|z
′|2)
)
.
After some simple coordinate manipulations we obtain the following identities
Re(zn)
Im(zn)− |z′|2
= cot(fn(z))
|zj |
2
Im(zn)− |z′|2
=
fj(z)
2 csc(fn(z))
1−
∑n−1
k=1 fk(z)
2
for all j = 1, . . . , n− 1. These prove that every β-quasi-hyperbolic symbol is quasi-
hyperbolic in the sense of [10]. Hence, we can apply Theorem 10.5 from [10] to
obtain the representation of a Toeplitz operator as a multiplication operator when
the symbol is β-quasi-hyperbolic. For this particular case we omit the explicit
formula which is already quite complicated even in the quasi-hyperbolic case.
7.4. Spectra for β-nilpotent symbols. By Proposition 6.24 any given symbol
a : Dn → C is β-nilpotent if there is a function f such that
a(z) = f
(
〈(−4Im(z′), 1), v1〉
2(Im(zn)− |z′|2)
, . . . ,
〈(−4Im(z′), 1), vm〉
2(Im(zn)− |z′|2)
)
.
In particular, every β-nilpotent symbol is a function of (Im(z′), Im(zn)− |z′|2) and
so it is a nilpotent symbol in the sense of [10]. Hence, we can apply Theorem 10.3
from [10] to obtain the next result. We have also made some simple changes of
variable to achieve our integral expression.
Theorem 7.7. Suppose that G = Rn which acts on Dn by the action N(n) and let
β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then, for every λ > −1 there
exists a unitary map R : A2λ(Dn)→ L
2(Rn−1 ×R+) such that for every essentially
bounded β-nilpotent symbol a : Dn → C of the form
a(z) = f
(
〈(−4Im(z′), 1), v1〉
2(Im(zn)− |z′|2)
, . . . ,
〈(−4Im(z′), 1), vm〉
2(Im(zn)− |z′|2)
)
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we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(y
′, ξ) =
2λ+1ξλ+
n+1
2
π
n−1
2 Γ(λ+ 1)
∫
Rn−1×R+
f
(
〈(2x′, 1), v1〉
2xn
, . . .
〈(2x′, 1), vm〉
2xn
)
× e−2ξxn−|−
√
ξx′+y′|2xλn dx
′ dxn,
for every y′ ∈ Rn−1 and ξ ∈ R+.
As before, we obtain spectral integral formulas corresponding to Theorem 7.7 in
terms of moment map coordinates for the action N(n) for the nilpotent symbols.
Theorem 7.8. For every weight λ > −1 there exists a unitary transformation
R : A2λ(Dn) → L
2(Rn−1 × R+) such that for every essentially bounded nilpotent
symbol a : Dn → C of the form
a(z) = f
(
−
2Im(z1)
Im(zn)− |z′|2
, . . . ,−
2Im(zn−1)
Im(zn)− |z′|2
,
1
2(Im(zn)− |z′|2)
)
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(y
′, ξ) =
ξλ+
n+1
2
2n−1π
n−1
2 Γ(λ+ 1)
∫
Rn−1×R+
f(u)e−
ξ
un
−
∣∣−√ξu′2un +y′∣∣2 du′ dun
uλ+n+1n
,
for every y′ ∈ Rn−1 and ξ ∈ R+.
Proof. We consider the change of coordinates ϕ : Rn−1 × R+ → Rn−1 × R− where
u = ϕ(x) =
(
x′
xn
,
1
2xn
)
,
which has the inverse
ϕ−1(u) =
1
2un
(u′, 1).
For this change of coordinates we also have
dx′ dxn =
du′ dun
2nun+1n
.
Now the integral formula is obtained by using Theorem 7.7 with the canonical basis
β = {e1, . . . , en} of R
n and applying the change of coordinates ϕ. 
We now provide the corresponding spectral integral formulas for the β-nilpotent
symbols. As before, we keep using the conventions and notation from Remark 6.10.
Corollary 7.9. Suppose that G = Rn which acts on Dn by the action N(n) and
let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then, for every λ > −1
there exists a unitary map R : A2λ(Dn) → ℓ
2(Nn−1, L2(R+)) such that for every
essentially bounded β-nilpotent symbol a : Dn → C of the form
a(z) = f
(
〈(−4Im(z′), 1), v1〉
2(Im(zn)− |z′|2)
, . . . ,
〈(−4Im(z′), 1), vm〉
2(Im(zn)− |z′|2)
)
.
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(y
′, ξ) =
ξλ+
n+1
2
2n−1π
n−1
2 Γ(λ+ 1)
∫
Rn−1×R+
f(A(β)u⊤)e−
ξ
un
−
∣∣−√ξu′2un +y′∣∣2 du′ dun
uλ+n+1n
,
for every y′ ∈ Rn−1 and ξ ∈ R+.
40 RAU´L QUIROGA-BARRANCO AND ARMANDO SA´NCHEZ-NUNGARAY
Proof. Our β-nilpotent symbols can be rewritten as
a(z) = f
(
A(β)
(−4Im(z′), 1)⊤
2(Im(zn)− |z′|2)
)
.
Hence, we can apply Theorem 7.8 to obtain the required expression. 
7.5. Spectra for β-quasi-nilpotent symbols. Let us choose and fix k ∈ Z such
that 1 ≤ k ≤ n− 1. By Proposition 6.28 a symbol a : Dn → C is β-quasi-nilpotent
if there is some function f such that we can write
a(z) = f
(
〈(2r2(1),−4Im(z(2)), 1), v1〉
2(Im(zn)− |z′|2)
, . . . ,
〈(2r2(1),−4Im(z(2)), 1), vm〉
2(Im(zn)− |z′|2)
)
,
where we have z = (z′, zn) = (z(1), z(2), zn), and the last decomposition is given by
the partition (k, n− k − 1, 1). In particular, we also have
r(1) = (r1, . . . , rk) = (|z1|, . . . , |zk|),
r2(1) = (r
2
1 , . . . , r
2
n) = (|z1|
2, . . . , |zk|
2),
Im(z(2)) = (Im(zk+1), . . . , Im(zn−1)).
It follows immediately that if a symbol is β-quasi-nilpotent, then it depends on
(|z1|, . . . , |zk|, Im(z(2)), Im(zn)−|z(2)|
2). In particular, every β-quasi-nilpotent sym-
bol is quasi-nilpotent in the sense of [10]. Hence, we can apply Theorem 10.4 from
[10] to obtain the next result.
Theorem 7.10. Let k be an integer such that 1 ≤ k ≤ n− 1 and suppose that G =
Tk×Rn−k−1×R+ which acts on Dn by the action N(n, k). Let β = {v1, . . . , vm} ⊂
Rn be a linearly independent set. Then, for every λ > −1 there exists a unitary map
R : A2λ(Dn) → ℓ
2(Nk, L2(Rn−k−1 × R+)) such that for every essentially bounded
β-nilpotent symbol a : Dn → C of the form
a(z) = f
(
〈(2r2(1),−4Im(z(2)), 1), v1〉
2(Im(zn)− |z′|2)
, . . . ,
〈(2r2(1),−4Im(z(2)), 1), vm〉
2(Im(zn)− |z′|2)
)
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p, y
′, ξ) =
=
2λ+|p|+k+1ξλ+|p|+
n+k+1
2
π
n−k−1
2 p!Γ(λ+ 1)
∫
Rk+×Rn−k−1×R+
f
((
〈(2r, 2x′, 1), vj〉
2xn
)m
j=1
)
× rpe−2ξ(xn+|r|)−|−
√
ξx′+y′|2xλn dr dx
′ dxn
for every p ∈ Nk, y′ ∈ Rn−k−1 and ξ ∈ R+.
We now obtain the spectral integral formulas corresponding to Theorem 7.10 in
terms of moment map coordinates for the action of N(n, k) for the quasi-nilpotent
symbols.
Theorem 7.11. For every weight λ > −1 there exists a unitary transformation
R : A2λ(Dn) → L
2(Rn−1 × R+) such that for every essentially bounded nilpotent
symbol a : Dn → C of the form
a(z) = f
(
(2r2(1),−4Im(z(2)), 1)
2(Im(zn)− |z′|2)
)
,
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we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p, y
′, ξ) =
ξλ+|p|+
n+k+1
2
2n−k−1π
n−k−1
2 p!Γ(λ+ 1)∫
Rk+×Rn−k−1×R+
f(u)up(1)e
− ξ
un
(
1+|u(1)|
)
−
∣∣−√ξu(2)2un +y′∣∣2 du
u
λ+|p|+n+1
n
for every p ∈ Nk, y′ ∈ Rn−k−1 and ξ ∈ R+.
Proof. This result is obtained from Theorem 7.10 for the canonical basis β =
{e1, . . . , en} and the use of the change of variables from the proof of Theorem 7.8.

Finally, we provide the spectral integral formulas for the β-nilpotent symbols
using moment man coordinates. Recall the standing use of the conventions and
notation from Remark 6.10.
Corollary 7.12. Suppose that G = Rn which acts on Dn by the action N(n, k) and
let β = {v1, . . . , vm} ⊂ R
n be a linearly independent set. Then, for every λ > −1
there exists a unitary map R : A2λ(Dn) → ℓ
2(Nn−1, L2(R+)) such that for every
essentially bounded β-nilpotent symbol a : Dn → C of the form
a(z) = f
(
〈(2r2(1),−4Im(z(2)), 1), v1〉
2(Im(zn)− |z′|2)
, . . . ,
〈(2r2(1),−4Im(z(2)), 1), vm〉
2(Im(zn)− |z′|2)
)
,
we have RT
(λ)
a R
∗ = γa,λI, a multiplication operator, where γa,λ is given by
γa,λ(p, y
′, ξ) =
ξλ+|p|+
n+k+1
2
2n−k−1π
n−k−1
2 p!Γ(λ+ 1)∫
Rk+×Rn−k−1×R+
f(A(β)u⊤)up(1)e
− ξ
un
(
1+|u(1)|
)
−
∣∣−√ξu(2)2un +y′∣∣2 du
u
λ+|p|+n+1
n
for every p ∈ Nk, y′ ∈ Rn−k−1 and ξ ∈ R+.
Proof. Our β-quasi-nilpotent symbols can be written as
a(z) = f
(
A(β)
(2r2(1),−4Im(z(2)), 1)
⊤
2(Im(zn)− |z′|2)
)
,
and so the result follows from Theorem 7.11. 
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