Abstract
Introduction
The goal 1 of this work is to find all occurrences of a particular person in a sequence of photographs for use in labeling and browsing. We assume these photographs were taken within a short period of time, such as a few minutes. This is a challenging task since people can move around, change their pose and scale, and occlude each other. An example of such a sequence is shown in figure 1 .
One approach to this problem is to find people using face detection [12, 13, 19, 23] and recognition [26] . While these techniques can typically find many people within a scene, some people will go undetected due to them not facing the camera or occlusion. In these cases, as we will explore in Figure 1 : A sequence of repeated shots with people moving around and occluding each other (4 of 5 photos shown.) Face detections are overlaid in yellow. Although the face detector is quite successful, some faces are missed, usually due to the fact that they are not facing the camera. this paper, other cues can be used for detection such as hair or clothing.
We restrict our problem by assuming that: people are roughly in an upright position; their head and torso are visible; background colors are stable across shots; people are distinguishable by the color of their clothing; and each person is facing the camera (and is detected by the face detector) in at least one shot of the sequence.
To detect people across images, even when they are not facing the camera, we propose a two stage algorithm summarized in figure 2 . In section 3, we describe the first stage in which we identify people by grouping together all face detections belonging to the same individual. In the second stage, occurrences for each person are found for cases in which face detections are missing. As discussed in section 4, this is accomplished for each individual using a color-based pictorial structure model created from the people groupings found in the first stage. Finally, two extensions for improving the detections of the pictorial structure models are described in section 5. The first extension is a method for segmenting partially overlapping people to ob- tain more accurate color models. The second extension handles cases in which individual detections may be ambiguous by simultaneously considering multiple detection hypotheses for all people potentially present in the shot. Results of our algorithm are presented for several sequences of photos with varying conditions and numbers of people in section 6.
Related work
Clothing colors have been used before to recognize people with detected frontal faces in a personal photo collection [22, 25] . A torso color statistic is computed from a rectangular region below a frontal face detection and people are matched on the clothing colors in addition to the face similarity. In this work we go beyond face detections and re-detect people in photographs where their face detection is missing.
The task we carry out is different from pedestrian detection [2, 10, 24] as we do not require the full body to be visible. Moreover, we build an appearance model for each person rather than using generic (e.g. edge based) person templates.
Another set of approaches for detecting people is to model a person as a collection of parts [7, 11, 13, 14, 17] . In particular, we build on the approaches of Felzenszwalb and Huttenlocher [7] and Ramanan et al. [17] , where the human body is modelled as an articulated pictorial structure [9] with a single color appearance model for each part. In [17] , impressive human detection results are shown on videos with mostly side views of a single running or walking person. A two part pictorial structure model (torso and head) has also been used for detecting particular characters in TV video [5] . In contrast, personal photo collections often contain images of multiple people and we aim to identify the same people across a set of photos. Moreover, people wear clothing with multiple colors and we pay attention to this by explicitly modelling parts using mixtures of colors.
Clothing colors have been also used to identify people in surveillance videos [4, 15] , where the regions of interest (people detections) are usually given by background subtraction. 
Grouping initial face detections
Our first goal is to find the different people present in the sequence. This can be achieved by first detecting (frontal) faces [12, 23] and then grouping them into sets belonging to the same person based on their clothing colors.
A color histogram is created for the clothing corresponding to each face detection. The histogram is computed from a region below the face detection using the spatially weighted mask shown in figure 3 . The mask and its relative position to the detected face were obtained as an average of 35 hand-labelled clothing masks from about 30 photos of people with detected faces. 16 bins are used for each RGB channel resulting in a histogram with 4,096 bins.
We group the histograms belonging to the same individual using a single-linkage hierarchical agglomerative clustering algorithm [3, 20] . The similarity between two histograms, p, q, is measured using the χ 2 distance [16] as
where n is the number of histogram bins. In more detail, the algorithm starts with each person in a separate cluster and merges clusters in order of distance. The closest clusters are merged first. The algorithm terminates when no clusters can be merged, i.e. the distance between the closest clusters is above threshold d max , which is the only parameter of the algorithm. We also utilize the exclusion constraint that the same person cannot appear twice in the same frame. This is implemented by setting the distance between clusters that share the same frame to infinity. This simple clustering algorithm works very well in practice and correctly discovers the different people present in a photo sequence as demonstrated in figure 4.
Face similarity is not currently used as a distance function in our system, mostly in order to focus our research on exploiting clothing information. However, incorporating both face and clothing information could be used for this stage in the future. 
Detecting people using pictorial structures
The frontal face detector usually does not find all occurrences of a person in the photo sequence. This can be due to a high detection threshold (the face detector is tuned to return very few false positives) or because the person does not face the camera or the face is not visible. Within this section, our goal is to find people whenever they are visible in the photo.
We model a person as a pictorial structure [7, 17] with three rectangular parts corresponding to hair, face and torso regions as shown in figure 5(a). We choose not to model the limbs explicitly as they might not be visible are or hard to distinguish from the torso and background in many shots.
Using the pictorial structure model, the posterior probability of a particular arrangement of parts, l 1 , . . . , l n , given an image I is decomposed as
where P (I|l 1 , . . . , l n ) is the image appearance likelihood and P (l 1 , . . . , l n ) is the prior probability of the spatial configuration. Assuming parts do not overlap, the appearance likelihood is factorized as
In this work we use a 'star' [1, 8] pictorial structure (tree of depth one), i.e. the locations of parts are independent given the location of the root (reference) part l r ,
By combining (3), (4) and assuming P (l r ) to be uniform, the posterior probability given by (2) can be written as
Modelling the appearance of each part
Given a face detection, three rectangular parts covering the hair, face and torso are instantiated in the image as shown in figure 5(a). The position and size of each part relative to the face detection is learned from manually labelled parts in a set of photos.
The appearance of each part is modelled as a Gaussian mixture model (GMM) with K = 5 components in RGB color space. To reduce the potential overlap with the background, the color model is learned from pixels inside a rectangle that is 20% smaller for each part. The GMM for each part is learned from all occurrences of a particular person as found by the clustering algorithm in section 3. Figure 5 shows an example of proposed part rectangles and learned color Gaussian mixture models. Note that using a mixture model is important here as it can capture the multiple colors of a person's clothing. In addition to the color models for each person, we learn a background color model (again a GMM in RGB space) across all images in the sequence.
Computing part likelihoods
Given a foreground color model for part p j and a common background color model, the aim is to classify each pixel x as belonging to the part p j or the background. This is achieved by computing the posterior probability that pixel x belongs to part p j as (assuming equal priors)
where P (x|p j ) and P (x|bg) are likelihoods under the part p j and background color GMM respectively. Examples of posterior probability images are shown in figure 6(d)-(f). Similarly to [6], a matching score ρ i (l i ) for each part i is computed by convolving the posterior probability image with a rectangular 'center-surround' box filter. The aspect ratio of the box filter is fixed (and different) for each part with the surround negative area being 20% larger than the positive central area. Each filter is normalized such that both positive and negative parts sum to one. Note that the matching score ranges between -1 and +1 with +1 corresponding to the ideal match. The likelihood of part i at particular location l i is defined as exp(ρ i (l i )). In practice, the exponentiation is never performed explicitly as all the computations are done in negative log space. To detect occurrences of a person at different scales the box filter is applied at several scales. Note that the negative ('surround') part of the filter is important to ensure a maximum filter response at the correct scale. Examples of the part log-likelihood images are shown in figure 6(g)-(i).
Prior shape probability
The location of each part is described by its x, y position in the image. The shape probability P (l i |l r ) of part i relative to the reference part r is modelled as a 2D Gaussian distribution with mean µ i and covariance
The mean µ i is learned from labelled training data, while the covariance Σ i is diagonal and set manually. Empirically, the covariances estimated from the labelled data are too small and result in a very rigid pictorial structure. The reason might be that the labelled data is based on people found facing the camera (with frontal face detections); during detection, we wish to detect people in more varied poses. Note that the reference part r is treated as virtual (i.e. its covariance is not modelled) and corresponds to the middle of the face. Note also that the relative scale of parts is fixed.
Finding the MAP configuration
Our goal now is to find the maximum a posteriori (MAP) configuration of parts (l * 1 , . . . , l * n , l * r ) maximizing the posterior probability given by equation (5). Working in negative log space, this is equivalent to minimizing the matching cost min l1,...,ln,lr
where m i (l i ) = −ρ i (l i ) is the negative matching score of part i at location l i defined in section 4.2 and
is the Mahalanobis distance between the location of part l i and the reference part l r . The Mahalanobis distance describes the deformation cost for placing part i at location l i given the location l r of the reference part. Intuitively, the cost increases when part i is placed away from the ideal location l r + µ i . In a naive implementation of the 'star' pictorial structure, finding the MAP configuration by minimizing the cost (7) requires O(nh 2 ) operations, where n is the number of parts and h is the number of possible locations for each part. In [7] , the authors show how to find the minimal cost configuration in O(nh) time using the generalized distance transform. In more detail, the pictorial structure matching cost equation (7) can be rewritten as
i.e. the cost of placing a reference part at position l r is the sum of the minimum matching costs for each part l i , but relative to the position l r . The minimization of
inside the sum in (9) can be computed for all h pixel locations l r in O(h) time using the 2D generalized distance transform described in [7] . One can think of D i (l r ) as an image where a pixel value at location l r denotes the minimum matching cost of part i over the whole image, given that the reference part r is located at l r . Examples of the distance transform images are shown in figures 6(j)-(l). Intuitively, the value of the distance transform D i (l r ) is low at locations with a low part matching cost m i (high matching score ρ i ), shifted by the part offset µ i , and increases with the distance from the low cost locations. The total cost of placing a reference part r at location l r is computed according to equation (9), which is essentially a sum of the distance transform images D i (l r ). An example of the total (negative) cost image is shown in figure 6(c) . Note how the highest peak in the final (negative) cost corresponds to the face of the correct person to be detected. The corresponding MAP configuration of parts is shown in figure 6(b).
Extensions
Two extensions of the pictorial structure detection algorithm are described next.
Improving the torso color models
Due to partial occlusion, a torso color mixture model of one person can contain clothing colors of another person. Consider for example figure 7, where the torso region proposed for the person with the pink shirt contains dark colors from the shirt of the other person. The solution we propose is to compute a more accurate segmentation mask so that clothing color models are computed only from pixels belonging to a particular person. This is achieved by allowing multiple color mixture models to 'compete' for image pixels in regions potentially belonging to multiple people.
In more detail, consider a single person j in a set of photos. We start by computing the torso color GMM from the entire torso region as described in section 4.1. Next, we determine the set A of people that have significant overlap with the torso region of person j. We then classify each pixel x in the torso region of person j as belonging to person j, the background or a person from the set A. In particular, the classification is performed by assigning each pixel to the color GMM with the highest likelihood. Finally, the color model of person j is recomputed only from pixels classified as belonging to person j. This procedure is performed for all people which have torso regions that significantly overlap (≥ 10%) in at least one of the photographs. The improvement in the color model is illustrated in figure 7 .
Note that this procedure can be applied iteratively [18] , i.e. the new color model can be used to further refine the classification of the torso region pixels. Experimentally, we have found one iteration to be sufficient.
Considering multiple detection hypotheses
In section 4, the detection algorithm finds the part configuration for the pictorial structure model with the lowest matching cost for each person. It is possible that several good matches might exist within an image for a particular person. Typically, these ambiguous matches occur when other people in the photo have similarly colored clothes. To overcome this problem, we consider multiple hypotheses for each person. The match scores across people can then be compared.
In particular, we find multiple detection hypotheses by detecting local maxima in the cost function (7) for each person at all scales. Next we exclude all hypotheses below the detection threshold and hypotheses with the reference part falling within an existing face detection. Finally, the remaining detection hypotheses are assigned using a greedy procedure. We iteratively find the best detection, among all the undetected people, and remove all detection hypotheses with a nearby reference part. Each person is considered only once per image, i.e. if a person is detected, all of their other hypotheses are discarded. An alternative to the greedy assignment procedure would be exploring all possible combinations of detection hypotheses of people present in the image, maximizing the sum of their detection scores. While this might be feasible for a small number of people and detection hypotheses, in general this would be intractable.
Results
In this section, we present results of the proposed algorithm applied to photo sequences from a personal photo collection. The original high resolution images (up to 2,048 × 1,536) pixels were downsampled to one fifth of their original size before processing. To cope with the scale changes present in the data, the pictorial structure detection algorithm was run over four scales. The current Matlab implementation of the pictorial structure detection takes a few seconds per scale on a 2GHz machine.
The algorithm was tested on 11 photo sequences of 2-7 photographs containing 1-14 people wearing a range of clothing and hairstyles. In total there are 113 frontal face detections (with no false positive detections) and 59 occurrences of people with missed frontal face detections. 53 missed detections (out of 59) are correctly filled-in by our proposed algorithm (with no false positive detections). Figure 8 shows the pictorial structure detection results for the sequence of figure 1. Figure 9 shows results on a sequence of six photos of two people. Note the successful detections of both person 1 and person 2 despite them not facing the camera in some shots. Finally, figure 10 shows a challenging example containing fourteen people and demonstrates the benefit of our algorithm's extensions described in sections 5.1 and 5.2. Additional results are shown in figures [11] [12] [13] [14] [15] [16] [17] [18] [19] . Note that some of the examples have a non-stationary camera with a change of the viewing angle and/or scale between shots.
Conclusions and future work
We have described a fully automatic algorithm, which given a sequence of repeated photographs of the same scene (i) discovers the different people in the photos by clustering frontal face detections and (ii) re-detects people not facing the camera using clothing and hair. Successful detections were shown on a range of challenging indoor and outdoor photo sequences with multiple people wearing a range of clothing and hair-styles. There are several possibilities for extending this work. Along with color information, clothing and hair texture could be used. The proposed pictorial structure detections could also be verified using additional tests considering spatial layout of clothing colors. Finally, face recognition could be used to distinguish cases where people are wearing identical or similar clothing. 
