Abstract-A new spectral-spatial method for classification of hyperspectral images is introduced. The proposed approach is based on two segmentation methods, fractional-order Darwinian particle swarm optimization and mean shift segmentation. The output of these two methods is classified by support vector machines. Experimental results indicate that the integration of the two segmentation methods can overcome the drawbacks of each other and increase the overall accuracy in classification.
Integration of Segmentation Techniques for Classification of Hyperspectral Images

I. Introduction
A CCURATE classification of remote sensing images plays a key role in many applications, including crop monitoring, forest applications, urban development, mapping and tracking, and risk management. One way for achieving this goal would be to use the spectral and the spatial information sequentially [15] . The goal of considering spatial context in the classification step can be partially achieved by using some specific methods, such as morphological filters [15] and Markov random fields [4] . The above-mentioned methods significantly increase the accuracy of the classification by incorporating spatial and spectral information. Another way for considering the spatial structures would be to perform image segmentation.
Image segmentation is a procedure that can be used to modify the accuracy of classification maps. To make such an approach effective, an accurate segmentation of the image is needed. A few methods for segmentation of multispectral and hyperspectral images have been introduced in the literature. Some of these methods are based on region merging methods, where neighboring segmented regions are merged with each other according to their homogeneity criterion, for instance Manuscript multiresolution segmentation method in the eCognition software is used this type of approach [5] . In [6] , hierarchical segmentation algorithm is proposed, which performs region growing and spectral clustering alternately. One of the best known methods for image segmentation is thresholding. Different types of optimal thresholding methods have been proposed in the literature (e.g., [16] ). One strategy to find the optimal set of thresholds is to take into account an exhaustive search. A commonly used exhaustive search method is based on the Otsu criterion [1] . However, exhaustive search to find n − 1 optimal thresholds involves evaluation of the fitness for n(L − n + 1)
n−1 combinations of thresholds and L is the intensity level in each component [9] . Therefore, this method is not desirable from a computational point of view. Alternatively, the issue of determining n − 1 optimal thresholds for n-level image thresholding can be formulated as a multidimensional optimization problem. To solve the aforementioned issue, several biologically inspired algorithms have been explored in image segmentation [9] .
One of the most commonly used methods based on split and merging segmentation is mean shift segmentation (MSS) that is widely used in image processing. MSS is a nonparametric clustering technique, which does not need embedded assumptions on the shape of the distribution and the number of clusters compared with the classic K-means clustering. MSS is a powerful method for segmentation of images with high redundancy [10] , such as remote sensing images. Fractional-order Darwinian particle swarm optimization (FODPSO) segmentation (as all thresholding-based methods in general) suffers from the following disadvantages: 1) It cannot handle inhomogeneity; 2) it fails when the intensity of object of interest does not appear as a peak in the histogram; and 3) the traditional FODPSO-based segmentation takes into account only the between-class variance, thus disregarding any feedback from the within-class variance. In the MSS method, a kernel size needs to be tuned by the user. The tuning may be a difficult task and the final results may be affected by that dramatically.
In this letter, a new spectral-spatial classification approach is introduced for accurate classification of hyperspectral images. First, an input image will be segmented by FODPSO. Then, the output of this step will be segmented again by MSS. At the end, the segmented image will be classified by support vector machine (SVM). The letter is organized as follows: Methodology is discussed in Section II. Then, Section III is 1545-598X c 2013 IEEE devoted to experimental results. Finally, in Section IV the main conclusions are outlined.
II. Methodology
The flowchart of the proposed method is illustrated in Fig. 1 . The segmentation part consists of two different approaches: 1) multilevel thresholding method based on FODPSO; and 2) MSS. Then, the output of the segmentation methods will be classified by SVM. The following sections present a brief description of both segmentation methods.
A. Multilevel Thresholding Method Based on Fractional Order Particle Swarm Optimization (FOPSO)
Multilevel segmentation techniques provide an efficient way to carry out image analysis. However, the automatic selection of a robust optimum n-level threshold has remained a challenge in remote sensing image segmentation.
Let L represents the intensity levels in each component of a given image, where a component is defined in the range {0, 1, 2, . . . , L − 1}. Then, one can calculate the probability distribution p C i as
where i represents a specific intensity level, i.e., 0 ≤ i ≤ L − 1, C represents the component of the pixel, e.g., C = {R, G, B} for RGB images, N represents the total number of pixels in the image, and h C i denotes the number of pixels for the corresponding intensity level i in the component C. In other words, h C i represents an image histogram for each component C, which can be normalized and regarded as the probability distribution p C i . Hence, the n-level thresholding presents n − 1 threshold levels t C j , j = 1, . . . , n − 1, and the operation is performed as
where a and b are the width (W ) and height (H) pixel of the image of size H×W represented by f C (a, b). The pixels of a given image will be divided into n classes D
n , which may represent multiple objects or even specific features on such objects (e.g., topological features).
The simplest method of obtaining the optimal threshold is the one that maximizes the between-class variance of each component, which can be generally defined by
where j represents a specific class in such a way that w (4) and (5), respectively
The problem of n-level thresholding is reduced to an optimization problem to search for the thresholds t C j that maximize the objective functions of each image component C, generally defined as
Computing this optimization problem involves a huge computational effort because the number of threshold levels and image components increases. Recently, biologically inspired methods, such as the well-known particle swarm optimization (PSO), have been used as computationally efficient alternatives to analytical methods to solve optimization problems [13] .
An example of such methods is the FODPSO recently presented in [16] . This method is a natural extension of the Darwinian particle swarm optimization (DPSO) presented by Tillett et al. [14] using fractional calculus to control the convergence rate and was extended for the classification of remote sensing images in [8] .
As in the classical PSO, particles within the FODPSO travel through the search space to find an optimal solution by interacting and sharing information with other particles. In each step of the algorithm t, a fitness function is used to evaluate the success for a particle. To model the swarm s, each particle n, moves in a multidimensional space according to a position 
The coefficients ρ 1 and ρ 2 are weights, which control the global and individual performance, respectively. Within the FODPSO algorithm, the inertial influence of particles depends on the fractional coefficient. The parameters r 1 and r 2 are random vectors with each component is generally a uniform random number between 0 and 1. The parameter α, commonly known as the fractional coefficient, will weigh the influence of past events in determining a new velocity, 0 < α < 1.
When applying the FODPSO to multilevel thresholding of images, the particles' velocities are initially set to zero and their position is randomly set within the boundaries of the search space, i.e., v In other words, the search space depends on the number of intensity levels L, i.e., if one wishes to perform a segmentation of a 8-bit image, then particles will be deployed between 0 and 255. Hence, associated to each particle, a possible solution ϕ c will be found and compared between all particles of the same swarm. The particle that has found the higher between-class variance ϕ c so far will be the best performing particle (i.e.,g s n ), thus luring other particles toward it. It is also noteworthy that when a particle improves, i.e., when a particle is able to find a higher between-class variance from one step to another, the fractional extension of the algorithm outputs a higher exploitation behavior. This allows achieving an improved collective convergence of the algorithm, thus allowing a good short-term performance.
FODPSO is a promising method to specify a predefined number of clusters with a higher between-class variance. In [9] , the authors demonstrated that the FODPSO-based segmentation method performs considerably better in terms of accuracies than genetic algorithm, bacterial algorithm, PSO, and DPSO, thus finding different number of clusters with a higher between-class variance and more stability in less computational processing time. For further information on the FODPSO algorithm, please refer to [9] and [16] . 1 
B. Mean Shift Segmentation
MSS is a nonparametric clustering technique, which requires neither embedded assumptions on the shape of the distribution nor the number of clusters in comparison to the classic K-means clustering approach. Mean shift was firstly 1 MATLAB code is available upon request from the authors. introduced in [11] . This approach has been more recently developed for different purposes of low-level vision problems, including adaptive smoothing and segmentation [10] .
The most important limitation of the standard MSS is that the value of the kernel size is unspecified. More information regarding the MSS can be found in [10] .
III. Experimental Results
A. Description of Datasets
1) Pavia Data:
The first test case is a hyperspectral dataset captured on the city of Pavia, Italy, by airborne data from the ROSIS-03. In our experiments, 12 noisy bands were eliminated and 103 bands were processed. The spatial resolution is 1.3 m per pixel. The original dataset is 610 × 340 pixels. This dataset consisted of different classes, including trees, asphalt, bitumen, gravel, metal sheet, shadow, bricks, meadow, and soil. Fig. 2(a) and (b) depicts Pavia dataset and its reference map.
2) Salinas Data: This scene was captured by AVIRIS sensor over Salinas Valley, CA, USA, and is characterized by high-spatial resolution (3.7-m pixels) consisting 512 lines and 217 samples. It includes vegetables, bare soils, and vineyard fields. The Salinas reference data contains 16 classes. Fig. 2(c) and (d) shows the Salinas dataset and its corresponding reference map.
The datasets have been classified with SVM and a Gaussian kernel. The hyper parameters have been selected using fivefold cross validation. The training set was randomly composed of 12.5% of the referenced set, the experiments have been repeated 20 times, and the mean accuracy and the standard deviation have been reported in Table II and IV. The proposed multilevel thresholding techniques based on FODPSO were implemented with the specific parameters shown in Table I for our test cases. These parameters are chosen based on some studies from [3] , [16] .
Since the MSS approach is very dependent on the kernel size, two different kernel sizes were selected (5 and 20) in The experimental evaluation will demonstrate whether the proposed method is highly dependent on the size of kernel or not. Table II illustrates the κ coefficient and overall accuracy (OA) for different methods for the Pavia dataset. As can be observed from Table II , FODPSO + SVM gave comparatively the worst performance in terms of accuracies. In histogram-based methods, the spatial information of data such as size and shape are not taken into consideration, and the final result is spatially independent and can be determined by considering only the histogram of the data. On the contrary, the MSS + SVM outperforms the FODPSO + SVM in terms of accuracies because it does not suffers from the abovementioned disadvantages and can handle images with more complexity such as remote sensing images in a significant way. As can be seen in the table, FODPSO + MSS + SVM gave comparatively the best accuracies. Fig. 3 shows the output of classification for different methods.
B. Results and Discussion
1) Pavia Dataset:
To further improve the comparison between MSS + SVM and FODPSO + MSS + SVM, the significance of the method on the OA and the κ coefficient (dependent variables) was analyzed using the multivariate analysis of variance (MANOVA) technique after checking the assumptions of multivariate normality and homogeneity of variance/covariance. This is a statistical test procedure that allows comparing multivariate means of several groups. In other words, it allows comparing different methods (as it is the case) with more than one dependent variable (i.e., OA and the κ coefficient). In other words, the MANOVA merges the multiple dependent variables, thus creating a single dependent variable. For more information regarding MANOVA, it is referred to [2] .
The assumption of normality for each of the univariate dependent variables was examined using univariate tests of Kolmogorov-Smirnov (p < 0.05). When the MANOVA detected significant statistical differences, we proceeded to the commonly used ANOVA for each dependent variable followed by the Tukey's HSD post hoc. The classification of the size effect (i.e., measure of the proportion of the total variation in the dependent variable explained by the dependent variable) was done according to Maroco [7] and Pallant [2] . This analysis was carried out using IBM SPSS Statistics for a significance level of 5%.
A two-way MANOVA analysis was carried out to assess whether the algorithms used in this letter have statistically significant differences with respect to the classification process. The MANOVA analysis revealed that the dependent variable κ coefficient presents statistically significant differences with large effect [F (1, 38) Table III ).
2) Salinas Dataset: For the Salinas dataset, FODPSO + SVM gave the worst accuracies (Table IV) . Furthermore, the overall classification accuracy by MSS + SVM dropped from 99.14% to 94.76% when the kernel size was increased from 5 to 20. This dramatic decrease in accuracy shows that the result of the classification by using MSS is highly dependent on the kernel size. The kernel size must still be tuned by user who might find the task difficult since the size can dramatically influence the final result. A larger or smaller kernel may influence the result of the segmentation and considerably reduce the efficiency of the MSS method. Mode candidates with a distance that is less than the kernel size are merged and may cause to lose information on an image. In contrast, a small kernel size may cause a high increase on the CPU processing time. As the FODPSO is able to find modes with maximum between-class distance, the influence of tuning the size of the kernel size is significantly reduced. In other words, the two methods can solve each other's problems and, thus, complement each other. Results show that by increasing the size of the kernel, the proposed method works better than others in terms of accuracies.
IV. Conclusion
In this letter, a new spectral-spatial classification approach is introduced for accurate classification of hyperspectral images. The approach is based on the combination of FODPSO and MSS. FODPSO is a very powerful approach for finding the predefined number of clusters with the highest betweenclass value. In the proposed approach, the result of FODPSO is used as the input to MSS to develop a pre-processing method for classification. Tuning the size of the kernel can be considered as the main difficulty of MSS and the obtained result may considerably be affected by the kernel size. The SVM is used for classification on the outcome of these two segmentation methods. Results indicate that the use of both segmentation methods can overcome the shortcomings of each other and the combination can improve the result of classification significantly.
