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A phase-space representation of nuclear interactions, which depends on the distance ~r and rel-
ative momentum ~p of the nucleons, is presented. A method is developed that permits to extract
the interaction V (~r,~p) from antisymmetrized matrix elements given in a spherical basis with angu-
lar momentum quantum numbers, either in momentum or coordinate space representation. This
representation visualizes in an intuitive way the non-local behavior introduced by cutoffs in momen-
tum space or renormalization procedures that are used to adapt the interaction to low momentum
many-body Hilbert spaces, as done in the unitary correlation operator method or with the similarity
renormalization group. It allows to develop intuition about the various interactions and illustrates
how the softened interactions reduce the short-range repulsion in favor of non-locality or momentum
dependence while keeping the scattering phase shifts invariant. It also reveals that these effective in-
teractions can have undesired complicated momentum dependencies at momenta around and above
the Fermi momentum. Properties, similarities and differences of the phase-space representations of
the Argonne and the N3LO chiral potential, and their UCOM and SRG derivatives are discussed.
PACS numbers: 21.30.-x, 13.75.Cs, 05.10.Cc
I. INTRODUCTION
Realistic nucleon-nucleon (NN) potentials, such as the
Argonne V18 [1], the Bonn CD potential [2], or potentials
from chiral perturbation theory [3–10], describe experi-
mental two-nucleon data with high accuracy. These NN
interactions induce short-range and tensor correlations
in nuclear many-body states, which are difficult to treat
in nuclear many-body methods. To derive soft effective
interactions for nuclear ab initio calculations, one often
applies transformation techniques, such as the unitary
correlation operator method (UCOM) [11–16] or the sim-
ilarity renormalization group (SRG) [17, 18] that main-
tain the phase shifts of the original interaction. Conse-
quently, there exists a series of effective realistic interac-
tions, which all succeed in describing two-nucleon data
with the same precision but differ in their momentum-
dependence and off-shell behavior. They also lead to dif-
ferent induced three- and many-body interactions.
Many of these effective realistic NN interactions are
formulated in a partial wave matrix representation in
momentum space, which is not very suitable for visu-
alizing position space properties of the potential. In this
article we present a phase-space representation for NN
interactions, which depends on relative distance and rela-
tive momentum. This allows to demonstrate momentum
space properties as induced by the softening of the po-
tential or non-localities originating from having different
potentials in different partial waves. At the same time
it also allows to study position space properties like the
short-range repulsion and its renormalization or the ef-
fect of the SRG transformation on the long-range part.
One also sees effects in position space originating from
cutoffs in momentum space. A “local projection” of the
interaction can be obtained by setting the relative mo-
mentum to zero.
This paper extends the work by Wendt, Furnstahl and
Ramanan [19] who investigated local projections of effec-
tive nuclear interactions. It is recommended to consult
this paper for further information as we will not repeat
their findings that also apply to this work.
Another motivation for the phase-space representation
is that an intuitive and descriptive picture of the in-
teraction is also helpful in creating an operator based
representations for many-body methods that work with
wave packets [20] like antisymmetrized molecular dynam-
ics [21–23] or fermionic molecular dynamics [24–27] be-
cause their basis states possess no angular momentum
quantum numbers. It also helps to find a meaningful set
of operators for representing a given set of matrix ele-
ments [28].
In Sec. II we introduce the phase-space representation
proposed by Kirkwood [29] for nuclear potentials and dis-
cuss basic properties of this representation for potentials
with linear and quadratic momentum and angular mo-
mentum dependencies. The method to deduce the phase-
space representation from partial wave momentum ma-
trix elements of the interaction is also presented in this
section. In Sec. III we show the phase-space represen-
tation of different effective realistic NN interactions and
discuss characteristic properties of the considered inter-
actions and how UCOM and SRG transformations are
reflected in the phase-space representation.
2II. PHASE-SPACE REPRESENTATION
A. Definition
We use the phase-space representation introduced by
Kirkwood [29] to investigate the momentum dependence
of NN potentials. The phase-space distribution fps(~r,~p)
for a density operator ρ and the representation Ops(~r,~p)
of an operator O are defined as
fps(~r,~p) =
〈
~r
∣∣ρ∣∣~p 〉〈~p ∣∣~r 〉 (1)
Ops(~r,~p) = (2π)
3 〈
~r
∣∣O∣∣~p 〉〈~p ∣∣~r 〉, (2)
such that the quantum expectation value is given by〈
O
〉
= Tr (ρO) =
∫
d3r d3p f∗ps(~r,~p) Ops(~r,~p). (3)
Note that fps(~r,~p) and Ops(~r,~p) can be complex but
the expectation value of a hermitean operator is of course
real. The Kirkwood representation is similar to the
Wigner representation [30], but is easier to evaluate for
potentials given in a partial wave decomposition.
Throughout the paper operators in Hilbert space are
denoted by bold characters.
To illustrate the phase-space representation and to
train imagination and intuition, we first discuss the Kirk-
wood representation of potentials with simple momentum
dependencies.
B. Examples
For a local potential V loc= V (r) the phase-space rep-
resentation is easily calculated by applying V loc to the
bra
〈
~r
∣∣ in Eq. (2) as
V locps (~r,~p) = (2π)
3 V (r)
〈
~r
∣∣~p 〉〈~p ∣∣~r 〉 = V (r), (4)
where we used
〈
~r
∣∣~p 〉 = (2π)−3/2ei~r·~p. Thus, the phase-
space representation of a local potential has the same
functional dependence on the relative distance ~r as the
operator and does not depend on the relative momentum
~p.
Likewise any operator V mom = V (p) depending only
on p can be applied to the ket
∣∣~p 〉 in Eq. (2) to yield
V momps (~r,~p) = V (p) . (5)
The phase-space representation of a poten-
tial with quadratic momentum dependence like
V p2 = 12
(
~p2V (r) + V (r)~p2
)
is given by
V p2ps (~r,~p) = V (r) p
2 − 1
2
V ′′(r)− V
′(r)
r
− iV
′(r)
r
~r·~p, (6)
where r = |~r| and p = |~p|. Deriving the phase-space
representation of V (r)~p2 by means of Eq. (2) is straight-
forward and just gives V (r) p2. The other term ~p 2V (r),
however, requires to commute V (r) and ~p 2:
~p2V (r) = V (r)~p2−V ′′(r)−2V
′(r)
r
−2V
′(r)
r
i~r·~p . (7)
This creates the terms with derivatives of V (r) in
Eq. (6) and the phase-space representation contains, be-
sides the expected quadratic momentum-dependence, ad-
ditional local contributions and a term with the scalar
product i~r ·~p. As ~p is odd under a time reversal opera-
tion the appearance of i =
√−1 is expected because V p2
is even under time reversal.
For interactions containing the relative angular mo-
mentum ~L = ~r × ~p in the coordinate space part, like
the spin-orbit force, the phase-space representation of
V L = V (r)~L is given by
V Lps(~r,~p) = V (r) ~r ×~p . (8)
For potentials with a quadratic angular momentum de-
pendence, V L2 = V (r)~L2, one finds the phase-space rep-
resentation
V L2ps (~r,~p) = V (r) (~r ×~p)2 + 2iV (r)~r ·~p
= V (r)r2p2 + 2iV (r)~r ·~p− V (r)(~r ·~p)2. (9)
In this paper we discuss only the S = 0 channel. The
treatment of spin-orbit or tensor interactions will be sub-
ject of further studies.
For S = 0 the coordinate part of the interaction V =
V (~r,~p ) has to be invariant under rotations and thus it
is, like its phase-space representation, a function of the
absolute values r and p, and the scalar product ~r · ~p.
For illustration purposes it is convenient to expand the
phase-space representation in powers of rˆ · pˆ or in terms
of Legendre polynomials PΛ as
Vps(~r,~p) = Vps(r, p,~r ·~p) =
∞∑
Λ=0
V Λps(r, p) i
ΛPΛ(rˆ·pˆ). (10)
and show two-dimensional plots for V Λps(r, p) for different
Λ. xˆ denotes the unit vector in the direction of ~x.
The operator relation
~p2 i~r ·~p = i~r ·~p ~p2 + 2~p2 (11)
together with Eq. (7) implies that any power of ~p2 com-
bined with any radial dependence V (r) leads in the Kirk-
wood phase-space representation to terms proportional
to (rˆ ·pˆ)0 and (rˆ · pˆ) only, which means that only Λ = 0
and Λ = 1 contribute.
This is different for powers of ~L
2
, where for
(
~L
2)n
terms up to Λ = 2n contribute.
The relation between the Legendre polynomials and
the directions of ~r and ~p expressed in terms of spheri-
cal harmonics Y Λ(rˆ) and Y Λ(pˆ) given by the addition
theorem
PΛ(rˆ ·pˆ) = 4π
2Λ + 1
Λ∑
µ=−Λ
Y Λµ
∗
(rˆ)Y Λµ (pˆ) (12)
=
4π(−1)Λ√
2Λ + 1
[
Y Λ(rˆ)Y Λ(pˆ)
]0
(13)
3reflects the fact that the S = 0 potentials are of tensor
rank zero in coordinate space.
The coordinate space part V (r)~L of the spin-orbit in-
teraction is a vector or a tensor of rank 1 in coordinate
space and can thus not be written in terms of PΛ but in
terms of
[
Y Λ(rˆ)Y Λ(pˆ)
]1
.
Rewriting Eqs. (4)-(6) and (9) in terms of the expan-
sion in Legendre polynomials leads to
V locps (~r,~p) = V (r)P0(rˆ·pˆ) (14)
V momps (~r,~p) = V (p)P0(rˆ·pˆ) (15)
V p2ps (~r,~p) =
[
V (r) p2 − 1
2
V ′′(r) − V
′(r)
r
]
P0(rˆ·pˆ)
−V
′(r)
r
rp iP1(rˆ·pˆ) (16)
V L2ps (~r,~p) =
2
3
V (r) (rp)2 P0(rˆ ·pˆ) + 2V (r) rp iP1(rˆ ·pˆ)
+
2
3
V (r) (rp)2 i2 P2(rˆ·pˆ) . (17)
To illustrate the phase-space representation of poten-
tials with short-range repulsion and long-range attraction
we show in Fig. 1 the components V Λps(r, p) of a local, a
quadratic momentum dependent, and a quadratic angu-
lar momentum dependent potential for Λ = 0, 1, 2. The
phase-space representation of the local potential is inde-
pendent of p and has no angular dependence, so that only
Λ = 0 contributes. The quadratic momentum potential
shows a p2-dependence for Λ = 0, and a Λ = 1 compo-
nent, which is proportional to p and originates from the
scalar product ~r ·~p in Eq. (6) reflecting the fact that ~r
and ~p do not commute.
The given examples contain terms up to Λ = 2. All
higher Λ-contributions vanish. Potentials with higher
powers in ~L2, like those defined in each L-channel in-
dependently or a SRG transformation (shown later), cre-
ate contributions also for higher Λ or higher powers in
rˆ ·pˆ. Thus, the terms V Λps(r, p) of the expansion Eq. (10)
visualize in an intuitive way the radial and momentum
dependence of a nuclear interactions.
The local projection of a non-local potential as defined
in Eq. (3) of Ref. [19] is simply Vps(~r,~p=0). This follows
immediately from Eq. (2):
Vps(~r,~p=0) = V
Λ=0
ps (~r,~p=0)
= (2π)3
∫
d3r′
〈
~r
∣∣V ∣∣~r′ 〉〈~r′ ∣∣~p=0 〉〈~p=0 ∣∣~r 〉
=
∫
d3r′
〈
~r
∣∣V ∣∣~r′ 〉 . (18)
For a potential given in operator representation its
phase-space representation Vps(~r,~p) can be calculated by
means of Eq. (2). The UCOM transformed Argonne
potential, for example, contains for S = 0 a central, a
quadratic momentum dependent, and a quadratic angu-
lar momentum part, so that its phase-space representa-
tion can be calculated directly from Eqs. (14) and (16)-
(17). However, many NN potentials are only available
in matrix element representation. In this case, we have
to rewrite Eq. (2) in terms of the available interaction
matrix elements. A complication arises due to the fact
that the matrix elements are calculated with antisym-
metrized two-body states, which will be addressed in the
next section.
C. Phase-space representation for (anti-)symmetric
coordinate space
In the nuclear case the particle pair has the intrinsic
degrees of freedom spin S = 0, 1 and isospin T = 0, 1. As
the two-particle states have to be antisymmetric under
particle exchange ( (~r1 −~r2)=~r −→ (~r2 −~r1)=−~r ) the
coordinate space part of the two-body state can be either
symmetric or antisymmetric. Therefore the Kirkwood
representation (2) has to be adapted. For that let us
introduce the basis states
∣∣~r;S,MS ;T,MT 〉 (19)∣∣~p;S,MS ;T,MT 〉 (20)
with
〈
~r
∣∣~p;S,MS ;T,MT 〉 =
(2π)−3/2 ei~p·~r
∣∣S,MS ;T,MT 〉 (21)
and the corresponding antisymmetrized states by
∣∣~r;S,MS ;T,MT 〉a = 1√
2
(∣∣~r;S,MS ;T,MT 〉− (−1)T+S∣∣−~r;S,MS;T,MT 〉) (22)∣∣~p;S,MS ;T,MT 〉a = 1√
2
(∣∣~p;S,MS;T,MT 〉− (−1)T+S∣∣−~p;S,MS;T,MT 〉) (23)
4Figure 1. (Color online) Phase-space representation V Λps(r, p) in arbitrary units for (a) V
loc = V (r), (b) V p2 =
1
2
(
~p 2V (r) + V (r)~p 2
)
, (c) V L2=V (r)~L
2
. The radial function is taken to be a sum of gaussians: V (r)=2e
−
r
2
1 fm2 − e
−
r
2
2 fm2 .
with 〈
~r
∣∣~p;S,MS ;T,MT 〉a = (2π)−3/2 1√2 (ei~p·~r − (−1)T+Se−i~p·~r) ∣∣S,MS ;T,MT 〉 . (24)
One sees that for S + T being an even number the wave function is proportional to sin(~p ·~r), which means being
antisymmetric under particle exchange (negative parity), and for odd S+T it is proportional to cos(~p·~r), which means
being symmetric (positive parity).
The matrix element of an interaction V calculated with antisymmetric basis states
a
〈
~r;S, T
∣∣V ∣∣~p;S, T 〉a =〈~r;S, T ∣∣V ∣∣~p;S, T 〉− (−1)T+S〈~r;S, T ∣∣V ∣∣−~p;S, T 〉 (25)
consists of a direct and an exchange term. Please note that we omitted the M quantum numbers because the nuclear
interaction V is invariant under rotations and diagonal in S and T .
In analogy to the Kirkwood representation in Eq. (2) we define a spin-isospin-dependent phase-space representation
by
VS,Tps (~r,~p) = (2π)3a
〈
~r;S, T
∣∣V ∣∣~p, S, T 〉a〈~p ∣∣~r 〉 (26)
= (2π)3
(〈
~r;S, T
∣∣V ∣∣~p;S, T 〉− (−1)T+S〈~r;S, T ∣∣V ∣∣−~p;S, T 〉)〈~p ∣∣~r 〉
= V S,Tps (~r,~p)− (−1)T+Se−2i~r·~p V S,Tps (~r,−~p) . (27)
Our intuition is trained for V S,Tps (~r,~p) and not for
VS,Tps (~r,~p). Therefore, we have to develop a method to
extract the direct term V S,Tps (~r,~p) from VS,Tps (~r,~p).
5Before proceeding we would like to introduce some sim-
plifications. As we will consider in this paper only the
case S = 0, from now on we will use a shortened notation
omitting the quantum number S and implying that the
total spin equals the orbital angular momentum, J = L.
Contrary to the situation without spin and isospin as
discussed in section II B the phase-space representation
of a purely local and isospin independent potential V (r)
already features a momentum dependence and is different
for T = 0 and T = 1 due to the exchange term. Using
the definition given in Eq. (26) one gets for this case
VTps(~r,~p) = Vps(~r)− (−1)T e−2i~r·~p Vps(~r) . (28)
Thus, for a local potential the direct term Vps(~r)
does not depend on momentum but the exchange part
(−1)T e−2i~r·~pVps(~r) is momentum and isospin dependent.
In the general case where the operator depends on
isospin, distance and relative momentum the phase-space
representation takes the form Eq. (27)
VTps(~r,~p) = V Tps(~r,~p)− (−1)T e−2i~r·~p V Tps(~r,−~p) . (29)
As in Eq. (10) this is expanded in terms of Legendre
polynomials PΛ′(rˆ ·pˆ)
Vps(~r,~p) =
∞∑
Λ′=0
VT,Λ′ps (r, p) iΛ
′
PΛ′ (rˆ·pˆ) , (30)
where one obtains for each Λ′
VT,Λ′ps (r, p) =
V T,Λ
′
ps (r, p)− (−1)T
∞∑
Λ=0
V T,Λps (r, p) CΛΛ′(r, p) , (31)
with the coefficients
CΛΛ′ (r, p) =∑
L
(−i)L+Λ′+Λ jL(2rp) (2L+ 1)
〈
L Λ
0 0
∣∣∣∣ Λ′0
〉2
(32)
The summation over L is limited to the range |Λ−Λ′| ≤
L ≤ Λ + Λ′ and the Clebsch-Gordan coefficients vanish
for L+Λ′+Λ being odd. The coefficients originate from
the partial wave decomposition of the plane wave e−2i~r·~p
in Eq. (28). The detailed derivation is given in the ap-
pendix.
With help of these coefficients, which depend on r and
p, we define the matrix
ATΛΛ′(r, p) = δΛΛ′ − (−1)T CΛΛ′ (r, p) (33)
and write Eq. (31) as
VT,Λ′ps (r, p) =
∞∑
Λ=0
V T,Λps (r, p) A
T
ΛΛ′ (r, p) . (34)
Under assumptions discussed in the following section the
inversion of ATΛΛ′ (r, p) is possible and the phase-space
representation V T,Λps (r, p) of the direct term can be
extracted from the representation VT,Λ′ps (r, p) obtained in
the antisymmetrized case.
D. Partial wave matrix elements
In this work we also want to visualize po-
tentials that are given only in form of their
momentum space partial wave matrix elements
a
〈
k(LS)JM ;TMT
∣∣V ∣∣ k′(L′S)JM ;TMT 〉a, with
the relative momentum quantum numbers k, k′, relative
angular momenta L,L′, spin S, isospin T,MT , and
total angular momentum quantum numbers J and
M . Since V is invariant under rotation, the matrix
elements do not depend on M and the index will be
omitted. Isospin symmetry is also assumed. As we
consider here only S = 0 we abbreviate the notation
to a
〈
k;L, T
∣∣V ∣∣ k′;L, T 〉a, where we have already used
that for S = 0 the interaction V is diagonal in L. The
overlap of the partial wave states with position and
momentum eigenstates are
〈
~r
∣∣ k;LM,T 〉a =
{ √
2
π i
LjL(kr)Y
L
M (rˆ)
∣∣S=0, T 〉 for T + L odd
0 for T + L even
(35)
〈
~p
∣∣ k;LM,T 〉a ={ δ(p−k)p2 Y LM (pˆ) ∣∣S=0, T 〉 for T + L odd
0 for T + L even ,
(36)
6where jL is a spherical Bessel function and Y
L
M a spherical harmonic. By inserting
VS=0,T =
∑
L,M
∫ ∞
0
dk k2
∫ ∞
0
dk′ k′2
∣∣ k;LM,T 〉aa〈 k;L, T ∣∣V ∣∣ k′;L, T 〉a a〈 k′;LM,T ∣∣ (37)
in Eq. (26) and using Eqs. (35) and (36) one gets with the antisymmetrized matrix elements in the mixed r, p
representation, defined as
a
〈
r;L, T
∣∣V ∣∣ p;L, T 〉a = ∫ ∞
0
dk k2 jL(kr) a
〈
k;L, T
∣∣V ∣∣ p;L, T 〉a , (38)
the antisymmetrized phase-space representation
VTps(~r,~p) = 4πe−i~r·~p
∑
L
a
〈
r;L, T
∣∣V ∣∣ p;L, T 〉a ∑
M
iL Y LM (rˆ)Y
L
M
∗
(pˆ) . (39)
Using the formulas (A4) of the appendix to combine the spherical harmonics of the expansion of e−i~r·~p with those
appearing in Eq. (39) one obtains the expansion into Legendre polynomials
VTps(~r,~p) =
∑
Λ′
VT,Λ′ps (r, p) iΛ
′
PΛ′(rˆ ·pˆ) , (40)
where the Λ′ component of the antisymmetrized phase-space representation, VT,Λ′ps (r, p), is given in terms of antisym-
metrized r, p matrix elements (Eq. (38)) as
VT,Λ′ps (r, p) =
∑
L,L′
iL−L
′−Λ′(2L+ 1)(2L′ + 1)
〈
L L′
0 0
∣∣∣∣ Λ′0
〉2
jL′(rp) a
〈
r;L, T
∣∣V ∣∣ p;L, T 〉a . (41)
For a given Λ′ the summation over L and L′ is limited
by the triangular condition |L − L′| ≤ Λ′ ≤ L + L′ of
the Clebsch Gordan coefficient. The r, p matrix elements
vanish for large L due to the finite range of the interaction
V , typically Lmax = 8.
The antisymmetric phase-space representation
Eq. (41) constitutes the left hand side of Eq. (34). We
solve for V T,Λps (r, p) by means of the pseudo inverse(
AT
)+
(r, p)
V T,Λps (r, p) =
Λmax∑
Λ′=0
(
AT
)+
ΛΛ′
(r, p) VT,Λ′ps (r, p) (42)
to obtain the least-square solution for V T,Λps (~r,~p) with a
minimal deviation
D(r, p) =
Λmax∑
Λ′=0
(
ΛV∑
Λ=0
V T,Λps (r, p)A
T
ΛΛ′ (r, p)− VT,Λ
′
ps (r, p)
)2
(43)
for each (r, p) pair.
As mentioned before, there is no information for di-
rect matrix elements
〈
k;L, T
∣∣V ∣∣ p;L, T 〉 with L + T
being an even number, because in the angular momen-
tum basis the exchange matrix element differs only by
a factor (−1)L+T from the direct one and thus the an-
tisymmetrized a
〈
k;L, T
∣∣V ∣∣ p;L, T 〉a vanishes for L + T
even. In other words, antisymmetrization, which is a pro-
jection, throws away information contained in V Tps(~r,~p).
Therefore the mapping Eq. (34) from V Tps(~r,~p) to VTps(~r,~p)
is in general not reversible.
We circumvent this problem by assuming that the ma-
trix elements a
〈
k;L, T
∣∣V ∣∣ p;L, T 〉a for different L are
not independent arbitrary sets of numbers but originate
from operators V that have limited powers in ~L2. This
implies that the expansion in terms of Legendre polyno-
mials is limited to a certain ΛV determined by the prop-
erties of V . It also means that there are correlations
among the matrix elements for different L.
We saw in Sec. II B that the phase-space represen-
tation V Tps(~r,~p) of a local potential contains only the
V T,Λ=0ps (r, p) contribution. Therefore, if the potential V
would be local, the sum over Λ in Eq. (34) would have
only one term (ΛV = 0) from which all VT,Λ′ps (r, p) are
determined. Likewise a potential that is proportional to
~L2 would need Λ = 0, 1, 2 or ΛV = 2 to determine the
antisymmetrized VT,Λ′ps (r, p) for all Λ′.
Therefore, we apply the following strategy: We choose
a cutoff Λmax and calculate for each (r, p) the pseudo
inverse
(
AT
)+
Λ′Λ
(r, p) for Λ′ up to Λmax, and Λ up to
ΛV . We start with ΛV = 0 and then increase ΛV suc-
cessively by one, until the solution for V Tps(~r,~p) obtained
from Eq. (42) succeeds to describe VTps(~r,~p), in the sense
that the residual deviation D(r, p) defined in Eq. (43) is
small enough.
For a local potential this can be fulfilled already for
ΛV = 0. For the Argonne potential, which has for S = 0
7the form V ArgS=0,T = V
C
0,T (r)+V
L2
0,T (r)
~L 2, at most ΛV = 2
should be needed (see Eq. (17)). This procedure is illus-
trated in Fig. 2(a), where the deviations D(r, p) for vari-
ous r and p are plotted as a function of ΛV . It is obvious
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Figure 2. (Color online) Deviations D(r, p) in the phase-space
representation of the Argonne potential (a) and its SRG (α =
0.2 fm4) transformation (b) for various r and p as a function
of ΛV .
that no values for ΛV > 2 are required as the deviations
stay zero and the phase-space representation does not
change anymore. All possible information is already ex-
tracted from the antisymmetric matrix elements. After
the SRG transformation, to be discussed later, one has
to sum up to ΛV = 3 to represent the SRG transformed
potential with sufficient accuracy. The additional contri-
butions from Λ = 4 are very small even for large r and p.
For the SRG transformed N3LO potential the Λ = 3 con-
tributions are larger but again Λ = 4 does not contribute
any more. Therefore for all phase-space representations
shown in the following section ΛV = 3 is used.
III. PHASE-SPACE REPRESENTATION FOR
NN POTENTIALS
The method discussed in Sec. II is applied to calcu-
late the phase-space representations of various effective
realistic NN potentials. First we display and discuss the
r, p matrix elements for each channel L and then com-
bine them, using the strategy discussed in Sec. II D, to
generate the phase-space representation of the interac-
tions for Λ up to 3. We investigate the Argonne and the
N3LO chiral potential and effective interactions obtained
by UCOM and SRG transformations.
The unitary correlation operator method (UCOM) was
introduced in 1998 [11] as an alternative to the then pop-
ular G-Matrix approach. Here a unitary transformation
C is used to imprint explicitly the short range correla-
tions into low momentum many-body states
∣∣Φ 〉∣∣ Φ̂ 〉 = C ∣∣Φ 〉 . (44)
The unitary transformation is independent of the many-
body system, unlike the Pauli projection on unoccupied
states, or in a Jastrow ansatz, where the many-body
states have to be normalized. In UCOM the correlations
are induced by a similarity transformation that moves a
pair of particles when they are in the area of the repul-
sive core from their short distance r to a larger R+(r)
out of the repulsive region. In this way the wave func-
tion is depleted at short distances, for details see Ref. [11].
A many-body matrix element of the Hamiltonian calcu-
lated with appropriate correlated states
∣∣ Φ̂ 〉 is formally
the same as a matrix element of an effective Hamiltonian
calculated with the corresponding low momentum states:〈
Φ̂
∣∣H ∣∣ Φ̂′ 〉 = 〈Φ ∣∣C†HC ∣∣Φ′ 〉 = 〈Φ ∣∣Heff ∣∣Φ′ 〉
=
〈
Φ
∣∣T + VUCOM ∣∣Φ′ 〉+ · · · . (45)
The correlation operator C is a many-body operator and
thusHeff contains induced many-body interactions. The
UCOM interaction is defined as the two-body part of the
transformed Hamiltonian. The dots in Eq. (45) indicate
the existence of induced and genuine many-body matrix
elements, which are absent in the two-body space con-
sidered in this paper. As the shift is only performed at
short distances the phase shifts are invariant under this
transformation.
In 2007 the similarity renormalization group method
SRG [31] was introduced into nuclear physics. This is
another unitary transformation that provides a softened
effective interaction while leaving the phase shifts un-
changed. In case of SRG the interaction is evolved by
means of a flow equation
dVα
dα
=
[ [
T ,Vα
]
,Hα
]
, Hα = T + Vα (46)
where with growing flow parameter α the matrix ele-
ments of the effective interaction Vα calculated in the
eigenbasis of the relative kinetic energy T are driven to-
wards a diagonal form. This implies a decoupling of low
and high momenta, which is desirable for applications in
low momentum Hilbert spaces. For S = 0 the Hamilto-
nian does not connect partial waves with different L and
hence the evolution proceeds in each angular momentum
8Figure 3. (Color online) Matrix elements a
〈
r;L, 1
∣
∣V
∣
∣ p;L, 1
〉
a (in MeV) for (a) the bare Argonne potential, (b) the UCOM
transformed Argonne potential, and (c) the SRG transformed Argonne potential with a flow parameter of α = 0.04 fm4 for
L = 0, 2, 4.
channel independently without coupling to other L. For
S=1 the tensor interaction connects at most L and L+2.
An advantage of SRG is that one can include many-body
forces in a straightforward way. As the evolution Eq. (46)
is easily solved numerically on a momentum grid or in a
basis representation, SRG enjoys widespread use.
In the following subsection we will first look at the r, p
matrix elements in angular momentum channels for dif-
ferent L. This is the analogue to k, k′ matrix elements,
which are shown in many publications, but here infor-
mation on r-space is already visible. They will also help
in understanding the problems originating from treating
the different L channels independently.
In Sec. III B we will combine the matrix elements from
the L-channels to come finally to the phase-space repre-
sentation of the potential as function of r, p and powers
of rˆ·pˆ.
A. r,p representation in partial waves L
We obtain the r, p matrix elements
a
〈
r;L, T
∣∣V ∣∣ p;L, T 〉a by evaluating Eq. (38) on an
equidistant momentum grid with δ = 0.1 fm−1 and
kmax = 20 fm
−1 for the Argonne potential. For the
chiral N3LO potential and its SRG transformed effective
versions kmax = 10 fm
−1 is sufficient.
In Fig. 3 the r, p matrix elements of the Argonne po-
tential and its UCOM and SRG transformed offspring
are displayed for L = 0, 2, 4. With larger L they decrease
in size and tend to zero for L > 8. Both, the UCOM
(Fig. 3 (b)) and the SRG (Fig. 3 (c)) transformation
reduce the absolute magnitude of the original Argonne
matrix elements (Fig. 3 (a)) substantially.
In order to compare both transformations quantita-
tively we choose the UCOM correlation function R+(r)
9such that the transformed Argonne scattering solution,
C−1r
∣∣ k̂;L, T 〉a, for k = 0 (zero energy) and L = 0 equals
the one obtained by the corresponding SRG transforma-
tion for α = 0.04 fm4. Despite this adjustment, Fig. 3
shows that the UCOM transformation produces more
momentum dependence and provides less softening.
The so called natural extension to a local projection
introduced in Ref. [19] is for L = 0 the same as the r, p
matrix element taken at p = 0, which in turn is for S=0
the same as the genuine local projection Eq. (18) because
a
〈
r;L, T
∣∣V ∣∣ p=0;L, T 〉a = 0 for L 6= 0. This fact has
not been mentioned explicitly in Ref. [19].
The behavior of the local projection of the SRG trans-
formed matrix elements as a function of λ = α−1/4 is
displayed in Fig. 2 of Ref. [19] (L=0). In Fig. 3 (c) the
case α = 0.04 fm4 or λ = 2.24 fm−1 is shown but now
including the p dependence. One can see that the pseudo
local part (p = 0) drops fast with increasing L but for
L = 0 there is a strong quadratic momentum dependence
at short distances and the matrix element changes from
negative to positive around the Fermi momentum. In
the following section III B we discuss further the local
projection given in Eq. (18).
Another aspect that will be of importance for the
phase-space representation, as discussed in the following
section, is the occurrence of oscillations at large rp. This
is due to the fact that the matrix element projects on a
given L. As can be seen from the definition (Eq. (38))
even a constant potential proportional to the unit opera-
tor I, which does not create any force, exhibits these os-
cillations. ( Eq. (38) simplifies to a
〈
r;L, T
∣∣I∣∣ p;L, T 〉a =
jL(pr). ) The same holds true for example for the ki-
netic energy T . However after adding up the L con-
tributions, as done in the phase-space representation,
one returns to ~r and ~p, and retrieves Ips(~r,~p) = 1 and
Tps(~r,~p)=~p
2/(2µ), respectively. Only in the phase-space
representation one can judge forces (−∂Vps(~r,~p)/∂~r) or
contributions to the velocity (∂Vps(~r,~p)/∂~p) properly.
Looking at individual L-channels can be misleading.
As has been realized already in the early days of real-
istic potentials [32] different local potentials for each L
are helpful for fitting phase shifts but imply a compli-
cated momentum dependence because in this situation
the spherical Bessel functions, which at large arguments
fall off only like 1/(rp), do not add up in a coherent way
to yield smooth potentials.
We dwell on this fact because in the following section,
where the phase-space representation is shown, we en-
counter these oscillations again. There they are an un-
desired feature, because they correspond to oscillating
forces at rp > 3.
For T = 0, S = 0 only odd L are allowed and the in-
teraction is essentially repulsive. This is also reflected in
the UCOM and SRG transformed matrix elements not
shown here.
B. Phase-space representation in terms of
Legendre polynomials or powers of rˆ ·pˆ
As the r, p partial wave matrix elements become neg-
ligibly small for large L we only include contributions to
the component VT,Λ′ps (r, p) of the antisymmetrized phase-
space representation in Eq. (41) up to L = 8, and hence
L′ goes up to Λ′ + 8.
We start with the bare Argonne potential, which for
S = 0 consists of a local central part and a quadratic
angular momentum term. As discussed in Sec. II C, one
needs in this case ΛV = 2 in the expansion of V
T
ps(~r,~p)
to obtain a complete description of VTps(~r,~p). The phase-
space representation of the bare S = 0, T = 1 Argonne
potential is presented in Fig. 4 (a). The Λ = 0 part
is dominated by the local strong short-range repulsion
of the potential, so that the p-dependence originating
from the ~L2 term is barely visible. The Λ = 1 and 2
parts contain only contributions from the ~L2 and one
observes the characteristic linear p-dependence for Λ = 1
and quadratic p-dependence for Λ = 2 (see Eq. (17)).
Next, we investigate in Fig. 4 (b) the phase-space rep-
resentation of the UCOM transformed Argonne poten-
tial. It contains besides the local and the quadratic an-
gular momentum term also a term quadratic in momen-
tum:
V UCOMS=0,T = V
C
0,T (r) + V
L2
0,T (r)
~L
2
+
1
2
(
~p2V p20,T (r) + V
p2
0,T (r)~p
2
)
.
In this case the expansion is also limited to ΛV =2. While
the Λ= 2 part contains only contributions from the an-
gular momentum term, Λ = 1 has now also input from
the quadratic momentum term.
In contrast to the bare Argonne potential, the Λ = 0
part of the UCOM transformed Argonne potential shows
for p = 0 a much softer potential, which was of course
the intention of UCOM. On the other hand a clear p-
dependence originating from the new ~p2 term of the
UCOM transformed potential appears. One might won-
der about the behavior of the phase-space representa-
tion at small distances r and high momenta p where
it becomes strongly negative. But one has to keep in
mind that the ~p2 term in the UCOM potential orig-
inates from the transformation of the kinetic energy
(C−1r T Cr − T )/(2µ). The full Hamilton function, ob-
tained by adding the kinetic energy Tps(~r, ~p) = p
2/(2µ)
again, is still repulsive in this region. In a classical view
the momentum dependencies change the relative veloc-
ity of the particle pair. In the repulsive core area they
speed up and spend less time there so that the density
is depleted, which corresponds to the correlation hole in
the wave function.
The phase-space representation therefore shows in a
very lucid way how the unitary UCOM transformation,
which does not alter the phase shifts, succeeds in soften-
ing the potential by introducing momentum dependen-
cies.
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Figure 4. (Color online) Phase-space representation V T=1,Λps (r, p) (in MeV) for (a) the bare Argonne potential, (b) the UCOM
transformed Argonne potential, (c) the SRG transformed Argonne potential with a flow parameter of α = 0.04 fm4, and (d)
the SRG transformed Argonne potential with a flow parameter of α = 0.2 fm4.
The phase-space representation of VUCOM in Fig. 4 (b)
was obtained by first calculating its antisymmetrized ma-
trix elements a
〈
k;L, T
∣∣VUCOM∣∣ k′;L, T 〉a and then per-
forming the procedure explained in Sec. II C to extract
the phase-space representation of VUCOM from its ma-
trix elements. The direct way to get Vps(~r,~p) from the
known operator form of VUCOM was used to test if the
procedure is working properly.
In Fig. 4 (c) and (d) we display the phase-space repre-
sentation of the SRG transformed Argonne potential for
two values of the flow parameter. For α = 0.04 fm4, a
typical value used in many-body calculations, the SRG
transformed interaction looks quite different from the
UCOM one, although the correlation function R+(r),
which determines the UCOM transformation, was taken
to map the zero energy scattering solution for L = 0
onto the SRG solution for α = 0.04 fm4 (as explained in
Sec. III A).
The first striking difference is that for Λ = 0 and p = 0
the SRG potential is at all distances r attractive while
the UCOM potential is still repulsive for r < 0.7 fm. The
original Argonne Potential turns repulsive at r = 0.9 fm.
The second conspicuous feature of the SRG potential is
its long range, much longer than that of the original po-
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Figure 5. (Color online) Phase-space representation V T=0,Λps (r, p) (in MeV) for (a) the bare Argonne potential, (b) the UCOM
transformed Argonne potential, (c) the SRG transformed Argonne potential with a flow parameter of α = 0.04 fm4, and (d)
the SRG transformed Argonne potential with a flow parameter of α = 0.2 fm4.
tential. This aspect and its consequences will be dis-
cussed further in Fig. 7.
With increasing momentum p the Λ = 0 SRG trans-
formed potential becomes more and more repulsive at
short distances r. A further interesting, but annoying,
result is that for all Λ at large rp oscillations develop,
quite at variance with the UCOM transformed interac-
tion. SRG evolves the effective interaction in the different
L-channels independently, while UCOM uses operators.
As already indicated in the previous Sec. III A indepen-
dent treatment of the L-channels may lead to compli-
cated momentum dependencies showing up at larger val-
ues of rp. The speed of the evolution of Vα may very
well differ for different L because it is determined by the
strength of the generator [T ,Vα] which increases with
the curvature of Vα. Or in other words, the larger an off-
diagonal matrix element a
〈
k;L, T
∣∣Vα∣∣ k′;L, T 〉a is, the
faster it decreases in size. Therefore L=0 is smoothened
differently from L=2 and both channels cannot be inter-
preted anymore as being projected from a potential with
a simple momentum dependence.
In A-body space the SRG transformation leaves the
observables invariant if the evolution Eq. (46) includes up
to A-body operators. That means that the oscillations
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Figure 6. (Color online) Phase-space representation V T=1,Λps (r, p) (in MeV) for (a) the bare chiral N3LO potential, (b) the SRG
transformed potential with a flow parameter of α = 0.04 fm4, and (c) α = 0.2 fm4.
at large rp in 2-body space have to be compensated by
induced many-body forces. This might explain the fact,
that large scale shell model calculations for larger mass
numbers show significant contributions from 3-body and
higher terms in the SRG evolved effective interaction, see
Ref. [33].
For the large flow parameter α = 0.2 fm4, correspond-
ing to a very soft potential, the oscillations are still
present, see Fig. 4 (d).
Fig. 5 displays the same phase-space representations as
Fig. 4 but for T =0, i.e. the UCOM transformed one and
the SRG descendants for α = 0.04 fm4 and α = 0.2 fm4.
Both, the UCOM and SRG transformation soften the
strong repulsion but SRG produces again oscillations. All
considerations and discussions for the even channels also
apply here for the odd channels and need not be repeated.
The phase-space representation for T =0, S=0 is not
shown for rp < 0.5 because the spatial part of the wave
function has to be antisymmetric and thus only odd L
contribute. As there is no information for L=0 available,
our method was not able to extract numerically stable
results from the matrix elements in the region rp < 0.5.
But this is also not necessary because states with L ≥ 1
can not probe this area.
The last example shows the phase-space representation
of the chiral N3LO potential for T = 1, S = 0 from En-
tem and Machleidt [3] (Fig. 6 (a)). Its two-body part
includes pion-exchange contributions and local and non-
local contact terms. Furthermore, the potential is regu-
larized by a (smooth) momentum cutoff at 500MeV/c.
To describe the momentum dependence of the N3LO po-
tential, we need terms at least up to ΛV = 3 in the
expansion of phase-space representation. For Λ = 0 and
p = 0 the phase-space representation shows repulsion at
short distances, although much weaker than in case of the
Argonne interaction, and attraction at larger distances.
With increasing p the phase-space representation clearly
visualizes the momentum cutoff around p = 2.5 fm−1.
For higher Λ one sees momentum structures that are
more complicated than those of the Argonne potential.
Fig. 6 (b) and (c) display the phase-space representa-
tions of the SRG transformed N3LO potential for α =
0.04 fm4 and α = 0.2 fm4. Below p ≈ 1.5 fm−1 SRG
clearly softens the bare N3LO and the transformed po-
tentials are rather smooth. But for larger momenta p
they develop a lively r and p dependence, that is even
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more pronounced than for the bare N3LO interaction.
The UCOM transformation of the N3LO interaction is
shown because it has not been investigated yet.
Finally we show in Fig. 7 the local projections of the
potentials as defined in Eq. (18). The results agree with
those in Fig. 2 of Ref. [19] as explained above. The
bare N3LO potential is much less repulsive than the
bare Argonne potential but a repulsive force, as given
by the gradient of the potential, sets in already for
r < 1.55 fm. Furthermore there is an overshooting above
r = 2.5 fm despite the fact that also in N3LO the long
range part is determined by pion exchange. This over-
shooting is a fringe effect, which results from the cutoff
in momentum space. Due to the power counting in mo-
mentum one feels obliged to sharpen the cutoff function
exp{−(p/Λcutoff)2n} with higher order n. But this leads
to more pronounced fringes, which we regard as problem-
atic.
Ref. [19] emphasizes the universal behavior of the SRG
evolved interactions seen in the similarity of the local
projections of the evolved Argonne and N3LO potentials.
By comparing Fig. 4 (d) with Fig. 6 (c) one realizes that
the universality is not only seen at p=0 but extends to
about p ≈ 1.2 fm−1. One could not anticipate this by
looking at the pseudo-local projection for L=2 displayed
in Fig. 4 of Ref. [19], where the Argonne and the N3LO
case still differ substantially.
C. On local potentials
There are infinitely many non-local potentials with
identical phase shifts, which differ in their degree of non-
locality or momentum dependence. They also differ in
the size of their corresponding three- and more-body in-
teractions that are needed to correctly describe many-
body systems. In such a situation the question arises
how to constrain the form of the nuclear interaction be-
yond general symmetry considerations such that it is use-
ful and numerically manageable for a wide variety of low
energy nuclear structure applications.
Our intuition favors local potentials because in daily
life they are very successful for describing the forces be-
tween two objects. The reason is that usually the relative
velocity v of the two objects is small. There are essen-
tially two smallness conditions, the first is that v is small
compared to the speed of light c, so that retardation ef-
fects can be neglected and an instantaneous action at
a distance picture with a static potential is suited, like
the Coulomb potential. The lowest order relativistic cor-
rection, proportional to v/c, is the Lorentz force, or for
particles with spin and magnetic moment, like nucleons
or electrons, the spin-orbit interaction. The next order
(v/c)2 terms originate from relativistic kinematics or the
relativistic energy-momentum relation. In the case of nu-
cleons a typical speed is given by the Fermi momentum
of 260 MeV/c which corresponds to v/c ≈ 0.3. There-
fore relativistic effects are expected to be small but not
negligible.
The second smallness condition comes when one re-
gards the interaction between two objects that are com-
posed of particles bound together by their mutual micro-
scopic interaction, like two atoms or two nucleons. The
potential between the electrically or color neutral parti-
cles is then of the van der Waals type and originates from
the microscopic electric or microscopic strong interaction
between the constituents. In that case one can imagine
for the pair at rest a static local potential as function of
the distance r between their center of masses. The local
potential is defined as the total energy of the two-body
system minus the total energy at large distance, where
the two objects do not interact anymore. This is a useful
picture if the relative velocity is much smaller than the
intrinsic velocities of the constituents (the electrons in
case of atom-atom potentials) so that the mutual polar-
ization can readjust instantaneously. In the case of atoms
the chemical reactions proceed at small enough velocities
so that one can usually work with local potentials.
For nucleons the situation is different. If one takes
as an estimate of the time scale for polarization the ex-
citation energy of the ∆-resonance of 300 MeV, which
corresponds to an oscillation time of 4 fm/c, one would
argue that for a static local potential a typical interac-
tion time or passage should be much longer than that.
For traveling a distance of 2 fm at Fermi velocity one
needs about 7 fm/c, which is of the same order as the os-
cillation time and the polarization cannot adjust instan-
taneously. This simple estimate indicates already that
virtual excitations of resonances should play an impor-
tant role and lead to non-localities or momentum depen-
dencies and many-body interactions when the resonances
are not treated as explicit degrees of freedom.
From these simple arguments it is not surprising that
a purely local potential cannot fit the phase shifts of
nucleon-nucleon scattering up to ELAB = 300 MeV or
the corresponding v/c ≈ 0.5. But it still makes sense to
expand in v/c or p/m and keep terms up to p2 or p4 if
needed.
Reproducing measured phase shifts is only one part of
the task in modeling the nuclear interaction. In an in-
teracting many-body system like a nucleus, the nucleon
pairs are not on-shell, meaning that they neither have a
sharp energy nor is their relative momentum in the same
way related to their mutual energy as in the scattering
process. Furthermore, as they are interacting simultane-
ously with other nucleons their relative angular momen-
tum is also not in an eigenstate of ~L2. Therefore infor-
mation coming from bound many-body states can and
should be used to reduce the arbitrariness in non-local
versus local parts or in off-shell properties.
For these reasons it makes sense to start with an op-
erator structure that has local radial dependencies aug-
mented with low powers in ~p and ~L in accordance with
the global symmetries like invariance under parity, rota-
tion and translation. The power expansion together with
spin and isospin structures can then be used to establish
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Figure 7. (Color online) Phase-space representation for p = 0, V T=1,Λ=0ps (r, 0) (in MeV): (a) The Argonne potential and various
effective potentials based on it, (b) the N3LO potential and its SRG transformed version with flow parameter α = 0.04 fm4 and
α = 0.2 fm4 compared with the SRG transformed Argonne potential with α = 0.2 fm4.
perturbative counting schemes based on chiral symmetry.
Keeping an operator based interaction of this type will
prevent the introduction of uncontrolled off-shell behav-
ior in the many-body case and also hopefully avoids the
need for n-body interactions with ever increasing n.
It is very desirable to develop schemes that do not pro-
duce complicated non-localities or momentum dependen-
cies, neither when choosing the resolution scale nor when
re-normalizing to low momentum many-body Hilbert
spaces. Recently there have been attempts [6, 7, 34] to
use local regulators in chiral effective field theories. The
non-smooth behavior of the resulting potential [7] might
indicate deficiencies of the presently employed regulators.
IV. SUMMARY
Reproducing nuclear phase shifts up to ELAB =
300MeV with a non-relativistic Schro¨dinger equation re-
quires two-body interactions that are non-local in coor-
dinate space or in other words momentum dependent.
As a rule of thumb one can say that potentials with
a weak momentum dependence (almost local) exhibit a
strong short range repulsion while softer potentials have
a stronger momentum dependence. Although all realis-
tic potentials, may they have stronger or weaker momen-
tum dependence, describe the nuclear two-body problem
equally well, they can give quite different results in the
many-body case. This is to some extend compensated in
the many-body system by appropriate many-body forces
that come along with the respective two-body interac-
tion.
While many-body Quantum Monte Carlo methods
[35, 36] work best with local potentials, methods based
on many-body Hilbert spaces spanned by Slater determi-
nants converge better when softer interactions are used.
The reason is that a Slater determinant basis cannot rep-
resent with sufficient accuracy the short range repulsive
and tensor correlations induced by a hard interaction.
As these correlations at nuclear densities are mainly of
short ranged two-body type and universal in the sense
that they do not depend on the mass number of the nu-
cleus or its excitation energy [37, 38] it should be possible
to renormalize them into the effective interaction with-
out strong induced three- or higher-body contributions.
Therefore a useful strategy would be to renormalize a
given hard interaction only at small distances. Then it
should be sufficient to include only the three-body part of
the induced many-body interactions, as the probability
to find four and more particles simultaneously close to-
gether is very small. This concept is pursued by UCOM
but the calculation of induced many-body interactions in
UCOM is very complicated. On the other hand a SRG
transformation that explicitly takes the universality of
short-range correlations into account has still to be de-
veloped.
Another approach is to limit the resolution scale al-
ready in the derivation of the interaction and to seek a
smallness parameter to order the possible contributions
that are allowed by symmetries. However, if one wants to
retain the phase shifts the above rule of thumbs applies
in any case.
In many of these attempts one represents the interac-
tion in terms of momentum space matrix elements be-
cause they are well suited for calculating phase shifts
and many-body matrix elements. Also similarity renor-
malization group methods naturally work within such a
basis. A drawback in doing that is that the explicit oper-
ator structure of the interaction and the intuitive picture
is lost.
This paper attempts to recover the intuition by ex-
tracting the Kirkwood phase-space representation of the
interaction from a given set of matrix elements. With
this phase-space representation one can visualize for ex-
ample in a quantitative way the difference in momentum
dependence between the softer N3LO chiral potential and
the hard Argonne potential. One also sees how UCOM
or SRG renormalization transforms short range repulsion
into momentum dependence (retaining the phase shifts).
One observes that the SRG transformation shows a uni-
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versal behavior not only for the local projection, i.e. at
momentum p = 0, but results in a dominant Λ = 0 part,
which depends only on r and p, with a weak quadratic
p-dependence for momenta up to p ≈ 1.2 fm−1. The
Λ = 1, 2, 3 parts are an order of magnitude smaller or
in other words the dependence on rˆ·pˆ, (rˆ·pˆ)2 and (rˆ·pˆ)3 is
weaker indicating that an ansatz with low powers in ~L2
should be sufficient.
But the phase-space representation uncovers also pecu-
liarities that are hidden in the matrix element representa-
tion, like the effects of inconsiderate ways of implement-
ing momentum cutoffs or shortcomings of the renormal-
ization. One sees for example that the SRG transforma-
tion develops an irregular phase-space behavior for mo-
menta p larger than about 1.5 fm−1 for the Argonne po-
tential and about 1.2 fm−1 for the N3LO potential, which
limits the range of the smooth universal behavior. One
should investigate if an appropriate choice of the SRG
generator can extend the range, because 1.2 fm−1 is still
below the Fermi momentum kF = 1.32 fm
−1.
In continuation of the work presented in this paper the
phase-space representation will be extended to include
spin-orbit and tensor forces in the S = 1 channels.
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Appendix A: Partial wave decomposition of the
phase-space representation
In the following we calculate e−2i~r·~pV Tps(~r,−~p) by ex-
panding first e−2i~r·~p and then V Tps(~r,−~p) in spherical har-
monics.
e−2i~r·~p = 4π
∑
L,M
(−i)LjL(2rp)Y LM (pˆ)Y LM
∗
(rˆ) , (A1)
where we used
Y LM (−pˆ) = (−1)LY LM (pˆ) . (A2)
The expansion of V Tps(~r,−~p) in Legendre polynomials or
spherical harmonics is given by
V Tps(~r,−~p) =
∑
Λ′
V T,Λ
′
ps (r, p) i
Λ′PΛ′ (−rˆ·pˆ)
= 4π
∑
Λ′,µ′
V T,Λ
′
ps (r, p)
(−i)Λ′
2Λ′ + 1
Y Λ
′
µ′ (pˆ)Y
Λ′
µ′
∗
(rˆ) , (A3)
where the identity Eq. (12) and Eq. (A2)) were employed.
The next step consists in combining the spherical harmonics
Y LM (pˆ)Y
Λ′
µ′ (pˆ) =
1√
4π
∑
Λ,µ
√
(2L+ 1)(2Λ′ + 1)
(2Λ + 1)
〈
L Λ′
M µ′
∣∣∣∣ Λµ
〉〈
L Λ′
0 0
∣∣∣∣ Λ0
〉
Y Λµ (pˆ) (A4a)
Y LM
∗
(rˆ)Y Λ
′
µ′
∗
(rˆ) =
1√
4π
∑
Λ′′,µ′′
√
(2L+ 1)(2Λ′ + 1)
(2Λ′′ + 1)
〈
L Λ′
M µ′
∣∣∣∣ Λ′′µ′′
〉〈
L Λ′
0 0
∣∣∣∣ Λ′′0
〉
Y Λ
′′
µ′′
∗
(rˆ) . (A4b)
With these relations we obtain by multiplying Eq. (A1) and Eq. (A3)
e−2i~r·~p V Tps(~r,−~p) =4π
∑
L,Λ′
V T,Λ
′
ps (r, p) (−i)L+Λ
′
jL(2rp)
∑
Λ,Λ′′
∑
µ,µ′′
(2L+ 1)√
(2Λ + 1)(2Λ′′ + 1)
〈
L Λ′
0 0
∣∣∣∣ Λ0
〉〈
L Λ′
0 0
∣∣∣∣ Λ′′0
〉
×
Y Λ
′′
µ′′
∗
(rˆ)Y Λµ (pˆ)
∑
M,µ′
〈
L Λ′
M µ′
∣∣∣∣ Λµ
〉〈
L Λ′
M µ′
∣∣∣∣ Λ′′µ′′
〉
. (A5)
By using the orthogonality relation
∑
M,µ′
〈
L Λ′
M µ′
∣∣∣∣ Λµ
〉〈
L Λ′
M µ′
∣∣∣∣ Λ′′µ′′
〉
= δΛΛ′′δµµ′′ (A6)
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we obtain
e−2i~r·~pV Tps(~r,−~p) =
∑
L,Λ′
(−i)L+Λ′(2L+ 1) jL(2rp)V T,Λ
′
ps (r, p)
∑
Λ
〈
L Λ′
0 0
∣∣∣∣ Λ0
〉2
4π
(2Λ + 1)
∑
µ
Y Λµ
∗
(rˆ)Y Λµ (pˆ)
=
∑
Λ
∑
Λ′
V T,Λ
′
ps (r, p)
(∑
L
(−i)L+Λ′+Λ(2L+ 1) jL(2rp)
〈
L Λ′
0 0
∣∣∣∣ Λ0
〉2)
iΛPΛ(rˆ·pˆ) (A7)
=
∑
Λ
∑
Λ′
V T,Λ
′
ps (r, p)CΛ′Λ(r, p) i
ΛPΛ(rˆ ·pˆ) , (A8)
which defines the coefficients of Eq. (31)
CΛ′Λ(r, p) =
∑
L
(−i)L+Λ′+Λ(2L+ 1) jL(2rp)
〈
L Λ′
0 0
∣∣∣∣ Λ0
〉2
. (A9)
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