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It all began in 1954. The Mathematics Institute of the Czechoslovak 
Academy of Sciences moved from an old building close to the Loreta square 
in the Castle area of Prague to a building in Zitn~ Street in downtown 
Prague. One of the new offices was given to the young postdoctoral students 
Miroslav Fiedler and Vlastimil PtLk to share. It only had one window, and 
only one desk had natural ight. It was not suitable for two mathematicians 
working independently. They soon started discussions leading to joint re- 
search on problems in the intersection of their areas of interest. Fiedler was a 
geometer, Pt~k a functional analyst, both with algebraic background. They 
started working on iterative methods for solving systems of linear algebraic 
equations. 
Independently of similar research by R. S. Varga, they were able [10] 1 to 
discuss the dependence of the rate of convergence of the Gauss-Seidel 
iterative method (for a symmetric system) on the choice of splitting. In the 
following years, their common research culminated in the invention (inde- 
pendently of Feingold and Varga) of the notion of generalized norms [27]. It 
turned out that for studying generalized norms the theory of M-matrices, 
introduced by A. Ostrowski and studied by Ky Fan, Koteljanskij, Varga, and 
others, was an important tool. This led to the paper [26], considered by the 
authors as a collection of useful results. Surprisingly enough, this paper 
became one of the most cited papers in linear algebra. In particular, their 
notation Z for the class of matrices with nonpositive off-diagonal entries and 
P for the class of matrices with positive principal minors has been universally 
accepted. The authors returned to this topic later in their papers [43], [46], 
and [50]. In [45], resemblances between the class of positive definite matrices 
and M-matrices were discussed. 
Another class closely connected with the class of M-matrices is that of 
diagonally dominant matrices. In [46], this class and a new class of weakly 
diagonally dominant matrices are characterized. 
An interesting idea for numerical inverting of a large matrix of the form 
I - A appears in [33]: Let A be partitioned in an appropriate way so that 
entries within each bock do not differ too much. Let A be a matrix with 
J 
constant blocks which approximates A. Then the inversion of I -  A is 
performed by inverting a small matrix (with as many rows as there are block 
rows in A). Inversion of I - A is then obtained by appropriate updating of 
( I  - 
1In this section, we are using references from Fiedler's list of publications. 
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Similar ideas were used in [34] and [36] to estimate the eigenvalues by 
approximating the given irreducible matrices by a reducible one. 
In recent years, the collaboration has concentrated specially on the topic 
of Hankel, B~zout, and Loewner matrices. As is well known, these classes 
have connections with pairs of polynomials and their relation to interpolation 
problems. An important property of Hankel (and consequently, B~zout) 
matrices is their intertwining with the associated companion matrix and its 
transpose. Corresponding relations were studied in [116, 117]. The relation 
between B~zout and Loewner matrices, that is, matrices of the form ((c i - 
dj)/(yi - zj)), was studied in [120]. 
The joint results of M. Fiedler and V. Pt{tk were honored with the 
National Prize of the Czech Republic in 1978. 
They continue to share an office in the Mathematics Institute, and 
although now their office has two windows, the fruitful collaboration contin- 
ues. We are sure that for many years to come our mathematical community 
will enjoy the fruits of their invention and erudition. We wish to them the 
best of health and favorable conditions in their personal hfe, both being so 
important for creative work in mathematics. 
BIOGRAPHY OF MIROSLAV FIEDLER 
Miroslav Fiedler was born on 7 April 1926 in Prague. He studied 
mathematics and physics at Charles University in Prague and received the 
degree of RNDr (rerum naturalium doctor) in 1950 (thesis [1]). His teacher 
and supervisor was Professor B. Byd~ovslo),, who as a student had attended 
lectures of Eduard Weyr. Fiedler became a research student and research 
worker at the Mathematics Institute of the Czechoslovak Academy of Sci- 
ences, and he remained there until his retirement. He received his degree of 
CSc (Candidate of Sciences, the equivalent of PhD) in 1955 (thesis [5-7]), 
and the degree of DrSc (Doctor of Sciences) in 1963. In 1965 he was 
appointed full professor of mathematics at the Faculty of Mathematics and 
Physics of Charles University. In 1981 he was elected a corresponding 
member of the Czechoslovak Academy of Sciences. 
In recognition of his international reputation he became member of the 
editorial boards of several international journals: Linear Algebra and Its 
Applications, Linear and Multilinear Algebra, Mathematica Slovaca, and 
Numerische Mathematik. Since 1971 he has been Chief Editor of the 
Czechoslovak Mathematical Journal. From his many organizatorial activities, 
let us name his chairing the Czechoslovak National Committee (since 1994 
the Czech National Committee) for Mathematics. 
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His unbelievably broad activity included long-term lecturing at the Uni- 
versifies of Prague, Bratislava, and Ko~ice, advisory work on secondary-school 
curricula, and organization of the national Mathematical O ympiads. 
Fiedler's world recognition found its expression i  the Hans Schneider 
ILAS Prize which was bestowed on him in 1993. 
RESEARCH WORK OF M. FIEDLER 
1. Matrix Theory 
Besides the common fields of interest with V. Pfftk, Fiedler's growing 
interest in matrix theory and inequalities led to the publications [12], [19], and 
[23] on Hermitian and positive definite matrices. In [35] ([28]) he gave a 
characterization f two n-tuples of positive numbers which can be diagonal 
elements of two mutually inverse positive definite matrices (of an M-matrix 
and its inverse). This was in fact one of the first appearances of various (later 
very popular) completion problems. Fiedler returned to other variants Of 
completion problems in [44], [113], and [115]. The papers [8], [9], [30], and 
[32] concern the numerical solution of a polynomial equation with one 
unknown. 
In a series of papers, Fiedler contributed to the problem of characteriza- 
tion of n-tuples of eigenvalues ofnonnegative matrices [63] and to the theory 
of positive operators on cones [59, 62, 64]. He also used the definition of the 
measure of irreducibility (for nonnegative matrices) to replace the qualitative 
jump from irreducible matrices to matrices reducible with a continuous 
quantitative change [55, 58]. In [67], Fiedler re-proved Horn's condition 
characterizing the relation between eigenvalues and diagonal elements of a 
symmetric matrix. 
The paper [54], giving a bound for the determinant of the sum of two 
Hermitian matrices in terms of their eigenvalues, i  closely related to Oliviera's 
more general conjecture. 
In [94] and [147] Fiedler used his geometric background tostudy geomet- 
ric properties of the numerical range W(A) = {(Ax, x), (x, x) = 1} of a 
matrix A (in the Gaussian plane). He showed that the set of all supporting 
lines of the set W(A) is a part of an algebraic dual curve C(A). Fiedler found 
its point equation and determined itscurvature at the boundary points of the 
set W(A). 
It is interesting that Fiedler was attracted to Hankel matrices already in 
1964 by geometric onsiderations [37]. He returned to study these and 
related special matrices, such as Toeplitz, B~zout, Loewner, and Vander- 
monde matrices, in the eighties [105, 108, 109, 114, 121, 122]. Although the 
basis of their theory was given by famous mathematicians of the end of the 
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last and the beginning of this century, these matrices won a new wave of 
popularity from the seventies, especially due to their occurrence in linear 
systems theory. Fiedler studied mutual relations and connections with associ- 
ated polynomials and rational functions. 
It may be surprising that Loewner matrices played a role in the solution 
[131] of the following problem: if a polynomial ~b(x) has all roots real, to find 
its symmetric ompanion matrix [the characteristic polynomial of which 
equals ~b(x)] [132, 133]. 
2. Geometry 
In about 15 papers, Fiedler applied methods of barycentric oordinates 
and matrix theory to investigate metric properties of simplices in a Euclidean 
space. In addition to the usual study of distinguished geometric objects 
(points, hyperplanes, quadrics, curves) and special simplices, he included 
investigation of qualitative properties, i.e., inequalities and combinatorial 
relationships. In [5], combinatorial properties of all possible distributions of 
acute, right, and obtuse dihedral interior angles in an n-simplex were 
described. He showed that this distribution is completely characterized bythe 
fact that the set of edges of the simplex opposite to the acute dihedral interior 
angles is connected and contains all vertices of the simplex. The distribution 
of the remaining right and obtuse angles is then irrelevant. Consequently, 
every n-simplex has at least n acute dihedral interior angles, and there exist 
n-simplices which have exactly n acute dihedral interior angles and all the 
remaining (2)  dihedral angles right. Theserightn-simplices[X3]arecharac- 
terized by the fact that their n + 1 vertices are contained in the set of 2 n 
vertices of an orthogonal parallelepiped (box) in such a way that exactly the 
edges opposite the acute dihedral interior angles (so-called legs) are among 
the edges of the box. 
3. Graphs 
Fiedler applied [60] the result [55] on the dependence of the distance of 
nonstochastic eigenvalues of a doubly stochastic matrix from the eigenvalue 1 
on the measure of irreducibility to the Laplacian matrix of a connected graph 
G. He showed that the second smallest eigenvalue a(G) of this Laplacian has 
properties analogous to those of the edge connectivity e(G) (the smallest 
number of edges whose removal disconnects the graph). He called this 
number a(G) the algebraic onnectivity of the graph and, besides simple 
properties, found the best possible estimates in the class of all connected 
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graphs on n vertices: 
,( °) e(G) >>,a(G) >>, 2e(G 1-cos - -  . 
n 
Fiedler also showed [73] that each (real) eigenvector f the Laplacian 
corresponding to the second smallest eigenvalue has the property that its 
nonnnegative as well as nonpositive coordinates correspond to subsets of 
vertices for which the induced subgraphs are connected. It turned out that in 
practical problems this eigenvector (sometimes called the Fiedler vector) 
possesses good separation properties. 
Another original idea of Fiedler's was to study classes of minimax prob- 
lems for graphs [130, 136, 141] based on minimizing (or maximizing) various 
characteristics of a weighted graph when all weightings on edges with 
constant sum are considered, thus obtaining absolute characteristics. In 
particular, an explicit formula for the absolute algebraic onnectivity ofa tree 
was obtained [129]. 
4. Resistive Electrical Networks 
As early as in 1962, Fiedler solved (but did not publish) a problem posed 
to him by his students I. Fri] and P. Liebl to find necessary and sufficient 
.. (n )  . . . .  condihons for 2 numbers that are obtmned as pmrwlse resistances be- 
tween n outlets of a black box if it is known that only (wires and) resistors are 
in the box. (For three outlets, numbers atisfying triangle inequalities yield 
the answer.) The result was surprising: these (~)  resistances are identical 
with the (n /  squares of pairwise distances between n vertices of an t2! 
(n - D-simplex none of whose 4 dihedral interior angles is obtuse. (Thus the 
mentioned triangle inequalities are Pythagorean i equalities for the corre- 
sponding triangle.) A realization of such a black box can be obtained by 
joining every pair of outlets with a branch aving conductivity equal to a fixed 
(negative) multiple of the inner product of corresponding pairs of outward 
normals of the simplex, these normals being normalized so that their sum is 
the zero vector. Fiedler's first published paper on this topic was [791, recently 
followed by [1431. 
PUBLICATIONS OF M. FIEDLER 
B1 
Books 
Combinatorial Analysis in Practice (with K. Cul~ and V. Dole~al) (in Czech), 
SNTL, Praha, 1967. 
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B2 Selected Problems of the Mathematical Olympiads (with J. Zem~meD (in Czech), 
SPN, Praha, 1976. 
B3 Special Matrices and Their Applications in Numerical Mathematics (in Czech), 
SNTL, Praha, 1981. 
B4 Special Matrices and Their Applications in Numerical Mathematics, Martinus 
Nijhoff, Dordrecht, and SNTL, Praha, 1986. 
Articles 
1 Hyperosculating points of algebraic plane curves and their generalization i S r 
(in Czech), Thesis, Charles Univ., Praha, 1950. 
2 Solution of a problem of Professor E. Cech (in Czech), Gas. e~st. Mat. 
77:65-75 (1952). 
3 On certain matrices and the equation for the parameters ofsingular points of a 
rational curve (in Czech), Cas. P$st. Mat. 79:243-265, 321-346 (1952). 
4 Rational curve with the maximum number of real nodal points (with L. Gran~t) 
(in Czech), Gas. e$st. Mat. 79:157-161 (1954). 
5 Geometry of the simplex I (in Czech), Gas. P~st. Mat. 79:270-297 (1954). 
6 Geometry of the simplex II (in Czech), Gas. P$st. Mat. 80:462-476 (1955). 
7 Geometry of the simplex III (in Czech), Gas. P$st. Mat. 81:182-223 (1956). 
8 Uber das Gr~fesche Verfahren, Czechoslovak Math. J. 5(80):506-516 (1955). 
9 Numerical solution of algebraic equations which have roots with almost the 
same modulus (in Czech), Aplikace Mat. 1:4-22 (1956). 
Uber die Konvergenz des verallgemeinerten Seidelschen Verfahrens zur LSsung 
von Systemen linearer Gleichungen (with V. Pt~k), Math. Nachr. 15:31-38 
(1956). 
Numerical solution of algebraic equations by the Bernoulli-Whittaker method 
(in Czech), Aplikace Mat. 2:321-326 (1957). 
On some properties of Hermitian matrices (in Czech), Mat.-Fyz. Casopis SAV 
7:168-176 (1957). 
Uber qualitative Winkeleigenschaften der Simplexe, Czechoslovak Math. J. 
7(82):463-478 (1957). 
Einige S~itze aus der metrischen Geometrie der Simplexe in Euklidischen 
R~umen, in Schriftenreihe Inst. Math. DAW, Heft 1, Berlin, 1957, p. 157. 
On W-bases of directed graphs (with J. Sedl~Sek) (in Czech.), Gas. P$st. Mat. 
83:214-225 (1958). 
Die Graphentheorie in Anwendung auf das Transportproblem (with J. Bfl~, 
F. No~iSka), Czechoslovak Math.J. 8(83):94-121 (1958). 
Uber Systeme linearer Gleichungen vom Typ der Rahmentragwerke (with 
I. Babu~ka), Aplikace Mat. 4:441-455 (1959). 
On an iterative method of diagonalization f symmetric matrices (with V. Pt~k) 
(in Czech), Gas. P~st. Mat. 85:18-36 (1960). 
A note on positive definite matrices (in Czech.), Gas. P~st. Mat. 85:75-77 
(1960). 
Some inequalities for the spectrum of a matrix (with V. Pt~k), Mat.-Fyz. Casopis 
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21 Some estimates of spectra of matrices, in Symp. PICC, Roma, 1960, pp. 33-36. 
22 On a criterion in the theory of the transportation problem (with F. No~i~ka) (in 
Russian), Czechoslovak Math. J. 11(86):204 (1961). 
23 Uber eine Ungleichung i~dr positiv definite Matrizen, Math. Nachr. 23:197-199 
(1961). 
24 Uber die qualitative Lage des Mittelpunktes der umgeschriebenen Hyperkugel 
im n-Simplex, Comment. Math. Univ. Carolin. 2(1):3-51 (1961). 
25 Uber zyklische n-Simplexe und konjugierte Raumvielecke, Comment. Math. 
Univ. Carolin. 2(2):3-26 (1961). 
26 On matrices with nonpositive off-diagonal elements and positive principal 
minors (with V. Pt/tk), Czechoslovak Math. J. 12(87):382-400 (1962). 
27 Generalized norms of matrices and the location of the spectrum (with V. ptL10, 
Czechoslovak Math. J. 12(87):558-571 ( 962). 
28 Relations between the diagonal entries of an M-matrix and of its inverse, 
Mat.-Fyz. Casopis SAV 12:123-128 (1962). 
29 Sur la meilleure approximation des transformations lin~aires par des transforma- 
tions de rang pr~serit (with V. Pt/tk), C. R. Acad. Sci. Paris 254:3805-3807 
(1962). 
30 On a generalized Graeffe method and its modification (in Czech), Cas. P~st. 
Mat. 88:194-199 (1963). 
31 On inverting partitioned matrices, Czechoslovak Math. J. 13(88):574-586 (1963). 
32 A note on Lin's method (in Russian), Cas. P~st. Mat. 88:438-443 (1963). 
33 On aggregation i  matrix theory and its application to numerical inverting of 
large matrices (with V. Pt~k), Bull. Acad. Polon. Ser. Math. Astron. Phys. 
11:757-759 (1963). 
34 Estimates and iterative methods for finding a simple eigenvalue of an almost 
reducible matrix (with V. Pt~k) (in Russian), Dokl. Akad. Nauk SSSR 
151:790-792 (1963). 
35 Relations between the diagonal elements of two mutually inverse positive 
definite matrices, Czechoslovak Math. J. 14(89):39-51 (1964). 
36 Estimates and iteration procedures for proper values of almost decomposable 
matrices (with V. Pt~k), Czechoslovak Math. J. 14(89):593-608 (1964). 
37 Hankel matrices and 2-apolarity, Notices Amer. Math. Soc. 11:367-368 (1964). 
38 Some applications of the theory of graphs in the matrix theory and geometry, in 
Theory of Graphs and its Applications. Proc. Symp. Smolenice 1963, Academia, 
Praha, 1964, pp. 37-41. 
39 Optimie.rungsprobleme in den Transportnetzen, i  Mathematik und Kybernetik 
in der Okonomie, DAW, Berlin, 1964, Vol. II, pp. 259-263. 
40 Transportation problems in networks with constraints (in Czech), Ekon.-Mat. 
Obzor 1:47-58 (1965). 
41 Some estimates of the proper values of matrices, j. SIAM 13:1-5 (1965). 
42 Some remarks on numerical solution of linear problems, Aplikace Mat. 
10:190-193 (1965). 
43 Some results on matrices of class K and their application to the convergence 
rate of iteration procedures (with V. Pt~tk), Czechoslovak Math. J. 
16(91):260-273 (1966). 
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44 Matrix inequalities, Numer. Math. 9:109-119 (1966). 
45 Some generalizations of positive definiteness and monotonicity (with V. Pt~k), 
Numer. Math. 9:163-172 (1966). 
46 Diagonally dominant matrices (with V. Pt~k), Czechoslovak Math. ]. 
17(92):420-433 (1967). 
47 Graphs and linear algebra, in Proc. Symp. ICC, Roma, 1967, pp. 131-134. 
48 Metric problems in the space of matrices, in Programmation e math~matiques 
numdrique. Proc. Symp. CNRS, Paris, 1968, pp. 93-103. 
49 A characterization of tridiagonal matrices, Linear Algebra Appl. 2:191-197 
(1969). 
50 Cyelie products and an inequality for determinants (with V. Pt~k), Czechoslovak 
Math. J. 19(94):428-451 ( 969). 
51 Signed distance graphs, J. Combin. Theory Appl. 7:136-149 (1969). 
52 On some classes of matrices, Notices Amer. Math. Soc. 17:412 (1970). 
53 A note on distance graphs (in Czech), in Matematika (Geometrie a Teorie 
Graft), Sborn~ Ped. Fak. UK, 1970, 85-88. 
54 Bounds for the determinant of the sum of hermitian matrices, Proc. Amer. 
Math. Soc. 30:27-31 (1971). 
55 Bounds for eigenvalues of doubly stochastic matrices, Linear Algebra Appl. 
5:299-310 (1972). 
56 Estimates in numerical algebra (in Czech), in Algorithmy vo V(lpoStove j Tech- 
hike, SVTS, Bratislava, 1972, pp. 32-41. 
57 Some applications of graphs, matrices and geometry, in Proceedings of the 
Swedish-Czechoslovak Seminar on Applied Mathematics, IVA, Stockholm, 1973, 
pp. 28-36. 
58 A quantitative xtension of the Perron-Frobenius theorem, Linear and Multilin- 
ear Algebra 1:81-88 (1973). 
59 Cones which are top heavy with respect o a norm (with E. V. Haynsworth), 
Linear and Multilinear Algebra 1:203-211 (1973). 
60 Algebraic connectivity of graphs, Czechoslovak Math. J. 23(98):298-305 (1973). 
61 Additive compound matrices and an inequality for eigenvalues of symmetric 
stochastic matrices, Czechoslovak Math. ]. 24(99):392-402 (1974). 
62 Polyhedral cones and positive operators (with F. Burns and E. V. Haynsworth), 
Linear Algebra Appl. 8:547-559 (1974). 
63 Eigenvalues of nonnegative symmetric matrices, Linear Algebra Appl. 9:119-142 
(1974). 
64 Positivity with respect to the round cone, Mat. Casopis 24:155-159 (1974). 
65 Some results on eigenvalues of nonnegative matrices, Acta Univ. Carolin. 
Math. Phys., 1974, pp. 25-29. 
66 Some problems of numerical algebra (in Czech), in: Algoritmy vo V(tpoStovej 
Technike, SVTS, Bratislava, 1974, pp. 58-65. 
67 On a theorem by A. Horn, in Mathematical Structures, Computational Mathe- 
matics, Mathematical Modelling, Sofia, 1975, pp. 251-255. 
68 Algebraic approach to connectivity of graphs, in Recent Advances in Graph 
Theory, Academia, Praha, 1975, pp. 193-196. 
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69 Algebraische Zusammenhangszahl und ihre numerische Bedeutung, in Internat. 
Ser. Numer. Math. 29, Birkhiiuser, Basel 1975, pp. 69-85. 
70 A minimaximin formula and its application to doubly stochastic matrices, Mat. 
Casop/s 25:139-144 (1975). 
71 A quantitative extension of the Perron-Frobenius theorem for doubly stochastic 
matrices (with V. Pt~k), Czechoslovak Math. J. 25(100):339-353 (1975). 
72 Eigenvectors of acyclic matrices, Czechoslovak Math. J. 25(100):607-618 (1975). 
73 A property of eigenvectors of nonnegative symmetric matrices and its applica- 
tion to graph theory, Czechoslovak Math. J. 25(100):619-633 (1975). 
74 Spectral properties of some classes of matrices, Rept., Dept. of Computer 
Science, Chalmers Univ., GSteborg, 1975. 
75 Extreme operators on polyhedral cones (with E. V. Haynsworth and V. Ptftk), 
Linear Algebra Appl. 13:163-172 (1976). 
76 Inversion of bigraphs and connections with the Gauss elimination, in Graphs, 
Hypergraphs and Block Systems, Zielona G6ra, 1976, pp. 57-68. 
77 An application of graphs to the Gauss method (in Russian), in Zap. Naut. Sem. 
LOMI 58, Leningrad, 1976, pp. 72-79. 
78 Some connections between graph theory and numerical mathematics (in Czech), 
in Numerick~ Metddy a Tedria Grafov, SVTS, Ko~ice, 1976, pp. 1-14. 
79 Aggregation i  graphs, in Colloq. Math. Soc. Janos Bolyai, 18. Combinatorics, 
Keszthely, 1976, pp. 315-330. 
80 A note on nonnegative matrices, Math. Slovaca 27:33-36 (1977). 
81 Isodynamic systems in Euclidean spaces and an n-dimensional nalogue of a 
theorem by Pompeiu, Cas. P$st. Mat. 102:370-381 (1977). 
82 Some combinatorial spects in matrix theory and numerical algebra, in: Colloq. 
Math. Soc. Janos Bolyai, 22. Numerical Methods, Keszthely, 1977, pp. 185-201. 
83 Numerical methods of linear algebra, in particular for sparse linear systems 
(with O. Pokorg~ in Pau~iff Metody Kone~n(¢ch Prvk~ a Kone~n~ch Diferend v
Geofyzice, GFU CSAV, Praha, 1978, pp. 257-278. 
84 Optimierung und Graphentheorie, in Fortschritte in der Mathematischen Opti- 
mierung, Seminarbericht 15, Sekt. Math. Humboldt Univ., Berlin, 1978, pp. 
31-37. 
85 Diagonals of convex sets (with V. PtLk), Czechoslovak Math. J. 28(103):25-449 
(1978). 
86 The rank of extreme positive operators on polyhedral cones (with V. PtLk), 
Czechoslovak Math. J. 28(103):45-55 (1978). 
87 Minimal sets of vectors which generate R, with excess k, Czechoslovak Math. 
j. 29(104):187-191 ( 979). 
88 Irreducibility of compound matrices, Comment. Math. Univ. Carolin. 
20:737-743 (1979). 
89 Deflation of tridiagonal matrices, in Algorithms "79, CSVTS, Bratislava, 1979, 
25-29. 
90 Tridiagonal matrices and nc-positivity, Abstracts Amer. Math. Soc. 1:38 (1980). 
91 A deflation formula for tridiagonal matrices, Aplikace Mat. 25:348-357 (1980). 
92 Irreducibility of associated matrices (with R. Merris), Linear Algebra Appl. 
37:1-10 (1981). 
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93 Minimal polynomial and the rank of principal submatrices of a matrix, Linear 
and Multilinear Algebra 10:85-88 (1981). 
94 Geometry of the numerical range of matrices, Linear Algebra Appl. 37:81-96 
(1981). 
95 Remarks on the Schur complement, Linear Algebra Appl. 39:189-196 (1981). 
96 Characterizations of sign patterns of inverse-positive matrices (with R. Grone), 
Linear Algebra Appl. 40:237-245 (1981). 
97 Invariant resistive networks in Euclidean spaces and their relation to geometry, 
Aplikace Mat. 27:128-145 (1982). 
98 Combinatorial spects in line~ and numerical algebra (in Czech), in Numerick6 
matematika a Tedria Grafov, Strbsk~ Pleso, 1982, 10-15. 
99 Combinatorial properties of sign-patterns in some classes of matrices, in Graph 
Theory, LagSw 1981, Springer-Verlag, 1983, pp. 28-32. 
100 Rational interpolation (in Czech), in Algoritmy 1983, JSMF, 1983, pp. 69-75. 
101 Analytic functions of M-matrices (with H. Schneider), Linear and Multilinear 
Algebra 13:185-201 (1983). 
102 A note on the Hadamard product of matrices, Linear Algebra Appl. 49:233-235 
(1983). 
103 Classes of products of M-matrices and inverse M-matrices (with T. L. Markham, 
M. Neumanu), Linear Algebra Appl. 52//53:265-287 (1983). 
104 S-matrices, Linear Algebra Appl. 57:157-167 (1984). 
105 Hankel and Loewner matrices, Linear Algebra Appl. 58:75-95 (1984). 
106 Binomial matrices, Math. Slovaca 34:229-237 (1984). 
107 On a conjecture of P. R. Vein and its generalization, Linear and Multilinear 
Algebra 16:147-154 (1984). 
108 Quasidirect decompositions of Hankel and Toeplitz matrices, Linear Algebra 
Appl. 61:155-174 (1984). 
109 Polynomials and Hankel matrices, Linear Algebra Appl. 66:235-248 (1985). 
110 A trace inequality for M-matrices and the symmetrizability of a real matrix by a 
positive diagonal matrix (with C. R. Johnson, T. L. Markham, M. Neumann), 
Linear Algebra Appl. 71:81-94 (1985). 
111 Signed graphs and monotone matrices, in Graphs, Hypergraphs and Applica- 
tions, Eyba 1984, Teubner, 1985, pp. 36-40. 
112 Some applications of graph theory in numerical mathematics, in Zborn~ Predn. 
let. ~oly z Num. Mat. a T. Grafov, Strbsk~ Pleso, 1986, pp. 4-12. 
113 Completing a matrix when certain entries of its inverse are specified (with T. L. 
Markham), Linear Algebra Appl. 74:225-237 (1986). 
114 Some numerical aspects of Loewner matrices, in Numerical Methods, Colloq. 
Soc. Janos Bolyai 50, North Holland, 1987, pp. 160-184. 
115 Rank-preserving diagonal completions of a matrix (with T. L. Markham), Linear 
Algebra Appl. 85:49-56 (1987). 
116 B~zoutians and intertwining matrices (with V. Pt~tk), Linear Algebra Appl. 
86:43-51 (1987). 
117 Intertwining and testing matrices corresponding to a polynomial (with V. Pt~tk), 
Linear Algebra Appl. 86:53-74 (1987). 
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118 Notes on inverse M-matrices (with C. R. Johnson and T. L. Markham), Linear 
Algebra Appl. 91:75-81 (1987). 
119 An inequality for the Hadamard product of an M-matrix and an inverse 
M-matrix (with T. L. Markham), Linear Algebra Appl. 101:1-8 (1988). 
120 Leowner and B~zout matrices (with V. Pfftk), Linear Algebra Appl. 101:187-220 
(1988). 
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ptLic has been head of the Department of Functional Analysis at the 
Institute since 1960. The seminar in functional analysis, which he has led for 
many years, has educated a number of research workers. The regular spring 
workshops in functional analysis, which he founded and whose organization 
he has led for twenty-two years, were a source of inspiration for numerous 
guests. For many years he has delivered a special course in functional analysis 
at Charles University. He also was supervisor of many postgraduate students. 
Pt~k is a member of the editorial boards of the Czechoslovak Mathemati- 
cal Journal and of Linear Algebra and Its Applications. He has held 
important offices in the organization of Czechoslovak science, for example on 
committees for scientific degrees and on the board for national projects of 
basic research. 
For his outstanding results in functional analysis, V. Pfftk received the 
Czechoslovak Federal Prize in 1966. 
RESEARCH WORK OF V. PTAK 
1. Linear Algebra 
Although the main field of interest of Vlastimil Pt£k lies in functional 
analysis, linear algebra is also a favorite topic. It is, however, interesting that 
Pt~tk always tries to see a geometric or operator-theoretical interpretation 
behind the formal algebraic expressions or proofs. 
A good example is his simple elegant proof [15] of the Jordan canonical 
form for a finite-dimensional operator, using duality and completely avoiding 
the coordinate system. 
In addition to the topics mentioned above and to the topic of critical 
exponents, which will be described later, let us emphasize PtCtk's results on 
the infinite companion matrix and on the Lyapunov equation. 
The starting point was the following result [38]. If A is a linear operator 
on n-dimensional Hilbert space such that I AI < 1 and r (A)< 1, then 
I A"I < 1. Pt~k's original proof is based on the pigeonhole principle. In [58] 
Pt~k strengthened this qualitative theorem to a quantitative result; as a 
technical tool to this end he introduced the infinite companion. 
The infinite companion matrix C~o (with n rows) [58, 97, 148, 151] is a 
matrix which has in its first n columns c I . . . . .  c, the identity matrix and 
continues in such a manner that each further column is a fixed linear 
combination of the preceding n columns: 
n-1  
Cn+ k = ~ a~ci+ k, k = 1,2 . . . . .  
i~o  
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It follows that the n consecutive columns ck . . . . .  Ck+n-1 forln the power C k 
of the companion matrix C of the polynomial qb(x) = x" - Ea~x ~. If ~b(0) 
0, one can join also columns with negative indices and extend the same 
property to negative powers. Ptfik gave also explicit (combinatorial) formulae 
for all entries of C~ as polynomials in the coefficients of C. 
The infinite companion matrix represents a concrete xplicit realization of 
a compression of the shift operator and establishes a connection with the 
dilation theory of G. Sarason and B. Sz.-Nagy. Dilations have to be taken in a 
more general sense, since C~ represents a projection operator not necessarily 
orthogonal as in the theory of Sz.-Nagy. The paper [58] where the infinite 
companion was introduced represents an independent, different approach to 
dilation theory, based on the fact that the cone of positive matrices is 
generated by tensors of the form aa*. 
These considerations lead, in a natural manner, to the investigation of 
lifting intertwining relations. In particular, Ptfik introduced and investigated, 
in a joint paper with P. Vrbovfi, generalized Hankel operators [132], defined 
by an intertwining relation of the form XT*  = T 2 X,  T 1 and T 2 being two 
given contractions. It turned out that in order to obtain a Nehari-type 
theorem (in other words, for a lifting to exist), it is necessary to impose an 
additional condition, R-boundedness. 
Besides the joint work with M. Fiedler, devoted to the analogous finite- 
dimensional relation C rH = HC which characterizes Hankel matrices and to 
its generalization for polynomials with zeros at infinity, Ptfik used the idea of 
lifting intertwining relations to study Hankel, Bfizout, and Loewner matrices 
[131], in particular operators defined by Lyapunov-type r lations X - SCX = 
W,  which he used to characterize Bezoutians [123]. He obtained explicit 
factorization formulae for polynomials in C, for the Schur-Cohn matrix, etc. 
The infinite companion matrix also proved useful in his joint research 
with M. Fiedler on special classes of matrices--Hankel, B~zout, Loewner, 
and other types [149, 152]. 
2. Topological Vector Spaces 
These investigations were motivated by the desire to understand the 
closed-graph t eorem. In its classical formulation "a continuous linear map- 
ping of a Banach space E into a Banach space F is open," completeness of E 
and of F is used in a different manner; in fact, completeness of F may be 
replaced by a weaker condition, the Baire property. The starting point was a 
formulation eliminating the role of the image space. 
To this end, the classical open-mapping theorem may be formulated as 
follows: Consider a Banach space E and a normed linear space F with closed 
unit balls U and V respectively. Let T be a continuous linear mapping of E 
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into F. If the closure of TU contains a neighborhood f zero, /3 V say, then 
the open-mapping theorem says that TU itself contains a neighborhood of
zero; in fact, TU contains /3'V for any /3' </3. For brevity, it will be 
convenient tohave a name for mappings with this property: a mapping f will 
be called almost open if, for each x and each neighborhood U of x, the 
closure of f(U) is a neighborhood of f(x). The classical open-mapping 
theorem may thus be formulated as follows: Every almost open bounded 
linear mapping of a Banach space into a normed space is open. 
A series of papers was devoted to the problem of charaet~erizing those 
locally convex topological inear spaces E such that any continuous and 
almost open linear mapping of E into some locally convex topological vector 
space is in fact open. The results [7]: For normed spaces E this property is 
equivalent to completeness. In the general case this property implies com- 
pleteness but is not equivalent to it. Spaces with this property (called 
B-complete or PtLk spaces) may be characterized byproperties of their duals. 
The space E is B-complete if and only if every subspace M of the dual space 
E d such that M n U ° is weak* closed for any neighborhood of zero U is 
itself weak* closed. An analogous characterization f completeness (obtained 
independently of A. Grothendieck) differs from this one in that this implica- 
tion is postulated for hyperplanes M only. By considering spaces C(T) of 
continuous functions in the compact open topology and relating topological 
properties of T and C(T), it was possible to construct T for which C(T) is 
complete but not B-complete, as well as a complete C(T) with an incomplete 
quotient. The theory and its further developments are described in detail in a 
section of the monograph on linear spaces by G. K6the. 
3. Nonlinear Analysis, Nondiscrete Induction 
The investigation of the closed-graph t eorem may also be pursued in 
another direction: by staying within the realm of metrizable spaces but 
striving for a quantitative strengthening. The starting point was the so-called 
subtraction theorem, a quantitative rsion of the open-mapping theorem. In 
a note [50] published in 1956, Pfftk established the following quantitative 
improvement of the classical theorem. Given two Banach spaces E and F 
with closed unit balls U and V and a linear mapping T: E ~ F such that 
TU + aV D/3V for some numbers 0 < ot </3, then 
Tv  ( /3  - 
(This "optical illusion" suggests that the neighborhoods are being subtracted 
and explains the name.) The classical assumption (TU)-D/3V is thus weak- 
ened: elements of /3V need not be approximated by elements of TU 
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arbitrarily well; it suffices to have a much less precise approximation, the only 
essential condition being that a </3. 
To obtain a nonlinear analog it was necessary to find an appropriate 
generalization f the condition a </3. Already in the proof of the subtraction 
theorem it was obvious that the assumption ot </3 was used in the form 
a//3 < 1 with the consequence that the geometric series with this quotient 
converges. 
It is not at all obvious how to obtain an analog of the condition a//3 < 1 
in the absence of linearity. To obtain a suitable generalization it is necessary 
to interpret he quotient of the two numbers a, 13 as a quotient in the sense 
of composition of functions of the two linear functions on the positive axis, 
a(t) = at and b(t) =/3t; the smallness of a//3 has to be replaced by the 
requirement that the quotient function be a small function in the sense that 
the sum of its iterates converges. In a manner of speaking, the classical theory 
is shifted one level up, with multiplication of numbers being replaced by 
composition of functions [115]. 
A positive function w defined on the positive axis is said to be a small 
function (or a rate of convergence) if the series 
t + w( t )  + w(w( t ) )  + . . . .  s ( t )  
is convergent [in particular, if w is the linear function w(t) = at, then w is 
small if and only if a < 1]. The functions w and s are connected by the 
functional equation s(t) - t = s(w(t)), the nonlinear analog of the relation 
for the geometric series 
1 Ot 
1-a  l -a"  
The nonlinear version of the subtraction theorem may now be formulated 
[80] as follows: 
Let ( E, d) be a complete metric space, w a rate of convergence. For each 
t > 0 let Z(t) be a subset of E, and denote by Z(O) the limit of the family 
Z('): 
z(o)-- • 
s>O r~s  
Suppose that 
z(t) c u(z(w(t)) , t )  
20 
for each t > O. Then 
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Z(t) c U(Z(O),s(t)) 
for each t > O. 
These ideas form the basis of the method of nondiscrete induction [80, 
142], which reduces the investigation of the convergence o f iterative pro- 
cesses to the problem of finding a suitable rate of convergence w such that 
I x .+ ,  - x.I ~< w( Ix .  - x . _ l l ) .  
for all n. As a consequence this yields estimates for the solution x,  : 
I x ,  - x.I -< s ( Ix .  - x . _ l l ) .  
The function w is obtained as the solution of a system of certain functional 
inequations; if these inequations describe the essential features of the pro- 
tess, the solution w and the corresponding s yield sharp estimates and 
optimal convergence riteria. Thus, for instance, the Newton process [79, 81] 
is described by 
w(t )  = 
t 2 
2(t z + a) 1/2" 
The advantage of replacing the order of convergence (a mere number) by a 
function consists in the closer fit to the estimates. They can be sharp 
throughout the whole process, not only asymptotically. 
4. Hermitian Algebras 
The classical theorem of Gelfand and Najmark (improved by Glimm and 
Kadison) states that a Banach algebra with involution satisfying the condition 
Ix*xl -- Ix*l Ixl for every x is a C*-algebra, in other words, is isometrically 
isomorphic to a closed self-adjoint subalgebra of B(,,2 ~) for a suitable Hilbert 
space Z. 
Pt~k has shown that a surprising number of the basic properties of 
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C*-algebras may be deduced from a much weaker assumption of a purely 
algebraic haracter. Consider a Banach algebra with an involution [an additive 
mapping x ~ x* such that x** = x, (ax)* = a'x*,  (xy)* = y'x*]. 
No assumptions on the relation between the involution and the topology 
of the algebra are made; in particular, continuity of the involution is not 
assumed. The purely algebraic assumption of Hermiticity makes it possible to 
show--by purely algebraic methods--that the most important properties of 
C*-algebras remain valid even for this wider class of algebras. 
A Banach algebra with involution is said to be Hermitian if self-adjoint 
elements have real spectra. The theory is based on the investigation of the 
function x ~ r(x*x)l/2; the basic result is the following equivalence [68, 71]: 
A Banach algebra with involution is Hermitian if and only if r(x) ~< r(x*x)l/2 
for every x. This condition represents an algebraic analog of the C* condition 
Ix*l Ixl = Ix*xl. [Indeed, the condition r(x) <~ r(x*x) 1/~ may be rewritten in 
the form r(x*)r(x) <~ r(x*x), and the condition Ix*l Ixl --- Ix*xl is equiva- 
lent to the inequality Ix*l Ixl ~< Ix*xl.] In a similar manner we find that the 
function p(x) = r(x*x) l/z is a natural algebraic analog of the norm in a 
C*-algebra nd that many metric properties of C*-algebras remain valid for 
Hermitian algebras if the norm is replaced by p. One of the most important 
ones: a linear form f such that f ( I )  = ! is a state if and only if it is 
dominated by p. This yields a sufficient number of states to make it possible 
to construct a representation Hilbert space for a Hermitian algebra, since 
p is subadditive if and only if the algebra is Hermitian. 
5. The Nuclear-Waste Disposal Problem, Convex Means, and Weak 
Compactness 
The main result makes it possible to reduce theorems on the exchange of 
two limit operations to a combinatorial lemma on families of finite sets. This 
approach is based on a combinatorial existence theorem for convex means 
and makes it possible to eliminate integration theory from results on weak 
compactness. 
We are given a set S and a certain amount of radioactive waste to be 
disposed of. The material is to be divided into a finite number of parts to be 
located at a finite number of suitably chosen points in S. Furthermore, we 
are given a family W of subsets of S; we may think of these subsets as being 
protected areas to be as low as possible. 
The sets of the family W may overlap in general, since there will be many 
reasons for a subset of S to be included in W; accordingly, a given point 
s ~ S will belong, in general, to more than one set w ~ W. If we assume 
that the total mass to be distributed is one, a weight distribution may be 
viewed as a convex mean. Given a weight distribution A, denote, for each 
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w ~ W, by A(w) the total amount of waste contained in the set w. The 
problem is to find weight distributions for which the maximum load A(w) as 
w ranges over W is as small as possible. Obviously the infimum 
inf max A(to) 
A w 
contains important information about the combinatorial structure of the 
family W. 
Families for which this infimum is zero are particularly important: their 
structure may be used to prove an extension theorem for separately continu- 
ous functions with many applications in analysis. This approach makes it 
possible to reduce theorems about the exchange of two limit operations to 
simple assertions about families of finite sets [28]. 
To state the theorem [42, 47], we need some notation: If T is a 
completely regular topological space, denote by C(T) the Banach space of all 
bounded continuous functions on T. Clearly T may be identified with a 
subset of the dual space C(T) a taken in its weak star topology; thus T is 
embedded in a space with an additional linear structure. 
Given two completely regular topological spaces S and T and a bounded 
separately continuous function f on S × T we may ask under what condition 
it may be extended to a separately continuous bilinear form in C(S) a × C(T) d. 
The theorem says that such an extension exists if and only if f satisfies the 
double limit condition of Banach-Grothendieck. 
Two points should be stressed here: 
(1) that the proof is purely combinatorial; 
(2) the countable character of the condition, the conclusion being a 
statement about opologies not metrizable in general. 
The extension theorem contains as an immediate consequence, .g., the 
theorem of Eberlein and the Krein theorem on convex hulls of weakly 
compact sets. 
6. Critical Exponents 
The motivation of this theory lies in an attempt to formulate mathemati- 
cally some ideas concerning convergence of iterative procedures. Although 
we do possess for many iterative processes theoretical criteria of convergence, 
in numerical practice it is often simpler to ignore the criteria and start the 
computation; with some luck we observe that after a few steps the differences 
between the consecutive steps become smaller and smaller and the process 
converges. 
If, on the other hand, the sequence of the first n steps of the process 
shows no sign of convergence, we are confronted with the following problem: 
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should we continue in the hope of obtaining an improvement later on, or 
does the behavior of the first n steps justify the conclusion that the process 
diverges (and should, consequently, be abandoned)? To make this decision, it 
is necessary to have some estimate for the number of steps in the process 
sufficient to distinguish between convergence and divergence. Expressed 
somewhat loosely we are looking for a number q with the following property: 
if the process does not start converging before the qth step, then it is 
divergent. This leads, in a natural manner, to the notion of the critical 
exponent. 
In the particular case of the process x,+ 1 = Axr  -}- Y in linear algebra, a 
number of results have been obtained. The precise definition [38] is as 
follows. The critical exponent of a Banach space E is the smallest integer q 
such that the following implication holds: if T ~ B(E)  and ITI < 1, then 
r (T)  < I if and only if IT q ] < 1. 
This definition appears first in Ptak's paper [38], which contains the proof 
that the critical exponent of a Hilbert space equals its dimension. An earlier 
result in a joint paper with J. Mah'k may now be interpreted as the statement 
that the critical exponent of n-dimensional lo~ space equals n 2 - n + 1. 
The definition of the critical exponent admits a quantitative reformula- 
tion: given a Banach space with critical exponent q and a number 0 < r < 1, 
compute 
sup{ITql; Irl < 1, r (T )  <~ r}. 
For n-dimensional Hilbert space it is possible to identify the operator T 
for which the maximum is attained [58]. It is a Toeplitz operator correspond- 
ing to a MSbius function depending on r. There are deep connections with 
the theory of complex functions and operator-valued MSbius functions. Also, 
lower estimates for the spectral radius in terms of ITI and IT n] may be 
deduced from the theory [104]. 
PUBLICATIONS OF V. PTAK 
Books 
B1 Nondiscrete Induction and Iterative Processes (with F. A. Potra), Res. Notes 
Math. 103, Pitman Advanced Publishing Program, 1984. 
Articles 
1 Immersibility of semigroups, Acta Fac. Rerum Natur. Univ. Carolin. 192 
(1949). 
2 A proof of a theorem of A. J. Ward (in Czech), Gas. P~st. Mat. 76:217-224 
(1951). 
24 ZDENEK VAVRiN 
3 Semiordered linear spaces (in Czech), Cas. P~st. Mat. 76:283-290 (1951). 
4 On embedding of semigroups (in Russian), Czechoslovak Math. J. 77:247-271 
(1952). 
5 On a Frobenius theorem (in Czech), Cas. P~st. Mat. 78:207-212 (1953). 
6 On complete topological inear spaces (in Russian), Czechoslovak Math. J. 
78:285-290 (1953). 
7 On complete topological inear spaces (in Russian), Czechoslovak Math. J. 
78:301-364 (1953). 
8 Compact subsets of convex topological linear spaces (in Russian), Czechoslovak 
Math. J. 79:51-74 (1954). 
9 Weak compactness in convex topological linear spaces, Czechoslovak Math. J. 
79:174-186 (1954). 
10 On a theorem of W. F. Eberlein, Studia Math. 14:276-284 (1954). 
11 Error estimates of approximate solutions of integral equations (in Czech), Cas. 
P~st. Mat. 80:427-447 (1955). 
12 Concerning spaces of continuous functions, Czechoslovak Math. J. 80:414-431 
(1955). 
13 Two remarks on weak compactness, Czechoslovak Math. J. 80:532-545 (1955). 
14 On a theorem of Mazur and Orlicz, Studia Math. 15:365-366 (1956). 
15 Eine Bemerk~ng zur Jordanschen Normalform von Matrizen, Acta Sci. Math. 
(.S. zeged) 17:190-194 (1956). 
16 Uber die Konvergenz des verallgemeinerten Seidelschen Veffahrens zur LSsung 
yon Systemen linearer Gleichungen (with M. Fiedler), Math. Nachr. 15:31-38 
(1956). 
17 Some remarks on Saks spaces (with W. Odicz), Studia Math. 16:56-68 (1957). 
18 Completeness and the open mapping theorem, Bull. Soc. Math. France 
18:41-74 (1958). 
19 On a combinatorial theorem and its applications to nonnegative matrices, 
Czechoslovak Math. J. 83:487-495 (1958). 
20 On the index of imprimitivity of nonnegative matrices (with J. Sedl~ek), 
Czechoslovak Math. J. 83:495-501 (1958). 
21 On the absolutely convex envelope of a set in a finite dimensional vector space 
(in Czech), Cas. P~st. Mat. 83:343-347 (1958). 
22 A remark on approximation of continuous functions, Czechoslovak Math. J. 
83:251-256 (1958). 
23 On approximation of continuous functions in the metric fabl x(t)l dt, Czechoslo- 
vak Math. J. 83:267-273 (1958). 
24 Supplement to the article "On approximation of continuous functions in the 
metric fabl x(t)l dt,'" Czechoslovak Math. J. 83:464 (1958). 
25 On approximate solutions of linear equations in Banach spaces (in Russian), 
Cas. e~st. Mat. 83:389-398 (1958). 
26 On the closed graph theorem, Czechoslovak Math. J. 84:523-525 (1959). 
27 Biorthogonal systems reflexivity of Banach spaces, Czechoslovak Math. J. 
84:319-326 (1959). 
28 A combinatorial theorem on systems of inequalities and its application to 
analysis, Czechoslovak Math. J. 84:629-630 (1959). 
MIROSLAV FIEDLER AND VLASTIMIL PT/~K 25 
29 Norms, spectra and combinatorial properties of matrices (with J. Ma~'k), 
Czechoslovak Math. J. 85:181-196 (1960). 
30 Some inequalities for the spectrum of matrix (with M. Fiedler), Matematicko- 
fyzikdln{ Casopis SAV 3;148-166 (1960). 
31 On an iterative method of diagonalization of symmetric matrices (with 
M. Fiedler), Gas. Pdst. Mat. 85:18-36 (1960). 
32 Uber einen Typ yon S~itzen iiber abgeschlossene Abbildungen, Comment. Math. 
Univ. Carolin. 1:3-7 (1960). 
33 Completeness and the open mapping theorem (in Russian), Matematika 4:39-67 
(1960). 
34 On the closed-graph t eorem (in Russian), Matematika 4:69-72 (1960). 
35 The principle of uniform boundedness and the closed-graph theorems (in 
Russian), Matematika 6:133-138 (1962). 
36 Sur la meilleure approximation des transformations lin~aires par des transforma- 
tions de rang prescrit, C. R. Acad. Sci. Paris 254:3805-3807 (1962). 
37 On matrices with non-positive off-diagonal elements and positive principal 
minors (with M. Fiedler), Czechoslovak Math. J. 87:382-400 (1962). 
38 Norms and the spectral radius of matrices, Czechoslovak Math. J. 87:553-557 
(1962). 
39 Generalized norms of matrices and the location of the spectrum (with 
M. Fiedler), Czechoslovak Math. J. 87:558-571 (1962). 
40 The principle of uniform boundedness and the closed graph theorem, 
Czechoslovak Math.J. 87:523-528 (1962). 
41 Estimates and iterative methods for finding a simple eigenvalue of an almost 
reducible matrix (with M. Fiedler) (in Russian), Dokl. Akad. Nauk SSSR 
151:790-793 (1963). 
42 An extension theorem for separately continuous functions and its application to 
functional analysis, Comment. Math. Univ. Carolin. 4:109-116 (1963). 
43 A combinatorial lemma on the existence of convex means and its application to 
weak compactness, Proc. Symp. Pure Math. 7:437-450 (1963). 
44 On aggregation i  matrix theory and its application to numerical inverting of 
large matrices (with M. Fiedler), Bull. Acad. Polon. Sci. 12:757-759 (1963). 
45 Weak convergence of bounded sequences (with J. Rainwater), Proc. Amer. 
Math. Soc. 14:999 (1963). 
46 Extension of topological spaces and mathematical nalysis (in Russian), in Trudy 
Vsesojuznoj Konferencii po Topologii, Tashkent, 1963. 
47 An extension theorem for separately continuous functions and its application to 
functional analysis, Czechoslovak Math. J. 89:562-581 (1964). 
48 Estimates and iteration procedures for proper values of almost decomposable 
matrices, Czechoslovak Math. J. 89:593-608 (1964). 
49 Some open mapping theorems in LF-spaces. Math. Scand. 16:75-93 (1965). 
50 Some metric aspects of the open mapping and closed graph theorems, Math. 
Ann. 163:95-104 (1966). 
51 Some results on matrices of class K and their application to the convergence 
rate of iteration procedures (with M. Fiedler), Czechoslovak Math. J. 91:260-273 
(1966). 
26 ZDENEK VAVRiN 
52 On the spectrum of an element of a Banach algebra (in Czech), Cas. P~st. Mat. 
91:146-153 (1966). 
53 Some generalizations of positive definiteness and monotonicity (with M. Fiedler), 
Numer. Math. 9:163-172 (1966). 
54 Diagonally dominant matrices, Czechoslovak Math. J. 92:420-433 (1967). 
55 An extension theorem for separately continuous functions and its applications to 
functional analysis and game theory, in Proceedings of the Colloquium on 
Convexity, Copenhagen, 1965, pp. 242-243. 
56 Critical exponents, in Proceedings of the Colloquium on Convexity, Copen- 
hagen, 1965, pp. 244-248 (1967). 
57 Rayon spectral, norme des it6r~s d'un op6rateur et exposant critique, C. R. 
Acad. Sci. Paris 265:257-259 (1967). 
58 Spectral radius, norms of iterates and the critical exponent, Linear Algebra 
Appl. 1:245-260 (1968). 
59 Mappings into spaces of operators, Comment. Math. Univ. Carolin. 9:161-164 
(1968). 
60 A uniform boundedness theorem and mappings into spaces of operators, Studia 
Math. 31:425-431 (1968). 
61 Algebraic extensions of topological spaces, in Proceedings of the International 
Symposium on Extension Theory of Topological Structures, Berlin, 1967, 
Deutscher Verlag der Wissenschaft, 1969, pp. 179-188. 
62 A remark on compactness of embeddings, Comment. Math. Univ. Carolin. 
10:315-318 (1969). 
63 Simultaneous extension of two functionals, Czechoslovak Math. J. 94:553-566 
(1969). 
64 Openness of linear mapping in LF-spaces, Czechoslovak Math. J. 94:547-552 
(1969). 
65 Cyclic products and an inequality for determinants (with M. Fiedler), 
Czechoslovak Math. J. 94:428-451 (1969). 
66 A remark on closed mappings (in Czech), Cas. P~st. Mat. 95:402-410 (1970). 
67 Extension of sequentially continuous functionals in inductive limits of Banach 
spaces, Czechoslovak Math. J. 95:112-121 (1970). 
68 On the spectral radius in Banach algebras with involution, Bull. London Math. 
Soc. 2:327-334 (1970). 
69 A minimax inequality for operators and a related numerical range (with E. 
Asplund), Acta Math. (Uppsala) 126:53-62 (1971). 
70 Banach algebras with involution, in Proceedings ofthe Topological Symposium, 
Prague, 1971, pp. 363-369. 
71 Banach algebras with involution, Mannscripta Math. 6:245-290 (1972). 
72 Hermitian algebras, Bull. Acad. Polon. Sci. 20:995-998 (1972). 
73 On the spectral function of a normal operator (with P. Vrbovfi), Czechoslovak 
Math. J. 98:615-616 (1973). 
74 An abstract analog of an existence theorem for solutions of convolution equa- 
tions, Dokl. Akad. Nauk. SSSR 216:758-788 (1974). 
75 Deux th4or~mes de factorisation, C. R. Acad. Sci. Paris 278:1091-1094 (1974). 
76 A theorem of the closed graph type, Manuscripta Math. 13:109-130 (1974). 
MIROSLAV FIEDLER AND VLASTIMIL PTAK 27 
77 A quantitative r finement of the closed graph theorem, Czechoslovak Math. J. 
99:503-506 (1974). 
78 A quantitive xtension of the Perron-Frobenius theorem for doubly stochastic 
matrices (with M. Fiedler), Czechoslovak Math. J. 100:339-353 (1975). 
79 Concerning the rate of convergence of Newton's process, Comment. Math. 
Univ. Carolin. 16:699-705 (1975). 
80 Nondiscrete mathematical induction and iterative existence proofs, Linear 
Algebra Appl. 13:223-238 (1976). 
81 The rate of convergence of Newton's process, Numer. Math. 25:279-285 
(1976). 
82 A modification of Newton's method, Gas. P~st. Mat.lOl:188-194 (1976). 
83 Extreme operators on polyhedral cones (with M. Fiedler and E. Haynsworth), 
Linear Algebra Appl. 13:163-172 (1976). 
84 An inclusion theorem for normal operators, Acta Sci. Math. (Szeged) 38:149-158 
(1976). 
85 Continuit6 lipschitzienne du spectre comme fonction d'un op6rateur normal 
(with J. Zem~nek), Comment. Math. Univ. Carolin. 17:507-512 (1976). 
86 Isometric parts of operators and the critical exponent, Cas. P$st. Mat. 
101:383-388 (1976). 
87 The spectral radii of an operator and its modulus, Comment. Math. Univ. 
Carolin. 17:273-279 (1976). 
88 On uniform continuity of the spectral radius in Banach algebras (with 
J. Zem~nek), Manuscripta Math. 20:177-189 (1977). 
89 What should be a rate of convergence, RAIRO Anal. Nurn~r. 11:279-286 
(1977). 
90 Nondiscrete mathematical induction, in General Topology and Its Relation to 
Modern Analysis and Algebra, Lecture Notes in Math. 609, Springer-Verlag, 
1977, pp. 166-178. 
91 Singular supports I (with V. S. Retah), Cas. P~st. Mat. 102:382-388 (1977). 
92 On complete topological spaces, Amer. Math. Soc. Transl. 110:61-106 (1977). 
93 Perturbations and continuity of the spectrum, in Proceedings of the Conference 
on Operator Algebras, Leipzig, 1977. 
94 Diagonals of convex sets (with M. Fiedler), Czechoslovak Math. J. 103:25-44 
(1978). 
95 The rank of extreme positive operators on polyhedral cones (with M Fiedler), 
Czechoslovak Math. J. 103:45-55 (1978). 
96 Derivations, commutators and the radical, Manuscripta Math. 23:355-362 
(1978). 
97 An infinite companion matrix, Comment. Math. Univ. Carolin. 19:447-458 
(1978). 
98 A rate of convergence, Numer. Funct. Anal. Optim. 1:255-271 (1979). 
99 Stability of exactness, Comm. Math. (Poznah) 21:284-288 (1979). 
100 Commutators in Banach algebras, Proc. Edinburgh Math. Soc. 22:207-211 
(1979). 
101 A maximum problem for matrices, Linear Algebra Appl. 28:193-204 (1979). 
102 Factorization i Banach algebras, Studia Math. 65:279-285 (1979). 
28 ZDENF.K VAVRiN 
103 Critical exponents, in Proceedings of the Fourth Conference on Operator 
Theory, Timisoara, 1979, pp. 320-329. 
104 A lower bound for the spectral radius, Proc. Araer. Math. Soc. 80:435-440 
(1980). 
105 Functions of operators and the spectral radius (with N. J. Young), Linear 
Algebra Appl. 29:357-392 (1980). 
106 Nondiscrete induction and a double step second method (with F. A. Potra), 
Math. Scand. 46:236-250 (1980). 
107 Sharp error bounds for Newton's process (with F. A. Potra), Numer. Math. 
34:63-72 (1980). 
108 On a class of modified Newton processes (with F. A. Potra), Numer. Funct. 
Anal. Optim. 2:107-120 (1980). 
109 A generalization of the zero location theorem of Schur and Cohn (with N. J. 
Young), IEEE Trans. Automat. Control AC-25:978-980 (1980). 
110 A generalization of regula falsi (with F. A. Potra), Numer. Math. 36:333-346 
(1981). 
111 A equation of Lyapunov type, Linear Algebra Appl. 39:73-82 (1981). 
112 The discrete Lyapunov equation in controllable form, IEEE Trans. Automat. 
Control AC-26:580-581 (1981). 
113 Universal estimates of the spectral radius, in Spectral Theory, Banach Center 
Publ. 8, PWN, Warszawa, 1982, pp. 373-387. 
114 Zero location by Hermitian forms: The Singular case (with N. J. Young), Linear 
Algebra Appl. 43:181-196 (1982). 
115 A nonlinear subtraction theorem, Proc. Roy. Irish Acad. 82:47-53 (1982). 
116 Survey of some results in spectral theory obtained in Prague, in Spectral 
Theory, Banach Centre Publ. 8, PWN, Warszawa, 1982, 367-371. 
117 Biortbogonal systems and the infinite companion matrix, Linear Algebra Appl. 
49:57-78 (1983). 
118 Lyapunov equations and Cram matrices, Linear Algebra Appl. 49:33-55 (1983). 
119 Nondiscrete induction and an inversion-free modification of Newton's method, 
Cas. P$st. Mat. 108:333-341 ( 983). 
120 Uniqueness in the first maximum problem, Manuscripta Math. 42:101-104 
(1983). 
121 B~zoutians and projections, Linear Algebra Appl. 59:29-42 (1984). 
122 Explicit expressions for B~zoutians, Linear Algebra Appl. 59:43-54 (1984). 
123 Lyapunov, B~zout, and Hankel, Linear Algebra Appl. 58:363-390 (1985). 
124 A maximum problem for operators, Cas. P~st. Mat. 109:168-193 (1984). 
125 Extremal operators and oblique projections, Cas. P~st. Mat. 110:343-350 
(1985). 
126 Isometries in H 2, generating functions and extremal problems, Cas. P~st. Mat. 
110:33-57 (1985). 
127 Automatic ontinuity, local type and causality (with M. M. Neumann), Studia 
Math. 82:61-90 (1985). 
128 On the B~zoutian for polynomial matrices (with H. Wimmer), Linear Algebra 
Appl. 71:267-272 (1985). 
MIROSLAV FIEDLER AND VLASTIMIL PTAK 29 
129 A measure of thickness for families of sets (with A. Le~anovsk~), D/screte Math. 
58:35-44 (1986). 
130 Intertwining and testing matrices corresponding to a polynomial (with 
M. Fiedler), Linear Algebra Appl. 86:53-74 (1987). 
131 Hankel matrices and the infinite companion, Linear Algebra Appl. 81:199-206 
(1986). 
132 Operators of Toeplitz and Hankel type (with P. Vrbov~), Acta Sci. Math. 
(Szeged) 52:117-140 (1988). 
133 B~zoutians and intertwining matrices (with M. Fiedler), Linear Algebra Appl. 
86:43-51 (1987). 
134 An extremal problem for operators, Linear Algebra Appl. 84:213-226 (1986). 
135 An abstract model for compressions (with P. Vrbov~), Cas. P$st. Mat. 
113:252-266 (1988). 
136 Loewner and B~zout matrices (with M. Fiedler), Linear Algebra Appl. 
101:187-220 (1988). 
137 Algebraic spectral subspaces (with P. Vrbov~), Cas. P$st. Mat. 113:252-266 
(1988). 
138 Lifting intertwining relations (with P. Vrbov~t), Integral Equations Operator 
Theory 11:128-147 (1988). 
139 Extensions of intertwining relations (with P. Vrbov~), Integral Equations Opera- 
tor Theory 12:227-240 (1989). 
140 Linear fractional transformations and companion matrices, Comment. Math. 
Univ. Carolin. 29:279-284 (1988). 
141 An operator theoretic approach to theorems of the Pick-Nevanlinna and 
Carath~odory types, Manuscripta Math. 62:131-144 (1988). 
142 Iterative processes, functional inequations and the Newton method, Exposition. 
Math. 7:49-68 (1989). 
143 Construction of dilations, Exposition. Math. 10:151-170 (1992). 
144 Thickness of families of sets and a minimax lemma, Discrete Math. 108:175-181 
(1992). 
145 Extremal problems and the infinite companion, Mitt. Math. Ges. Hamburg 
1023-1032 (1992). 
146 Contractive couplings (with P. Vrbov~), Czechoslovak Math. J. 117:657-673 
(1992). 
147 An abstract analogon of the de Branges-Rovnyak functional model (with 
P. Vrbov~), lntegral Equations Operator Theory 16:565-599 (1993). 
148 The infinite companion matrix, Linear Algebra Appl. 166:65-95 (1992). 
149 B~zout, Hankel, and Loewner matrices (with Z. Vav~n), Linear Algebra Appl. 
184:13-36 (1993). 
150 Critical exponents, in Handbook of Convex Geometry, Elsevier Science, 1993, 
pp. 1237-1257. 
151 Decompositions of the infinite companion and interpolation, Linear Algebra 
Appl., 215:161-179 (1995). 
152 Characteristics of Hankel matrices, Czechoslovak Math. J., to appear. 
153 Generalized couplings, Czechoslovak Math. J., to appear. 
Received 14 October 1993; j~nal manuscript accepted 3 January 1995 
