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Abstract
With the deluge of digitized information in the Big Data era, massive datasets are becoming
increasingly available for learning predictive models. However, in many situations, the poor
control of data acquisition processes may naturally jeopardize the outputs of machine-learning
algorithms and selection bias issues are now the subject of much attention in the literature.
It is precisely the purpose of the present article to investigate how to extend Empirical Risk
Minimization (ERM), the main paradigm of statistical learning, when the training observations
are generated from biased models, i.e. from distributions that are different from that of the
data in the test/prediction stage. Precisely, we show how to build a ’nearly debiased’ training
statistical population from biased samples and the related biasing functions following in
the footsteps of the approach originally proposed in [16] and study, from a non asymptotic
perspective, the performance of minimizers of an empirical version of the risk computed from
the statistical population thus constructed. Remarkably, the learning rate achieved by this
procedure is of the same order as that attained in absence of any selection bias phenomenon.
Beyond these theoretical guarantees, illustrative experimental results supporting the relevance
of the algorithmic approach promoted in this paper are also displayed.
1 Introduction
In the standard setting of binary classification, the flagship problem in statistical learning, (X,Y)
is a random pair defined on a probability space with unknown joint probability distribution P
(referred to as the test distribution), the random vector X, valued in X ⊂ Rd, modeling some
information supposedly useful to predict the random binary label Y , taking its values in {−1,+1}.
The objective is to build, from a training examples Dn = {(X1,Y1), . . . , (Xn,Yn)}, composed of
n ≥ 1 independent copies of (X,Y), a Borelian predictive function (i.e. a classifier) g : X →
{−1,+1} minimizing the error probability (i.e. the risk) of the decision LP(g) = P{Y , g(X)}. It is
well-known that the optimal solution is given by the Bayes classifier g∗(x) = 2 I{η(x) ≥ 1/2} − 1,
where η(X) = P{Y = 1 | X} denotes the posterior probability, and the risk minimum is L∗P =
E[min{η(X), 1 − η(X)}]. Empirical Risk Minimization (ERM in short, refer to e.g. [4]) consists in
solving the minimization problem ming∈G L̂n(g), where L̂n(g) is a statistical estimator of the risk
L(g), generally obtained by replacing P in LP with the empirical distribution of the (Xi,Yi)’s, and
G is a class of predictive rules hopefully rich enough to contain an accurate approximant of g∗.
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In this case, the empirical risk is the statistical average L̂n(g) = (1/n)
∑n
i=1 I{Yi , g(Xi)}, denoting
the indicator function of any event E by I{E}. The performance of empirical risk minimizers gˆn
(i.e. solutions of the ERM problem), measured through the excess of risk LP(g) − L∗P, has been
studied in several situations, assuming various complexity conditions for the class G over which
the learning task is achieved (e.g. VC dimension, metric entropies or Rademacher averages), by
means of concentration inequalities for empirical processes, see e.g. [2]. Motivated by the poor
control of the data acquisition process in many applications (see e.g. [15]), the purpose of the
present article is to investigate the selection bias problem in machine-learning, that is to say the
situation where the samples at disposal for learning a predictive rule g are not distributed as P.
Indeed, as shown in [1], [17] or [3] among others, representativeness issues do not vanish simply
under the effect of the size of the training set of examples and ignoring selection bias issues may
dramatically jeopardize the outputs of machine-learning algorithm. Special cases of this situation
have been considered in the literature, for which dedicated approaches have been developed, see
e.g. [9] or [10]. For instance, the case where some errors occur among the labels of the training
data is studied in [11], while ERM is extended to the framework of survey training data (when
inclusion probabilities are known) in [12] and statistical learning of regression models in the
context of right censored training observations is considered in [13]. Focus is here on the case
where statistical learning is based on training data sampled from general selection bias models, as
originally introduced in [16] in the context of asymptotic nonparametric estimation of cumulative
distribution functions, see also [6]. This very general biased sampling framework accounts for
many situations encountered in practice, covering for instance the (far from uncommon) situation
where the samples available to learn a binary classifier g(x) do not correspond to independent
realizations of distribution P but are sampled from conditional distributions of (X,Y) given that
X lies in specific subsets of the input space X (assuming that the union of these subsets is equal
to X’s support). In this setting, we extend ERM to the case of biased training data. Precisely,
we propose to build a ’nearly unbiased’ risk estimate from the biased samples available and the
related biasing functions. We establish a tail probability bound for the maximal deviations between
the true risk functional and the estimate thus constructed and, based on this result, we prove that
minimizers of the ’debiased empirical risk’ achieve learning rate bounds that are of the same order
as those attained by empirical risk minimizers in absence of any bias mechanism. We also present
the results of various numerical experiments, based on synthetic and real data, that provide strong
empirical evidence of the relevance of the approach we propose.
The article is structured as follows. In section 2, basics on selection bias models are briefly
recalled and the framework for statistical learning based on biased training samples is described
at length. The general algorithmic approach extending the ERM methodology to this setting
is detailed in section 3, where theoretical results guaranteeing its generalization capacity are
also stated. Illustrative experimental results are displayed in section 4, while technical proofs
are deferred to the Appendix section. Additional details and experiments can be found in the
Supplementary Material (SM).
2 Background and Preliminaries
As a first go, we describe precisely the probabilistic framework for ERM based on biased training
data we consider and next briefly recall the rationale behind the approach to nonparametric
estimation in biased sampling models developed in [16], which the methodology we study in the
subsequent analysis relies on. Here and throughout, we denote by buc the integer part of any real
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number u, by δa the Dirac mass at any point a, by ||U ||∞ the essential supremum of any real-valued
r.v. U.
2.1 Learning from Biased Samples - The Probabilistic Framework
Let Z be a random vector, taking its values in Z ⊂ Rq, q ≥ 1, with unknown distribution P(dz)
and Θ a decision space. Consider a certain loss function ψ : Rq × Θ→ R+ that is P-integrable for
any decision rule θ ∈ Θ. Given this theoretical framework, we are interested in solving the risk
minimization problem
min
θ∈Θ
LP(θ), (1)
where LP : θ ∈ Θ 7→ EP[ψ(Z, θ)] ∈ R+ is called the risk function. In the biased sampling situation
we consider here, we cannot rely on the observation of independent copies Z1, . . . , Zn of Z.
Statistical learning must be based instead on the observation of K ≥ 1 independent biased i.i.d.
samples Dk = {Zk,1, . . . , Zk,nk } of size nk ≥ 1. We denote by n = n1 + . . . + nK the size of the
pooled sample and assume that the following classic condition in the multiple sample setting holds
true.
Assumption 1. There exist C < +∞, λmin, λ > 0, and (λ1, . . . , λK) ∈ [λmin, 1)K with λ1+. . .+λK =
1 such that, for all k ∈ {1, . . . , K},
|λk − nk/n| ≤ C/
√
n, (2)
and λ ≤ nk/n for all n, k.
Remark 1. We point out that, in the situation where the vector of sample sizes (n1, . . . , nK)
is random, distributed as a multinomial of size n with parameters (λ1, . . . , λk), the bounds (2)
simultaneously hold true for an appropriate constant C with overwhelming probability. Using
Hoeffding’s inequality (see [8]) combined with the union bound for instance, one obtain that,
for any δ ∈ (0, 1), all these conditions are fulfilled with probability larger than 1 − δ with
C =
√
log(K/δ)/2 and λ ≤ mink λk − C/√n provided that n > C2/mink λk. For simplicity, we
restrict the subsequent analysis to the situation where the sample sizes are deterministic, the
straightforward extension to the random case being left to the reader.
We suppose that the distribution Pk of the Zk,i’s, 1 ≤ k ≤ K, is absolutely continuous w.r.t.
distribution P and assume that it is related to it through a known biasing function ωk(z):
∀z ∈ Z, dPk
dP
(z) =
ωk(z)
Ωk
,
where Ωk = EP[ωk(Z)] =
∫
Z ωk(z)P(dz). Notice that, just like P, the Ωk’s are unknown. This very
general framework includes a wide variety of situations encountered in practice, as illustrated by
the following examples.
Example 1. We place ourselves in the context of binary classification: Z = (X,Y), Z = X ×
{−1, +1}, q = d + 1, Θ = G and ψ((X,Y), g) = I{Y , g(X)}. Consider K ≥ 1 subsets X1, . . . , XK
of the input space X s.t. µ(Xk) > 0 for all k ∈ {1, . . . , K}, denoting X’s marginal distribution by
µ. The case where only labeled examples with input observations in Xk can be collected to form
sampleDk, 1 ≤ k ≤ K, corresponds to the situation where ωk(Z) = I{X ∈ Xk}. In this case, Pk is
(X,Y)’s conditional distribution given X ∈ Xk.
3
Example 2. Consider the distribution-free regression framework, where T is a bounded random
duration (i.e. a nonnegative r.v. T such that ||T ||∞ < +∞) and X is a random vector valued in
X ⊂ Rd defined on the same probability space and supposedly useful to predict T . The goal is to
learn a regression function h : X → R in a classH of bounded functions with minimum quadratic
risk. In this case, Z = (X,T ),Z = X × R+, q = d + 1, Θ = H and ψ((X,T ), h) = (T − h(X))2. Let
K ≥ 1 and 0 < τ1 < · · · τK−1 < τK = ||T ||∞. Consider the case where, for k ∈ {1, . . . , K}, the
sample Dk is formed of censored observations with a deterministic right censorship, copies of
the pair (X,min{T, τk}). This corresponds to the situation where ωk(Z) = I{T ≤ τk} and Pk is the
conditional distribution of (X,T ) given T ≤ τk.
The following technical assumptions are required in the rate bound analysis carried out in the
next section. As shall be explained below, these hypotheses permit to build a nearly unbiased
estimator Pˆn of P from the samplesDk and the biasing functions ωk and establish next tail bounds
for the maximal deviation supθ∈Θ |LPˆn (θ) − LP(θ)| under appropriate complexity assumptions.
Assumption 2. The union of the supports of the biased distributions Pk is equal to Supp(P), the
support of distribution P:
Supp(P) =
K⋃
k=1
{z ∈ Z : ωk(z) > 0} . (3)
Let κ > 0 and Gκ = (V, A) the (undirected) graph with vertices in V = {1, . . . , K} and
adjacency matrix A = (ak,l)1≤k,l≤K defined by ak,l = I{EP[ωk(Z)ωl(Z)] ≥ κ}, i.e. vertices k and l are
connected iff EP[ωk(Z)ωl(Z)] ≥ κ.
Assumption 3. The graph Gκ is connected.
From an algebraic viewpoint, one may classically check whether Assumption 2 is fulfilled
or not by examining the spectrum of the Laplacian matrix of G that is L := D − A, where
D = diag(d1, . . . , dK), with dk =
∑
l,k ak,l, is the degree matrix: Assumption 2 is satisfied iff the
multiplicity of L’s eigenvalue 0 is equal to one, see e.g. [7].
Assumption 4. Let ξ > 0. For all k ∈ {1, . . . , K}, Ωk ≥ ξ.
Assumption 5. ∃ m,M > 0, m ≤ infz maxk≤K ωk(z) and supz maxk≤K ωk(z) ≤ M.
Remark 2. We point out that, in Example 1, Assumption 2 simply means that X = X1 ∪ · · · ∪ XK ,
Assumption 4 that µ(Xk) ≥ ξ for all k ∈ {1, . . . , K}, Assumption 5 is always fulfilled with m, M = 1
and Assumption 3 can be checked in a simple manner, insofar as we have: ∀1 ≤ k , l ≤ K,
ek,l = +1⇔ µ (Xk ∩ Xl) ≥ κ.
In Example 2, Assumption 2 is always fulfilled by construction, just like Assumption 5 with
m, M = 1, Assumption 4 means that P{T ≤ τ1} ≥ ξ, whereas Assumption 3 is always true for any
κ ≤ ξ.
2.2 Building an Empirical Error Estimate
The goal pursued is to build an estimator of the unknown risk LP based on the independent biased
samplesD1, . . . , DK . The risk estimation procedure we consider here follows in the footsteps of
the cdf estimation technique in biased models introduced in the seminal contribution [16] (which,
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incidentally, can be interpreted as nonparametric maximum likelihood estimation). Ignoring the
bias selection issue, one may compute the empirical distribution based on the whole pooled sample
P˜n =
1
n
K∑
k=1
nk∑
i=1
δZk,i =
K∑
k=1
(nk/n)Pˆk,
where Pˆk = (1/nk)
∑
i≤nk δZk,i is the empirical ditribution based on (biased) sample Dk, k ∈{1, . . . , K}. This discrete random measure is a natural estimator of the linear convex combination
of the Pk’s given by P¯ =
∑
k≤K λkPk, which is absolutely continuous w.r.t. P and its density can be
written as
dP¯
dP
(z) =
K∑
k=1
λk
Ωk
ωk(z).
Under Assumption 2, it is strictly positive on the whole support of Z, so that one can write:
P(dz) =
 K∑
k=1
λk
Ωk
ωk(z)
−1 · P¯(dz). (4)
Hence, if estimates Ωˆk of the unknown expectations EP[ωk(Z)] were at our disposal, one could
immediately form a plug-in estimator by replacing P¯ and the Ωk’s in (4) with their statistical
versions, namely P˜n and the Ωˆk’s:
Pˆn(dz) =
 K∑
k=1
nk
nΩˆk
ωk(z)
−1 · P˜n(dz). (5)
In order to estimate the vector Ω = (Ω1, . . . , ΩK), observe that it straightforwardly follows from
(4) that it is solution of the system of equations
1 = (Γ1(W), . . . , ΓK(W)), (6)
where 1 denotes the K-dimensional vector with all components equal to 1 and, for any k ∈
{1, . . . , K} and all W = (W1, . . . , WK) ∈ (R∗+)K ,
Γk(W) =
1
Wk
∫
z∈Z
ωk(z)∑K
l=1(λl/Wl)ωl(z)
P¯(dz). (7)
A natural (M-estimation) method to recover Ω approximately consists in solving a statistical
version of the system above
1 =
(
Γˆ1(W), . . . , ΓˆK(W)
)
, (8)
the Γˆl(W)’s being built by replacing λl and P˜ in (7) with nl/n and P˜n respectively. In addition,
since the Γˆk(W)’s are homogeneous of degree 0 (just like the Γk(W)’s), observe that one may build
an estimator of P from any solution W of system (8) by considering
Pˆn =
K∑
k=1
nk∑
i=1

(∑K
l=1(nl/(nWl))ωl(Zk,i)
)−1
∑K
m=1
∑nm
j=1
(∑K
l=1(nl/(nWl))ωl(Zm, j)
)−1
 δZk,i . (9)
Under a slightly weaker version of Assumption 3, this inference technique has been investigated
from an asymptotic perspective in the context of cumulative distribution function estimation in [6].
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3 Empirical Risk Minimization in Biased Sampling Models
We now describe at length the approach to ERM based on biased training data we promote and
prove next non asymptotic rate bounds establishing the generalization capacity of minimizers of
the risk estimate proposed.
3.1 ERM based on Biased Samples - The Algorithm
The ERM variant we propose in the context of biased training data consists in replacing distribution
P in the risk minimization problem (1) by the estimate (9). It is summarized below.
ERM based on biased training samples
• Input. SamplesDk = {Zk,1, l = 1, . . . , nk} and biasing functions ωk(z), 1 ≤ k ≤ K.
• Debiasing the empirical distribution. Form the raw distribution based on the pooled
sample
P˜n =
1
n
K∑
k=1
nk∑
i=1
δZk,i ,
(i) compute the functions given by: ∀W ∈ (R∗+)K ,
Γˆk(W) =
1
Wk
∫
z∈Z
ωk(z)∑K
l=1((nl/n)/Wl)ωl(z)
P˜n(dz) for k = {1, . . . , K};
(ii) solve system (8), producing a solution Wˆ in (R∗+)K such that WˆK,n = 1;
(iii) for k = 1 to K and for i = 1 to nk, compute the weights
pik,i =
(∑K
l=1(nl/(nWˆl))ωl(Zk,i)
)−1
∑K
m=1
∑nm
j=1
(∑K
l=1(nl/(nWˆl))ωl(Zm, j)
)−1 ,
so as to form the ’debiased’ distribution estimate Pˆn =
∑K
k=1
∑nk
i=1 pik,iδZk,i .
• ERM. Based on the empirical risk
Lˆn(θ) := LPˆn (θ) =
K∑
k=1
nk∑
i=1
pik,iψ(Zk,i, θ), (10)
solve the ERM problem minθ∈Θ Lˆn(θ), in order to produce the solution θˆn .
As discussed at length in the SM, solving system (8) boils down to finding the root of the
gradient of a convex function. The system solving can thus be tackled through gradient descent
with constant step size and a solution is always found. Additionally, with high probability, this
function is strictly convex (see Proposition 1 in the Appendix section), garanteeing uniqueness of
the minimizer. Otherwise, two options can be considered: take any of the minimizers or simply
ignore selection bias and perform ERM based on the raw empirical distribution. Discussing how to
perform minimization of the risk (10) (or of a smooth/penalized version of it) in practice is beyond
the scope of the present paper. However, as mentioned in section 4, one may straightforwardly
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combine any popular ERM-like learning algorithm with the generic algorithmic approach described
above.
Remark 3. (Plug-in vs Sampling) From a practical perspective, rather than modifying the objective
function using the weights computed at step (iii) in the program implementing the ERM-like
procedure considered for learning a predictive rule (e.g. SVM or Boosting in classification),
one may alternatively sample from distribution (9) given the original data to generate training
observations feeding next an untouched version of the learning algorithm.
3.2 Main Results - Generalization Ability
We now investigate the performance of minimizers of the risk estimate (10) under the technical
assumption below, see e.g. [14].
Assumption 6. The collection of functions F = {ψ(·, θ) : θ ∈ Θ} is a uniform Donsker class
(relative to L1) with polynomial uniform covering numbers, i.e. there exist constants C0 > 0 and
r ≥ 1 such that: ∀ζ > 0,
sup
Q
N(ζ, F , L1(Q)) ≤ C0(1/ζ)r,
where the supremum is taken over the set of probability measures Q onZ and N(ζ, F , L1(Q))
denotes the number of L1(Q) balls of radius ζ > 0 needed to cover class F .
Remark 4. The hypothesis above is a classic complexity assumption. Of course, the subsequent
rate bound analysis can be straightforwardly extended to settings involving alternative complexity
conditions (e.g. finite VC dimension, Rademacher averages). For instance, in the binary classifi-
cation example, recall that if the collection of classifiers G considered is of finite VC dimension
V < +∞, then the collection of functions {(x, y) ∈ X × {−1, +1} 7→ I{Y , g(X)}, g ∈ G} satisfies
Assumption 6 with r = 2(V − 1) and KV(4e)V ≤ C, where K is a universal constant, see e.g.
Theorem 2.6.4 in [14].
The result stated below provides a tail bound for the maximal deviations between the risk
estimator (10) and the true risk. A sketch of proof is given in the Appendix, details being deferred
to the SM.
Theorem 1. Suppose that Assumptions 1-6 are fulfilled. Then there exist positive constants
c0,C′′1 ,C
′′
2 ,C
′′
3 such that for any δ ∈]0, 1−K2e−c0n[ it holds with probability at least 1−K2e−c0n−δ:
sup
θ∈Θ
∣∣∣Lˆn(θ) − L(θ)∣∣∣ ≤ √K
C′′1
√
1
n
log
(
16C0K3nr/2
δ
)
+
C′′2 K√
n
 + C′′3√n . (11)
The bound stated below for the excess of risk of rules obtained by minimization of (10)
immediately results from the standard bound
L(θˆn) − inf
θ∈Θ
L(θ) ≤ 2 sup
θ∈Θ
∣∣∣Lˆn(θ) − L(θ)∣∣∣ ,
combined with Theorem 1. Remarkably, it reveals that minimizers of the ’debiased’ version of the
empirical risk achieve exactly the same learning rate as minimizers of the (unbiased) empirical
risk based on n ≥ 1 independent observations Z1, . . . , Zn drawn from the test distribution P.
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Corollary 1. Suppose that the hypotheses of Theorem 1 are fulfilled. Let θˆn be any minimizer of
(10) Then, for any δ ∈ (0, 1), we have with probability at least 1 − δ: ∀n ≥ 1,
L(θˆn) − inf
θ∈Θ
L(θ) ≤ 2√K
C′′1
√
1
n
log
(
32C0K3nr/2
δ
)
+
C′′2 K√
n
 + C′′3√n , (12)
as soon as n ≥ log(2K2/δ)/c0, where c0,C′′1 ,C′′2 , C′′3 are the same constants as those in Theorem
1.
An analogous bound for the expectation of the risk excess of minimizers (10) can be proved
using the same argument, details are left to the reader.
4 Numerical Experiments
In this section we display numerical results illustrating the performance of the extension of the
ERM approach we propose when training data suffer from bias selection. First, observe that the
procedure is by no means computationally expensive, the sole difference with standard methods
lying in the computation of the weights involved in the risk functional. In addition, it can be
readily implemented with most machine-learning software environments, using the sample_weight
option in the learning stage to incorporate, in a plug-in manner and at low computational cost,
the empirical risk debiasing step. For illustration purpose, synthetic numerical experiments have
been run. The toy data consist of 1000 train and 300 test realizations of a 3-dimensional standard
Gaussian random variable. The goal is to predict the expected norm of the r.v. through different
learning procedures: Linear Regression (LR), Kernel Ridge Regression (KRR), Support Vector
Regression (SVR) and Random Forest (RF). They are implemented with default hyperparameters,
as focus is not on the performances per se, but rather on the impact of debiased ERM approach for
a given model. The biasing functions are indicator functions of certain subsets of R3 (in the core
text one of these sets is the entire set), chosen according to different scenarios, so as to contrast the
debiasing effects. For a given scenario, the upper row shows the error obtained without debiasing,
the middle one that produced by biased ERM, and the bottom one that obtained when training is
performed on the non-biased sample only. Table 1 provides results when the norm is biased: one
could perfectly imagine that sensors used to collect the data are more/less sensitive to realizations
with small/large norm, leading to such selection bias. The full table is displayed in the SM, as well
as experiments when only one of the components is biased. In scenario b), K = 2, and points are
strongly (90/10) biased around 0. Standard ERM tends to underestimate the target norm while
ERM on the unbiased dataset lacks data: biased ERM outperforms these methods except for SVR,
that presents the smallest error. Scenario c) is similar to scenario b), with softer selection bias
around 0 (50/50). Debiasing is still of interest, even if the improvement is less spectacular, as
expected. As for scenario f), K = 3 and selection bias also occurs around 0. As may be confirmed
by additional experiments, debiased ERM outperforms standard ERM for all methods in presence
of bias selection.
In many practical applications, the data acquisition process cannot be fully mastered, infor-
mation is collected in several goes over specific strata of the population of interest and statistical
learning then relies on a collection of biased data samples. It is the purpose of the procedure inves-
tigated in this paper to address this crucial issue. Consider the Boston housing dataset problem,
where the price of a house is to be predicted based on 14 attributes, such as the number of rooms or
neighborhood statistics. One may easily imagine that the dataset at disposal is actually composed
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Table 1: Estimation errors for 3 scenarios when bias is on the vector’s norm (average over 1000
runs)
LR KRR SVR RF
1.30e+0 ± 9.81e-2 3.18e-1 ± 7.46e-2 3.77e-2 ± 1.18e-2 1.45e-1 ± 3.20e-2
Sc. b) 4.83e-1 ± 4.81e-2 1.81e-1 ± 5.64e-2 4.42e-2 ± 1.33e-2 1.18e-1 ± 2.78e-2
4.84e-1 ± 4.88e-2 3.40e-1 ± 7.75e-2 3.04e-2 ± 9.71e-3 1.31e-1 ± 2.77e-2
7.21e-1 ± 6.63e-2 1.05e-1 ± 3.68e-2 1.01e-2 ± 4.03e-3 5.22e-2 ± 1.08e-2
Sc. c) 4.61e-1 ± 3.80e-2 7.66e-2 ± 3.13e-2 1.03e-2 ± 3.73e-3 4.53e-2 ± 9.03e-3
4.61e-1 ± 3.80e-2 1.03e-1 ± 3.66e-2 1.06e-2 ± 4.06e-3 4.63e-2 ± 8.93e-3
7.08e-1 ± 6.80e-2 1.01e-1 ± 3.55e-2 9.72e-3 ± 3.61e-3 5.11e-2 ± 1.08e-2
Sc. f) 4.59e-1 ± 3.91e-2 7.40e-2 ± 2.99e-2 9.85e-3 ± 3.36e-3 4.44e-2 ± 8.82e-3
4.65e-1 ± 4.10e-2 1.69e-1 ± 5.10e-2 1.67e-2 ± 5.77e-3 6.86e-2 ± 1.46e-2
of two samples: one large open dataset, in which the most expensive houses do not appear, and a
second one, unbiased but smaller (taken e.g. from an estate agency). This setting can be simulated
the following way: from the 500 observations available, 400 are kept as a first training sample.
Two samples are then derived from it: a biased one with the cheapest houses of size 250, and an
unbiased one of size 50 (the total number of observations is necessarily smaller than 400, otherwise
no selection bias would occur). Models are trained on the 300 selected observations, and tested
on the other 100 ones first set aside. Numerical results are displayed in Table 2, and confirm that
ignoring selection bias in the learning procedure jeopardizes all the algorithms, while endorsing
the relevance of the approach we promote.
Table 2: Mean Squared Errors on the Boston housing dataset (average over 100 runs)
LR SVR RF
Standard ERM 30.15 ± 5.35 103.34 ± 10.57 21.02 ± 5.10
Debiased ERM 28.34 ± 3.47 85.30 ± 10.83 19.51 ± 5.00
5 Conclusion
In this article, we have provided a sound methodology to address bias selection issues in statistical
learning. We have extended the paradigmatic ERM approach to the situation where learning
is based on biased training samples. In contrast to alternative techniques documented in the
literature, the method proposed is very general and can be possibly applied to any ERM-like
learning algorithm straightforwardly. It relies on a preliminary debiasing of the raw empirical risk
functional in the spirit of the procedure introduced in [16] for cdf estimation in biased sampling
models. The theoretical analysis carried out under mild assumptions reveals that the learning rate
9
thus achieved is the same as that attained in absence of any selection bias phenomenon, which is
also empirically confirmed by the illustrative examples displayed in this paper.
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Appendix - Technical Proof (Sketch of)
Here we sketch the proof of Theorem 1. Due to space limitations, some technical details and the
proofs of intermediary results are deferred to the Supplementary Material. As a first go, we recall
the following result, establishing the existence of a unique solution W∗ of system (6) (up to the
homogeneity property).
Lemma 1. ([6], Proposition 1.1) Suppose that Assumption 3 is fulfilled. Then, system (6) has a
unique solution W∗ = (W∗1 , . . . , W
∗
K) such that W
∗
K = 1.
Embracing a M-estimation view, a natural estimate of W∗ is achieved by solving (8), the
statistical version of system (6) obtained by replacing P¯ with P˜n and λk with λˆk := nk/n for
k ∈ {1, . . . , K}. The following result reveals that the (empirical) system has a unique (up to the
homogeneity property) solution with overwhelming probability.
Proposition 1. Suppose that the Assumptions of Theorem 1 are fulfilled. Then, there exists a
constant c0 > 0, depending only on κ, λ and M, such that system (8) admits a unique solution
Wˆn = (Wˆn,1, . . . , Wˆn,K) such that Wˆn,K = 1 with probability at least 1 − K2e−c0n.
Now that existence of a (unique) solution Wˆn of system (8) is ensured with high probability,
the second step of the proof consists in controlling its deviation from the solution W∗ of the “true”
system in a nonasymptotic fashion. It is the purpose of the following result.
Proposition 2. Suppose that Assumption 1 is fulfilled. Then, there exist C1,C2 > 0 such that
for anyy δ > 0 we have with probability at least 1 − δ: system (8) has a unique solution Wˆn s.t.
Wˆn,K = 1 and ∥∥∥Wˆn −W∗∥∥∥ ≤ √K C1
√
log
(
2K2/δ
)
n
+
C2K√
n
 .
However, one must estimateΩ rather thanW∗. Hopefully, it can be recovered fromW∗. Indeed,
for l ≤ K, we have
Ωl =
∫
ωl(z)P(dz) =
∫
ωl(z)P(dz)∫
P(dz)
=
∫
ωl(z)
(∑K
k=1
λkωk(z)
Ωk
)−1
P¯(dz)∫ (∑K
k=1
λkωk(z)
Ωk
)−1
P¯(dz)
=
W∗l∫ (∑K
k=1
λkωk(z)
W∗k
)−1
P¯(dz)
.
The result stated below provides a sharp control of the deviations of the natural estimate Ωˆn,l =
Wˆn,l/
∫ (
1/
∑K
k=1
λˆkωk(z)
Wˆn,k
)
P˜n(dz).
Proposition 3. Suppose that Assumptions 1 and 5 are fulfilled. Then, there exist C′1,C
′
2 > 0 such
that for every δ > 0 we have with probability at least 1 − δ: system (8) has a unique solution Wˆn
s.t. Wˆn,K = 1 and
∀ l ≤ K, ∣∣∣Ωˆn,l −Ωl∣∣∣ ≤ √K C′1
√
1
n
log
8K3
δ
+
C′2K√
n
 ,
which implies
∥∥∥Ωˆn −Ω∥∥∥ ≤ K C′1
√
1
n
log
8K3
δ
+
C′2K√
n
 .
11
The bound for the deviation between Ωˆn andΩ permits to describe the concentration properties
of the empirical process
|Lˆn(θ) − L(θ)| =
∣∣∣∣∣∣∣
∫
(1/
K∑
k=1
λˆkωk(z)
Ωˆn,k
)ψ(z, θ)P˜n(dz) −
∫
(1/
K∑
k=1
λkωk(z)
Ωk
)ψ(z, θ)P¯(dz)
∣∣∣∣∣∣∣ , θ ∈ Θ,
as revealed by the following result.
Proposition 4. Suppose that Assumptions 1 and 5 are fulfilled. Then, there exist C′′1 ,C
′′
2 > 0 such
that for all θ ∈ Θ, any δ > 0, we have with probability larger than 1 − δ: system (8) has a unique
solution Wˆn s.t. Wˆn,K = 1 and
∣∣∣Lˆn(θ) − L(θ)∣∣∣ ≤ √K C′′1
√
1
n
log
16K3
δ
+
C′′2 K√
n
 .
Finally, the maximal deviation bound stated in Theorem 1 is obtained from the pointwise
bound of Proposition 4 combined with a classic chaining argument (see e.g. [5]), involving the
complexity of class F , cf Assumption 6. More details are given in the Supplementary Material.
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Supplementary Material - Technical Details
Proof of Proposition 1
First, define the directed graph G˜n with vertices {1, . . . , K} and link k → l if and only if∫
I{ωk > 0}(z)Pˆl(dz) > 0, or equivalently if and only if Ωl
∫
ωk(z)Pˆl(dz) > 0.
The graph G˜n is said to be strongly connected when, for any pair of vertices (k, l), there exist a
directed path from k to l and a directed path from l to k. It is proved in [16] (see also Theorem 1.1
in [6]) that this is a necessary and sufficient condition for system (8) to have a unique solution (up
to the homogeneity property).
Lemma 2. ([6], Theorem 1.1) System (8) has a unique solution s.t. Wˆn,K = 1 iff G˜n is strongly
connected.
From an asymptotic perspective, a direct application of the strong law of large numbers ensures
that, under Assumption 3, the strong connectivity property is fulfilled for n large enough with
probability one (cf Corollary 1.1 in [16]). The rest of the proof is dedicated to a nonasymptotic
analysis of the phenomenon.
Let nE be the number of edges in Gκ. By definition nE ≤ K(K − 1)/2. Now let k, l ≤ K be
a pair linked in Gκ. By definition EP[ωk(Z)ωl(Z)] ≥ κ. Since 0 ≤ ωk(z) ≤ M for all k and all z,
Hoeffding’s inequality yields that for any t > 0,
P
{
Ωk
∫
ωk(z)Pˆl(dz) − EP[ωk(z)ωl(z)] ≤ −t
}
≤ exp
(
−2nlt
2
M2
)
≤ exp
(
−2λnt
2
M2
)
,
P
{
Ωl
∫
ωl(z)Pˆk(dz) − EP[ωk(z)ωl(z)] ≤ −t
}
≤ exp
(
−2nkt
2
M2
)
≤ exp
(
−2λnt
2
M2
)
.
Choosing t = κ > 0, the union bound gives that it holds with probability at least 1 − 2e−2λκ2n/M2
both at the same time k → l, and l→ k in G˜n. Proceeding analogously for every pair connected in
Gκ, we get that with probability at least 1 − 2nEe−2λκ2n/M2 all pairs connected in Gκ are connected
both ways in G˜n. Since Gκ is assumed to be connected, this implies that G˜n is strongly connected.
Noticing that nE ≤ K2/2 and setting c0 = 2λκ2/M2, the proof is finished by applying Lemma
2.
Proof of Proposition 2
Additional notations are required to prove the desired result. For any u = (u1, . . . , uk) ∈ RK , define:
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D¯(u) =
∫
log
 K∑
k=1
eukωk(z)
 P¯(dz) − K∑
k=1
λkuk, u∗ = argmin
u
D¯(u),
Dˆn(u) =
∫
log
 K∑
k=1
eukωk(z)
 P˜n(dz) − K∑
k=1
λˆkuk, uˆn = argmin
u
Dˆn(u),
D¯′ such that D¯′(u)l =
∫
eulωl(z)∑K
k=1 eukωk(z)
P¯(dz) − λl for l ≤ L,
Dˆ′n such that Dˆ
′
n(u)l =
∫
eulωl(z)∑K
k=1 eukωk(z)
P˜n(dz) − λˆl for l ≤ L,
D¯′′ such that
[
D¯′′(u)
]
l,l′
=
∫  eulωl(z)δll′∑K
k=1 eukωk(z)
− e
ulωl(z)eul′ωl′ (z)(∑K
k=1 eukωk(z)
)2
 P¯(dz) for l, l′ ≤ L,
Dˆ′′n such that
[
Dˆ′′n (u)
]
l,l′
=
∫  eulωl(z)δll′∑K
k=1 eukωk(z)
− e
ulωl(z)eul′ωl′ (z)(∑K
k=1 eukωk(z)
)2
 P˜n(dz) for l, l′ ≤ L.
Observe that the systems of equations (6) and (8) are equivalent to D¯′(u∗) = 0 and Dˆ′n(uˆn) = 0
respectively, with the substitutions u∗ = log(λ/W∗) and uˆn = log(λˆ/Wˆn). As already mentioned, all
these functions are homogeneous of degree 0. Therefore, in the subsequent analysis, we consider
them as functions of K−1 variables, subject to W∗K = Wˆn,K = 1 (or equivalently to u∗K = log(λk) and
uˆn,K = log(λˆK)), in order to ensure uniqueness of the solutions. Lemma 3 shows that controlling
‖uˆn − u∗‖ is enough to control
∥∥∥Wˆn −W∗∥∥∥.
Lemma 3. Suppose that Assumption 1 is fulfilled, and let B > 0 such that for all k ≤ K :
log(1/B) ≤ uˆn,k, and log(1/B) ≤ u∗k. Then, placing ourselves in the event that system (8) has a
unique solution Wˆn s.t. Wˆn,K = 1, we almost-surely have:∥∥∥Wˆn −W∗∥∥∥ ≤ B ‖uˆn − u∗‖ + C √K√
n
 .
Proof. Let B > 0 such that for all k ≤ K : log(1/B) ≤ uˆn,k, and log(1/B) ≤ u∗k. Then for all
k ≤ K ∣∣∣Wˆn,k −W∗k ∣∣∣ = ∣∣∣λˆke−uˆn,k − λke−u∗k ∣∣∣ ≤ ∣∣∣e−uˆn,k − e−u∗k ∣∣∣ + ∣∣∣λˆk − λk∣∣∣ e−u∗k ,∣∣∣Wˆn,k −W∗k ∣∣∣ ≤ B (|uˆn,k − u∗k | + C√n
)
,
∥∥∥Wˆn −W∗∥∥∥ ≤ B ‖uˆn − u∗‖ + C √K√
n
 .
Remark 5. Although B is easy to derive for u∗ (indeed, it is direct to see that for all k ≤ K : ξ ≤
Ωk ≤ M, so that W∗k ≤ M/ξ, u∗k = log(λk/W∗k ) ≥ log(λminξ/M), and finally B = M/(λminξ)), more
work is needed to find an explicit lower bound for uˆn. Actually, assumptions on the ωk functions
are necessary for simple derivations.
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First let us assume that the ωk functions are constant on their domain. This assumption
encompasses the Stratified Sampling framework, in which the ωk functions are indicator functions
of subsets of the input space. For k, l ≤ K, let Il,k denote the set {i : ωl(Zk,i) , 0}, and #Il,k its
cardinality. Equations (8) then rewrite
#
⋃
l′,l
Il′,l
 =
#
⋃
l′,l
Il′,l
 + ∑
k,l
#Il,k
 ωleuˆn,lω>euˆn ∀l ≤ K,
euˆn,l =
#
{⋃
l′,l Il′,l
}
#
{⋃
l′,l Il′,l
}
+
∑
k,l #Il,k
ω>euˆn
ωl
∀l ≤ K.
With euˆn,K = λˆK , one can compute ω>euˆn , and then every uˆn,l for l ≤ K − 1. Finding B is then
straightforward.
Another case where B can be derived easily is when the ωk functions have all the same domain.
For instance, the may be strictly positive on all the input space (e.g. Gaussian, Laplace, Student).
Equations (8) write
nl =
K∑
k=1
nk∑
i=1
euˆn,lωl(Zk,i)∑K
l′=1 euˆn,l
′ωl′ (Zk,i)
∀l ≤ K.
Let l ≤ K − 1. Assume that for every pair (k, i) it holds euˆn,lωl(Zk,i) < (nl/nK)euˆn,KωK(Zk,i).
Summing over k and i then gives nl < nl. So there exists k0 = k0(l) and i0 = i0(l) such that
euˆn,lωl(Zk0,i0 ) ≥ λˆlωK(Zk0,i0 ), or equivalently uˆn,l ≥ log
(
λˆlωK(Zk0,i0 )/ωl(Zk0,i0 )
)
. Taking the minimal
lower bound over l gives B.
It is now the purpose of the following Lemma to show that a control on ‖uˆn − u∗‖ can be
achieve by studying the deviation
∥∥∥Dˆ′n(u∗) − D¯′(u∗)∥∥∥.
Lemma 4. There exists L > 0 such that, placing ourselves in the event that system (8) has a
unique solution Wˆn s.t. Wˆn,K = 1, we almost-surely have: ‖uˆn − u∗‖ ≤ L
∥∥∥Dˆ′n(u∗) − D¯′(u∗)∥∥∥.
Proof. First notice that for any compact set C ⊂ RK−1, there exists σ∗ = σ∗(C) > 0 such
that ∀u ∈ C, Sp
(
Dˆ′′n (u)
)
⊂ [σ∗,+∞[. Indeed, it has been shown in [6] that the matrix Dˆ′′n (u) is
positive definite at each point u (see proof of Proposition 1.1 therein). Since Dˆ′′n is continuous,
so is the function associating u to the smallest eigenvalue of Dˆ′′n (u). As a consequence, it attains
its minimum on C. Thanks to the previous remark, we know that this minimum, σ∗ = σ∗(C), is
strictly positive, and that for all u ∈ C: Sp(Dˆ′′n (u)) ⊂ [σ∗,+∞[. Now, let C be the segment [uˆn,u∗],
and consider the function F : [0, 1]→ RK such that F(t) = Dˆ′n (uˆn + t(u∗ − uˆn)). We have
F(1) − F(0) =
(∫ 1
0
F′(t)dt
)
,
Dˆ′n(u
∗) − Dˆ′n(uˆn) =
(∫ 1
0
[
Dˆ′′n (uˆn + t(u
∗ − uˆn))
]
(u∗ − uˆn)dt
)
,
Dˆ′n(u
∗) − D¯′(u∗) =
(∫ 1
0
[
Dˆ′′n (uˆn + t(u
∗ − uˆn))
]
dt
)
(u∗ − uˆn),
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where the integral of a matrix must be understood componentwise. It is then easy to check that
the matrix
(∫ 1
0
[
Dˆ′′n (uˆn + t(u∗ − uˆn))
]
dt
)
is also positive definite with spectrum in [σ∗,+∞[, from
what we deduce
‖u∗ − uˆn‖ ≤ 1
σ∗
∥∥∥Dˆ′n(u∗) − D¯′(u∗)∥∥∥ .
Lemma 5. Let hˆn : Z → R and h : Z → R be two real-valued functions. Assume that there exist
a, b ∈ R2 such that: a ≤ h(z) ≤ b for all z ∈ Z. If Assumption 1 is fulfilled, then it holds with
probability at least 1 − δ∣∣∣∣∣∫ hˆn(z)P˜n(dz) − ∫ h(z)P¯(dz)∣∣∣∣∣ ≤ sup
z
∣∣∣hˆn(z) − h(z)∣∣∣ + KC supz |h(z)|√
n
+ (b − a)
√
1
2λn
log
2K
δ
.
Proof.∣∣∣∣∣∫ hˆn(z) P˜n(dz) − ∫ h(z)P¯(dz)∣∣∣∣∣ ≤
∣∣∣∣∣∣
∫
hˆn(z)P˜n(dz) −
∫
h(z)P˜n(dz)
∣∣∣∣∣∣
+
∣∣∣∣∣∫ h(z)P˜n(dz) − ∫ h(z)P¯(dz)∣∣∣∣∣ ,
≤ sup
z
∣∣∣hˆn(z) − h(z)∣∣∣ +
∣∣∣∣∣∣∣
K∑
k=1
λˆk
∫
h(z)Pˆk(dz) −
K∑
k=1
λk
∫
h(z)Pk(dz)
∣∣∣∣∣∣∣ ,
≤ sup
z
∣∣∣hˆn(z) − h(z)∣∣∣ +
∣∣∣∣∣∣∣
K∑
k=1
λˆk
∫
h(z)Pˆk(dz) −
K∑
k=1
λˆk
∫
h(z)Pk(dz)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
K∑
k=1
λˆk
∫
h(z)Pk(dz) −
K∑
k=1
λk
∫
h(z)Pk(dz)
∣∣∣∣∣∣∣ ,
≤ sup
z
∣∣∣hˆn(z) − h(z)∣∣∣ + K∑
k=1
λˆk
∣∣∣∣∣∫ h(z)Pˆk(dz) − ∫ h(z)Pk(dz)∣∣∣∣∣ + sup
z
|h(z)|
K∑
k=1
∣∣∣λˆk − λk∣∣∣ ,
≤ sup
z
∣∣∣hˆn(z) − h(z)∣∣∣ + KC supz |h(z)|√
n
+
K∑
k=1
λˆk
∣∣∣∣∣∫ h(z)Pˆk(dz) − ∫ h(z)Pk(dz)∣∣∣∣∣ .
Applying Hoeffding’s inequality gives that for all t > 0 and all k ≤ K it holds
P
{∣∣∣∣∣∫ h(z)Pˆk(dz) − ∫ h(z)Pk(dz)∣∣∣∣∣ ≥ t} ≤ 2 exp (− 2nkt2(b − a)2
)
≤ 2 exp
(
− 2λnt
2
(b − a)2
)
.
A direct application of the union bound finally gives that with probability at least 1 − δ∣∣∣∣∣∫ hˆn(z)P˜n(dz) − ∫ h(z)P¯(dz)∣∣∣∣∣ ≤ sup
z
∣∣∣hˆn(z) − h(z)∣∣∣ + KC supz |h(z)|√
n
+ (b − a)
√
1
2λn
log
2K
δ
.
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Lemma 6. If Assumption 1 holds, then with probability at least 1 − δ
∥∥∥Dˆ′n(u∗) − D¯′(u∗)∥∥∥ ≤ √K

√
1
2λn
log
2K2
δ
+
(K + 1)C√
n
 .
Proof. Apply Lemma 5 on every l component (with hˆn = eu
∗
l ωl/(
∑
k eu
∗
kωk) − λˆl, and h =
eu
∗
l ωl/(
∑
k eu
∗
kωk) − λl), and conclude with the union bound.
Proof of Proposition 2. Combine Lemmas 3, 4, 6 and set C1 = BL/
√
2λ, and C2 = BC(2L +
1).
Proof of Proposition 3
Let B, B′ > 0 such that for all k ≤ K: log(1/B) ≤ uˆn,k ≤ log(λ/B′) and log(1/B) ≤ u∗k ≤
log(λmin/B′). This assumption ensures that B′ ≤ Wˆn,k ≤ B and B′ ≤ W∗k ≤ B for all k ≤ K. A
similar assumption, has been made in Lemma 3. Following the reasoning used in the proof of
Lemma 3, constant B′ can also be made explicit in several specific but quite general cases.
∣∣∣Ωˆn,l −Ωl∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣
Wˆn,l∫ (∑K
k=1
λˆkωk(z)
Wˆn,k
)−1
P˜n(dz)
− W
∗
l∫ (∑K
k=1
λkωk(z)
W∗k
)−1
P¯(dz)
∣∣∣∣∣∣∣∣∣∣∣
≤ 1∫ (∑K
k=1
λˆkωk(z)
Wˆn,k
)−1
P˜n(dz)
∣∣∣Wˆn,l −W∗l ∣∣∣ (13)
+ W∗l
∣∣∣∣∣∣∣∣∣∣∣
1∫ (∑K
k=1
λˆkωk(z)
Wˆn,k
)−1
P˜n(dz)
− 1∫ (∑K
k=1
λkωk(z)
W∗k
)−1
P¯(dz)
∣∣∣∣∣∣∣∣∣∣∣
≤ M
B′
∣∣∣Wˆn,l −W∗l ∣∣∣ + B ( MB′
)2 ∣∣∣∣∣∣∣∣
∫  K∑
k=1
λˆkωk(z)
Wˆn,k
−1 P˜n(dz) − ∫  K∑
k=1
λkωk(z)
W∗k
−1 P¯(dz)
∣∣∣∣∣∣∣∣
(14)
From Proposition 2, we have that with probability at least 1 − δ
∀l ≤ K, ∣∣∣Wˆn,l −W∗l ∣∣∣ ≤ √K
C1
√
1
n
log
2K2
δ
+
C2K√
n
 .
As for the second term, one has
B′ ≤ Wˆn,k ≤ B and B′ ≤ W∗k ≤ B ∀ k ≤ K, (15)
so that
B′
M
≤
 K∑
k=1
λˆkωk(z)
Wˆn,k
−1 ≤ Bmλ and B′M ≤
 K∑
k=1
λkωk(z)
W∗k
−1 ≤ Bmλmin .
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Then∣∣∣∣∣∣∣∣
 K∑
k=1
λˆkωk(z)
Wˆn,k
−1 −  K∑
k=1
λkωk(z)
W∗k
−1
∣∣∣∣∣∣∣∣ ≤
 Bmλ
2
∣∣∣∣∣∣∣
K∑
k=1
λˆkωk(z)
Wˆn,k
−
K∑
k=1
λkωk(z)
W∗k
∣∣∣∣∣∣∣ ,
≤ M
 Bmλ
2 K∑
k=1
∣∣∣∣∣∣ λˆkWˆn,k − λkWˆn,k
∣∣∣∣∣∣ +
∣∣∣∣∣∣ λkWˆn,k − λkW∗k
∣∣∣∣∣∣ ,
≤ M
 Bmλ
2 K∑
k=1
∣∣∣λˆk − λk∣∣∣
Wˆn,k
+ λk
∣∣∣∣∣∣ 1Wˆn,k − 1W∗k
∣∣∣∣∣∣ ,
≤ M
 Bmλ
2  KCB′ √n + 1B′2
K∑
k=1
λk
∣∣∣Wˆn,k −W∗k ∣∣∣
 ,
where λ = min{λ; λmin}. Applying again Proposition 2, we get that with probability at least 1 − δ∣∣∣∣∣∣∣∣
 K∑
k=1
λˆkωk(z)
Wˆn,k
−1 −  K∑
k=1
λkωk(z)
W∗k
−1
∣∣∣∣∣∣∣∣ ≤
√
K
C1
√
1
n
log
2K2
δ
+
C2K√
n
 ,
with C1 = MB
2C1(
mλB′
)2 , and C2 = MB2(
mλ
)2 ( CB′ + C2B′2 ).
Applying Lemma 5 with hˆn =
(∑K
k=1
λˆkωk
Wˆn,k
)−1
and h =
(∑K
k=1
λkωk(z)
W∗k
)−1
, one gets that with
probability at least 1 − δ∣∣∣∣∣∣∣∣
∫  K∑
k=1
λˆkωk(z)
Wˆn,k
−1 P˜n(dz) − ∫  K∑
k=1
λkωk(z)
W∗k
−1 P¯(dz)
∣∣∣∣∣∣∣∣ ≤
√
K
C1
√
1
n
log
4K2
δ
+
C2K√
n
 ,
with C1 = C1 + Bmλmin
√
2λ
, and C2 = C2 + CBmλmin . Hence, for l ≤ K, it holds with probability 1 − δ
∣∣∣Ωˆn,l −Ωl∣∣∣ ≤ √K C′1
√
1
n
log
8K2
δ
+
C′2K√
n
 ,
with C′1 =
C1 M
B′ +
C1BM2
B′2 and C
′
2 =
C2 M
B′ +
C2BM2
B′2 .
Finally, the union bound gives that with probability at least 1 − δ
∥∥∥Ωˆn −Ω∥∥∥ ≤ K C′1
√
1
n
log
8K3
δ
+
C′2K√
n
 .
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Proof of Proposition 4
Assume that |ψ(z, θ)| ≤ 1 for all pair (θ, z). Fix θ ∈ Θ.∣∣∣Lˆn(θ) − L(θ)∣∣∣ = ∣∣∣EPˆn [ψ(Z, θ)] − EP[ψ(Z, θ)]∣∣∣
=
∣∣∣∣∣∣∣∣
∫  K∑
k=1
λˆkωk(z)
Ωˆk
−1 ψ(z, θ)P˜n(dz) − ∫  K∑
k=1
λkωk(z)
Ωk
−1 ψ(z, θ)P¯(dz)
∣∣∣∣∣∣∣∣ .
We recover the second term in equation (13), but with Ωˆk and Ωk instead of Wˆn,k and W∗k
respectively. The same technique can be used with small changes. Equations (15) become
mB′λ
B
≤ Ωˆn,l ≤ MBB′ and
mB′λmin
B
≤ Ωk ≤ M ∀ k ≤ K,
so that
mB′λ
MB
≤
 K∑
k=1
λˆkωk(z)
Ωˆn,k
−1 ψ(z, θ) ≤ MBmB′λ and mB′λminMB ≤
 K∑
k=1
λkωk(z)
Ωk
−1 ψ(z, θ) ≤ Mmλmin .
Then∣∣∣∣∣∣∣∣
 K∑
k=1
λˆkωk(z)
Ωˆn,k
−1 ψ(z, θ) −  K∑
k=1
λkωk(z)
Ωk
−1 ψ(z, θ)
∣∣∣∣∣∣∣∣ ≤
 MBmB′λ
3 KC√n
+
1
M
 MBmB′λ
4 K∑
k=1
λk
∣∣∣Ωˆn,k −Ωk∣∣∣ ,
Applying Proposition 3, we get that with probability at least 1 − δ∣∣∣∣∣∣∣∣
 K∑
k=1
λˆkωk(z)
Ωˆn,k
−1 ψ(z, θ) −  K∑
k=1
λkωk(z)
Ωk
−1 ψ(z, θ)
∣∣∣∣∣∣∣∣ ≤
√
K
C˜1
√
1
n
log
8K3
δ
+
C˜2K√
n
 ,
with C˜1 =
C′1
M
(
MB
mB′λ
)4
, and C˜2 =
C′2
M
(
MB
mB′λ
)4
+
(
MB
mB′λ
)3
.
Applying Lemma 5 with hˆn =
(∑K
k=1
λˆkωk
Ωˆn,k
)−1
and h =
(∑K
k=1
λkωk(z)
Ωk
)−1
, one gets that with
probability at least 1 − δ∣∣∣∣∣∣
∫  K∑
k=1
λˆkωk(z)
Ωˆn,k
−1 ψ(z, θ)P˜n(dz) − ∫  K∑
k=1
λkωk(z)
Ωk
−1ψ(z, θ)P¯(dz)∣∣∣∣∣∣
≤ √K
C′′1
√
1
n
log
16K3
δ
+
C′′2 K√
n
 ,
with C′′1 = C˜1 +
M
mλmin
√
2λ
, and C′′2 = C˜2 +
CM
mλmin
.
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Proof of Theorem 1
We use a classic chaining trick to derive probability bounds for maximal deviations between the
risk estimate and its true value from those obtained above for pointwise deviations. Observe first
that: ∀(θ, θ′) ∈ Θ2,∣∣∣Lˆn(θ) − L(θ)∣∣∣ ≤ ∣∣∣Lˆn(θ) − Lˆn(θ′)∣∣∣ + ∣∣∣Lˆn(θ′) − L(θi)∣∣∣ + ∣∣∣L(θ′) − L(θ)∣∣∣
≤ 2MB
mB′λ
∥∥∥ψ(·, θ) − ψ(·, θ′)∥∥∥L1(Q) + ∣∣∣Lˆn(θ′) − L(θi)∣∣∣ ,
where Q = (P˜n + P¯)/2, by using the definitions of Lˆn and L, and the upper bounds derived in the
previous subsection.
Let ζ > 0, and θ1, . . . , θN(ζ,F ,L1(Q)) a ζ-coverage of F with respect to L1(Q). Set N =
N(ζ,F , L1(Q)) for simplicity. Let θ be an arbitrary element of Θ. By definition, there exists
i ≤ N such that supQ ‖ψ(·, θ) − ψ(·, θi)‖L1(Q) ≤ ζ. Applying the bound above, we get:∣∣∣Lˆn(θ) − L(θ)∣∣∣ ≤ 2MBmB′λζ + ∣∣∣Lˆn(θi) − L(θi)∣∣∣ .
Proposition 4 combined with the union bound also gives that with probability at least 1 − δ
sup
i≤N
∣∣∣Lˆn(θi) − L(θi)∣∣∣ ≤ √K C′′1
√
1
n
log
16NK3
δ
+
C′′2 K√
n
 ≤ √K
C′′1
√
1
n
log
16C0K3
δζr
+
C′′2 K√
n
 ,
so that it also holds with probability at least 1 − δ
sup
θ∈Θ
∣∣∣Lˆn(θ) − L(θ)∣∣∣ ≤ C′′3 ζ + √K
C′′1
√
1
n
log
16C0K3
δζr
+
C′′2 K√
n
 ,
with C′′3 =
2MB
mB′λ . This bound remaining valid for any ζ > 0, one can now optimize on the value of
ζ. Choosing ζ ∼ 1/√n finally gives that it holds with probability at least 1 − δ:
sup
θ∈Θ
∣∣∣Lˆn(θ) − L(θ)∣∣∣ ≤ √K C′′1
√
1
n
log
16C0K3nr/2
δ
+
C′′2 K√
n
 + C′′3√n .
Comments on solving system (8)
As highlighted by the Proof of Proposition 2 (see page 10), finding Wˆn that solves system (8)
is equivalent to find uˆn such that Dˆ′n(uˆn) = 0, up to the substitution uˆn = log(λˆ/Wˆn). Finding
the root of Dˆ′n can in turn be tackled by the Robbins-Monro algorithm, with a constant step
size. But since Dˆ′n happens to be the gradient of the convex function Dˆn, solving (8) can also
be viewed as the task of minimizing Dˆn. Therefore, if the Robbins-Monro algorithm does not
converge (e.g. because the constant step size is not correctly tuned), it is still possible to minimize
Dˆn using the LBFGS algorithm. This ensures that a solution is always found. Moreover, with
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high probability this solution is unique as Dˆn is strictly convex (see Proposition 1). Because the
graph assumption ensuring the strict convexity is arduous to check (compared to the solutions
computation), practically any minimizer found is to be chosen, regardless of its uniqueness. In such
cases, it may happen that the further computation of the Ωˆk’s is harmed, and other bias functions
are to be chosen in order to ensure the graph connectivity (or debiased ERM is abandoned for
the benefit of standard ERM). The whole process of computing the debiasing weights pik,i (which
encompasses the Ωˆk’s computation) can be found in the debiasing_weights.py file attached with
the SM.
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Supplementary Material - Additional Experiments
Experiments on Gaussian data
The simplest biasing functions ωk’s one can imagine are indicator functions of subspaces of R3.
Six different scenarios (i.e. different biasing functions, i.e. different subspaces of R3) have been
investigated in order to assess the benefit of the debiasing ERM method in various settings. The
analyzed scenarios are described at length in the following paragraphs, while visualizations are
available on Figure 1. Finally, Table 3 presents the complete results.
To understand scenario a), one must have in mind that 1.5 is approximately the median
value of ‖x‖ when x ∼ N(03, I3) (see the χ2(3) law). Hence, partitioning the whole space using
I{‖x‖ ≤ 1.6} and I{‖x‖ ≥ 1.4} (the two subspaces must intersect) divides R3 into parts of roughly
equal importance. Considering two samples of equal size, each associated to one of these biasing
functions, should therefore be almost equivalent to considering blindly the concatenated sample.
Consequently, debiasing ERM in this scenario should not lead to any particular improvement. This
is exactly what is verified empirically. As no subset is the full space, no third line can be provided.
On the contrary, if the samples were of different sizes, one should expect an improvement
when using debiasing ERM. In order to emphasize this effect, scenario b) considers even strongly
concentrated points around 0, with I{‖x‖ ≤ 0.8}. A sample of size 900 is drawn from this
part of the space, which usually represents 10% of the distribution, while a 100 long unbiased
sample completes the scenario. As expected, the debiasing ERM appears to be less fooled by the
outnumbered examples with small norm, and induces a significant improvement compared to the
naive ERM. ERM based the sole unbiased sample is also globally outperformed.
Scenario c) is similar to scenario b), but with less imbalanced samples. Debiasing ERM
remains the most successful approach, but by expected lower margins.
What happens if one attempts to fight the selection bias towards 03 by considering a second
sample biased towards great norms, rather than an unbiased one ? It is the purpose of scenarios
d) and e) to investigate this option, using I{‖x‖ ≥ 0.5} as a second biasing function. Almost no
change can be acknowledged when the sample sizes are the same as in scenario c) (see scenario
d)). However, the advantage of debiasing ERM decreases with the proportion of small norm points,
as illustrated by scenario e).
Finally, scenario f) illustrates that the number of samples is of low importance. If the sample
biased towards small norms is large enough, debiasing ERM outperforms all other methods, even
if two additional samples are considered, one biased towards large norms, and one unbiased.
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(a) Scenario a) (b) Scenario b)
(c) Scenario c) (d) Scenario d)
(e) Scenario e) (f) Scenario f)
Figure 1: Different scenarios when selection bias occur on norm
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Table 3: Mean Squared Error by 4 Algorithms on the 6 Norm Biased Scenarios
LR KRR SVR RF
Sc. a) 4.58e-1 ± 4.01e-2 6.77e-2 ± 2.91e-2 6.62e-3 ± 2.72e-3 3.36e-2 ± 6.66e-34.59e-1 ± 3.97e-2 6.33e-2 ± 2.81e-2 6.54e-3 ± 2.64e-3 3.39e-2 ± 6.60e-3
1.30e+0 ± 9.81e-2 3.18e-1 ± 7.46e-2 3.77e-2 ± 1.18e-2 1.45e-1 ± 3.20e-2
Sc. b) 4.83e-1 ± 4.81e-2 1.81e-1 ± 5.64e-2 4.42e-2 ± 1.33e-2 1.18e-1 ± 2.78e-2
4.84e-1 ± 4.88e-2 3.40e-1 ± 7.75e-2 3.04e-2 ± 9.71e-3 1.31e-1 ± 2.77e-2
7.21e-1 ± 6.63e-2 1.05e-1 ± 3.68e-2 1.01e-2 ± 4.03e-3 5.22e-2 ± 1.08e-2
Sc. c) 4.61e-1 ± 3.80e-2 7.66e-2 ± 3.13e-2 1.03e-2 ± 3.73e-3 4.53e-2 ± 9.03e-3
4.61e-1 ± 3.80e-2 1.03e-1 ± 3.66e-2 1.06e-2 ± 4.06e-3 4.63e-2 ± 8.93e-3
Sc. d) 6.98e-1 ± 6.55e-2 1.01e-1 ± 3.60e-2 9.82e-3 ± 3.83e-3 5.09e-2 ± 1.02e-24.58e-1 ± 3.84e-2 7.51e-2 ± 3.07e-2 9.92e-3 ± 3.56e-3 4.43e-2 ± 8.53e-3
Sc. e) 4.60e-1 ± 4.03e-2 6.23e-2 ± 2.74e-2 6.19e-3 ± 2.46e-3 3.35e-2 ± 6.70e-34.56e-1 ± 3.82e-2 6.01e-2 ± 2.68e-2 6.16e-3 ± 2.41e-3 3.29e-2 ± 6.32e-3
7.08e-1 ± 6.80e-2 1.01e-1 ± 3.55e-2 9.72e-3 ± 3.61e-3 5.11e-2 ± 1.08e-2
Sc. f) 4.59e-1 ± 3.91e-2 7.40e-2 ± 2.99e-2 9.85e-3 ± 3.36e-3 4.44e-2 ± 8.82e-3
4.65e-1 ± 4.10e-2 1.69e-1 ± 5.10e-2 1.67e-2 ± 5.77e-3 6.86e-2 ± 1.46e-2
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One may argue that results presented in Tables 1 and 3 may overestimate the debiasing effect,
as bias occur precisely on the problem’s target. In the following, we present similar results obtained
when bias occurs on one component of the Gaussian only, and not on the norm itself. Again, six
different scenarios have been investigated, and depicted in Figure 2, while complete numerical
results are gathered in Table 4.
Scenarios g) and h) are analogous to scenarios b) and c), except that only one component, x0, is
now biased towards small values using I{|x0| < 0.1}. The improvements induced by debiasing ERM
remains substantial, and decrease expectedly as the unbiased sample becomes larger (scenario h)).
Scenario i) illustrates that debiasing ERM may improve the results even if a bias occurs on
large values, using I{x0 > 1.5} for instance. However, this bias does not distort the predictions
towards small norm values, inducing smaller squared norm errors, hence the smaller benefit of
debiased ERM.
Scenario j) is analogous to scenario a), but with 3 samples, and leads to similar conclusions:
when the blind concatenated sample is very similar to an unbiased sample (the interval |x0| < 0.1
indeed represents 10% of the distribution), debiased ERM is of lower interest. But when the
proportions are not respected anymore, as in scenario k), it significantly increases the performances.
Finally, scenario l) involves 4 samples, with similar conclusions as above.
Table 4: Mean Squared Error by 4 Algorithms on the 6 First Component Biased Scenarios
LR KRR SVR RF
5.61e-1 ± 5.66e-2 2.04e-1 ± 5.77e-2 1.54e-2 ± 5.38e-3 1.40e-1 ± 3.19e-2
Sc. g) 4.80e-1 ± 4.48e-2 1.61e-1 ± 5.33e-2 3.78e-2 ± 1.26e-2 8.55e-2 ± 2.10e-2
4.82e-1 ± 4.56e-2 3.37e-1 ± 8.14e-2 3.00e-2 ± 1.03e-2 1.29e-1 ± 2.98e-2
4.88e-1 ± 4.66e-2 8.68e-2 ± 3.37e-2 8.27e-3 ± 3.24e-3 4.39e-2 ± 9.08e-3
Sc. h) 4.59e-1 ± 3.96e-2 7.55e-2 ± 3.12e-2 9.99e-3 ± 3.51e-3 4.06e-2 ± 8.05e-3
4.59e-1 ± 3.97e-2 1.03e-1 ± 3.73e-2 1.07e-2 ± 3.89e-3 4.64e-2 ± 9.30e-3
5.53e-1 ± 4.84e-2 6.71e-2 ± 2.93e-2 6.66e-3 ± 2.33e-3 3.92e-2 ± 7.92e-3
Sc. i) 4.58e-1 ± 3.83e-2 6.71e-2 ± 2.88e-2 8.72e-3 ± 3.02e-3 3.84e-2 ± 7.83e-3
4.58e-1 ± 3.87e-2 1.02e-1 ± 3.74e-2 1.06e-2 ± 3.92e-3 4.60e-2 ± 8.95e-3
Sc. j) 4.57e-1 ± 4.01e-2 6.44e-2 ± 2.89e-2 6.36e-3 ± 2.60e-3 3.33e-2 ± 6.92e-34.58e-1 ± 3.99e-2 6.32e-2 ± 2.88e-2 6.53e-3 ± 2.64e-3 3.32e-2 ± 6.83e-3
Sc. k) 4.86e-1 ± 4.55e-2 8.72e-2 ± 3.49e-2 8.34e-3 ± 3.35e-3 4.40e-2 ± 9.24e-34.60e-1 ± 3.98e-2 7.64e-2 ± 3.27e-2 1.00e-2 ± 3.70e-3 4.09e-2 ± 8.58e-3
4.88e-1 ± 4.71e-2 8.64e-2 ± 3.32e-2 8.21e-3 ± 3.18e-3 4.40e-2 ± 8.82e-3
Sc. l) 4.60e-1 ± 3.99e-2 7.50e-2 ± 3.10e-2 9.91e-3 ± 3.46e-3 4.08e-2 ± 8.29e-3
4.69e-1 ± 4.18e-2 2.04e-1 ± 5.81e-2 1.98e-2 ± 7.00e-3 8.13e-2 ± 1.74e-2
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(f) Scenario l)
Figure 2: Different scenarios when selection bias occur on first dimension
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Experiments on the Adult dataset
The Machine Learning problem associated to the Adult dataset, also known as the Census Income
dataset (https://archive.ics.uci.edu/ml/datasets/adult), is a binary classification task where the goal
is to predict whether a person’s income exceeds 50,000$ a year, based on census data. By nature,
such data combine several population strata, making it the perfect playground for the approach we
promote. For instance, and as revealed by Figure 1, the proportion of persons having an income
exceeding 50k$ a year substantially depends on the age group considered. The age group between
36 and 62 years old indeed represents an important portion of the total population, while exhibiting
a proportion of persons earning more that 50k$ a year significantly higher than the rest of the
population. Moreover, the mechanisms at stake seem very different from one group to another:
the income increases with age before 36 years old, it is relatively stable between 36 and 52, and it
decreases with age after 52. As a consequence, if middle age people happen to be over-represented
in the dataset (which is totally plausible as they are numerous enough), it should deteriorate the
predictions in absence of a debiasing procedure. This setting has been simulated analogously to
that of the Boston housing example. From the 32 561 initial observations, 5 000 are kept for the
testing phase. From the rest are sampled two subgroups: one of middle age people of size 12 500,
and one unbiased (i.e. sampled from the entire population) of size 500. A Logistic Regression
(LogReg) is finally trained on the concatenation of the 13 000 observations, with and without
debiasing procedure. As one of the samples is unbiased, a third predictor is also learned on this
sole sample. Numerical results are summarized in Table 5. The debiased version of the ERM again
outperforms all other methods, attesting the soundness of the debiasing approach.
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Figure 3: Proportion of persons earning more than 50k$ w.r.t. age.
Playing both on the variable on which the bias occurs and on the proportions allocated to each
sample, more extreme situations can be achieved. As for the variable, the number of years of
education seems to play a role even more crucial than the age on the proportion of people earning
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LogReg Prediction Scores
Standard ERM 80.13 ± 1.24
Debiased ERM 81.79 ± 0.78
Unbiased sample only 81.13 ± 0.79
Table 5: Prediction scores on the Adult dataset (average over 100 runs)
more than 50k$ a year (see Figure 2). Again, the conditional laws look very different from one
group to another: below 8 years of education, the proportion remains stable, between 8 and 12
years it grows reasonably, while it soars after 12 years of education. As for the samples, logistic
regressions have been trained on a 6 000 observations dataset, decomposed into 5 950 observations
of people having studied at least 13 years, and 50 other unbiased observations. The test phase is
practiced on 1 500 observations sampled without any bias. As expected, ERM totally collapses,
while the resistance of the unbiased sample method indicates that the task may not be too difficult.
Debiased ERM outperforms the two previous methods with a large margin.
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Figure 4: Proportion of persons earning more than 50k$ w.r.t. the number of years of education.
LogReg Prediction Scores
Standard ERM 62.40 ± 1.41
Debiased ERM 78.73 ± 2.40
Unbiased sample only 75.59 ± 2.86
Table 6: Prediction scores on the Adult dataset (average over 100 runs)
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