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QUANTUM WALKS DEFINED BY DIGRAPHS AND
GENERALIZED HERMITIAN ADJACENCY MATRICES
SHO KUBOTA1, ETSUO SEGAWA2, AND TETSUJI TANIGUCHI3
Abstract. We propose a quantum walk defined by digraphs (mixed
graphs). This is like Grover walk that is perturbed by a certain complex-
valued function defined by digraphs. The discriminant of this quantum
walk is a matrix that is a certain normalization of generalized Hermitian
adjacency matrices. Furthermore, we give definitions of the positive and
negative supports of the transfer matrix, and clarify explicit formulas of
their supports of the square. In addition, we give tables by computer on
the identification of digraphs by their eigenvalues.
1. Introduction
The Grover walks are the simplest quantum walks to be defined by provid-
ing graphs, and they are recently well-studied, including topics on quantum
search; see [12] and its references therein, graph isomorphism problem [1],
periodicity [7, 10, 14, 15], relation to the Ihara Zeta function [8, 13, 9], and
so on. They are originally defined by undirected graphs, but we will extend
them to directed graphs in this paper.
In order to define our quantum walk, we introduce a certain complex-
valued function θ and generalize the shift operator, which can be regarded
as perturbations by θ. We define such function θ from digraphs and consider
something like Grover walk equipped with θ. This quantum walk can be
seen as the one to have information of digraphs. Moreover, the discriminant
of our quantum walk coincides a matrix that is a certain normalization of
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Hermitian adjacency matrices, which should have been introduced in the
context of spectral graph theory [4, 11].
As Emms, Hancock, Severini and Wilson [1] attempted to distinguish
strongly regular graphs by their spectrum of matrices coming from quantum
walks, we also want to use matrices coming from quantum walks to identify
digraphs. For this purpose, we give explicit formulas for the positive and
negative supports of the square of the transfer matrix of our quantum walk.
In the case of undirected regular graphs, the eigenvalues of the positive
support of the square of the Grover transfer matrices are determined by the
eigenvalues of the adjacency matrices [2]. However, we will see that this is
not always true for directed graphs. In addition, we give tables by computer
on the identification of digraphs by their eigenvalues.
This paper is organized as follows. In Section 2, we review basic termi-
nologies related to graphs and quantum walks, and give a definition of our
quantum walk. In Section 3, we give a definition of generalized Hermitian
adjacency matrices, and state that our quantum walk and these matrices
are related to each other. In Section 4, we show so-called spectral mapping
theorem, that is, we show that the eigenvalues of the transfer matrix can
be written roughly by the ones of generalized Hermitian adjacency matri-
ces. In Section 5, we calculate the eigenvalues of the transfer matrix of the
digraphs cospectral with Kn in the sense of Hermitian adjacency matrices
found by Guo and Mohar [4]. In fact, it can be seen that these digraphs
are also cospectral in the sense of our transfer matrix. In Section 6, we give
a definition of the positive and negative supports of our transfer matrix to
the n-th power. For the case of n = 2, we show that these matrices can be
roughly expressed by the ones of Grover transfer matrix on the underlying
graph. In Section 7, we confirm that Guo–Mohar’s digraphs, which could
not be identified even by the eigenvalues of our transfer matrix, can be par-
tially identified by the supports of the square. In Section 8, consideration
by computer on the identification of digraphs by the eigenvalues of matrices
newly obtained in this study is given. In this consideration, tables similar
to the ones for adjacency matrices and Hermitian adjacency matrices made
by Guo and Mohar [4] are given.
2. Grover walks and their generalization
First, we review several notations on graphs. Let G = (V (G), E(G))
be a finite simple and connected graph with the vertex set V (G) and the
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edge set E(G). For an edge uv ∈ E(G), the arc from u to v is denoted
by (u, v). The origin and terminus vertices of e = (u, v) are denoted by
o(e), t(e), respectively. We express e−1 as the inverse arc of e. We define
A(G) = {(u, v), (v, u)|uv ∈ E(G)}, which is the set of the symmetric arcs of
G.
2.1. Grover walks on undirected graphs. Let G be a finite simple and
connected graph. Then, G defines the following three complex matrices
K,S,C. First, K = K(G) is the complex matrix whose rows are indexed by
V (G) and columns are indexed by A(G), defined by
Kv,a =
1√
deg t(a)
δv,t(a),
where δa,b is the Kronecker delta symbol. Note that KK
∗ = I. Second,
S = S(G) is the complex matrix indexed by A(G), where
Sab = δa,b−1 .
Third, C = C(G) is the complex matrix indexed by A(G), where
C = 2K∗K − I.
The matrices S and C are called the shift operator and the coin operator,
respectively. Usually, it is customary for these matrices K,S,C to be de-
fined as mappings on l2-spaces on V (G) and A(G), but we would like to
study quantum walks from the viewpoint of spectral graph theory, so these
operators are displayed in matrix and we will discuss by using matrices.
The Grover transfer matrix U = U(G) is the product of the shift operator
and the coin operator, that is,
U = SC.
Since S and C are unitary, U is also a unitary matrix, so U can define a
quantum walk on a given graph G. We call this quantum walk the Grover
walk. Note that U is the complex matrix indexed by A(G) and the (a, b)-
component can be calculated as
Uab =
2
degG(t(b))
δt(b),o(a) − δa−1,b, (2.1)
so some papers directly give a definition of the Grover transfer matrix by
this computation.
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2.2. Quantum walks defined by digraphs. Based on the Grover walks,
our quantum walks will be defined. Let G be a finite simple and connected
graph and let θ : A(G)→ R be a function. The complex matrix Sθ = Sθ(G)
is the one indexed by A(G), where
(Sθ)ab = e
θ(b)iδa,b−1 .
We consider a condition where Sθ is unitary and self-adjoint. The following
Lemma is easy, but it should be confirmed.
Lemma 2.1. With the above notation, we have the following:
(i) Sθ is unitary;
(ii) Sθ is self-adjoint if and only if θ(a) + θ(a
−1) ∈ 2piZ for any a ∈ A(G).
By this Lemma, the matrix Uθ = SθC is also unitary, where C = C(G) is
the coin operator given in the previous subsection. We call Uθ the transfer
matrix of a graph G. In this paper, we discuss the quantum walks defined
by Uθ.
Now, we check several terminologies on digraphs. A digraph G consists of
a finite set V (G) of vertices together with a subset A(G) ⊂ V (G)× V (G) \
{(x, x) | x ∈ V (G)} of ordered pairs called arcs. Define A(G)−1 = {a−1 | a ∈
A(G)} and A(G)±1 = A(G) ∪ A(G)−1. The graph G± = (V (G), A(G)±1) is
so-called the underlying graph of a digraph G, and this is often regarded as an
undirected graph. If (x, y) ∈ A(G)∩A(G)−1, we say that the unordered pair
{x, y} is a digon of G. For a vertex x ∈ V (G), define degG x = degG± x. A
digraph G is k-regular if degG x = k for any vertex x ∈ V (G). Throughout
this paper, we assume that digraphs are weakly connected, i.e., for any
digraph G, we suppose that G± is connected.
A function θ which satisfies the condition (ii) of Lemma 2.1 can be defined
from digraphs. Let η ∈ R. For a digraph G = (V (G), A(G)), we define a
function θ : A(G±)→ R by
θ(a) =

η if a ∈ A(G) \ A(G)−1,
−η if a ∈ A(G)−1 \ A(G),
0 if a ∈ A(G) ∩ A(G)−1.
Clearly,
θ(a) + θ(a−1) = 0 (2.2)
holds for any a ∈ A(G±). We call this the η-function of a digraph G. Then,
we can think that a digraph G equipped with an η-function θ defines the
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transfer matrix Uθ = Sθ(G
±)C(G±). The operators (matrices) used in our
quantum walks are summarized in Table 1, where G = (V (G), A(G)) is a
digraph equipped with an η-function θ.
Notation Name Indices of rows and columns Definition
K boundary V (G)× A(G±) Kv,a = 1√
deg t(a)
δv,t(a)
C coin A(G±)× A(G±) C = 2K∗K − I
Sθ shift A(G
±)× A(G±) (Sθ)ab = e−θ(b)iδa,b−1
Uθ transfer A(G
±)× A(G±) Uθ = SθC
Table 1. The operators (matrices) used in our quantum walk
3. Hermitian adjacency matrices
Guo–Mohar [4] and Li–Liu [11] independently defined the Hermitian adja-
cency matrix as a new matrix determined by a digraph. Since this matrix is
Hermitian, the eigenvalues are real numbers and the interlacing theorem can
be used, so this is a convenient matrix for estimating invariants of graphs.
Basic properties of the Hermitian adjacency matrix can be seen in both
papers. In [4], we can see estimation on the maximum eigenvalue and the
spectral radius. In [11], consideration of the Hermitian energy is carried out.
For a digraph G, the Hermitian adjacency matrix H = H(G) is the com-
plex matrix indexed by the vertex set V (G), where
Hxy =

1 if (x, y) ∈ A(G) ∩ A(G)−1,
i if (x, y) ∈ A(G) \ A(G)−1,
−i if (x, y) ∈ A(G)−1 \ A(G),
0 otherwise.
When every edge of G lies in a digon, H(G) coincides with the adjacency
matrix, so in this sense, the Hermitian adjacency matrices can be seen as
a generalization of the ordinary adjacency matrices of undirected graphs.
We generalize this matrix by interpreting the complex value i as e
pi
2
i. For
η ∈ R and a digraph G, the η-Hermitian adjacency matrix Hη = Hη(G) is
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the complex matrix indexed by the vertex set V (G), where
(Hη)xy =

1 if (x, y) ∈ A(G) ∩ A(G)−1,
eηi if (x, y) ∈ A(G) \ A(G)−1,
e−ηi if (x, y) ∈ A(G)−1 \ A(G),
0 otherwise.
Note that Hpi
2
= H.
Due to the spectral mapping theorem which will be described in Section 4,
the eigenvalues of Uθ are roughly expressed by the ones of a matrix indexed
by the vertex set, called discriminant. In the case of Grover walks, the
discriminant corresponds to the transition matrix of the simple random walk.
As we will see, the discriminant of our quantum walk is a certain normalized
Hermitian adjacency matrix. For a digraph G, we define the degree matrix
D = D(G) by Dxy = (degG x)δx,y for vertices x, y ∈ V (G). For η ∈ R, we
define the normalized η-Hermitian adjacency matrix H˜η by
H˜η = D
− 1
2HηD
− 1
2 .
Note that if a digraph G is k-regular, then D−
1
2 = 1√
k
I, so H˜η =
1
k
Hη. This
implies that the eigenvalues of H˜η can be determined by Hη.
The following can be easily confirmed by calculating each components
directly, but this equality is valuable in the sense of connecting quantum
walks and spectral graph theory.
Theorem 3.1. Let η ∈ R and G be a digraph equipped with the η-function
θ. Then we have
H˜η(G) = KSθK
∗.
Supplementing a property of the eigenvalues of the normalized η-Hermitian
adjacency matrix, we complete this section. In general, it is revealed that
the eigenvalues of the discriminant are in the closed interval [−1, 1] (See
the proof of Proposition 1 in [6]), but we give a proof of this fact from the
viewpoint of spectral graph theory
Lemma 3.2. Let A ∈ Mn(C) be a complex matrix such that A∗ = A and
A2 = A. Then 〈f, Af〉 is a real number for any vector f ∈ Cn and
〈f, Af〉 ≤ 〈f, f〉
holds.
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Proof. Pick a vector f ∈ Cn. From A∗ = A and A2 = A,
||Af || = 〈Af,Af〉 = 〈f, A∗Af〉 = 〈f, A2f〉 = 〈f, Af〉,
so 〈f, Af〉 is a real number. Since the eigenvalues of A are only 0, 1, we can
write as f = g0 + g1, where gi is an eigenvector of i ∈ {0, 1}. Then we have
〈f, f〉 − 〈f, Af〉 = 〈g0 + g1, g0 + g1〉 − 〈g0 + g1, g1〉
= ||g0||2 + ||g1||2 − ||g1||2
= ||g0||2 ≥ 0.

Proposition 3.3. Let η ∈ R and G be a digraph. Then for any eigenvalue
λ of H˜η(G), we have |λ| ≤ 1.
Proof. Let f be an eigenvector of H˜η = H˜η(G) of an eigenvalue λ. Then
|λ|2||f ||2 = ||H˜ηf ||2
= ||KSθK∗f ||2 (by Theorem 3.1)
= 〈KSθK∗f,KSθK∗f〉
= 〈SθK∗f,K∗KSθK∗f〉
≤ 〈SθK∗f, SθK∗f〉 (by Lemma 3.2)
= 〈K∗f,K∗f〉 (Sθ is unitary)
= 〈f,KK∗f〉
= 〈f, f〉 (by KK∗ = I)
= ||f ||2,
so we have the desired inequality. 
4. Spectral mapping theorem
The eigenvalues of the normalized η-Hermitian adjacency matrix are real,
and they are in the closed interval [−1, 1] ⊂ R from Proposition 3.3. In
fact, most eigenvalues of the transfer matrix Uθ are values obtained by lift-
ing the eigenvalues of H˜η onto the unit circle. Such facts are often called
spectral mapping theorems, and well-studied in quantum walks on graphs
(see e.g., [9] and its references therein). In 2014, Higuchi, Konno, Sato
and Segawa [6] introduced certain quantum walks, which are called twisted
Szegedy walks, and revealed a spectral mapping theorem derived from twisted
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random walks. In this section, we confirm that spectral mapping theorem
holds for our quantum walk via twisted Szegedy walks.
For a digraph G, a path of G is a sequence of arcs (a1, a2, . . . , ar) with
t(aj) = o(aj+1) for j = 1, . . . , r − 1. If t(ar) = o(a1), then it is said to be
closed. We denote the set of all closed paths of G by C(G). A function
A(G±)→ (0, 1] is called a transition probability if∑
a∈A(G±)
o(a)=u
p(a) = 1
for all u ∈ V (G). A transition probability p is said to be reversible if there
exists a positive valued function m : V (G)→ (0,∞) such that
m(o(a))p(a) = m(t(a))p(a−1)
for all a ∈ A(G±).
Lemma 4.1. Let G be a digraph. Then the transition probability p defined
by
p(a) =
1
degG± o(a)
is reversible.
Proof. Considering the positive valued function m defined by
m(u) = degG± u,
we can check m(o(a))p(a) = 1 = m(t(a))p(a−1). 
4.1. Twisted Szegedy walks. In this subsection, we review twisted Szegedy
walks. Let G be a finite simple and connected graph. A function w : A(G)→
C \ {0} is a weight function if∑
a∈A(G)
o(a)=x
|w(a)|2 = 1
for any x ∈ V (G). A function θ : A(G)→ R is a 1-form function if
θ(a−1) = −θ(a)
for any a ∈ A(G). The operators (matrices) related to twisted Szegedy walks
are summarized in Table 2.
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Notation Name Indices of rows and columns Definition
L boundary V (G)× A(G) Lv,a = w(a)δv,o(a)
C(w) coin A(G)× A(G) C(w) = 2L∗L− I
S(θ) twisted shift A(G)× A(G) S(θ)ab = e−θ(b)iδa,b−1
U (w,θ) time evolution A(G)× A(G) U (w,θ) = S(θ)C(w)
T (w,θ) discriminant V (G)× V (G) T (w,θ) = LS(θ)L∗
Table 2. The operators related to twisted Szegedy walks
Note that the twisted shift operator S(θ) is unitary and self-adjoint.
Let ϕ be a function from the unit circle {z ∈ C | |z| = 1} to the closed
interval [−1, 1] ⊂ R, where ϕ(z) = (z + z−1)/2.
Theorem 4.2 ([6]). Let G be a graph equipped with a weight function w and
a 1-form function θ. Denote m±1 by the multiplicities of the eigenvalues ±1
of T (w,θ), respectively. Then we have
Spec(U (w,θ)) = ϕ−1(Spec(T (w,θ))) ∪ {1}M1 ∪ {−1}M−1 ,
where Mε = max{0, |E(G)| − |V (G)|+mε} for ε ∈ {±1}.
4.2. Spectral mapping theorem for our quantum walk. The function
w0 : A(G)→ C \ {0} defined by
w0(a) =
1√
deg o(a)
is clearly a weight function, and any η-function θ is a 1-form function by
(2.2).
Theorem 4.3. Let G be a digraph equipped with an η-function θ and Uθ be
the transfer matrix. Denote m±1 by the multiplicities of the eigenvalues ±1
of H˜η(G), respectively. Then we have
Spec(Uθ) = ϕ
−1(Spec(H˜η(G))) ∪ {1}M1 ∪ {−1}M−1 ,
where Mε = max{0, |E(G±)| − |V (G±)|+mε} for ε ∈ {±1}.
Proof. We consider the twisted Szegedy walk on G± associated with w0 and
θ. By Theorem 4.2, it is enough to show that H˜η(G) = T
(w0,θ) and Uθ is
similar to U (w0,θ). The following equalities can be checked immediately:
(i) L = K(G±)S(G±);
(ii) S(θ) = Sθ(G
±);
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(iii) S(G±)Sθ(G±)S(G±) = Sθ(G±).
Thus, as for the discriminant operators, we have
T (w0,θ) = LS(θ)L∗
= K(G±)S(G±)Sθ(G±)S(G±)K∗(G±) (by (i) and (ii))
= K(G±)Sθ(G±)K∗(G±) (by (iii))
= H˜η(G). (by Theorem 3.1)
In addition,
2L∗L− I = 2S(G±)K∗(G±)K(G±)S(G±)− S(G±)S(G±) (by (i))
= S(G±)(2K∗(G±)K(G±)− I)S(G±)
= S(G±)C(G±)S(G±),
so we have
U (w0,θ) = S(θ)(2L∗L− I)
= Sθ(G
±)S(G±)C(G±)S(G±) (by (ii))
= S(G±)S(G±)Sθ(G±)S(G±)C(G±)S(G±)
= S(G±)Sθ(G±)C(G±)S(G±) (by (iii))
= S(G±)UθS(G±).
We have the desired statement. 
In [6], the values m±1 are also determined with a general weight function
and a 1-form function. In the quantum walks we consider, the situations of
case division can be summarized slightly simpler.
Fix a digraph G with an η-function θ. For a function f : A(G±)→ C and
a closed path c = (a1, . . . , ar), we define∫
c
arg f =
r∑
j=1
{
arg(f(aj))− arg(f(a−1j ))
}
.
In determining m±1, the value ∫
c
arg w˜
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in [6] is the key. In our situation, the modified weight function w˜ : A(G±)→
C is nothing but the one defined by
w˜(a) =
1√
deg o(a)
eiθ(a)/2,
so for a closed path c = (a1, . . . , ar), we have∫
c
arg w˜ =
r∑
j=1
{
arg(w˜(aj))− arg(w˜(a−1j ))
}
=
r∑
j=1
{
θ(aj)
2
− θ(a
−1
j )
2
}
=
r∑
j=1
θ(aj).
Again, for a digraph G equipped with an η-function θ, we define the function
I : C(G±)→ C by
I(c) =
r∑
j=1
θ(aj)
for a closed path c = (a1, . . . , ar). We consider four situations:
(i) G± is bipartite and I(c) ∈ 2piZ for any closed path c;
(ii) G± is non-bipartite and I(c) ∈ 2piZ for any closed path c;
(iii) G± is non-bipartite and for any closed path c,
I(c) ∈
{
2piZ if c is an even length closed path,
2pi(Z+ 1
2
) if c is an odd length closed path;
(iv) otherwise.
Then, Lemma 2 in [6] can be rewritten as follows.
Proposition 4.4. Let G be a digraph equipped with an η-function θ. Denote
m±1 by the multiplicities of eigenvalues ±1 of H˜η(G), respectively. Then we
have
(m1,m−1) =

(1, 1) case (i),
(1, 0) case (ii),
(0, 1) case (iii),
(0, 0) case (iv).
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In our quantum walk, we consider the transition probability p defined by
p(e) = 1/ degG± o(e), but p is reversible by Lemma 4.1, so the condition on
reversibility vanishes.
As a consequence of this Proposition, a necessary and sufficient condi-
tions for the Hermitian adjacency matrix of a k-regular digraph to have
eigenvalues ±k is clarified. This may be interesting also from the viewpoint
of spectral graph theory.
Corollary 4.5. Let G be a weekly connected k-regular digraph equipped with
the pi
2
-function θ. Then the Hermitian adjacency matrix H = Hpi
2
(G) has at
most one eigenvalue ±k, respectively. In addition,
(1) H has an eigenvalue k if and only if I(c) ∈ 2piZ for any closed path c
on G±.
(2) H has an eigenvalue −k if and only if G is in the case (i) or (iii).
Proof. Since G is k-regular, we have H˜pi
2
(G) = 1
k
H. Thus, the statement
follows from Proposition 4.4. 
5. Guo–Mohar’s H-cospectral mates for Kn
Let η ∈ R and let G and G′ be digraphs. G′ is Hη-cospectral for G
if Spec(Hη(G)) = Spec(Hη(G
′)). Guo and Mohar [4] determined all H-
cospectral mates for the complete graph Kn. They are the following graphs.
Let a ∈ {0, 1, . . . , n}. The digraph Ya,n−a is defined by
V (Ya,n−a) = {1, 2, . . . , a} unionsq {a+ 1, a+ 2, . . . , n} = {1, 2, . . . , n},
A(Ya,n−a) = {(x, y) | x, y ∈ [a], x 6= y}
unionsq {(x, y) | x, y ∈ [n] \ [a], x 6= y}
unionsq {(x, y) | x ∈ [a], y ∈ [n] \ [a]},
where [n] = {1, 2, . . . , n}. For convenience, we call the first a vertices the
upper vertices and the last n− a vertices the lower vertices. Roughly speak-
ing, this digraph is the two complete graphs Ka and Kn−a with all possible
arcs from Ka to Kn−a. Note that Yn,0 = Y0,n = Kn.
Proposition 5.1 (Proposition 8.6 in [4]). For each n, there are precisely n
non-isomorphic H-cospectral digraphs for Kn. These are the digraphs Ya,n−a
for a ∈ {0, . . . , n− 1}.
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This digraphs Ya,n−a can be obtained from Kn by the following deforma-
tion. Let G be a digraph and S ⊂ V (G). Define δ(S) = {(x, y) ∈ A(G) |
|{x, y} ∩ S| = 1}. If δ(S) contains only digons, then G and the digraphs
obtained by replacing each digon {x, y} with x 6∈ S and y ∈ S by the arc
(x, y) have the same spectrum in the sense of the Hermitian adjacency ma-
trix (Proposition 8.3 in [4]). This can be generalized to the η-Hermitian
adjacency matrix for any η ∈ R.
Proposition 5.2. Fix η ∈ R. Let G be a digraph and S ⊂ V (G) such that
δ(S) contains only digons. Then G and the digraphs obtained by replacing
each digon {x, y} with x 6∈ S and y ∈ S by the arc (x, y) have the same
spectrum in the sense of the η-Hermitian adjacency matrix.
Proof. We denote G′ by the digraph obtained by the above deformation.
Define the diagonal matrix M indexed by V (G) by
Muu =
{
eηi u ∈ S,
1 u 6∈ S.
Clearly, M−1 = M∗. Since δ(S) contains only digons, M∗HηM is again
{0, 1, e±ηi}-matrix and this is nothing but the η-Hermitian adjacency matrix
of G′. Thus, G and G′ are Hη-cospectral. 
Moreover, we can also see the following. Recall that the function ϕ is
defined by ϕ(z) = (z + z−1)/2.
Lemma 5.3. Suppose n ≥ 3. Let G be a digraph Ya,n−a equipped with an
η-function θ for a ∈ {0, 1, . . . , n− 1}. Then the spectrum of Uθ = Uθ(G) is
Spec(Uθ) =
{
1(n(n−1)/2−n+2),−1(n(n−1)/2−n), ϕ−1
({
− 1
n− 1
}(n−1))}
.
In particular, the digraphs Ya,n−a are Uθ-cospectral for Kn.
Proof. The Hη-spectrum of Kn is {n − 1(1),−1(n−1)}. By Proposition 5.2,
the Hη-spectrum of Ya,n−a is also {n− 1(1),−1(n−1)}. Since Y ±a,n−a is (n− 1)-
regular, we have Spec(H˜η(Ya,n−a)) =
{
1(1),− 1
n−1
(n−1)}
. Considering the
inverse image of ϕ, a set of eigenvalues{
1(1), ϕ−1
({
− 1
n− 1
}(n−1))}
(5.1)
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of Uθ(Ya,n−a) is inherited from H˜η(Ya,n−a). In order to determine the mul-
tiplicity of the eigenvalues ±1, we next investigate the value I(c) for any
closed path c on Y ±a,n−a. Since c is a closed path, the number of arcs from an
upper vertex to a lower vertex and the one from a lower vertex to an upper
vertex have to be same. This implies that I(c) is always zero. Thus, Ya,n−a
is always in the case (ii) of Proposition 4.4, so we have (m1,m−1) = (1, 0).
Therefore, a set of eigenvalues{
1(n(n−1)/2−n+1),−1(n(n−1)/2−n)} (5.2)
of Uθ(Ya,n−a) is born. Combining (5.1) and (5.2), we have the statement. 
We summarize this Section. By Proposition 5.2, we see that the H-
cospectral mates Ya,n−a for Kn constructed by Guo and Mohar are actually
Hη-cosprctral for Kn. Moreover, they have the same spectrum in the sense
of the transfer matrix Uθ with any η-function θ by Lemma 5.3. In the next
section, we suggest a positive support of Uθ in a sense. This enables us to
partially distinguish the digraphs Ya,n−a by their spectrum.
6. The positive and negative supports
As Emms, Hancock, Severini and Wilson [1] attempted to distinguish
strongly regular graphs by the spectrum of matrices come from quantum
walks, we also want to define new matrices similar to the positive support of
the Grover transfer matrix and consider the isomorphism problem of graphs
by eigenvalues from the viewpoint of quantum walks.
6.1. The positive support of the Grover transfer matrix. For a real
matrix M , the positive support of M , denoted by M+, is the {0, 1}-matrix
obtained from M as follows:
(M+)xy =
{
1 if Mxy > 0,
0 otherwise.
Also, we define the negative support M− of M by swapping the orientation of
the inequality sign. The following is a basic formula on the positive support
of the Grover transfer matrix.
Lemma 6.1 ([1]). Let G be an undirected connected k-regular graph and
U = U(G) be the Grover transfer matrix. Then we have
U+ = kSK∗K − S.
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Consideration of the positive support of the n-th power has been done in
various papers. Godsil and Guo [2] revealed a clear formula on the positive
support (U2)+ of the square of U , which is that
(U2)+ = (U+)2 + I
holds for k-regular graphs with k ≥ 3. In addition, consideration of (U3)+
was carried out in [3, 5]. More generally, (Un)+ has been investigated in [9].
On the other hand, those consideration always has assumptions on regularity
or a condition on girth, and it seems that it has not been investigated much
in general situation so far.
6.2. Our transfer matrix. LetG be a digraph equipped with an η-function
θ. Define the diagonal matrix Dθ indexed by A(G
±), where
(Dθ)ab = e
θ(a)iδab.
Now, we want to define the positive support of our transfer matrix Uθ =
Uθ(G), but this is a complex matrix, so we have to consider how to define
its positive support. Considering the similarity to the one on undirected
graphs, we propose the following definition.
Definition 6.2. Let G be a digraph equipped with an η-function θ. For
a positive integer n, we define the positive support of the n-th power of the
transfer matrix, denoted by U
(n,+)
θ = Uθ(G)
(n,+), which is indexed by A(G±),
where
(U
(n,+)
θ )ab =
{
1 if Re(DθU
n
θ )ab > 0,
0 otherwise.
We will also consider the negative support of Uθ. Define U
(n,−)
θ by swap-
ping the orientation of the inequality sign.
If G is an undirected graph, then θ is the zero function, so Dθ = I and
Uθ(G) = U(G), where U(G) is the Grover transfer matrix of the undirected
graph G. Then DθU
n
θ = U(G)
n, so we have Uθ(G)
(n,+) = (U(G)n)+ for any
positive integer n.
In the discussion below, our quantum walk on a digraph G and the Grover
walk on G± are intermixed, so we need to read cautiously.
Lemma 6.3. Let G be a digraph equipped with an η-function θ. Then we
have
(i) DθSθ = S(G
±);
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(ii) DθUθ = U(G
±).
Proof. (i) This statement can be checked by calculating the components
of both sides.
(ii) Remarking that C = C(G) = C(G±), we have
DθUθ = DθSθC
= S(G±)C (by (i))
= U(G±).

By this Lemma, we see that the positive support of the first power of our
transfer matrix is the same as the one of the Grover transfer matrix. The
reason for giving Definition 6.2 is to make this equality hold.
Proposition 6.4. Let G be a digraph equipped with an η-function θ. For
ε ∈ {+,−}, we have
U
(1,ε)
θ = U
ε,
where U = U(G±). If G is k-regular,
U
(1,+)
θ = kSK
∗K − S
holds, where S = S(G±).
Proof. By (ii) of Lemma 6.3, we have
Re(DθUθ)ab > 0 ⇐⇒ U(G±)ab > 0
for any arcs a, b ∈ A(G±). Considering the negative support as well, we see
that the first statement follows. If G is k-regular, then G± is also k-regular,
so we have the second statement by Lemma 6.1. 
6.3. The negative support of the Grover transfer matrix. Before
discussing the positive support U
(2,+)
θ of the square, we consider the negative
support of U for undirected graphs. Actually, we will see that U
(2,ε)
θ can be
expressed by the positive and negative supports of U2.
Let G be a k-regular undirected graph and U = U(G). Recalling that
Uab =
2
k
δt(b),o(a) − δa−1,b,
we see that Uab < 0 if and only if δa−1,b = 1. Thus, we have the following.
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Proposition 6.5. Let G be a k-regular undirected graph with k ≥ 3 and U
be the Grover transfer matrix of G. Then we have
U− = S.
Next, we discuss the negative support (U2)− of the square. For general
description, digraphs are assumed. Let G = (V,A) be a k-regular digraph
equipped with an η-function θ and U = U(G±) be the Grover transfer matrix
of G±. For arcs a, b ∈ A±1, define the set A(a, b) as follows:
A(a, b) = {z ∈ A±1 | e−θ(z)iUazUzb 6= 0} .
Classification of arcs a, b ∈ A± to give |A(a, b)| = 1 is the key to determine
the positive and negative supports of the square.
Lemma 6.6. Suppose k ≥ 3. Let G be a k-regular digraph equipped with an
η-function θ. For arcs a, b ∈ A(G)±1, we have |A(a, b)| ≤ 1, and the equality
holds if and only if either of the following happens.
(i) a = b;
(ii) o(a) = o(b) and a 6= b;
(iii) t(a) = t(b) and a 6= b;
(iv) t(b) ∼ o(a) in G±, but the arcs a, b are neither in (i), (ii) nor (iii).
Proof. Suppose there exists an arc z ∈ A(a, b). Then we have
2
k
δt(z),o(a) − δa,z−1 6= 0 (6.1)
and
2
k
δt(b),o(z) − δz,b−1 6= 0. (6.2)
Remarking that (δt(z),o(a), δa,z−1) = (0, 1) does not happen, (6.1) is equivalent
to (δt(z),o(a), δa,z−1) = (1, 0), (1, 1). Dealing with (6.2) similarly, there are
precisely 2 × 2 cases we have to consider. In each case, we have δt(z),o(a) =
δt(b),o(z) = 1, so z is determined to be the arc (t(b), o(a)). This implies that
|A(a, b)| ≤ 1. Moreover, the 2× 2 cases we have are nothing but the ones of
(i), (ii), (iii), (iv) in our statement. 
Corollary 6.7. Let G be a k-regular undirected graph and U = U(G) be the
Grover transfer matrix. For arcs a, b ∈ A(G), (U2)ab > 0 if and only if (a, b)
is in ether (i) or (iv) of Lemma 6.6, and (U2)ab < 0 if and only if (a, b) is
in ether (ii) or (iii) of Lemma 6.6.
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Proof. By Lemma 6.6, we see that (U2)ab 6= 0 if and only if |A(a, b)| = 1.
From this, we have (U2)ab > 0 if (a, b) is in ether (i) or (iv), and (U
2)ab < 0
if (a, b) is in ether (ii) or (iii). 
By this Corollary, we get to be interested in the cases (ii) and (iii) to
find (U2)−. In order to describe these situations in matrix, we introduce the
following matrices.
Let G be a digraph. We define the two matrix Ft and Fo whose rows are
indexed by V (G) and columns are indexed by A(G)±1, respectively, where
(Ft)x,a = δx,t(a)
and
(Fo)x,a = δx,o(a).
Lemma 6.8. Let G be a digraph equipped with an η-function θ. Then we
have
(i) (F>o Ft)ab = δt(b),o(a);
(ii) SF>t = F
>
o and SF
>
o = F
>
t ,
where S = S(G±).
Proof. Proven by direct calculation. 
On regular digraphs, we have the following.
Lemma 6.9. Suppose k ≥ 3. Let G be a k-regular digraph equipped with an
η-function θ. Then we have
(i) Uθ = D
−1
θ (
2
k
F>o Ft − S);
(ii) U
(1,+)
θ = F
>
o Ft − S,
where S = S(G±).
Proof. In order to prove (i), we first state
U(G±) =
2
k
F>o Ft − S. (6.3)
This is proven by
U(G±)ab =
2
k
δt(b),o(a) − δa,b−1 (by (2.1))
=
2
k
(F>o Ft)ab − Sab (by (i) of Lemma 6.8)
=
(
2
k
F>o Ft − S
)
ab
.
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Therefore, we have
Uθ = D
−1
θ U(G
±) (by (ii) of Lemma 6.3)
= D−1θ
(
2
k
F>o Ft − S
)
. (by (6.3))
We next prove (ii). Remark that U
(1,+)
θ = U(G
±)+ by Proposition 6.4.
From (2.1) and k ≥ 3, we have
(U
(1,+)
θ )ab =
{
1 if o(a) = t(b) and a 6= b−1,
0 otherwise.
= δo(a),t(b)(1− δa,b−1)
= δo(a),t(b) − δo(a),t(b)δa,b−1
= δo(a),t(b) − δa,b−1
= (F>o Ft − S)ab. (by (i) of Lemma 6.8)

Now, we give the structure of (U2)−.
Proposition 6.10. Suppose k ≥ 3. Let G be a k-regular undirected graph
and U be the Grover transfer matrix of G. Then we have
(U2)− = SU+ + U+S.
Proof. For ε ∈ {o, t}, we can confirm that
(F>ε Fε − I)ab = δε(a),ε(b) − δa,b =
{
1 if ε(a) = ε(b) and a 6= b,
0 otherwise,
so by Corollary 6.7, we have
(U2)− = F>t Ft − I + F>o Fo − I
= SF>o Ft + F
>
o FtS − 2I (by (ii) of Lemma 6.8)
= S(U+ + S) + (U+ + S)S − 2I (by (ii) of Lemma 6.9)
= SU+ + U+S.

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6.4. The positive and negative supports of the square of our trans-
fer matrix. In this subsection, we discuss the positive and negative sup-
ports of the square of transfer matrices. Let ε ∈ {+,−}. In the case of
U
(2,ε)
θ , argument must be divided by the value of η.
Let G = (V,A) be a digraph. Then the digraph G−1 = (V,A−1) is so-
called the transpose graph of G. Also, when G is equipped with an η-function
θ, we sometimes write as θ = θG. For an η-function θ, we define a function
−θ by (−θ)(a) = −θ(a) for an arc a. Clearly,
− θG = θG−1 (6.4)
follows. First, we state the following.
Proposition 6.11. Let G be a digraph equipped with an η-function θ. Then
we have
U
(2,ε)
θ (G) = U
(2,ε)
θ (G
−1)
for ε ∈ {+,−}.
Proof. It is enough to show that
Re(Dθ(G)Uθ(G)
2)ab = Re(Dθ(G
−1)Uθ(G−1)2)ab
holds for any arcs a, b ∈ A(G±). Writing as U = U(G±), we can calculate
as follows:
Re(Dθ(G)Uθ(G)
2)ab = Re(UDθ(G)
−1U)ab (by (ii) of Lemma 6.3)
=
∑
z∈A(G±)
Re
(
e−θG(z)UazUzb
)
=
∑
z∈A(G±)
Re
(
e−(−θG(z))UazUzb
)
=
∑
z∈A(G±)
Re
(
e−(θG−1 (z))UazUzb
)
(by (6.4))
= Re(UDθ(G
−1)−1U)ab
= Re(Dθ(G
−1)Uθ(G−1)2)ab.

From the above Proposition, we unfortunately cannot distinguish G and
G−1 by U (2,ε)θ .
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Lemma 6.12. Let G be a digraph equipped with an η-function θ. Then we
have
U−θ(G) = Uθ(G−1).
Proof. By (6.4), we have
(S−θ(G))ab = e(−θG)(b)iδa,b−1
= eθG−1 (b)iδa,b−1
= (Sθ(G
−1))ab,
so U−θ(G) = S−θ(G)C = Sθ(G−1)C = Uθ(G−1). 
For an η-function θ, the function −θ is nothing but the (−η)-function.
By Lemma 6.12, we need to consider only the range 0 ≤ η ≤ pi since we
consider η to be the rotation angle.
Now, we determine the structure of U
(2,ε)
θ for ε ∈ {+,−}. For two arcs
a, b, we define the ordered pair m(a, b) = (t(b), o(a)). Remark that m(a, b)
does not necessarily belong to the arc set. Let G be a k-regular digraph
equipped with an η-function θ and U = U(G±). Observe that
(DθU
2
θ )ab =
∑
z∈A(G±)
e−θ(z)iUazUzb
and by Lemma 6.6, if the contents of the sum appear, it is just one and it
is nothing but z = m(a, b). Then
(DθU
2
θ )ab = e
−θ(m(a,b))i(U2)ab, (6.5)
so the value of (DθU
2
θ )ab is, roughly speaking, either rotated U
2
ab or non-
rotated U2ab, and it depends on whether m(a, b) ∈ A(G) ∩ A(G)−1 or not.
Therefore, we define the following matrix R, which is indexed by A(G±),
such that
Rab =
{
1 if m(a, b) ∈ A(G) ∩ A(G)−1,
0 otherwise.
By using this matrix, U
(2,ε)
θ can be described depending on the value of η as
follows. For ε ∈ {+,−}, we denote the element of {+,−} \ {ε} by −ε.
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Theorem 6.13. Let G be a digraph equipped with an η-function θ and U =
U(G±) be the Grover transfer matrix of G±. For ε ∈ {+,−}, we have
U
(2,ε)
θ =

(U2)ε if 0 ≤ η < pi
2
,
(U2)ε ◦R if η = pi
2
,
(U2)ε ◦R + (U2)−ε ◦ (J −R) if pi
2
< η ≤ pi,
where A ◦ B is the Hadamard product of A and B, which is defined by
(A ◦B)xy = AxyBxy.
Proof. We only provide a proof in the case of ε = +. Fix arcs a, b ∈ A(G±).
If m(a, b) 6∈ A(G±), then (DθU2θ )ab = 0 by Lemma 6.6. From (6.5),
(DθU
2
θ )ab =

(U2)ab if m(a, b) ∈ A(G) ∩ A(G−1),
e∓η(U2)ab if m(a, b) ∈ A(G±) \ (A(G) ∩ A(G−1)),
0 otherwise.
(6.6)
Suppose 0 ≤ η < pi
2
. By (6.6), we have Re(DθU
2
θ )ab = Re(U
2)ab, so
U
(2,+)
θ = (U
2)+ holds.
In the case of η = pi
2
, we see that Re(DθU
2
θ )ab > 0 if and only if (U
2)ab > 0
andm(a, b) ∈ A(G)∩A(G)−1 by (6.6). This implies (U (2,+)θ )ab = ((U2)+)abRab.
Similarly, in the case of pi
2
< η ≤ pi, Re(DθU2θ )ab > 0 if and only if
(U2)ab > 0 and m(a, b) ∈ A(G) ∩ A(G)−1,
or
(U2)ab < 0 and m(a, b) ∈ A(G±) \ (A(G) ∩ A(G−1))
by (6.6). This implies (U
(2,+)
θ )ab = ((U
2)+)abRab + ((U
2)−)ab(1−Rab). Sum-
marizing the above, we have the statement. 
By this Theorem, we see that the structure of U
(2,ε)
θ (G) is determined by
the underlying graph G± if 0 ≤ η < pi
2
. On the other hand, if pi
2
≤ η ≤ pi,
the information of digraphs live. However, if a digraph G does not have any
digons, R is determined to be the zero matrix, so we have
U
(2,ε)
θ =

(U2)ε if 0 ≤ η < pi
2
,
O if η = pi
2
,
(U2)−ε if pi
2
< η ≤ pi.
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In any case, it may be interesting that the structure of U
(2,ε)
θ is represented by
the positive and negative supports of the underlying graph and it moreover
changes by the value of η.
7. Counting digons
In this section, we find the number of digons via U
(2,+)
θ . As a consequence,
we show that Guo–Mohar’s digraphs Ya,n−a which could not be identified by
eigenvalues of H,Hη, Uθ, U
(1,ε)
θ can be identified about half by U
(2,+)
θ .
Proposition 7.1. Let G be a digraph equipped with an η-function θ. We
denote the number of digons in G by d. Then we have
Tr(U
(2,+)
θ ) =
{
2|E(G±)| if 0 ≤ η < pi
2
,
2d if pi
2
≤ η ≤ pi.
Proof. Let U = U(G±). For any arc a ∈ A(G±), the pair of arcs (a, a) is in
(i) of Lemma 6.6, so ((U2)+)aa = 1 by Corollary 6.7. Suppose 0 ≤ η < pi2 .
By Theorem 6.13, we have
Tr(U
(2,+)
θ ) = Tr((U
2)+) =
∑
a∈A(G±)
((U2)+)aa = |A(G±)| = 2|E(G±)|.
Suppose pi
2
≤ η ≤ pi. Since Raa = 1 if and only if a ∈ A(G) ∩ A(G)−1,
Tr(U
(2,+)
θ ) = Tr((U
2)+ ◦R) (by Theorem 6.13)
=
∑
a∈A(G±)
((U2)+)aaRaa
=
∑
a∈A(G)∩A(G)−1
1
= 2d.

Using this, we see that Guo–Mohar’s digraphs Ya,n−a can be identified
about half by eigenvalues of U
(2,+)
θ .
Corollary 7.2. Let pi
2
≤ η ≤ pi and we consider the η-function θ. Suppose
a ≥ n− a and b ≥ n− b, i.e., a, b ≥ n
2
. If a 6= b, then
Φ(U
(2,+)
θ (Ya,n−a)) 6= Φ(U (2,+)θ (Yb,n−b)),
where Φ(M) denotes the characteristic polynomial of a matrix M .
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Proof. We denote the number of digons in the digraph Yk,n−k by d(k). Then
d(k) =
k(k − 1)
2
+
(n− k)(n− k − 1)
2
.
Without loss of generality, we can assume a > b. Since a+ b > n, we have
d(a)− d(b) = (a− b)(a+ b− n) > 0.
In particular, d(a) 6= d(b). By (ii) of Proposition 7.1, it can be seen that the
coefficients of the characteristic polynomials are different. 
Note that we have d(a) = d(n− a), but Ya,n−a and Yn−a,a are not isomor-
phic to each other unless a ∈ {0, n}. However, Y −1n−a,a = Ya,n−a, so we un-
fortunately have Φ(U
(2,+)
θ (Ya,n−a)) = Φ(U
(2,+)
θ (Yn−a,a)) by Proposition 6.11.
The two digraphs Ya,n−a and Yn−a,a cannot be identified by the spectrum of
U
(2,+)
θ .
8. Tables
Up to the previous section, we have obtained several new matrices defined
by digraphs. In this section, using computer, we observe the behavior that
small digraphs can be identified by eigenvalues of these matrices with how
much. Here, we made the following tables similar to the one for adjacency
matrices and Hermitian adjacency matrices made by Guo and Mohar [4].
Order 2 3 4 5 6
Number of digraphs 3 16 218 9608 1540944
Number of distinct characteristic polynomials 2 7 46 718 35237
Maximum size of a A-cospectral class 2 6 42 592 15842
Number of digraphs determined by A-spectrum 1 5 23 166 2314
Number of A-cospectral classes containing:
a) no graphs 0 3 35 685 35086
b) only graphs 1 2 5 15 69
c) at least one graph and a digraph 1 2 6 18 82
Table 3. The adjacency matrix spectra of small digraphs
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Order 2 3 4 5 6
Number of digraphs 3 16 218 9608 1540944
Number of distinct characteristic polynomials 2 7 41 765 81175
Maximum size of a Hη-cospectral class 2 6 18 84 888
Number of digraphs determined by Hη-spectrum 1 3 9 82 1559
Number of Hη-cospectral classes containing:
a) no graphs 0 3 30 732 81024
b) only graphs 1 1 1 1 1
c) at least one graph and a digraph 1 3 10 32 150
Table 4. The Hη-spectra of small digraphs with η =
pi
3
Order 2 3 4 5 6
Number of digraphs 3 16 218 9608 1540944
Number of distinct characteristic polynomials 2 6 27 275 10920
Maximum size of a H-cospectral class 2 6 21 158 1338
Number of digraphs determined by H-spectrum 1 2 3 5 16
Number of H-cospectral classes containing:
a) no graphs 0 2 16 242 10769
b) only graphs 1 1 1 1 1
c) at least one graph and a digraph 1 3 10 32 150
Table 5. The H-spectra of small digraphs
Order 2 3 4 5 6
Number of digraphs 3 16 218 9608 1540944
Number of distinct characteristic polynomials 2 5 20 150 3698
Maximum size of a Hη-cospectral class 2 6 27 243 2430
Number of digraphs determined by Hη-spectrum 1 1 1 1 1
Number of Hη-cospectral classes containing:
a) no graphs 0 1 9 117 3547
b) only graphs 1 1 1 1 1
c) at least one graph and a digraph 1 3 10 32 150
Table 6. The Hη-spectra of small digraphs with η =
2
3
pi
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Let En = ({1, 2, . . . , n}, ∅) be the empty graph with n vertices. We give
tables on U
(2,+)
θ , but the transfer matrix cannot be defined from En, so this
graph is excluded from the following tables.
Order 2 3 4 5 6
Number of digraphs 3 16 218 9608 1540944
Number of distinct characteristic polynomials 2 6 34 371 11748
Maximum size of a U
(2,+)
pi/2 -cospectral class 1 6 53 700 37013
Number of digraphs determined by U
(2,+)
pi/2 -spectrum 2 4 13 50 284
Number of U
(2,+)
pi/2 -cospectral classes containing:
a) no graphs 1 3 25 339 11598
b) only graphs 1 3 9 32 150
c) at least one graph and a digraph 0 0 0 0 0
Table 7. The U
(2,+)
θ -spectra of small digraphs except En with
η = pi
2
Order 2 3 4 5 6
Number of digraphs 3 16 218 9608 1540944
Number of distinct characteristic polynomials 2 6 45 601 20306
Maximum size of a U
(2,+)
η -cospectral class 1 6 22 204 5120
Number of digraphs determined by U
(2,+)
η -spectrum 2 4 13 47 280
Number of U
(2,+)
η -cospectral classes containing:
a) no graphs 1 3 36 569 20156
b) only graphs 1 3 9 27 135
c) at least one graph and a digraph 0 0 0 5 15
Table 8. The U
(2,+)
θ -spectra of small digraphs except En with
pi
2
< η ≤ pi
9. Further remarks
In this paper, we proposed a quantum walk defined by digraphs, and
stated that the transfer matrix relates to Hermitian adjacency matrices. By
the spectral mapping theorem, the eigenvalues of our transfer matrix are
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roughly determined from the ones of Hermitian adjacency matrices. There-
fore, eigenvalue analysis of Hermitian adjacency matrices themselves seems
to be important in order to study properties of the quantum walk brought by
features that each digraph has. For example, research to determine periodic
digraphs while establishing a method for eigenvalue analysis of Hermitian
adjacency matrices may be interesting. Also, research using matrices asso-
ciated with quantum walks to determine or estimate invariants of digraphs
may be worthwhile.
Additionally, the structure of U
(2,ε)
θ was clarified in this study, but the
values in Table 7 and Table 8 are by no means good. Considerations for
n ≥ 3 should be done as our future tasks. Finding an explicit formula on
U
(n,ε)
θ is also interesting.
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