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1. Introduction
Many of the scientific tables and graphs are given in logarithmic scales. For example, the levels of sound signals, the
acidities of chemicals, and the magnitudes of earthquakes are all given in logarithmic scales. In fact, an important work of
Benford [1] that was published 70 years ago implies many physical quantities in the nature are of exponentially varying
type. In his work, Benford made a statistical work on twenty different tables containing about 20,000 quantities, which had
been taken from the real world. He observed that the quantities such as the surface areas of rivers, the population figures
of countries, the electricity bills, the stock prices in markets, etc. are all of exponentially varying type. Extensive discussions
on such quantities can be found in [2].
The multiplicative calculus, which seems convenient for dealing with exponentially varying functions, was firstly
proposed bymathematical biologists Volterra andHostinsky [3] in 1938. In the following decades, themultiplicative calculus
was considered in some other books and papers. A few of the very important ones are [4–7]. Notations of the multiplicative
calculus in the existing literature are as follows: the multiplicative derivative of a function f (x) is denoted as d
∗
dx∗ f (x) or
sometimes as f ∗(x). Its explicit definition is given by
d∗
dx∗
f (x) := lim
h→0

f (x+ h)
f (x)
1/h
; f (x) ∈ R+, (1)
where R+ denotes the positive real numbers. The multiplicative integral is denoted as
 b
a f (x)
dx or sometimes as
∏b
a f (x)
dx
and is defined as∫ b
a
f (x)dx := exp
∫ b
a
ln f (x)dx

; f (x) ∈ R+,
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where ln() means the natural logarithm function. The asterisk (∗) in (1) is used for distinguishing the multiplicative
derivative from the classical derivative. The two derivatives are related by
d∗
dx∗
f (x) = exp

d
dx
ln f (x)

; f (x) ∈ R+.
Our search on the literature reveals that themultiplicative calculus deals onlywith real valued functions. In this paperwe
extend it for dealing with complex valued functions. The new calculus will be then called the multiplicative type complex
calculus (MCC). Whilst the classical calculus will be called the additive type complex calculus (ACC). Examples are given to
show some analogies between them.
2. Definitions, methods, and theorems
2.1. A multiplicative group, an additive group, and an isomorphism
Consider two sets of complex numbers Upun and Ustr , which are given by
Upun := C \ {0}, (2)
Ustr := {u+ iv : u ∈ R; − π ≤ v < π}. (3)
Assume a one-to-one and onto mapping L : Upun → Ustr is defined as
L{x+ iy} := ln{

x2 + y2} + iArg{x+ iy},
L−1{u+ iv} := exp(u+ iv), (4)
where ln()means the natural logarithm function and Arg{x+ iy}means the polar angle of the number x+ iy such that
−π ≤ Arg{x+ iy} < π.
In fact the operator L in (4) is equivalent to the principle value of the complex logarithm function,
L ≡ Log,
L−1 ≡ exp .
We will use in this paper the notations L and L−1 in order to avoid lengthy statements in equation writings.
We will specify group operators relevant to the sets Upun and Ustr given in (2) and (3). Let the set Upun be equipped with
the ordinary multiplication operator (·). Then ⟨Upun, ·⟩ can be called a group since it satisfies the group axioms:
• Closure in Upun: z1z2 ∈ Upun for all z1, z2 ∈ Upun.• Associativity in Upun: (z1z2)z3 = z1(z2z3) for all z1, z2, z3 ∈ Upun.• Identity in Upun: There is an element 1 ∈ Upun such that z1 = 1z = z for all z ∈ Upun.• Inverse in Upun: For every z ∈ Upun, there exists one-and-only-one inverse element inv(z) ∈ Upun such that z (inv(z)) =
(inv(z)) z = 1. Indeed inv(z) = 1/z.
Next assume the set Ustr is equipped with an operator⊕ that is defined by any of the following expressions:
w1 ⊕ w2 := L

L−1{w1 + w2}

,
w1 ⊕ w2 := w1 + w2 − i2πNint
ℑw1 + ℑw2
2π

,
(5)
where the functionNint() rounds its argument value to a nearest integer. Then ⟨Ustr ,⊕⟩ can be called a group since it satisfies
the axioms:
• Closure in Ustr :w1 ⊕ w2 ∈ Ustr for allw1, w2 ∈ Ustr .• Associativity in Ustr : (w1 ⊕ w2)⊕ w3 = w1 ⊕ (w2 ⊕ w3) for allw1, w2, w3 ∈ Ustr .• Identity in Ustr : There is an element 0 ∈ Ustr such thatw ⊕ 0 = 0⊕ w = w for allw ∈ Ustr .• Inverse inUstr : For everyw ∈ Ustr , there exists one-and-only-one inverse element inv(w) ∈ Ustr such thatw⊕ inv(w) =
inv(w)⊕ w = 0. The inverse of an element can be found from any of
inv(w) = L{L−1{−w}},
inv(w) = −w + i2πNint
ℑw
2π

,
inv(w) = 0⊕ (−w).
As a final property, themapping L forms an isomorphismbetween the groups ⟨Upun, ·⟩ and ⟨Ustr ,⊕⟩. That is, the following
three axioms are satisfied
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• L is one-to-one and onto.
• The group operation (·) in ⟨Upun, ·⟩ corresponds to the group operation⊕ in ⟨Ustr ,⊕⟩. That is, L{z1z2} = L{z1}⊕ L{z2} for
all z1, z2 ∈ Upun.• The image of the identity element 1 ∈ Upun is the identity element 0 ∈ Ustr . That is, L{1} = 0.
This isomorphism is denoted as ⟨Upun, ·⟩ ∼= ⟨Ustr ,⊕⟩. It can be used to develop the MCC as we do in the following section.
2.2. Remoteness of two values
The remoteness of any two complex quantities za,zb can be defined in the sense of the ACC as
rACC (za, zb) := zb − za. (6)
However, in the sense of the MCC, the numbers za, zb can be interpreted as two elements in the group ⟨Upun, ·⟩. By mapping
the elements into the group ⟨Ustr ,⊕⟩, the remoteness may be measured as L{zb} ⊕ (−L{za}). Then the inverse mapping of
this expression back into the group ⟨Upun, ·⟩will give zb/za. Hence the remoteness of any two complex quantities za, zb can
also be defined as
rMCC (za, zb) := zbza . (7)
Both definitions in (6) and (7) are meaningful to measure the remoteness of complex numbers and are said to be
analogous to each other. Particularly, definition (7) will be used to develop the MCC.
Example 1 (Simple Interpolations). Let the two values of the Bessel function J5(z) be available on a table as
fa = J5(za) ≈ −2.3179− 0.4077i,
fb = J5(zb) ≈ −1.9456+ 0.3870i,
at the arguments
za = −9+ 4i+ 2e−iπ/12,
zb = −9+ 4i+ 3e−iπ/12,
and the function value is needed at an intermediate argument value. A simple interpolating equation in the sense of the ACC
can be set up as follows:
fadd(z) = fa + (fb − fa) z − zazb − za ≈ −2.3179− 0.4077i+ (0.5618+ 1.4636i)(z − za).
However, the interpolation can also be done in the sense of theMCC. The values fa and fb can be interpreted as two elements
in the group ⟨Upun, ·⟩. After mapping those elements into the group ⟨Ustr ,⊕⟩, an interpolating equation can be set up as
L{fa} ⊕ (L{fb} ⊕ (−L{fa})) z − zazb − za .
Then by mapping this expression back into the group ⟨Upun, ·⟩, an interpolating equation will be obtained
fmult(z) = fa

fb
fa
 z−za
zb−za ≈ (−2.3179− 0.4077i)e(−0.1607−0.7951i)(z−za).
For testing the accuracies, the functions fadd(z), fmult(z), and J5(z) are computed on a contour
γ := z : z = −9+ 4i+ te−iπ/12; 0 ≤ t ≤ 20 ,
and the values are plotted as the real parts versus the imaginary parts in Fig. 1. The function fmult(z) is seen to be a better
approximation than the function fadd(z). This is because the function J5(z) exhibits an exponential variation (it draws a spiral)
for z ∈ γ .
Example 2 (Brute Force Summing Up of a Problematic Infinite Series). The MCC can be appreciably beneficial for avoiding
numerical overflows and underflow problems in computers. The real numbers in a commercial computer are represented
by using finite number of bits: 32-bits for single-precision floating-point numbers and 64-bits for double-precision floating-
point numbers according to the standards of ANSI/IEEE Std 754-1985. So the commercial computers cannot handle very large
or very small numbers. For example, a double-precision floating-point number, say f , should be roughly
10−308 < ‖f ‖ < 10308.
The given restriction applies also to real and imaginary parts of the complex numbers. If a complex variable f takes
very large (or very small) values and possibly violates the requirement (10−308 < ‖f ‖ < 10308) during computations on a
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Fig. 1. Bessel function J5(z) and interpolating functions fadd(z) and fmult (z) are plotted on a complex plane, for z ∈ γ .
computer, then it may be more convenient to interpret f as an element in the group ⟨Upun, ·⟩. After mapping the element
into the group ⟨Ustr ,⊕⟩, its image will be L{f } over there and it will have moderate numerical values. That is the absolute
value of L{f }will be within 10−308 and 10308 and so an overflow or underflow will not occur as far as
10−10
308 log10 e < ‖f ‖ < 1010308 log10 e.
Consider the computation of the Bessel function Jv(z) by using an expression given by [8]
Jv(z) =
∞−
n=0
an
bn
, (8)
where
an = (−1)n

1
2
z
2n+v
bn = Γ (n+ 1)Γ (n+ v + 1)
; (v, z ∈ C, v ≠ −1,−2, . . .).
A common problem in the computation is that any or both of an and bn takes very large or very small values as n →∞ and
sometimes these cause numerical overflows or underflows. But, there is no need to compute the actual values of an and bn;
it is possible to re-write (8) in a more convenient form:
Jv(z) =
∞−
n=0
L−1 {L{an} ⊕ (−L{bn})} ,
where
L{an} = (2n+ v)L

1
2
z

⊕ nπ i
L{bn} = L {Γ (n+ 1)} ⊕ L {Γ (n+ v + 1)} ,
provided an, bn ∈ Upun. When doing this re-expressing, the ratio an/bn is interpreted as an element in the group ⟨Upun, ·⟩.
After mapping it into the group ⟨Ustr ,⊕⟩, it becomes L{an} ⊕ (−L{bn}). Then the ⊕ operation is performed there and the
result ismapped back into the group ⟨Upun, ·⟩ by using the inversemapping L−1. By theway any probable numerical overflow
or underflow is avoided greatly.
In many programming languages, commands gamma(s) and gammaln(s) can be used to compute respectively Γ (s) and
L{Γ (s)} for any complex argument s. Generally, the computation of L{Γ (s)} is performed by using relevant expressions in [8]
but without computing Γ (s). Besides the execution of the command gammaln(s) is generally faster than the execution of
the command gamma(s), whenever s is a complex number.
2.3. Change rate of a function
The change rate concept was first used by the great mathematician Newton when formulating the laws of mechanics.
Later on many physical laws of the real world are described by the change rates of quantities and so the related system
behaviors are formulated as differential equations or integral equations. In the sense of the ACC, the change rate of a function
f (z) is commonly understood as a limit
lim
h→0
f (z + h)− f (z)
h
. (9)
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This expression can be interpreted as a measurement of the remoteness of two values of f (z) and f (z + h) divided by h in
the limit h → 0. That is
lim
h→0
f (z + h)− f (z)
h
= rACC (f (z), f (z + h)) 1h ,
where the remoteness operator rACC () is defined in (6). Alternatively, the values of f (z) and f (z + h) can be interpreted as
two elements of the group ⟨Upun, ·⟩. Then they can be mapped into the group ⟨Ustr ,⊕⟩ and the change rate measurement
may be done as
lim
h→0 (L{f (z + h)} ⊕ (−L{f (z)}))
1
h
,
provided the limit exists. By mapping this expression back into the group ⟨Upun, ·⟩, we can obtain
lim
h→0

f (z + h)
f (z)
1/h
. (10)
That can be written in terms of the remoteness operator rMCC () defined in (7)
lim
h→0

f (z + h)
f (z)
1/h
= (rMCC (f (z), f (z + h)))1/h , (11)
and it may be called the change rate of f (z), in the sense of the MCC.
2.4. Derivative and integral operators
The notations today for referring to the derivative of a function f (z) are: f˙ (z) (owing to Newton), ddz {f (z)} (owing to
Leibniz), f ′(z) (owing to Lagrange), and Dz{f (z)} (owing to Euler). Here we adopt the Euler notation for convenience. The
operator Dz{} is defined as
Dz{f (z)} := lim
h→0
f (z + h)− f (z)
h
. (12)
For its inverse, scientists have adopted to use a notation

dz{}, which is called the indefinite integral operator. The definite
integral operator is commonly denoted as
 b
a dz{}; where a and b denote respectively the beginning and end points of a
contour in the complex plane. Fundamental identities related with them are
Dz
∫
dz{f (z)}

= f (z), (13)∫
dz{Dz{f (z)}} = f (z)+ K ; K ∈ C, (14)∫ b
a
dz{Dz{f (z)}} = f (b)− f (a), (15)
which can be regarded as being given in the sense of the ACC.
The right hand side of (12) is indeed the change rate of the function f (z) that was given in (9). So, the above-mentioned
derivative and integral operators are based on the change rate concept. However, the limit in (9) is analogous to that in (10)
inmeasuring the change rate of a function. Hence in deriving the operators in the sense of theMCC, the starting point should
be the limit in (10) or (11). It can be shown by using the Hospital rule that
lim
h→0

f (z + h)
f (z)
1/h
= L−1 {Dz{L{f (z)}}} .
This resembles a well-known identity
exp(w log f (z)) = (f (z))w; f (z) ≠ 0,
and so it gives a hint to choose a notation {}Dz for denoting the derivative operator in the MCC. We can define
{f (z)}Dz := lim
h→0

f (z + h)
f (z)
1/h
,
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provided f (z), f (z + h) ∈ Upun. So derivative and integral operators in the MCC, which are analogous to Dz{},

dz{}, and b
a dz{}, can be defined as
{f (z)}Dz := L−1 {Dz {L{f (z)}}} , (16)
{f (z)}

dz := L−1
∫
dz{L{f (z)}}

, (17)
{f (z)}
 b
a dz := L−1
∫ b
a
dz{L{f (z)}}

, (18)
provided f (z) ∈ Upun. Fundamental identities in the MCC, which are analogous to (13)–(15), are then
{f (z)}

dz
Dz = f (z),{f (z)}Dz dz = Kf (z); K ∈ Upun,{f (z)}Dz ba dz = f (b)
f (a)
,
provided f (z) ∈ Upun.
It should be emphasized here that the change rate of a function in the sense of the ACC can be expressed in terms of any
of the operators Dz{} and {}Dz , and any may be used when formulating a physical law. That is, limit (9) can be equated to an
expression involving the operator Dz{}
lim
h→0
f (z + h)− f (z)
h
= Dz{f (z)}, (19)
or alternatively it can be equated to an expression involving the operator {}Dz
lim
h→0
f (z + h)− f (z)
h
= f (z)L {f (z)}Dz , (20)
which is obtained by making use of (16).
Similarly, the change rate of a function in the sense of the MCC can be expressed in terms of Dz{} and {}Dz ; and any may
be used when formulating a physical law. The limit in (10) can be equated to an expression involving Dz{}
lim
h→0

f (z + h)
f (z)
1/h
= L−1

Dz{f (z)}
f (z)

, (21)
which is obtained by making use of (16), or alternatively it can be equated to an expression involving the operator {}Dz
lim
h→0

f (z + h)
f (z)
1/h
= {f (z)}Dz . (22)
Therefore, there are two alternatives (19) and (20) for expressing the change rate of a function in the sense of the ACC
and the other two alternatives (21) and (22) for expressing the change rate of a function in the sense of the MCC.
Example 3 (Derivative and Integrals of Some Function in the MCC Sense). The following expressions are given in terms of the
multiplicative operators:
{β}Dz = 1,
{zs}Dz = es/z,
{β}

dz = Kβz; K ∈ Upun,
{zs}

dz = Kzsze−sz; K ∈ Upun,
{β}
 b
a dz = βb−a,
{zs}
 b
a dz = b
sb
asa
e−s(b−a),
provided β, zs ∈ Upun.
Example 4 (The MCC in the Newtonian Mechanics). For example, one of the fundamental laws of mechanics states: an object
at rest tends to stay at rest and an object in uniform motion tends to stay in uniform motion unless acted upon by a net
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external force. There are two alternatives in formulating that. In the sense of the ACC
Dt{x(t)} = v,
or in the sense of the MCC, by using (20),
x(t)L
{x(t)}Dt  = v,
where x(t), t , and v represent respectively the object’s position, the time, and a constant of the motion (velocity); provided
x(t) ≠ 0. Although they are in different forms, their solutions will be the same
x(t) = c + vt,
where c denotes a constant that depends on an initial condition.
Thus the mechanical law could be re-phrased in the language of the MCC as: the change rate of an object’s position in
the group ⟨Ustr ,⊕⟩ is inversely proportional to the object’s position (that is, L
{x(t)}Dt  is equal to v/x(t)).
Example 5 (The MCC in the Radioactive Decay Phenomena). The radioactive decay phenomena is stated as: the change rate
of a radioactive substance is proportional to the amount of the substance. In the sense of the MCC, its formulation will be
very simple
{m(t)}Dt = k, (23)
where m(t), t , and k represent respectively the substance’s mass, the time, and a decay constant, provided m(t) ≠ 0.
Alternatively, by making use of (21), the formulation in the sense of the ACC will be
L−1

Dt{m(t)}
m(t)

= k,
which is a bit lengthy. It can be re-written as
Dt{m(t)} = m(t)L{k}. (24)
Eqs. (23) and (24) have different forms but their solutions are the same
m(t) = ckt ,
where c denotes a constant that depends on an initial condition.
Thus the law of radioactive decay could be re-phrased in the language of the MCC as: a radioactive substance in uniform
decay tends to stay in uniform decay (that is, {m(t)}Dt is equal to k) unless acted upon by a net external effect.
2.5. The Euler simple method in differential equation solving
First order differential equations are of the form
Dz{y(z)} = f (z, y(z)); y(z0) = a. (25)
An approximate solution can be obtained by making use of the Euler method. The usual approximation for the derivative is
Dz{y(z)} = y(z + h)− y(z)h + O(h), (26)
where h ∈ C denotes a step size and O(h) stands for the approximation error. Then an approximate solution method can be
given in the sense of the ACC
y(zn + h) = y(zn)+ hf (zn, y(zn))+ O(h2). (27)
For deriving an alternative formula, it is possible to re-write (25) by making use of (16),
{y(z)}Dz = L−1

f (z, y(z))
y(z)

; (y(z0) = a) ,
provided y(z) ∈ Upun. An approximation for the term on the left hand side, by making use of (22), will be
{y(z)}Dz =

y(z + h)
y(z)
1/h
eO(h). (28)
Then an approximate solution method can be given in the sense of the MCC
y(zn + h) = y(zn)L−1

h
f (zn, y(zn))
y(zn)

eO(h
2). (29)
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The performances of (27) and (29) are comparable. The method in (29) interprets y(z) as an exponentially varying
function, while that in (27) interprets y(z) as a linearly varying function. The accuracy of a specific method depends on
the variational form of the actual y(z): if {. . . , y(zn−1), y(zn), y(zn+1), . . .} resembles a geometric sequence rather than an
arithmetic sequence then (29) will be more accurate; else (27) will be more accurate. Another way of stating this is: if the
points {. . . , L{y(zn−1)}, L{y(zn)}, L{y(zn+1)}, . . .} in the regionUstr are uniformly placed then (29)will bemore accurate; else
(27) will be more accurate.
The Euler method should also work for higher order differential equations. Given
D2z {y(z)} + p(z)Dz{y(z)} + q(z)y(z) = f (z); (y(z0) = a, Dz=z0y(z) = b).
It can be put into a form[
Dz{y1(z)}
Dz{y2(z)}
]
=
[
y2(z)
fA(z)
]
;
[
y1(z0)
y2(z0)
]
=
[
a
b
]
, (30)
where
y1(z) = y(z),
y2(z) = Dz{y(z)},
fA(z) = f (z)− p(z)y2(z)− q(z)y1(z).
The derivatives on the left hand side of (30) can be approximated as in (26) and so the Euler solution method to the
differential equation can be given in the sense of the ACC[
y1(zn + h)
y2(zn + h)
]
=
[
y1(zn)+ hy2(zn)+ O(h2)
y2(zn)+ hfA(zn)+ O(h2)
]
. (31)
For deriving an alternative expression to this, Eq. (30) can be put into a form[{y1(z)}Dz
{y2(z)}Dz
]
=
[
y2(z)
fM(z)
]
;
[
y1(z0)
y2(z0)
]
=
[
a
eb/a
]
, (32)
provided y1(z), y2(z) ∈ Upun and where
y1(z) = y(z),
fM(z) = L−1

f (z)
y1(z)
− q(z)

(y2(z))−p(z)−L{y2(z)} .
The derivatives on the left hand side of (32) can be approximated as in (28)
[{y1(z)}Dz
{y2(z)}Dz
]
=


y1(z + h)
y1(z)
 1
h
eO(h)
y2(z + h)
y2(z)
 1
h
eO(h)
 ,
and so the Euler solution method in the sense of the MCC will be[
y1(zn + h)
y2(zn + h)
]
=

y1(zn)(y2(zn))heO(h
2)
y2(zn)(fM(zn))heO(h
2)

. (33)
The discussions, given in the paragraph following (29) in this section, should be valid also for the methods in (31) and
(33). That is, the method in (33) interprets y(z) as an exponentially varying function, while that in (31) interprets y(z) as a
linearly varying function. The accuracy of a specific method depends on the character of the actual y(z). To exemplify these
features, the two methods are tested on a differential equation in Example 6, below.
Example 6 (Numerical Solutions to the Bessel Differential Equation). Consider the function J5(z)whose modulus ‖J5(x+ iy)‖
on the x+ iy plane is pictured in gray scale in Fig. 2. Some notes about the function’s variations are:
• J5(x + iy) has 5th order zero at the origin and all other zeros are first order. That is why the region around the origin is
darker,
• J5(x+ iy) exhibits oscillatory behavior with respect to x, that is along the horizontal direction,
• J5(x+ iy) exhibits exponential growth with respect to y, that is along the vertical direction,
which are apparent in the figure.
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Fig. 2. ‖J5(x + iy)‖ pictured in gray levels on the complex z plane. The contours γ1 , γ2 , and γ3 are drawn for the Euler method. All begin at z = −9 + i4
and their path angles relative to the x axis are respectively−π/12, 0, and π/12.
The general form of the Bessel differential equation is, [8],
D2z {y(z)} +
1
z
Dz{y(z)} + z
2 − v2
z2
y(z) = 0; (y(z0) = a, Dz=z0{y(z)} = b).
Let the parameters be chosen such that the exact solution is y(z) = J5(z). That is, let
v = 5,
z0 = −9+ i4,
a = J5(z0) ≈ 0.8812− 4.1641i,
b = Dz=z0{J5(z)} ≈ −3.7153− 0.5585i.
The initial values are computed by using relevant expressions in [8]. There are two alternativeswhen obtaining approximate
solutions: themethod in theACC sense given by (31) and themethod in theMCCgiven by (33). In bothmethods y1(z)denotes
the approximate solution. Accuracies aremeasured as absolute errors ‖y1(z)−J5(z)‖, where J5(z) denotes the exact solution.
The numerical results are obtained along the contours:
γ1 :=

z : z = z0 + te−iπ/12; 0 ≤ t ≤ 20

,
γ2 := {z : z = z0 + t; 0 ≤ t ≤ 20} ,
γ3 :=

z : z = z0 + teiπ/12; 0 ≤ t ≤ 20

,
which are drawn in Fig. 2. The step size h along the contours γ1, γ2, and γ3 are chosen respectively as 10−2e−iπ/12, 10−2, and
10−2eiπ/12.
The plots given in Fig. 3 show the absolute errors of the methods in the ACC and MCC along the contour γ1. The method
in the MCC sense loses accuracy when passing near the zero of J5(z), and that is why the method in the MCC sense is very
poor in the second half of the contour path. Indeed J5

z0 + te−iπ/12

exhibits oscillatory behavior on this contour path (that
is, as the parameter t varies from 0 to 20). So the method in the ACC sense is more appropriate and more powerful than the
method in the MCC sense on this contour.
According to the absolute errors given in Fig. 4, the method in the MCC sense gives very accurate results along γ2. It is
since the contour γ2 is not too close to any zero of J5(z).
In Fig. 5, the given absolute errors correspond to the computations along the contour γ3. The method in the MCC sense
shows an excellent performancewhen comparedwith themethod in the ACC sense. It is very logical since the actual solution
J5(z) is an exponentially varying function along the contour γ3.
The results suggest: if the solution function varies exponentially along a specific contour then the method in the MCC
sense shows a better performance. Otherwise, that is if the solution function is oscillatory or linearly varying, the method
in the ACC sense will be better.
The solution J5(z) in the given example exhibits exponential variations everywhere on the complex plane but except near
the real axis. The other elements of the Bessel function family also exhibit exponential variations. Indeed there are many
other functions exhibiting exponential variations on the complex plane. For example, the elementary functions sin z and
cos z are exponentially varying on the complex plane but except near the real axis.
2.6. Some fundamental theorems
The usage of the change rate concept in the calculus was a very important step taken by Newton. At about the same
time Leibniz introduced the integration concept and that was another important step. These inventions opened a door to
the evolution of the ACC and it became a mathematical language for describing new theorems. In this section, a few useful
theorems in the ACC are extended to the MCC by using the newly defined operators.
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Fig. 3. The absolute errors in the Euler method along the contour γ1 with t representing the distance from the initial point at z = −9+ i4. The step size
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Fig. 4. The absolute errors in the Euler method along the contour γ2 with t representing the distance from the initial point at z = −9+ i4. The step size
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Fig. 5. The absolute errors in the Euler method along the contour γ3 with t representing the distance from the initial point at z = −9+ i4. The step size
is h = 10−2eiπ/12 .
Theorem 1 (Cauchy’s Integral Formula). Suppose a function f (z) be holomorphic on a region U ∈ C; γ be a contour forming the
boundary of U and positively oriented; andw be a point inside γ . Then
1
2π i
∫
z∈γ
dz

f (z)
z − w

= f (w). (34)
If f (z) also does not have any zero on and inside γ , then
(f (z))
1
2π i(z−w)

z∈γ dz = f (w). (35)
Proof. Eq. (34) is known as Cauchy’s Integral Formula and we omit its proof since it can be found in the literature.
The left hand side of Eq. (35) can be written as
(f (z))
1
2π i(z−w)

z∈γ dz = L−1

1
2π i
∫
z∈γ
dz

L{f (z)}
z − w

.
By using (34), this leads to
L−1 {L{f (w)}} = f (w). 
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Theorem 2 (Mean Value Property). If f (z) is holomorphic on a region U ∈ C and on a disc {z : ‖z − w‖ = a, a ∈ R+} ⊆ U,
then f (z) has the mean value property
1
2π
∫ 2π
0
dφ

f (w + aeiφ) = f (w). (36)
If f (z) also does not have any zero on and inside {z : ‖z − w‖ = a, a ∈ R+} then
f (w + aeiφ) 12π  2π0 dφ = f (w). (37)
Proof. If the contour mentioned in Theorem 1 was a disc {z : ‖z − w‖ = a, a ∈ R+} ⊆ U , as a special case, then (34) and
(35) would reduce to (36) and (37), respectively. 
Theorem 3 (Cauchy’s Residue Theorem). Suppose a function f (z) be holomorphic on a region U ∈ C except at z1, z2, . . . , zk;
and γ be a contour forming the boundary of U and positively oriented. Then the following formula holds:
1
2π i
∫
z∈γ
dz {f (z)} =
k−
j=1

lim
z→zj
(z − zj)f (z)

. (38)
If f (z) also does not have any zero on and inside γ then the following formula holds
{f (z)} 12π i

z∈γ dz =
k∏
j=1

lim
z→zj
(f (z))z−zj

. (39)
In the special case, if f (z) has no singularity and no zero inside γ then
{f (z)} 12π i

z∈γ dz = 1.
Proof. Eq. (38) is known as Cauchy’s Residue Theorem and we omit its proof since it can be found in the literature.
The left hand side of Eq. (39) can be written as
{f (z)} 12π i

z∈γ dz = L−1

1
2π i
∫
z∈γ
dz {L{f (z)}}

.
By making use of Eq. (38), it follows
{f (z)} 12π i

z∈γ dz = L−1

k−
j=1

lim
z→zj
(z − zj)L{f (z)}

= L−1

k−
j=1

lim
z→zj
L{(f (z))z−zj}

=
k∏
j=1

lim
z→zj
(f (z))z−zj

. 
Theorem 4 (Taylor’s Expansion). Suppose a function f (z) be holomorphic on a region ‖z − z0‖ < K, where K denotes any
positive real number. Then f (z) can be written as an infinite sum
f (z) = a0 + a1(z − z0)+ a2(z − z0)2 + · · · ; (‖z − z0‖ < K), (40)
where
an = 1n!D
n
z=z0{f (z)}. (41)
If f (z) also does not have any zero on and inside ‖z − z0‖ < K then it can be written as an infinite product
f (z) = b0(b1)z−z0(b2)(z−z0)2 · · · ; (‖z − z0‖ < K), (42)
where
bn =

{f (z)}Dnz=z0
 1
n!
. (43)
Proof. We omit the proof of (40) since it can be found in the existing literature.
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It is possible to write f (z) = L−1{L{f (z)}} provided f (z) ≠ 0. Expression (42) can be written as
L−1 {L {f (z)}} = L−1

L
 ∞∏
n=0
(bn)(z−z0)
n

= L−1
 ∞−
n=0
(z − z0)nL{bn}

.
Then
∑∞
n=0(z − z0)nL{bn} should be Taylor’s expansion of L {f (z)}. That is
L{f (z)} =
∞−
n=0
(z − z0)nL{bn}.
One can deduce from (41),
L{bn} = 1n!D
n
z=z0{L{f (z)}} = L{(f (z))
1
n!Dnz=z0 }.
That can be simplified to
bn =

{f (z)}Dnz=z0
 1
n!
. 
Example 7 (Taylor’s Expansion of a Product). Consider (α + z)γ (β + z)ρ with γ and ρ being non-integer numbers; α and β
be non-zero; the branch-cut for the term (α + z)γ be in somewhere outside the circle ‖z‖ = ‖α‖; the branch-cut for the
term (β + z)ρ be in somewhere outside the circle ‖z‖ = ‖β‖; and ‖α‖ < ‖β‖. Taylor’s expansion about z0 = 0, in the
sense of the ACC, is
(α + z)γ (β + z)ρ = αγβρ +

γ
α
+ ρ
β

αγβρz +

γ (γ − 1)
2α2
+ γ ρ
αβ
+ ρ(ρ − 1)
2β2

αγβρz2
+

γ (γ − 1)(γ − 2)
6α3
+ ργ (γ − 1)
2βα2
+ γ ρ(ρ − 1)
2αβ2
+ ρ(ρ − 1)(ρ − 2)
6β3

αγβρz3 + · · · ;
(‖z‖ < ‖α‖). (44)
On the other hand, Taylor’s expansion in the sense of the MCC will be relatively simpler,
(α + z)γ (β + z)ρ = αγβρ

e
γ
α + ρβ
z 
e
− γ
2α2
− ρ
2β2
z2 
e
γ
3α3
+ ρ
3β3
z3
· · · ; (‖z‖ < ‖α‖). (45)
Note that the expansions in (44) and (45) are convergent and single valued only in the region ‖z‖ < ‖α‖, that is inside a
circle whose radius is equal to the distance of the expansion point to the nearest singularity (a branch point).
Example 8 (Taylor’s Expansion of sec z). Consider the function sec z. It may be expanded about z0 = 0, in the sense of the
ACC, as
sec z = 1+ 1
2
z2 + 5
24
z4 + 61
720
z6 + · · · ; (‖z‖ < π/2). (46)
And Taylor’s expansion in the sense of the MCC is
sec z =

e
1
2
z2 
e
1
12
z4 
e
1
45
z6 · · · ; (‖z‖ < π/2). (47)
Note that the nearest singularities (poles) of sec z are at z = ±π/2 on the complex plane and so the given expansions are
convergent only inside a circle of radius π/2.
Also consider the function cos z. Its expansion, in the sense of the ACC, is
cos z = 1− 1
2
z2 + 1
24
z4 − 1
720
z6 + · · · , (48)
while the expansion in the sense of the MCC can be deduced from the expansion of sec z given in (47),
cos z =

e−
1
2
z2 
e−
1
12
z4 
e−
1
45
z6 · · · ; (‖z‖ < π/2), (49)
since cos z is the multiplicative inverse of sec z. The expansion in (48) is convergent everywhere while that in (49) is
convergent only inside a circle of radius π/2 since the nearest singularities (zeros) of cos z are at z = ±π/2.
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3. Conclusion
The purpose of this paper is to extend the multiplicative calculus to the MCC for dealing with complex valued functions
and then to show that it can be an alternative to the classical calculus, which we call as the ACC. A few of the analogies
between the ACC and the MCC are demonstrated by theoretical and numerical examples.
If a quantity in a physical phenomena exhibits an exponential variation then its formulation in terms of theMCC is seen to
bemore convenient. An example is themass of a radioactive substance in a radioactive decay phenomena,which is discussed
in Example 5. On the other hand, if the quantity under the consideration exhibits an oscillatory variation or a linear variation
then its formulation in terms of the ACC is seen to be more convenient.
The formulations of complicated phenomena in physics generally result in differential equations or integral equations,
which do not have closed form solutions. In such cases scientists try approximations and there are lots of techniques that
have been developed in the sense of the ACC. If the MCC is employed together with the ACC in the formulations or in the
numerical methods, then many of the complicated phenomena in physics may be analyzed more easily.
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