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TOWARDS A PERRON–FROBENIUS THEORY FOR
EVENTUALLY POSITIVE OPERATORS
JOCHEN GLU¨CK
Abstract. This article is a contribution to the spectral theory of so-called
eventually positive operators, i.e. operators T which may not be positive but
whose powers Tn become positive for large enough n. While the spectral
theory of such operators is well understood in finite dimensions, the infinite
dimensional case has received much less attention in the literature.
We show that several sensible notions of “eventual positivity” can be de-
fined in the infinite dimensional setting, and in contrast to the finite dimen-
sional case those notions do not in general coincide. We then prove a variety
of typical Perron–Frobenius type results: we show that the spectral radius of
an eventually positive operator is contained in the spectrum; we give sufficient
conditions for the spectral radius to be an eigenvalue admitting a positive
eigenvector; and we show that the peripheral spectrum of an eventually pos-
itive operator is a cyclic set under quite general assumptions. All our results
are formulated for operators on Banach lattices, and many of them do not
impose any compactness assumptions on the operator.
1. Introduction
The classical theorems of Perron and Frobenius about the spectrum of positive
matrices, which were published in [45, 44] and [22, 23, 24], have had a profound
impact on mathematical analysis for more than a century now. Given the intrinsic
elegance of these theorems as well as their numerous applications (for an overview
of several applications, see for instance the survey article [38]) it is no surprise that
many attempts were made to generalise those theorems in various respects. Two
of those generalisations serve as a motivation for the present paper:
First, it is possible to prove Perron–Frobenius like theorems on infinite dimen-
sional spaces; here, one replaces positive matrices with positive operators defined on
a Banach space that is endowed with some kind of ordering. After pioneering work
of Kre˘ın and Rutman on rather general ordered Banach spaces [34] it was noticed
later on that positive operators on Banach lattices have a particularly rich spectral
theory. For an overview of this theory we refer for example to [48, Section V.4
and V.5], [39, Chapter 4] and [29]. Second, one can prove that Perron–Frobenius
theorems hold in fact for a much wider class of matrices than only for positive ones.
In particular, it is possible to show Perron–Frobenius type results for matrices
whose powers become positive for all sufficiently large exponents. Those matrices
are usually called eventually positive; for the last two decades a very extensive study
of them was performed by many researchers (see below for references).
It might come as surprise that until very recently little effort was made to com-
bine those two approaches, i.e. to consider eventually positive operators in infinite
dimensions. A step into this direction was made in two recent papers by Dan-
ers, Kennedy and the author [12, 11] where eventually positive C0-semigroups on
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infinite dimensional Banach lattices were considered. Spectral theory and Perron–
Frobenius type results played an essential role there. Yet, such results were proved
under rather strong a priori assumptions on the spectrum in order to obtain char-
acterisations of eventual positivity which are well-suited for applications to partial
differential equations. In the present paper we go into a different direction: we per-
form an analysis of the spectral properties of eventually positive operators under
very general assumptions. In particular, we do not require much a priori infor-
mation about the spectrum nor do we need the operators (or their powers) to be
compact.
Contributions of this article. We define several notions of eventual positivity
for an operator and we demonstrate by a couple of examples that those notions
are not equivalent in infinite dimensions (Section 2). We also define a related
but more general notion which we call asymptotic positivity in Section 3. Again,
we give several versions of this notion and show that they are not equivalent in
general. The rest of the article is devoted to a thorough spectral analysis of such
operators. Motivated by the classical theorems of Perron and Frobenius we discuss
three different themes: (i) the question whether the spectral radius of such an
operator is contained in the spectrum, (ii) sufficient conditions for the existence of
a positive eigenvector for the spectral radius and (iii) symmetry properties of the
so-called peripheral spectrum, i.e. the set of all spectral values of maximal modulus.
Question (i) is treated in Sections 4 and 5. Among others we prove the following
result (see Corollary 5.4):
Theorem. Let T be a continuous linear operator on a complex Banach lattice E.
Suppose that, for all 0 ≤ x ∈ E and all 0 ≤ x′ ∈ E′, there exists an n0 ∈ N such
that 〈x′, T nx〉 ≥ 0 for all n ≥ n0. Then the spectral radius of T is contained in the
spectrum of T .
Sufficient conditions for the spectral radius to be an eigenvalue and to admit
a positive eigenvector are given in Section 6. Finally, we deal with symmetry
properties of the peripheral (point) spectrum in Sections 7 and 8; more precisely,
we give sufficient conditions for this set to be cyclic. Recall that a subset S of the
complex numbers is called cyclic if reiθ ∈ S (where r ∈ [0,∞) and θ ∈ R) implies
that reinθ ∈ S for all integers n ∈ Z. One of our results now reads as follows:
Theorem. Let T be a continuous linear operator on a complex Banach lattice,
with spectral radius r(T ) > 0. If T/ r(T ) is power bounded and if T n ≥ 0 for all
sufficiently large n, then the peripheral spectrum of T is cyclic.
This result is a simple special case of Theorem 7.1 below.
On the history of eventual positivity. The literature on eventually positive
matrices is vast and we cannot give a complete list of references here. Yet, we
want to briefly mention some contributions to the theory. Matrices which have at
least one positive power were already considered in [6], and [49, pp 48–54] deals
with matrices for which some polynomial is positive. Another early paper where
eventual positivity occurred is [21] where the phenomenon was considered in the
context of inverse spectral problems; see also [59] for a further paper related to
inverse spectral problems. Eventually positive matrices were employed in the study
of Perron–Frobenius type properties for matrices with some negative entries in
numerous papers such as [53, 33, 40, 15, 16]. We refer to [31] for an algorithm
to determine whether a given matrix is eventually positive and to [7, 8, 32, 47]
for further structure results. Moreover, we also refer to the extensive literature on
the relation of eventual positivity and sign patterns of a matrix, see for example
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[5, 17, 9]. We point out once again that these references are far from being complete;
the reader can find more information in these articles and in the references therein.
Instead of eventually positive matrices and operators it is also worthwhile study-
ing eventually positive C0-semigroups. In the finite dimensional case such semi-
groups are, for instance, considered in [41, 43, 19] and in [17, Theorem 2.9]. Appli-
cation to control theory can be found in [2, 1, 50]. On infinite dimensional spaces
eventually positive C0-semigroups first occurred in the analysis a certain concrete
differential operators, namely the bi-Laplace operator [20, 25] and the Dirichlet-to-
Neumann operator [10]. The development of a general theory of eventually positive
C0-semigroups was recently initiated in [12, 11]. It is also worthwhile mentioning
the related theory of eventually monotone dynamical systems, see [51, 52].
Preliminaries. We denote the set of all strictly positive integers by N := {1, 2, ...}
and we set N0 := N ∪ {0}. By T := {λ ∈ C : |λ| = 1} we denote the complex unit
circle. We recall again that a set S ⊆ C is called cyclic if reiθ ∈ S (r ∈ [0,∞), θ ∈ R)
implies that reinθ ∈ S for all n ∈ Z. If S is a subset of a given vector space, then we
denote by spanS the linear span (or linear hull) of S. If S is a subset of a metric
space (M,d) and if x ∈ M , then we denote by dist(x, S) := inf{d(x, y) : y ∈ S}
the distance of x to S. If I ⊆ R is an interval, then we call a function ϕ : I → R
increasing if ϕ(s) ≤ ϕ(t) for all s, t ∈ I fulfilling s ≤ t. For every compact Hausdorff
space we denote the space of all real- (or complex-) valued continuous functions on
K by C(K;R) (respectively, by C(K;C)) and we endow this space with the usual
supremum norm.
Let E be a real or complex Banach space. We denote the space of all bounded
linear operators on E by L(E) and the identity operator on E by IE . By K(E)
we denote the space of all compact linear operators on E. The dual space of E is
denoted by E′. For x ∈ E and x′ ∈ E′ we use the common notation 〈x′, x〉 := x′(x).
The adjoint of an operator T ∈ L(E) is denoted by T ′ ∈ L(E′). An operator
T ∈ L(E) is called power bounded if supn∈N0 ‖T
n‖ <∞.
Let E be a complex Banach space and let T ∈ L(E). The spectrum, the point
spectrum and the approximate point spectrum of T are denoted by σ(T ), σpnt(T )
and σappr(T ), respectively. The number r(T ) := sup{|λ| : λ ∈ σ(T )} denotes the
spectral radius of T and the two sets
σper(T ) := {λ ∈ σ(T ) : |λ| = r(T )}
and σper,pnt(T ) := {λ ∈ σpnt(T ) : |λ| = r(T )}
are called the peripheral spectrum and the peripheral point spectrum of T . The
number ress(T ) := sup{|λ| : λ− T is not Fredholm} is called the essential spectral
radius of T ; it coincides with the spectral radius of the congruence class of T in
the Calkin algebra L(E)/K(E) (this follow from Atkinson’s theorem see e.g. [4,
Theorem 3.3.2]). The resolvent set of T is denoted by ρ(T ) := C \ σ(T ) and for
every λ ∈ ρ(T ) the operator R(λ, T ) := (λ−T )−1 is called the resolvent of T at λ.
The reader is assumed to be familiar with the theory of real and complex Banach
lattices; standard references for this theory are for instance [48] and [39]. Let E
be a complex Banach lattice. We denote by ER the underlying real Banach lattice,
and by E+ := (ER)+ the positive cone. We can decompose every element x ∈ E as
x = Rex + i Imx, where Rex and Imx are uniquely determined elements of ER,
called the real part and the imaginary part of x. We call a vector x ∈ E positive if
x ∈ E+ and we denote this by x ≥ 0; moreover, we write x > 0 if x ≥ 0, but x 6= 0.
More generally, we write g ≥ f (respectively, g > f) for two elements f, g ∈ E if
f, g ∈ ER and if g − f ≥ 0 (respectively, if g ≥ f but g 6= f). We call an operator
T ∈ L(E) positive if TE+ ⊆ E+ and we denote this by T ≥ 0. This terminology
differs from what is usually used in the theory of (eventually) positive matrices, but
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it is very common in the theory of Banach lattices. A linear operator T ∈ L(E) is
called real if TER ⊆ ER. Note that every positive operator is real.
Let E be a real or complex Banach lattice and let u ∈ E+. The principal ideal
generated by u is defined to be the set
Eu := {x ∈ E : ∃c ≥ 0 |x| ≤ cu}
and for every x ∈ Eu the gauge norm of x with respect to u is defined as
‖x‖u := inf{c ≥ 0 : |x| ≤ cu}.
The gauge norm is indeed a norm on the vector space Eu. The space Eu is a (real
or complex) Banach lattice with respect to the gauge norm ‖ · ‖u and with respect
to the order inherited from E (or ER, respectively); in fact, (Eu, ‖ · ‖u) is even an
AM-space with unit u. These results follow from the corollary to Proposition II.7.2
in [48]. Kakutani’s representation theorem for AM-spaces thus asserts that there
exists a compact Hausdorff space K and an isometric Banach lattice isomorphism
fromEu to C(K;R) (respectively, to C(K;C)) which maps u to the constant function
with value 1 (which we denote by 1). For the case of real scalars this theorem can,
for instance, be found in [48, Theorem II.7.4] or in [39, Theorem 2.1.3]; the case of
complex scalars is a simple consequence of the real case.
A particular role in our paper is played by the distance of a vector to the positive
cone. Let E be a complex Banach lattice. For every f ∈ E we denote by d+(f) :=
dist(f, E+) = inf{‖f − g‖ : g ∈ E+} the distance of f to the positive cone
E+. This notation applies in particular to the complex Banach lattice C where
C+ = R+ = [0,∞). The function E → R, f 7→ d+(f) has a few simple but
important properties which we are going to use tacitly throughout: for every f ∈ E
we have d+(f) = 0 if and only if f ≥ 0; the function d+( · ) is continuous (even
Lipschitz continuous with Lipschitz constant 1); we have d+(αf) = α d+(f) for
every α ∈ [0,∞) and every f ∈ E; we have d+(f + g) ≤ d+(f) + d+(g) for all
f, g ∈ E; and finally, we have d+(f) ≤ ‖f‖ for all f ∈ E.
2. Basic Notions I: Eventual Positivity
In this section we make precise what me mean by an eventually positive operator.
Since we are mainly interested in spectral theory in this paper, we formulate the
definition on complex Banach lattices.
Definition 2.1. Let E be a complex Banach lattice. An operator T ∈ L(E) is
called
(a) uniformly eventually positive if there exists an n0 ∈ N such that T n ≥ 0 for
all n ≥ n0.
(b) individually eventually positive if for each x ∈ E+ there exists an n0 ∈ N
such that T nx ≥ 0 for all n ≥ n0.
(c) weakly eventually positive if for each x ∈ E+ and each x′ ∈ E′+ there exists
an n0 ∈ N0 such that 〈x
′, T nx〉 ≥ 0 for all n ≥ n0.
The definition of uniform and individual eventual positivity was motivated by the
papers [11] and [12] where the same terminology was introduced for C0-semigroups;
the notion of weak eventual positivity seems to be new.
Obviously, every uniformly eventually positive operator is also individually even-
tually positive, and every individually eventually positive operator is weakly even-
tually positive. Moreover, since every finite dimensional complex Banach lattice
is isomorphic to Cd (this follows e.g. from [48, Corollary 1 to Theorem II.3.9]),
it is clear that the three notions are in fact equivalent in case that dimE < ∞.
Encouraged by this observation one might be tempted to suspect that a similar
assertion holds for compact operator, or at least for operators of finite rank, on
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infinite dimensional Banach lattices. Yet, it turns out that this is not the case as
the following two examples show.
Examples 2.2. (a) Let E = C([−1, 1];C) denote the space of all continuous,
complex-valued functions on [−1, 1], endowed with the supremum norm ‖ · ‖∞.
There exists an operator T ∈ L(E) which has two-dimensional range and which is
individually but not uniformly eventually positive.
(b) Let p ∈ [1,∞) and set E := Lp((−1, 1);C). There exists an operator T ∈
L(E) which has two-dimensional range and which is weakly but not individually
eventually positive.
Proof. We use the following notation: Whenever E is a Banach space, f ∈ E and
ϕ ∈ E′, then we define f ⊗ ϕ ∈ L(E) by (f ⊗ ϕ)g = 〈ϕ, g〉f for all g ∈ E.
(a) Let E = C([−1, 1];C). Define f1, f2 ∈ E be f1(x) = 1 and f2(x) = x for
all x ∈ [−1, 1] and define ϕ1, ϕ2 ∈ E′ by 〈ϕ1, g〉 =
1
2
∫ 1
−1
g(x) dx and 〈ϕ2, g〉 =
1
4 [g(1)− g(−1)] for all g ∈ E. Note that we have
〈ϕ1, f1〉 = 1, 〈ϕ1, f2〉 = 0,
〈ϕ2, f1〉 = 0, 〈ϕ2, f2〉 =
1
2
.
(2.1)
We define the operator T ∈ L(E) by T = f1 ⊗ ϕ1 + f2 ⊗ ϕ2. Obviously the range
TE of T has dimension 2.
We have T n = f1 ⊗ ϕ1 +
1
2n−1 f2 ⊗ ϕ2 for all n ∈ N. Let us show that T is
individually eventually positive: for every 0 < g ∈ E we have
T ng = 〈ϕ1, g〉f1 +
1
2n−1
〈ϕ2, g〉 → 〈ϕ1, g〉f1
as n → ∞. Since 〈ϕ1, g〉 > 0, since f1 is the constant function with value 1 and
since T ng is real-valued for each n, it follows that T ng ≥ 0 for all sufficiently large
n; hence, T is individually eventually positive.
Now we show that T is not uniformly eventually positive. For every ε > 0
we choose a function 0 ≤ gε ∈ E which fulfils
∫ 1
−1
gε(x) dx ≤ ε, gε(−1) = 1 and
gε(1) = 0. Then we obtain for every n ∈ N that
T ngε =
1
2
∫ 1
−1
gε(x) dxf1 −
1
2n−1
1
4
f2 ≤
1
2
εf1 −
1
2n+1
f2
and thus,
(T ngε)(−1) ≤
1
2
ε−
1
2n+1
.
For every n ∈ N we can therefore find an ε > 0 and a function gε ≥ 0 such that
(T ngε)(−1) < 0. This even proves that T n is not a positive operator for any n ∈ N.
In particular, T is not uniformly eventually positive.
(b) Now, let p ∈ [1,∞) and E = Lp((−1, 1);C). Let f1, f2 ∈ E be given by
f1(x) = 1 and f2(x) = sgnx |x|
− 1
2p for all x ∈ (−1, 1); note that f2 is indeed
contained in Lp due to the choice of the exponent − 12p . Define ϕ1, ϕ2 ∈ E
′ by
〈ϕ1, g〉 =
1
2
∫
(−1,1)
g(x) dx and 〈ϕ2, g〉 = c
∫
(−1,1)
sgnx g(x) dx for all g ∈ E, where
the constant c > 0 is chosen such that 〈ϕ2, f2〉 =
1
2 . Note that f1, f2 and ϕ1, ϕ2
fulfil the equations (2.1).
As above we define T := f1 ⊗ ϕ1 + f2 ⊗ ϕ2 and we thus obtain
T n = f1 ⊗ ϕ1 +
1
2n−1
f2 ⊗ ϕ2
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for all n ∈ N. Let us show that T is weakly eventually positive. For every 0 < g ∈ E
and and every 0 < ψ ∈ E′ we obtain
〈ψ, T ng〉 = 〈ϕ1, g〉〈ψ, f1〉+
1
2n−1
〈ϕ2, g〉〈ψ, f2〉 → 〈ϕ1, g〉〈ψ, f1〉 > 0
as n→∞. Hence, 〈ψ, T ng〉 is positive for all sufficiently large n.
Now we show that T is not individually eventually positive. To this end, choose
a function 0 < g ∈ E such that 〈ϕ2, g〉 > 0. We obtain for all n ∈ N that
T ng = 〈ϕ1, g〉f1 +
1
2n−1
〈ϕ2, g〉f2.
The function f1 is bounded, but the function f2 fulfils limx↑0 f2(x) = −∞. This
proves that T ng 6≥ 0 for any n ∈ N. In particular, T is not individually eventually
positive. 
We note in passing that one can also construct examples of C0-semigroups which
are, say, individually but not uniformly eventually positive (see [12, Examples 5.7
and 5.8]); those examples are, however, a bit more involved, in particular if one
wants to ensure certain compactness properties.
3. Basic Notions II: Asymptotic Positivity
The second notion we deal with in this paper is asymptotic positivity. For certain
C0-semigroups two versions of this notion were introduced in [11]. Here we define
three versions of the notion for (powers of) single operators. Recall that for every
element f of a complex Banach lattice E the symbol d+(f) := dist(f, E+) denotes
the distance of f to the positive cone.
Definition 3.1. Let T be a bounded linear operator on a complex Banach lattice
E. Let r(T ) > 0 and define S := T/ r(T ). We call T
(a) uniformly asymptotically positive supx∈E+, ‖x‖≤1 d+(S
nx)→ 0 as n→∞.
(b) individually asymptotically positive if d+(S
nx) → 0 as n → ∞ for each
x ∈ E+.
(c) weakly asymptotically positive if d+(〈x′, Snx〉) → 0 as n → ∞ for each
x ∈ E+ and each x′ ∈ E′+.
Remarks 3.2. (a) The above definition is rather bold in the following sense. Con-
sider an operator T on a complex Banach lattice E with r(T ) = 1 and assume that
T is uniformly asymptotically positive. In case that T is power bounded uniform
asymptotic positivity means that the fraction
supx∈E+, ‖x‖=1 d+(T
nx)
‖T n‖
(3.1)
converges to 0 as n→∞. If, however, T is not power-bounded, then the condition
that T be uniformly asymptotically positive is stronger than the condition that (3.1)
converge to 0.
Hence, one could also suggest to call T asymptotically positive if only the frac-
tion (3.1) converges to 0, and it does not seem to be clear whether one should prefer
this definition or the definition that we gave above (and that we use throughout
the paper). This is the reason why asymptotic positivity for C0-semigroups was
only defined under additional boundedness assumptions in [11] (compare also [11,
Problem (c) in Section 10]).
(b) We did not assume the operator T in Definition 3.1 to be real. A simple
example for a non-real but uniformly asymptotically positive operator T on the
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complex Banach lattice C2 is given by
T =
(
1 0
0 i2
)
.
None of our subsequent spectral results for asymptotically positive operators re-
quires the operator to be real. Hence, (the finite dimensional versions of) these
results contribute to the Perron–Frobenius theory of matrices with some complex
entries, a topic which has already been studied by several authors and from various
perspectives (see for instance [46, 42, 55]).
The following proposition might help to get a better understanding of the dis-
tance to the positive cone which plays an important role in Definition 3.1.
Proposition 3.3. Let E be a complex Banach lattice and let x ∈ E. Then we have
d+(x) = ‖x− (Rex)+‖ = ‖ − (Re x)− + i Imx‖.
Proof. Let x ∈ E. The second equality in the assertion is obvious, so let us prove
the first equality. We define xˆ := x− (Rex)+. Of course we have d+(x) ≤ ‖xˆ‖.
In order to prove the converse inequality it suffices to show that |xˆ| ≤ |x − y|
for all y ∈ E+. This inequality is easy to check in case that E = C and hence it
is also true if E is the space C(K;C) of continuous complex-valued functions on
a compact Hausdorff space K. Now, let E be arbitrary and let y ∈ E+. We set
u := |x|+y ∈ E+. The principal ideal Eu contains both x and y and, when endowed
with the gauge norm ‖ · ‖u, it is a complex Banach lattice which is isometrically
Banach lattice isomorphic to a C(K;C)-space. Therefore, the inequality |xˆ| ≤ |x−y|
is true in the complex Banach lattice (Eu, ‖ · ‖u). Since Eu is an ideal in E, the
complex modulus in Eu coincides with the complex modulus in E for every element
of Eu. Thus we have |xˆ| ≤ |x− y| in E, as claimed. 
Let us briefly comment on the relation between the three notions in Defini-
tion 3.1:
Proposition 3.4. Let E be a complex Banach lattice and let T ∈ L(E) be an
operator with r(T ).
(a) If T is uniformly asymptotically positive, then T is also individually asymp-
totically positive.
(b) If T is individually asymptotically positive, then T is also weakly asymptot-
ically positive.
Proof. The implication in (a) is obvious and the implication in (b) follows from the
estimate
d+(〈x
′, y〉) ≤ inf
x∈E+
|〈x′, y〉 − 〈x′, x〉| ≤ ‖x′‖ d+(y),
which is true for all vectors y ∈ E and for all functionals 0 ≤ x′ ∈ E′. 
As in Section 2, the converse implications are not in general true. We demon-
strate this by two simple examples:
Examples 3.5. Let p ∈ [1,∞) and let E := ℓp(N;C).
(a) There exists an operator T ∈ L(E) with spectral radius r(T ) = 1 which
has the following properties: T is not uniformly asymptotically positive, but T n
converges strongly to 0 as n→∞ and thus T is individually asymptotically positive
(though for trivial reasons).
(b) There exists an operator T ∈ L(E) with spectral radius r(T ) = 1 which
has the following properties: T is not individually asymptotically positive, but T n
converges weakly to 0 as n → ∞ and thus T is weakly asymptotically positive
(though for trivial reasons).
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Proof. (a) If we define T to be the multiplication operator with symbol (−1+ 1
n
)n∈N,
then T clearly has all the claimed properties.
(b) Let T be −1 times the right shift operator on E; then T has all the properties
that we claimed. 
On the other hand weak, individual, and even uniform eventual positivity coin-
cide under sufficiently strong compactness assumptions as we prove in the following
proposition.
Proposition 3.6. Let E be a complex Banach lattice and let T ∈ L(E) be an
operator with r(T ) > 0 which is weakly asymptotically positive. Denote by S :=
{(T/ r(T ))n : n ∈ N0} the semigroup in L(E) generated by the rescaled operator
T/ r(T ).
(a) If S is relatively compact in L(E) with respect to the strong operator topol-
ogy, then T is individually asymptotically positive.
(b) If S is relatively compact in L(E) with respect to the operator norm topology,
then T is uniformly asymptotically positive.
In the situation of the above proposition, define S := T/ r(T ). If the set S is
relatively compact with respect to the strong operator topology, then S is usually
said to have relatively compact orbits or to be almost periodic in the literature.
It is well-known that S = {Sn : n ∈ N0} is relatively compact in L(E) with
respect to the strong operator topology if and only if, for every f ∈ E, the set
{Snf : n ∈ N0} is relatively compact in E with respect to the norm topology; see
e.g. [18, Corollary A.5].
The condition in assertion (b) that S be relatively compact with respect to the
operator norm topology is for instance fulfilled if S is power-bounded and some
power of T is compact.
Proof of Proposition 3.6. We may assume throughout the proof that r(T ) = 1.
(a) Let f ∈ E+. We have to show that d+(T nf) converges to 0 as n → ∞,
and to this end it suffices to prove that every subsequence (d+(T
nkf))k∈N0 of
(d+(T
nf))n∈N0 has itself a subsequence which converges to 0. Since the set {T
nkf :
k ∈ N0} is relatively compact in E, the sequence (T nkf)k∈N0 has a subsequence
(T nkj )j∈N0 which converges to a vector g ∈ E. Since T is weakly asymptotically
positive, one readily obtains that g ∈ E+. Hence,
d+(T
nkj f) ≤ ‖T nkj − g‖ → 0,
which proves that claim.
(b) Let L(E)+ denote the set of all positive operators in L(E). If the assump-
tion of (b) is fulfilled, then we can show by the same arguments as in (a) that
dist(T n,L(E)+) → 0 as n → ∞. Now, let ε > 0 and choose n0 ≥ n such that
dist(T n,L(E)+) < ε for each n ≥ n0. Then, for every n ≥ n0, we can find an op-
erator Rn ≥ 0 such that ‖T n −Rn‖ < ε. In particular we obtain for every f ∈ E+
with ‖f‖ ≤ 1 and every n ≥ n0 that
d+(T
nf) ≤ ‖T nf −Rnf‖+ d+(Rnf) ≤ ‖T
n −Rn‖ < ε.
Thus,
sup
f∈E+, ‖f‖≤1
d+(T
nf) ≤ ε
for all n ≥ n0, which proves that T is indeed uniformly asymptotically positive. 
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4. The Spectral Radius I
Let E be a complex Banach lattice and let T ∈ L(E). If T is positive, then it
is well-known that r(T ) ∈ σ(T ), see e.g. [48, Proposition V.4.1]. In this section
we prove that the same is still true for uniformly asymptotically positive operators.
Individually asymptotically positive operator, for which the situation is more subtle,
and individually eventually positive operators are treated in the next section. Our
main result in this section is as follows:
Theorem 4.1. Let E be a complex Banach lattice and let T ∈ L(E) an operator
with r(T ) > 0. If T is uniformly asymptotically positive, then r(T ) ∈ σ(T ).
The proof of the above theorem is most easily understood if we recall how the
proof for positive operators works. So let T be a positive operator on a complex
Banach lattice E. A simple application of the Neumann series representation of
the resolvent yields the estimate |R(λ,A)f | ≤ R(|λ|, A)|f | for all f ∈ E and all
λ ∈ C with |λ| > r(T ). From this resolvent estimate one can easily deduce that
r(T ) ∈ σ(T ).
For the proof of Theorem 4.1 we use a similar approach. Let us begin by showing
a version of the estimate |R(λ,A)f | ≤ R(|λ|, A)|f |; since the positivity is only
asymptotic now, a certain error term occurs (compare also [12, Lemma 7.4]):
Lemma 4.2. Let E be a complex Banach lattice and let T ∈ L(E) be an operator
with r(T ) = 1 which is uniformly asymptotically positive. Then there is a function
ω : (1,∞)× E+ → E+ with the following properties:
(a) For each x ∈ E+ and each λ ∈ C satisfying |λ| > 1 we have
|R(λ, T )x| ≤ Re
(
R(|λ|, T )x
)
+ ω(|λ|, x).
(b) We have supx∈E+, ‖x‖≤1(r − 1)‖ω(r, x)‖ → 0 as r ↓ 1.
Proof. For each r > 1 and each x ∈ E+ we define
ω(r, x) =
∞∑
n=0
1
rn+1
(
|T nx| − Re(T nx)
)
.
Let us show that this function fulfils the assertions (a) and (b).
(a) For every x ∈ E+ and every λ ∈ C, |λ| > 1, we have
ω(|λ|, x) =
∞∑
n=0
|
1
λn+1
T nx| −
∞∑
n=0
1
|λ|n+1
Re(T nx) ≥
≥ |
∞∑
n=0
1
λn+1
T nx| − Re
∞∑
n=0
1
|λ|n+1
T nx.
The first summand in the latter term equals |R(λ, T )x| and the second summand
equals Re
(
R(|λ|, T )x
)
, so we obtain (a).
(b) Define δn := supx∈E+, ‖x‖≤1 d+(T
nx) for each n ∈ N0. Since T is uniformly
asymptotically positive, we have δn → 0 as n→∞. As explained in the subsequent
Remark 4.3 we have ‖|y| − Re y‖ ≤ 2 d+(y) for each y ∈ E. Using this, we obtain
that
sup
x∈E+, ‖x‖≤1
‖ω(r, x)‖ ≤ sup
x∈E+, ‖x‖=1
2
∞∑
n=0
1
rn+1
dist(T nx,E+) ≤ 2
∞∑
n=0
1
rn+1
δn,
for every r > 1.
Using that
∑∞
n=0
r−1
rn+1
= 1 for all r > 1 and that δn → 0 as n→∞, we can see
that
∑∞
n=0
r−1
rn+1
δn → 0 as r ↓ 1. Hence, we obtain (b). 
In the proof of Lemma 4.2 we made use of the following observation.
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Remark 4.3. Let E be a complex Banach lattice. Then we have ‖|x| − Rex‖ ≤
2 d+(x) for every x ∈ E.
Proof. According to Proposition 3.3 we have have ‖x − (Rex)+‖ = d+(x), so it
suffices to show that 0 ≤ |x| − Rex ≤ 2|x− (Rex)+|.
The first equality is obvious since we have Rex ≤ |Rex| ≤ |x|. In order to prove
the second inequality |x| − Rex ≤ 2|x − (Rex)+| one argues as in the proof of
Proposition 3.3: first one checks by a brief computation that the inequality holds
if E = C and hence it also holds if E is the space of continuous complex-valued
functions on any compact Hausdorff space. This implies that the inequality is true
in the principal ideal E|x| and hence in E. 
The last ingredient that we need for the proof of Theorem 4.1 is the following
simple observation about the norm of operators on a complex Banach lattice.
Remark 4.4. Let E be a complex Banach lattice and let T ∈ L(E). Then there
exists a vector x ∈ E+ of norm ‖x‖ ≤ 1 such that ‖Tx‖ ≥
1
8‖T ‖.
Proof. The assertion is obvious of T = 0, so assume that ‖T ‖ > 0. Then we can
find a vector z ∈ E of norm ‖z‖ ≤ 1 such that 12‖T ‖ ≤ ‖Tz‖ and hence,
1
2
‖Tz‖ ≤ ‖T (Re z)+‖+ ‖T (Re z)−‖+ ‖T (Im z)+‖+ ‖T (Im z)−‖.
Thus, at least one the latter four summands is ≥ 18‖Tz‖. 
The estimate in the above remark is of course not optimal, but it suffices for
our purposes. Using the resolvent estimate from Lemma 4.2 we can now prove
Theorem 4.1:
Proof of Theorem 4.1. We may assume that r(T ) = 1. Let λ ∈ C be a spectral
value of T of modulus 1 and choose a sequence (rn) ⊆ (1,∞) which converges to
1. According to Remark 4.4 we can find a sequence of vectors (xn) ⊆ E+, each of
them of norm ≤ 1, such that
‖R(rnλ, T )xn‖ ≥
1
8
‖R(rnλ, T )‖ ≥
1
8
1
dist(rnλ, σ(T ))
=
1
8(rn − 1)
.
Let ω : (1,∞) × E+ → E+ be as in Lemma 4.2. For each index n we define
δn := supx∈E+, ‖x‖≤1 ‖ω(rn, x)‖. Then
(rn − 1)‖R(rn, T )‖ ≥ (rn − 1)‖Re(R(rn, T )xn)‖
≥ (rn − 1)‖R(rnλ, T )xn‖ − (rn − 1)δn ≥
1
8
− (rn − 1)δn →
1
8
as n → ∞, so ‖R(rn, T )‖ → ∞. Since (rn) converges to 1 we conclude that
1 ∈ σ(T ), as claimed. 
5. The Spectral Radius II
While the spectral radius of a uniformly asymptotically positive operator is al-
ways contained in its spectrum according to Theorem 4.1, the situation is more sub-
tle for individually and weakly asymptotically positive operators. We first demon-
strate by a simple example what is not true:
Example 5.1. Let p ∈ [1,∞) and let E := ℓp(N;C). There exists an operator
T ∈ L(E) with spectral radius r(T ) = 1 which has the following properties: the
powers T n converges strongly to 0 as n → ∞, so T is individually asymptotically
positive; yet, the spectral radius r(T ) = 1 is not contained in the spectrum σ(T ).
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Proof. Let T be the multiplication operator with symbol (−1 + 1
n
)n∈N (which we
have already considered in Example 3.5(a)). Then T fulfils all the properties we
claimed. 
The above example raises the question whether at least for weakly eventually
positive operators the spectral radius is contained in the spectrum. This is in-
deed the case, and it follows from a more general result: we will see in Theo-
rems 5.2 and 5.7 below that the spectral radius of a weakly asymptotically positive
operator is automatically contained in the spectrum provided that the sequences(
d+(〈x′, T nx〉)
)
n∈N0
(for x ∈ E+, x′ ∈ E′+) do not only converge to 0, but satisfy
a certain decay rate.
Such a result might not come as a complete surprise and it is motivated by the
following observation: let T be a continuous linear operator on a, say complex,
Banach space E. If, for all x ∈ E and all x′ ∈ E′, the sequence (〈x′, T nx〉)n∈N0
converges to 0 with a certain rate, then the powers T n actually converge to 0
with respect to the operator norm; results of this type can for instance be found
in [57], [56] and [26]. Here, we consider an operator T on a complex Banach
lattice E such that for all x, x′ ≥ 0 the sequence
(
(d+(〈x′, T nx〉)
)
n∈N0
has a certain
decay rate. We do not know whether this condition already implies that T is
uniformly asymptotically positive, but we are going to show that the condition
implies r(T ) ∈ σ(T ). Our main results in this section are the following theorem
and its corollaries:
Theorem 5.2. Let E be a complex Banach lattice, let T ∈ L(E) with r(T ) > 0
and define S := T/ r(T ). Let Φ be an at most countable set of increasing functions
ϕ : [0,∞) → [0,∞) which fulfil ϕ(t) > 0 for all t > 0. Suppose that for every
x ∈ E+ with ‖x‖ ≤ 1 and for every x ∈ E
′
+ with ‖x
′‖ ≤ 1 there exists a function
ϕ ∈ Φ such that
∞∑
n=0
ϕ
(
d+(〈x
′, Snx〉)
)
<∞.
Then r(T ) ∈ σ(T ).
It follows readily from Theorem 5.2 that we have r(T ) ∈ σ(T ) in case that the
distance of 〈x′, Snx〉 to the positive real numbers is summable. Let us formulate
this as an extra corollary:
Corollary 5.3. Let E be a complex Banach lattice, let T ∈ L(E) with r(T ) > 0
and define S := T/ r(T ). Suppose that
∞∑
n=0
d+(〈x
′, Snx〉) <∞
for all x ∈ E+, x
′ ∈ E′+. Then r(T ) ∈ σ(T ).
From Theorem 5.2 (or from Corollary 5.3) it follows, in particular, that the spec-
tral radius of a weakly eventually positive operators is contained in the spectrum.
We state this in an extra corollary, too:
Corollary 5.4. Let E 6= {0} be a complex Banach lattice and let T ∈ L(E) be
weakly eventually positive. Then r(T ) ∈ σ(T ).
Finally, we formulate another consequence of Theorem 5.2 which is more general
then Corollary 5.3:
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Corollary 5.5. Let E be a complex Banach lattice, let T ∈ L(E) with r(T ) > 0
and define S := T/ r(T ). Suppose that(
d+(〈x
′, Snx〉)
)
n∈N0
∈
⋃
1≤p<∞
ℓp(N0;R)
for all x ∈ E+, x′ ∈ E′+. Then r(T ) ∈ σ(T ).
For the proof of Theorem 5.2 we employ techniques from [26]. We first need to
introduce a bit of terminology. By c0 we denote the space of all complex-valued
sequences which are indexed over N0 and which converge to 0. We endow this
space with the supremum norm which renders it a complex Banach lattice. In
particular, for every u ∈ (c0)+, the principal ideal (c0)u is defined as explained in
the preliminaries.
For a sequence 0 ≤ x = (xn)n∈N0 ∈ c0 we denote by x
∗ := (x∗n)n∈N0 ∈ c0 the
decreasing rearrangement of x, i.e. the sequence consisting of the same entries as
x (including multiplicities) which have been rearranged in decreasing order. The
following definition is taken from [26, Definition 3.1].
Definition 5.6. Let F ⊂ (c0)+ and let a = (an)n∈N0 be a sequence of complex
numbers. We say that F governs the sequence a if a ∈ c0 and if there exists an
element f ∈ F such that the decreasing rearrangement |a|∗ of |a| is contained in
the principal ideal (c0)f .
A corollary of the following quite general result will be the key to give the proof
of Theorem 5.2 at the end of the section.
Theorem 5.7. Let E be a complex Banach lattice, let T ∈ L(E) with r(T ) > 0
and define S := T/ r(T ). Let f ∈ (c0)+ and suppose that {f} governs the sequence(
d+(〈x
′, Snx〉)
)
n∈N0
for each x ∈ E+ and each x ∈ E′+. Then r(T ) ∈ σ(T ).
We can prove Theorem 5.7 by a method which was also employed in the proof
of [26, Theorem 3.2]:
Proof of Theorem 5.7. We may assume that r(T ) = 1 and that f 6= 0 (if f = 0 then
we can replace f with an arbitrary function from (c0)+ \ {0}). Choose µ ∈ σ(T )
with |µ| = 1.
For every r > 1 we define α(r) :=
∑∞
n=0
fn
rn+1
> 0. Using the Neumann series
representation of the resolvent we obtain for all x ∈ E+, x′ ∈ E′+ and r ∈ (1,∞)
that
|〈x′,R(rµ, T )x〉| − Re〈x′,R(r, T )x〉 ≤
∞∑
n=0
|〈x′, T nx〉| − Re〈x′, T nx〉
rn+1
≤ 2
∞∑
n=0
d+(〈x′, T nx〉)
rn+1
≤ 2
∞∑
n=0
d+(〈x′, T nx〉)∗
rn+1
,
where we used Remark 4.3 to obtain the inequality between the first and the second
line and where an infinite series version of the rearrangement inequality (see e.g.
[26, Lemma 3.3]) yields the inequality in the second line.
By assumption there exists a number c ≥ 0 (which might depend on x and x′)
such that d+(〈x′, T nx〉)∗ ≤ cfn for each n ∈ N0, so we conclude that
Re〈x′,R(r, T )x〉 ≥ |〈x′,R(rµ, T )x〉| − 2c
∞∑
n=0
fn
rn+1
= |〈x′,R(rµ, T )x〉| − 2c α(r)
(5.1)
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for all r > 1.
One can easily check that (r − 1)α(r) → 0 for r ↓ 1 since f ∈ c0. Noting that
‖R(rµ, T )‖ ≥ 1dist(rµ,σ(T )) =
1
r−1 we thus conclude that limr↓1
‖R(rµ,T )‖
α(r) =∞. Due
to the uniform boundedness principle we can therefore find vectors x ∈ E+ and
x′ ∈ E′+ and a sequence of real numbers rk ↓ 1 such that
lim
k→∞
|〈x′, R(rkµ, T )x〉|
α(rk)
=∞.
Using (5.1) and the fact that lim infr↓ α(r) > 0 we thus obtain the estimate
Re〈x′, R(rk, T )x〉 ≥ α(rk)
( |〈x′, R(rkµ, T )x〉|
α(rk)
− 2c
)
k→∞
→ ∞.
Hence, limk→∞ ‖R(rk, T )‖ =∞ which proves that 1 ∈ σ(T ). 
In the following corollary we show that the conclusion of Theorem 5.7 remains
true if one allows f to vary within a countable set. The proof is virtually the same
as the proof of [26, Proposition 3.4 and Corollary 3.5]; for the convenience of the
reader we include the entire argument here.
Corollary 5.8. Let E be a complex Banach lattice, let T ∈ L(E) with r(T ) > 0
and define S := T/ r(T ). Let F ⊆ (c0)+ be an at most countable set and suppose
that F governs the sequence (
d+(〈x
′, Snx〉)
)
n∈N0
for each x ∈ E+ and each x ∈ E′+. Then r(T ) ∈ σ(T ).
Proof. It follows from the assumptions that F 6= ∅; we may assume that F does
not contain 0. Let (fn)n∈N be an enumeration of the elements of F (where some of
the vectors in F may occur several times in case that F is finite). We define
f :=
∞∑
n=1
fn
2n‖fn‖
∈ c0.
Then f dominates a multiple of every element of F and hence, {f} governs the
sequence (
d+(〈x
′, Snx〉)
)
n∈N0
for all x ∈ E and all x′ ∈ E′. According to Theorem 5.7 this implies that r(T ) ∈
σ(T ). 
We close this section by demonstrating why Theorem 5.2 is a consequence of
Corollary 5.8:
Proof of Theorem 5.2. Let A be a set of real-valued sequences a = (an)n∈N0 ⊆
[0,∞) and let ϕ ∈ Φ. It was proved in [26, Lemma 4.1] that if
∑
n=0 ϕ(an) < ∞
for each a ∈ A, then there exists a sequence 0 ≤ f ∈ c0 such that {f} governs each
element of A.
For every ϕ ∈ Φ we now define Dϕ to be the set of all pairs (x, x′) ∈ E × E′
which fulfil ‖x‖ ≤ 1 and ‖x′‖ ≤ 1 and for which
∑∞
n=0 ϕ
(
d+(〈x′, Snx〉)
)
< ∞.
As noted at the beginning of the proof we can find, for each ϕ ∈ Φ, a sequence
0 ≤ fϕ ∈ c0 such that {fϕ} governs
(
d+(〈x′, Snx〉)
)
n∈N0
for all (x′, x) ∈ Dϕ. By
assumption, we have⋃
ϕ∈Φ
Dϕ = {(x, x
′) ∈ E′ × E : ‖x‖ ≤ 1 and ‖x′‖ ≤ 1},
so F := {fϕ : ϕ ∈ Φ} governs
(
d+(〈x′, Snx〉)
)
n∈N0
for all x ∈ E and x′ ∈ E′ of
norm ≤ 1. By a simple scaling argument it follows that F governs the sequence
14 JOCHEN GLU¨CK
(
d+(〈x′, Snx〉)
)
n∈N0
for actually all x ∈ E and x′ ∈ E′. Since F is at most
countable, it follows from Corollary 5.8 that r(T ) ∈ σ(T ). 
6. Positive Eigenvectors
In this section we give sufficient conditions for the spectral radius of an operator
T to be an eigenvalue of T which admits a positive eigenvector. Even for a posi-
tive operator the spectral radius need, in general, not be an eigenvalue at all (the
multiplication operator with symbol (1 − 1
n
) on ℓp(N;C) is a counterexample). A
very common condition to ensure that a spectral value λ of an arbitrary operator
T is an eigenvalue is to assume that it is a pole of the resolvent R( · , T ). This is
also a common assumption in Perron–Frobenius theory. Under this assumption we
obtain the following Kre˘ın–Rutman type result.
Theorem 6.1. Let E be a complex Banach lattice and let T ∈ L(E) with r(T ) > 0.
Assume that T is weakly asymptotically positive and that r(T ) is a spectral value of
T and a pole of the resolvent R( · , T ).
Then r(T ) is an eigenvalue of T and of the adjoint T ′ and each of the eigenspaces
ker(r(T )− T ) and ker(r(T )− T ′) contains a non-zero positive vector.
Recall that sufficient conditions for r(T ) to be a spectral value of T are given
in Sections 4 and 5. Suppose that 0 < r(T ) ∈ σ(T ). The assumption that r(T )
be a pole of R( · , T ) is for example fulfilled if the essential spectral radius ress(T )
is strictly smaller than r(T ) (see e.g. [18, formula (1.16) on p. 249]). It is also
fulfilled if there exists an open neighbourhood U of σ(T ) and an analytic function
f : U → C such that f(T ) is compact and such that f(r(T )) 6= 0 [54, Theorem 5.8-
F]. In particular, r(T ) is a pole of R( · , A) if T or some power of T is compact.
Combining these observations with our results from Sections 4 and 5 we obtain, for
instance, the following corollaries:
Corollary 6.2. Let E be a complex Banach lattice and let T ∈ L(E) be a weakly
eventually positive operator with r(T ) > 0. Assume that some power of T is compact
or, more generally, that there exists an open neighbourhood U of σ(T ) and an
analytic function f : U → C with f(r(T )) 6= 0 for which f(T ) is compact.
Then r(T ) is an eigenvalue of T and T ′ and each of the eigenspaces ker(r(T )−T )
and ker(r(T )− T ′) contains a non-zero positive vector.
Proof. It follows from Corollary 5.4 that r(T ) is a spectral value of T . Moreover, as
recalled above, r(T ) is a pole of the resolvent R( · , T ). Hence, the assertion follows
from Theorem 6.1. 
Corollary 6.3. Let E be a complex Banach lattice and let T ∈ L(E) be an operator
which fulfils 0 ≤ ress(T ) < r(T ) and which is weakly asymptotically positive. Suppose
that T/ r(T ) is power bounded.
Then T is uniformly asymptotically positive; moreover, r(T ) is an eigenvalue of
T and T ′ and each of the eigenspaces ker(r(T )− T ) and ker(r(T )− T ′) contains a
non-zero positive vector.
Proof. Since T/ r(T ) is power bounded and since ress(T ) < r(T ), it is easy to see
that the set {(T/ r(T ))n : n ∈ N0} is relatively compact in L(E) with respect to
the operator norm topology. Hence, it follows from Proposition 3.6(b) that T is
uniformly asymptotically positive.
Thus, the spectral radius r(T ) is contained in σ(T ) according to Theorem 4.1.
Since ress(T ) < r(T ) we know that r(T ) is a pole of the resolvent R( · , T ), so the
assertion follows from Theorem 6.1. 
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The proof of Theorem 6.1 uses some well-known properties of the Laurent series
expansion of the resolvent and is quite elementary:
Proof of Theorem 6.1. We may assume that r(T ) = 1. Let us begin with a prelim-
inary observation. For all x ∈ E+, all x′ ∈ E′+ and all r > 1 we have
d+(〈x
′,R(r, T )x〉) ≤
∞∑
n=0
d+(〈x
′, T nx〉)
rn+1
according to the Neumann series representation of the resolvent. Using that we
have d+(〈x′, T nx〉) → 0 as n → ∞ and that (r − 1)
∑∞
n=0
1
rn+1
= 1 for all r > 1,
we thus obtain
(r − 1) d+(〈x
′,R(r, T )x〉)→ 0 as r ↓ 1.(6.1)
Now, let m ∈ N denote the order of 1 as a pole of the resolvent R( · , T ) and let
R(λ, T ) =
∞∑
n=−m
Qn(λ− 1)
n
be the Laurent series expansion of the resolvent about 1 (where Qn ∈ L(E) for all
n ∈ {−m,−m+1, ...}). Note that the operator Q−m is non-zero and that its range
Q−mE is contained in ker(1− T ) [58, Theorem 2 in Section VIII.8]. In particular,
1 is an eigenvalue of T .
Moreover, the operator Q−m is positive: indeed, (r − 1)mR(r, T ) converges to
Q−m with respect to the operator norm as r ↓ 1, so it follows from (6.1) that
d+(〈x′, Q−mx〉) = 0 for all x ∈ E+ and all x′ ∈ E′+. Since Q−m is positive and
non-zero and since E = E+−E+, we can find a vector x ∈ E+ such that Q−mx > 0.
Thus, Q−mx is a positive eigenvector of T for the eigenvalue 1.
Let us now consider the adjoint operator T ′. It has the same spectrum as T
and we have R(λ, T ′) = R(λ, T )′ for all λ ∈ σ(T ′) = σ(T ). The Laurent series
representation of R( · , T ′) about 1 is thus given by
R(λ, T ′) =
∞∑
n=−m
Q′n(λ− 1)
n.
Since Q′−m 6= 0, it follows that 1 is also a pole of order m of R( · , T
′). As above we
haveQ′−mE
′ ⊆ ker(1−T ′). Since Q−m is positive, so is Q′−m and hence, there exists
a vector x′ ∈ E′+ such that Q
′
−mx
′ > 0. Thus, Q′−mx
′ is a positive eigenvector of
T for the eigenvalue 1. 
7. The Peripheral Spectrum
In this section we turn to the peripheral spectrum σper(T ) of an asymptotically
positive operator T . We note once again that σper(T ) is defined to be the set of all
spectral values of T with maximal modulus.
Recall that an operator T on a complex Banach space E is called Abel bounded if
supλ>r(T )(λ−r(T ))‖R(λ, T )‖ <∞. An easy application of the Neumann series rep-
resentation of the resolvent shows that an operator T with non-zero spectral radius
is automatically Abel bounded in case that T/ r(T ) is power bounded. The converse
implication is, however, not true: for instance, an operator is automatically Abel
bounded if r(T ) 6∈ σ(T ); moreover, there exist even positive operators (for which
we always have r(T ) ∈ σ(T )) which are Abel bounded, but for which the rescaled
operator T/ r(T ) is not power bounded; see [13, Section 2] for a counterexample.
A deep result in Perron–Frobenius theory asserts that the peripheral spectrum of
a positive, Abel-bounded operator T on a complex Banach lattice is automatically
cyclic, i.e. we have r(T )einθ ∈ σ(T ) for all integers n ∈ Z whenever r(T )eiθ ∈ σ(T )
16 JOCHEN GLU¨CK
(θ ∈ R). This was proved independently by Krieger [36, Folgerung 2.2.1(b)] and
Lotz [37, Theorem 4.7] in the late 1960s. It is worthwhile pointing out that the
question whether the peripheral spectrum of every positive operator on a complex
Banach lattice is cyclic is an open problem until today; we refer to [28] and [27] for
a detailed discussion of this topic and for some recent partial results.
Here we show that the peripheral spectrum of a uniformly asymptotically positive
operator T is cyclic in case that T/ r(T ) is power bounded:
Theorem 7.1. Let E be a complex Banach lattice and let T ∈ L(E) with r(T ) > 0.
If T/ r(T ) is power-bounded and T is uniformly asymptotically positive, then σper(T )
is cyclic.
We have not been able yet to prove or disprove the same assertion for operators
which are merely Abel bounded. Similarly to Krieger and Lotz we employ some
kind of lifting technique to transform the peripheral spectrum of an operator into
point spectrum (more precisely, we use ultra powers of Banach lattices). The rest
of our proof is, however, quite different from the arguments used by Krieger and
Lotz.
Let us give a very brief reminder of ultra powers of Banach lattices. Let E be a
complex Banach lattice and let U be a free ultra filter on N. By ℓ∞(N;E) we denote
the space of all E-valued norm bounded sequences, endowed with the supremum
norm; note that ℓ∞(N;E) is itself a complex Banach lattice. By c0,U(N;E) we
denote the closed ideal in ℓ∞(N;E) of all sequences which converge to 0 along U .
The quotient space
EU := ℓ∞(N;E)/c0,U (N;E)
is called an ultra power of E; it is itself a complex Banach lattice. For every sequence
x = (xn) ∈ ℓ∞(N;E) we denote by xU := (xn)U the equivalence class of x in EU ;
it is not difficult to see that the norm of xU in EU is given by ‖xU‖ = limU ‖xn‖.
Moreover, we have
d+(x
U ) = lim
U
d+(xn)(7.1)
for all xU = (xn)
U ∈ EU ; this follows from Proposition 3.3. For every x ∈ E we
denote by xU the equivalence class of the constant sequence (x, x, ...) in EU . Note
that the mapping E → EU , x 7→ xU is an isometric lattice homomorphism.
Now, let T ∈ L(E). Then we define T U ∈ L(EU ) to be the operator given by
T UxU = (Txn)
U for all xU ∈ EU . The mapping L(E) → L(EU ), T 7→ T U is
an isometric Banach lattice homomorphism, and T U is positive if and only if T is
positive. Moreover, we have σ(T ) = σ(T U) and σpnt(T
U) = σappr(T
U) = σappr(T );
in particular, the peripheral spectrum of T U consists of eigenvalues of T U and
coincides with the peripheral spectrum of T . For more details we refer to [48,
Section V.1], [39, pp. 251–253] and to the survey article [30].
In order to give the proof of Theorem 7.1 we need one further ingredient, namely
the next proposition. Let E be a complex Banach lattice, which is by definition
the complexification of a real Banach lattice ER, and let F ⊆ E be a closed vector
subspace. We call F a lattice subspace of E and the real part FR := F ∩ ER of F
fulfils FR+ iFR = ER and if FR is a vector lattice with respect to the order induced
by ER. We also recall that the dual space E
′ of a complex Banach lattice E is itself
a complex Banach lattice; more precisely, if E is a complexification of a real Banach
lattice ER, then E
′ is a complexification of E′
R
[48, Corollary 3 to Theorem IV.1.8].
Proposition 7.2. Let E be a complex Banach lattice and let T ∈ L(E) be positive
and power bounded. Then the fixed space F := ker(1−T ′) of the adjoint operator T ′
is a lattice subspace of E′; moreover, there exists a norm on F which is equivalent
to the norm induced by E′ and which renders F a complex Banach lattice.
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Proof. By definition, E is the complexification of a real Banach lattice ER; the space
E′ is the complexification of the dual Banach lattice E′
R
. We define FR := F ∩E′R;
since T ′ maps E′
R
to E′
R
we clearly have FR + iFR = F . In order to prove that F
is a lattice subspace of E′ we thus have to show that FR is a vector lattice with
respect to the order induced by E′
R
. To this end, it suffices to proves that, for every
f ∈ F ′
R
, there exists a supremum of f and −f in FR.
So let f ∈ FR. We have T ′f = f and thus T ′|f | ≥ |f |. Iterating this inequality
we obtain that the sequence ((T ′)n|f |)n∈N0 is increasing. Note that the sequence is
also norm bounded since we assumed T to be power bounded. Hence, ((T ′)n|f |)n∈N0
converges to a vector 0 ≤ g ∈ E′
R
with respect to the weak∗-topology. Since T ′ is
continuous with respect to this topology, g is a fixed point of T ′ and thus contained
in FR. Since g ≥ |f |, the vector g is clearly an upper bound of f and −f in FR.
Assume now, on the other hand, that h ∈ FR is another upper bound of f and −f
in FR. Then we have |f | ≤ h and hence (T ′)n|f | ≤ (T ′)nh = h for all n ∈ N0. This
proves that g ≤ h, so g is indeed the supremum of f and −f in FR. We have thus
proved that F is indeed a lattice subspace of E′.
Finally, we denote the modulus of any f ∈ FR in the vector lattice FR by |f |F
and we define ‖f‖F := ‖|f |F ‖ for every f ∈ FR. We clearly have ‖f‖ ≤ ‖f‖F for
all f ∈ FR and from the construction of |f |F in the above part of the proof we
obtain that ‖f‖F ≤ supn∈N0 ‖T
n‖‖f‖. Hence, the norm ‖ · ‖F on FR is equivalent
to the norm ‖ · ‖ induced by E′. It is now straightforward to check that (FR, ‖ · ‖F )
is a (real) Banach lattice, and from this it readily follows that F = FR + iFR is a
complex Banach lattice with respect to a norm equivalent to the norm induced by
E′. 
Arguments as used in the above proof are quite common in Perron–Frobenius
theory, compare for instance [3, the proof of Corollary C-III.4.3(a)]. We also refer
to [28, Theorem 2.1 and Corollary 2.2] for related results.
The following proof of Theorem 7.1 exhibits some similarities to the proof of [28,
Theorem 3.2]; the technical details are, however, quite different.
Proof of Theorem 7.1. We may assume that r(T ) = 1. Let λ ∈ σper(T ), i.e. let
λ ∈ σ(T ) and |λ| = 1. We have to prove that λm ∈ σ(T ) for all m ∈ Z. Replacing
E with an ultra power and T with its lifting to this ultra power we may assume
that λ is an eigenvalue of T with an eigenvector z ∈ E (note that the uniform
asymptotic positivity of T is conserved if we lift T to an ultra power of E; this
follows from formula (7.1)).
Let us now employ a second ultra power argument. Choose a free ultra filter
U on N and a sequence of integers 1 ≤ kn → ∞ such that λkn → 1 (such a
sequence clearly exists). We define two operators R and S on the ultra power EU
which are given by RxU = (T kn−1xn)
U and SxU = (T knxn)
U for all xU ∈ EU .
Using that T is power bounded it is easy to see that R and S are well-defined.
Moreover, the operators T U , R and S commute, they are power bounded and we
have RT U = T UR = S. Since T is uniformly asymptotically positive, it follows from
formula (7.1) that R, S and ST U = T US are positive operators on the complex
Banach lattice EU . Note that the vector zU is contained in the fixed space ker(1−S)
of S since λkn → 1.
We now take bi-adjoints; to keep the notation simple, let us define Eˆ := (EU )′′,
Tˆ := (T U)′′, Rˆ := R′′ and Sˆ := S′′. Then the operators Tˆ , Rˆ and Sˆ commute, they
are power bounded and we have RˆTˆ = Tˆ Rˆ = Sˆ; moreover, Rˆ, Sˆ and SˆTˆ = Tˆ Sˆ are
positive. Proposition 7.2 shows that the fixed space F := ker(1− Sˆ) of Sˆ is a lattice
subspace of Eˆ and a complex Banach lattice with respect to an equivalent norm.
Since Tˆ and Rˆ commute with Sˆ, they leave F invariant, and their restrictions to F
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fulfil Rˆ|F Tˆ |F = Tˆ |F RˆF = Sˆ|F = I F ; hence, Tˆ |F and Rˆ|F are inverse to each other.
Since Rˆ is positive, so is Rˆ|F , and since Tˆ Sˆ is positive, so is Tˆ |F . This proves that
TˆF is actually a Banach lattice isomorphism on the complex Banach lattice F .
We consider EU as a subspace of Eˆ by means of evaluation. Since the eigenvector
zU of T U for the eigenvalue λ is contained in ker(1 − S), it is also contained in
F = ker(1 − Sˆ); so λ is an eigenvalue of Tˆ |F . Since the point spectrum of every
lattice homomorphism on a complex Banach lattice is cyclic [48, Corollary 2 to
Proposition V.4.2], it follows that λm is an eigenvalue of Tˆ |F , and thus of Tˆ , for
every m ∈ Z. Therefore, λm is a spectral value of T U , and hence of T , for every
m ∈ Z. 
We close this section with a few comments on the assumptions of Theorem 7.1:
Remarks 7.3. (a) The assertion of Theorem 7.1 does not in general remain true
if T is only assumed to be individually asymptotically positive instead of uniformly
asymptotically positive. A counterexample is again provided by the multiplication
operator on ℓp(N;C) (1 ≤ p <∞) with symbol (−1 + 1
n
)n∈N.
(b) It does not seem to be clear whether the peripheral spectrum of an individu-
ally eventually positive operator T is cyclic (in case that T/ r(T ) is power bounded).
One might conjecture that every individually eventually positive operator T is uni-
formly asymptotically positive (at least if T/ r(T ) is power bounded), in which case
the answer to this question would be positive due to Theorem 7.1; yet, it does
not seem to be clear either whether such a conjecture is justified (compare the
discussion before Theorem 5.2).
8. The Peripheral Point Spectrum
In this final section we consider the peripheral point spectrum rather than the
peripheral spectrum. Recall that the peripheral point spectrum σper,pnt(T ) of an
operator T is defined to be the set of all eigenvalues of T with modulus r(T ). We
point out that the peripheral point spectrum can be empty, in general.
While the peripheral spectrum of a positive operator T is always cyclic in case
that T/ r(T ) is power bounded, this is not in general true for the peripheral point
spectrum; see for instance [28, Sections 5 and 6] where several counterexamples
are discussed. On the other hand, the same reference contains many sufficient
conditions which ensure that the peripheral point spectrum of a positive operator
is indeed cyclic. Here, we adapt one of these conditions (namely [28, Theorem 5.5])
to the case of weakly asymptotically positive operators.
Recall that an operator S on a Banach space E is said to have relatively weakly
compact orbits if the set {Sn : n ∈ N0} is relatively compact in L(E) with respect
to the weak operator topology. This is equivalent to the set {Snx : n ∈ N0} being
relatively compact in E with respect to the weak topology for each x ∈ E (see
e.g. [18, Corollary A.5]). Note that every power bounded operator on a reflexive
Banach space automatically has relatively weakly compact orbits.
Theorem 8.1. Let E be a complex Banach lattice and let T ∈ L(E) with r(T ) > 0.
Suppose that the powers of T/ r(T ) are relatively weakly compact and that T is
weakly asymptotically positive. Then we have
dim ker(r(T )eiθ − T ) ≤ dimker(r(T )einθ − T )
for all n ∈ Z and all θ ∈ R. In particular, the peripheral point spectrum of T is
cyclic.
In the above theorem we understand the dimension of a vector space to be either
an integer or ∞, i.e. we do not distinguish between different infinite cardinalities.
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The proof of the above theorem relies on the so-called Jacobs–de Leeuw–Glicksberg
decomposition of an operator (see for instance [35, Section 2.4], [18, Section V.2] or
[14, Section 16.3] for details about this construction) and is very similar to the proof
of [28, Theorem 5.5]. The only difference is that we now use a bit more information
about the Jacobs–de Leeuw–Glicksberg decomposition to compensate for the fact
that the operator might no longer be positive, but only weakly asymptotically
positive.
Proof of Theorem 8.1. We may assume that r(T ) = 1. Let S denote the closure of
the set {T n : n ∈ N0} in L(E) with respect to the weak operator topology. Then
S is a compact commutative semi-topological semigroup with respect to operator
multiplication and with respect to the weak operator topology. Hence, the so-called
Sushkevich kernel
K :=
⋂
S∈S
SS
is an ideal in the semigroup S and in fact it is even a group. The neutral element
P of the group K is a projection on E; since P commutes with every operator
S ∈ S it reduces each such S. The restriction of T to the range PE of P is
an invertible operator in L(PE) and its inverse (T |PE)−1 is given by R|PE for
some operator R ∈ S. Moreover, the range of P is the closed linear span of all
eigenvectors of T belonging to eigenvalues of modulus 1; in particular, we have
ker(eiθ − T ) = ker(eiθ − T |PE) for all θ ∈ R. All these results can, for instance, be
found in [35, Section 2.4].
Now we prove that each K ∈ K is a positive operator on E. To this end, we
first note that we have SS = S{T n : n ∈ N0}
w
for each S ∈ S (where A
w
denotes
the closure of any subset A ⊆ L(E) with respect to the weak operator topology).
Indeed, the inclusion “⊆” is obvious and the converse inclusion “⊇” follows from
the weak compactness of S. Hence, we obtain
K =
⋂
S∈S
S{T n : n ∈ N0}
w
⊆
⋂
m∈N0
{Tm+n : n ∈ N0}
w
.(8.1)
Let K ∈ K, let x ∈ E+, x′ ∈ E′+ and let ε > 0. Since T is weakly asymptotically
positive, there exists an m ∈ N0 such that d+(〈x′, Tm+nx〉) < ε for all n ∈ N0.
Moreover, according to (8.1), we can find an integer n ∈ N0 such that
|〈x′, Tm+nx〉 − 〈x′,Kx〉| < ε.
Hence, d+(〈x
′,Kx〉) < 2ε. Since ε > 0 was arbitrary, it follows that K is indeed
positive.
This implies in particular that the projection P is positive, so its range is a
lattice subspace of E and a complex Banach lattice with respect to some equivalent
norm (this is a simple consequence of the same result for positive projections on
real Banach lattices which can for instance be found in [48, Proposition III.11.5]).
We have T |PE = (TP )|PE ; since the operator TP is contained in K, it is positive
and hence, so is T |PE . Finally, recall that the inverse (T |PE)−1 is given by R|PE
for some R ∈ K, so it is also positive. This proves that the restricted operator T |PE
is a lattice isomorphism on the complex Banach lattice PE. We now conclude for
all n ∈ Z and all θ ∈ R that
dim ker(eiθ − T ) = dimker(eiθ − T |PE)
≤ dimker(einθ − T |PE) = dimker(e
inθ − T );
the dimension estimate between the first and the second line is true for every lattice
homomorphism as proved in [28, Proposition 3.1(b)]. 
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