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Here, we analyse residual stress distributions obtained from various crystal systems using high
resolution electron backscatter diffraction (EBSD) measurements. Histograms showing stress
probability distributions exhibit tails extending to very high stress levels. We demonstrate that
these extreme stress values are consistent with the functional form that should be expected for
dislocated crystals. Analysis initially developed by Groma and co-workers for X-ray line profile
analysis and based on the so-called “restricted second moment of the probability distribution” can
be used to estimate the total dislocation density. The generality of the results are illustrated by
application to three quite different systems, namely, face centred cubic Cu deformed in uniaxial
tension, a body centred cubic steel deformed to larger strain by cold rolling, and hexagonal InAlN
layers grown on misfitting sapphire and silicon carbide substrates.VC 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4901219]
Electron backscatter diffraction (EBSD) is a scanning
electron microscope based technique in which the scatter-
ing of low-energy-loss electrons as they exit through the
top few tens of nanometers leads to Kikuchi diffraction.1–4
Analysis for determining elastic strain variations has been
established using cross-correlation measurements of small
shifts in pattern features relative to their positions in a ref-
erence pattern.5,6 Iterative schemes employing multiple
passes of cross-correlation combined with remapping of
the test pattern intensities have been developed7,8 to enable
reliable recovery of elastic strains in the presence of larger
effects from lattice rotations that dominate in deformed
metals.9–11 Despite this, the stresses measured using EBSD
are sometimes rather higher than some researchers’ expect-
tions. In this letter, we demonstrate that these stress values are
physically reasonable and are an inevitable result of the high
spatial resolution of the stress measurement coupled with the
presence of dislocations in the sample, which generate very
high but localised stresses.
Measurements were made on the following sample sets:
(i) Czochralski silicon was used as a dislocation free control
sample, (ii) polycrystalline copper (face centre cubic)
deformed to tensile strains of 0%, 2%, 6%, and 10%,11,12
(iii) DX54 ferritic steel (body centred cubic) plates in an
annealed state and after cold rolling to 33% and 50% thick-
ness reductions, and (iv) two InAlN/AlN/GaN High Electron
Mobility Transistor (HEMT) structures (hexagonal) grown
by Metal Organic Vapour Phase Epitaxy (MOVPE) on 4H-SiC
and sapphire substrates.13
EBSD patterns were recorded using a JEOL 6500F
FEG-SEM equipped with a TSL Digiview II EBSD system
(1000  1000 pixel CCD device). Patterns were recorded
over square grids with step sizes of 500 nm for the Cu and Si
control sample, 600 nm for the steel, and 100 nm for the
InAlN samples. The patterns were recorded to hard disk with
maps varying in size from 51 k points for the Cu samples
to 110 k points for the steel. Cross-correlation based analy-
sis for elastic strain and therefore stress were undertaken
off-line using methods described in Refs. 5–7 and 9 with two
iterations with an intermediate pattern remapping used for
the Cu and steel but only a single iteration of cross-
correlation used for the InAlN and Si samples. Automated
procedures for selecting reference points within each grain
were used,12 and the average elastic strains and stresses were
set to zero within each grain.11
Each EBSD dataset consisted of a map showing the spa-
tial distribution of the stress tensor variation from the average
within each grain (i.e., stress fluctuations of type III according
to Masing’s classification14,15). Histograms were constructed
for each dataset showing the probability P(rij) of finding a
given stress level within the map as simply the number of
FIG. 1. Stress r12 probability distributions measured by EBSD in Cu poly-
crystals deformed to 4 different plastic strain levels and a control Si sample.
Note the use of a log-scale for the probability axis in the main plot so as to
emphasise the low probability tails. Inset are normal probability plots where
the straight line for the Si control data indicates that it is well represented by
a Gaussian distribution.
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points at a given stress level divided by the total number of
data points (examples shown in Figure 1(a) for Si and Cu
samples). A log-scale is used for probability to emphasise the
differences between the datasets which are most obvious in
the tails. The central parts of these distributions are well rep-
resented by Gaussian functions as demonstrated by the linear
response when these data are plotted on a normal probability
plot such as Figure 1(inset). For the control Si sample, the
whole distribution fits well to a Gaussian and the gradient of
the normal probability plot corresponds to a standard devia-
tion of 32MPa. However, significant contributions to this
come from errors in correcting for pattern shifts induced by
displacement of the electron beam across the sample.5 Small
misalignments in mounting the sample lead to errors in the
sample geometry and hence the calculated beam displacement
across the sample which is evident as near linear stress varia-
tions across the maps. The map on the Si sample covers an
area of 150lm 150lm which is considerably larger than
the typical grain size in the other maps. Restricting the
analysis to a 30lm  30lm section more representative of a
grain area reduces the standard deviation to 22MPa, which
corresponds to a strain error of 2.8 104 which is in rea-
sonable agreement with the previous estimates.5,16
For the Cu data, the central part of the distribution is
well represented by a Gaussian. At high stress magnitudes,
the probabilities above that expected are referred to as
“tails”. In these plots, the extent of the tails is exaggerated
due to the log-scale, though these high stress regions corre-
spond to small fraction of the data. The departure from
Gaussian-like probability distributions moves to lower stress
magnitudes as the plastic deformation level increases.
Attributing these high stress values to dislocations within the
crystals agrees well with both the absence of tails for the
dislocation-free Si and the increasing strength of the tails as
dislocation density increases with deformation in the Cu.
Analysis of the stress field, rij, near a dislocation pro-
vides a more quantitative test to determine whether these
probability distributions are due to isolated dislocations.
Groma and co-workers have given a mathematically rigorous
analysis of the asymptotic behaviour of the probability distri-
bution at high stresses for systems containing many parallel
straight dislocations,17,18 and shown how this can be used in
analysis of X-ray peak broadening.19 The similarity between
broadening of X-ray peak profiles and stress probability
distributions generated by dislocations was also noted by
Zaiser and Seeger.20 The multiple overlap of fields from
each dislocation makes the analysis mathematically
demanding, however, using the conceit that the system
can be split into a series of patches within which the
stress is dominated by the field from the one nearest dis-
location allows a simple analysis which captures the main
result. Figure 2 shows one such patch of area A0 in which
the stresses will of course be largest near the centre as
this is close to the dislocation.
The stress near a single edge dislocation can be written
rij ¼ D Kij h
ð Þ
r
(1)
for a dislocation line along the x3 axis with Burgers vector
magnitude b along the x1 axis from which the angle h is
measured and r is the radial distance from the dislocation.
The constant D is given in terms of the shear modulus G and
Poisson ratio  by
D ¼ G b
2p 1 ð Þ ; (2)
while Kij gives the angular dependence of the stress which
differs for each stress component. For the shear stress r12,
K12 is given by
K12 ¼ cos ðhÞ cos ð2hÞ: (3)
Inspection of Figure 2 shows that in the limit of high stresses
near an isolated dislocation the probability can be established
from the fractional area of the patch
P ¼ dA
A0
¼ rdh dr
A0
: (4)
Combining (1) and (4) leads to
P r; hð Þ ¼ D
2K2 hð Þ dh
A0
dr
r3
: (5)
Integrating around an annulus radius r with width dr allows
the angular variation to be averaged, giving the probability
as a function of stress
P rð Þ ¼ D
2hK2i
A0
dr
r3
; (6)
where
hK2i ¼
ð2p
0
K2ðhÞ dh ! hK212i ¼ p=2: (7)
Equation (6) shows that the high stress tails of the probability
distributions should be proportional to r3. As there is one
dislocation within the patch the dislocation density (q0) is
given by 1/A0 and so the strength of the tail is proportional to
the dislocation density. As the tails correspond to low proba-
bility, where experimental data tends to be somewhat noisy,
rather than fitting the data directly to Eq. (6), we follow
Groma19 and use the restricted second moment v2 of the
probability
FIG. 2. Schematic diagram illustrating a patch of material area A0 in which
stress is dominated by the edge dislocation towards the patch centre.
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v2 rð Þ ¼
ðþr
r
P rð Þr2 dr ! D
2hK2i
A0
ln rð Þ ¼ D2hK2iq0ln
r
r0
 
¼ G bð Þ
2
8p 1 ð Þ2
q0ln r=r
0 : (8)
A plot of the restricted second moment against ln(rij) should
tend to a straight line at high stress if the probability distribu-
tion is proportional to r3 and the integral form reduces the
noise level compared to fitting the r3 distribution directly.
To validate this approach, two dimensional discrete dis-
location dynamics simulations were used. A set of N edge
dislocations were randomly positioned in a square cell of
side length L. All dislocations had their line direction parallel
to the x3 axis out of the plane of the cell and half had a
Burgers vector along the positive x1 axis and half along the
negative x1 axis. A dislocation dynamics simulation was
used to relax the dislocation structure, with periodic bound-
ary conditions imposed. Dislocation velocities were taken to
be linearly proportional to the shear stress acting at the dislo-
cation position and a variable time step was used to evolve
the dislocation positions. Dislocation pairs were removed
whenever positive and negative dislocations came within 5b.
The simulations allowed the analysis above to be assessed
using stresses sampled from simulation cells containing
known densities of dislocations.
Figure 3(a) shows a field plot of the shear stress for one
such simulation with cell size L¼ 10 lm after relaxation
during which the initial 10 000 randomly positioned dislo-
cations reduced to a final content of 5730. The stresses
were sampled on a grid of 800  800 points (i.e., 640 k
points) to construct the map, illustrating the extreme high
and low values resulting from near coincidence of the grid
point and a dislocation position. After relaxation, the stress
probability distribution for these simulations was broadly
similar to those found experimentally. Figure 3(b) shows a
central low stress magnitude region following a Gaussian
distribution with pronounced tails at the high magnitude
stresses. A plot of the restricted second moment v2 against
log(r12) suggested by Eq. (8) is shown in Figure 3(c) for
the simulation depicted in Figures 3(a) and 3(b). The curve
tends to a straight line at higher stresses and using the gra-
dient obtained from a straight line fit to the portion of the
curve marked in red allows the dislocation density to be
determined. This procedure was repeated for various simu-
lations at different dislocation densities and stress sampling
point spacings. The inset in Figure 3(c) shows that the
gradient of the v2 against ln(r12) allows the total dislocation
density to be recovered with good accuracy especially
when there are a large number of stress measurements
available.
Figure 4(a) shows similarly the v2 against ln(r12) plots
for the experimental HR-EBSD measurements obtained from
the Cu samples at four different deformation states. The data
all exhibit the expected linear relationship at higher stress
values. The gradients of these plots systematically increase
with plastic strain level for the Cu samples which is expected
due to the increasing dislocation density with strain. The dis-
location densities obtained for the four Cu samples are given
in Table I and are compared to geometrically necessary
dislocation (GND) densities obtained using a Nye tensor-
based analysis and the EBSD measured lattice curva-
tures.10,12 For some cases, the total dislocation density
assessed through equation 8 is smaller than the GND density
which should be only a fraction of the total density. This is
FIG. 3. Discrete dislocation dynamics simulation results. (a) Shear stress
field (sampled on a 800  800 grid) from the relaxed dislocation structure
with a final total dislocation density of 5.73  1013 m2. (b) Frequency vs
stress distribution, (c) restricted second moment of stress probabilty distribu-
tion versus logarithim of stress showing linear varition at high stress (red
section). (d) Convergence of dislocation density recovered from gradient of
restricted second moment plots as a function of grid spacing for stress sam-
pling. Dotted lines indicate known dislocation densities in 10lm square
cell.
TABLE I. Dislocation densities obtained for four Cu samples.
Deformation state Annealed 2% 6% 10%
GND density (1012 m2) 27 100 121 257
Total density (1012 m2) 39 54 122 445
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likely due to the simplified geometry of a single set of edge
dislocations used to establish the pre-factor in Eq. (8). In
reality, multiple dislocations types with differing line direc-
tions and Burgers vectors will be present. Since the r12
stresses tend to become smaller as the Burgers vector is
moved out of the x1–x2 plane the pre-factor in Eq. (8) will
tend to underestimate the total dislocation density.
The analysis was extended to higher plastic strains and
BCC crystallography by investigating ferritic steel sheet sam-
ples before and after cold rolling to 33% and 50% thickness
reduction. Figure 4(b) shows the restricted second moment
plot for EBSD stress measurements made on these steel sam-
ples. As before, the data show a straight line variation at the
higher stress levels. For the annealed sample, the low gradient
indicates a low dislocation density (2.7 1013 m2) which is
reasonable for annealed low carbon steel. The dislocation
density is much higher after the considerable strain imparted
by cold rolling and reaches 12 1015m2 at 33% reduction
and 20 1015m2 after 50% reduction. High dislocation den-
sities of the same order been reported; for example, a disloca-
tion density of 10 1015m2 has been estimated from an
80% reduction of a ferrite/martensite 0.2%C steel.21
Finally, samples of InAlN/AlN/GaN HEMT heterotruc-
tures grown on sapphire and SiC were used to investigate
lower dislocation density cases. Here, the dislocations are
either inherited from the substrate as the epitaxial layer is
grown or generated through the lattice and thermal mismatch
between the nitride layers and the substrates. The v2 against
ln(r12) plots for these samples are shown in Figure 4(c) and
are linear for the higher stress values. The gradients reveal
dislocation densities of 41 1012m2 (4.1 109 cm2) for
the sapphire substrate and considerably smaller for the SiC
at 14 1012m2 (1.4 109 cm2). The In content was
slightly different for the two samples (17.6% on the sapphire
compared to 21.4% on the SiC). The Burgers vector and
elastic constants used in the analysis were altered slightly
according to the corrected Vegard’s law to account for
changes in lattice parameters and elastic constants given by
Darakchieva et al.22 Electron channelling contrast imaging
observations on these samples have previously reported dis-
location densities of 2.4  109 cm2 and 1.4  109 cm2 for
the films on sapphire and SiC, respectively.13 Of these, only
a small fraction (10% for sapphire, 1% for SiC) were
observed to be screw hci type which would not contribute to
the r12 shear stress analysed here while the remaining edge
hai type and mixed hc1ai type dislocations contribute
equally to r12. The level of agreement between these direct
observations and the density implied from the statistics of
the extreme stress values is good.
It seems clear from the analysis and data we have pre-
sented above that the large stress values observed in EBSD
maps occur when the electron probe happens to be placed
very close to the position of a near surface dislocation within
the sample. The probability distributions found in a range of
different sample types all exhibit the r3 variation expected
from analysis of stresses near isolated dislocation. The
strength of the r3 tails also increases with deformation level
as would be expected and is absent in the control Si sample
which does not contain dislocations. The r3 tails provide an
opportunity to quantify the total dislocation density within
the sample and we have made a first attempt to do that here
through Eq. (8). The analysis presented here involves only a
single dislocation type and extending this to multiple dislo-
cation types including those inclined to the surface must be
considered to improve the quantitative analysis.
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