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Abstract. Environmental data exhibits as huge amount and complex dependency. Utilizing 
these data to detect anomaly is beneficial to the disaster prevention. Big data approach using 
the machine learning method has the advantage not requiring the geophysical and geochemical 
knowledge to detect anomaly. This paper using the popular support vector regression (SVR ) to 
model the correlation between factors. From the residual of the regression, it develops a 
statistical method to quantify the extremity of some abnormal observed data. A case study is 
proposed to demonstrate the developed methods. 
1. Introduction 
Big data is a hot topic almost in all the engineering subjects [1]. The current challenges in engineering 
data crisis need a method can handle the data automatically to save analytic cost. In environmental 
engineering, the amount of data is unexceptionally huge. In Norway, the meteorological authorities 
collects all the temperature, humidity, wind, ice etc. data in their database, in order to utilize the data 
into helpful decision making, such as optimize the road traffic, give early operating warning for its big 
oil and gas industry, control its air traffic, the available data is a huge resources.  
From the available to detect anomaly event such as abnormal high temperature, humidity, wind 
speed could herald nature disaster. In norther Norway, the temperature, wind speed correlates to the 
avalanche in the mountainous area. An abnormal temperature, eight too high or too low, could incur 
avalanche. On the road, unusual temperature in some seasons could also induce more traffic accidents. 
Since amount of data is huge and one are not able, perhaps not necessary to investigate the physical 
connection between the observed data and the correlated disaster. A method can correlate the 
environmental data and the disaster can benefit the society.  
2. Methodology 
Machine learning is key to solve big data problem. The development of machine learning is rapidly. 
For some machine learning, the abnormal pattern is detected based on the geometric distance between 
data sets. This method evaluates the similarity or dependency in terms of distances between data sets. 
This distance is not limited to the geometrical distance but also be the abstract distance, e.g. Euclidean 
distance, Riemannian distance, Mahalanobis distance, or Kullback-Leibler distance [2]. A simple 
machine learning method such as the K-Nearest Neighbor (KNN) is  Euclidean distance based [3]. The 
Support Vector Machine (SVM) is Riemannian distance based [4]. The Artificial Neural Network 
(ANN) is diverse. In state of art, one can find all abstract distance based ANN.   
The fundamental principle for most machine learning methods is general. In the problem this paper 
considering, the outlier or anomaly of some environmental measurement should be detected. For time-
independent environmental factor, we can use machine learning method to define the boundary of the 
 
 
normal data, as shown in the left of Figure 1. For time-dependent factor, we can employ the machine 
learning regression model to remove the time effect. Thereafter we define the boundary for the normal 
data, the abnormal data then can be readily detected [5], as shown in the right of Figure 1. This paper 
uses the second one. 
 







Figure 1. Approach to detect abnormal event 
2.1. Machine Learning Regression 
Support Vector Regression (SVR) is a nonlinear regression method. It can be realized by considering 
it as a support vector classifier. Suppose the desired regression function is )(xf . As shown in Figure 
2, the data positioning in upper of the desired regression function )(xf is considered as class 1, the 
data below )(xf  is considered as class 2.  SVR converts the regression problem into a special 
classification problem. SVR uses soft margin to tolerate misclassification, i.e. the  -insensitive loss 










Figure 2. Support Vector Regression 
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Then introducing Lagrangian multipliers, a dual problem of Formal (1) is formatted as: 
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The SVR is a black box method. In applying the method, we don’t write the regression function as (3) 
explicitly, since it is not necessary as we solve the problem using software. In environmental 
engineering, it is not necessary to investigate the geophysical or geochemical background of these 
regression parameters 𝛼 and b. There are data-driven and just adaptive to the data.  
3. Case Study 
The above mentioned approach is applied to detect the abnormal high or low temperature for 
environmental data collected in a Russian airport [7]. The data ranges from year 2016 to 2018. The 
January data is analysed in the case study. Original raw data for each day measured 8 times. We take 
the average of a day as this day’s temperature. Totally 88 datasets is extracted from the raw data. 
Figure 3 shows screen shot of the original data.     
 
 
Figure 3. Screenshot of raw data 
 
SVR is applied to model the correlation between the date and the average, i.e. the input for the 
SVR is date and the corresponding output for SVR is the temperature. It is a rather simple case with 
one dimensional input data.  The penalty C is 1000000 and Epsilon is 0.5 for soft margin. Nonlinear 
Gaussian function is chosen as the kernel function with parameter 0.1. As the regression is an 
expression of kernel functions, we ignore the regression expression here. By using the regression 
function for the date, a figure is plot as shown in Figure 4. The predicted data is centred at the real 
data. The error plot in the right, it shows the error centred around 0 and roughly follows Normal 
distribution. It implies the obtained regression function can capture the information quite well, so that 




Figure 4. Predicted data and original data 
 
We perform a residual analysis. The mean of the error is - 0.06234 and the standard deviation is 
1.69. For a date with residual locates at extremes of the distribution can be considered as abnormal. As 
shown in Figure 5, on the right tail of the distribution, the date locates in the 2% area is abnormal.  
 
 
Figure 5. Abnormal Definition 
 
For the data shown in Figure 3, if we defines the date locates within 1% of the extremum area as 
the abnormal date, we  can find 2017.Jan. 05 is abnormal date. Above the level such as 0.999, we 
cannot find any abnormal for these three years. The corresponding extreme level and the abnormal 
dates are shown in Table 1. The extreme level 0.95 in the table are just for demonstration of the 
method. If we define the extreme level as 0.99, we found the 2017.Jan.5th has extreme temperature, 












Table 1. Abnormal Date 
Extreme Level Abnormal Date 
0.95 2017.jan.05; 2017.jan.08; 
2017.jan.16; 2016.jan. 27; 
2018.jan.06. 





The big data using machine learning method shows the feasibility for abnormal detect. SVR can 
successfully to capture the information of the correlation between date and the temperature. The 
abnormal date can be figured out from the residual analysis. One can generalize the approach to 
analyse humidity, wind speed or other environmental factors. The case study also shows the advantage 
of the machine learning method without requiring the geophysics or geochemical knowledge to detect 
the abnormal.     
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