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The main objective of this research is to present a robust numerical framework
based upon Isogeometric analysis (IGA) for simulation of thermo-hydro-mechanical
(THM) processes in variably saturated soils. The proposed platform employs the Bézier
extraction operator to connect IGA to the conventional finite element analysis (FEA),
allowing to take advantage of features offered by the two methods. In the first part, the
formulation and numerical implementation for fully coupled numerical simulation of
THM problems in saturated porous media are presented. The results are compared against
analytical solutions and experimental tests available in the literature. In the second part,
the proposed method is used to study the temperature effect on the hydro-mechanical
response of seabed supporting hydrocarbon pipelines, an aspect that has been overlooked
in the majority of previous studies. The results highlight the need for considering nonisothermal behavior in different analysis and design stages of seabed-buried pipelines. In
the third part, the proposed IGA-FEA framework is extended to evaluate the nonisothermal elasto-plastic behavior of unsaturated soils. Drucker-Prager yield surface is
used as criterion to limit the modified effective stress where the model follows small

strain, quasi-static loading conditions. The framework is used to simulate strain
localization of an unsaturated dense sand subjected to undrained compression loading. In
comparison with FEA, the present method smoothly distributes plastic strain over the
adjacent elements. The parametric study highlights the importance of considering
temperature effects in elasto-plastic analyses of unsaturated soils.
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CHAPTER I
INTRODUCTION
1.1

Background
Over the past few decades, there has been a growing interest toward fundamental

and applied research to better understand and model fluid flow and heat transfer in
deformable porous media. The interaction among fluid flow, heat transfer, and
deformation in solid particles is known as Thermo-hydro-mechanical (THM) modeling in
porous media. Fluid components including liquids, gases, and gas-liquid phases fill the
non-solid spaces (i.e., fractures, cavities, pore voids) in porous media. The interaction
between different constituents and physical processes results in a more complex behavior
of porous media (i.e., soil or rock). Recent studies indicate the importance of
understanding the physical phenomena and accurate numerical simulation of coupled
THM modeling for different applications in geomechanics and geotechnical engineering.
THM applications include but not limited to slope stability analysis (Sanavia, 2009),
geothermal energy extraction (Tenma, 2008), underground energy storage (Mortezaei and
Vahedifard, 2015), CO2 sequestration (Mortezaei and Vahedifard, 2017; Ma et al., 2017),
and ground freezing (Bekele et al. 2017).
Coupled THM models are commonly simulated based on porous media theories.
Terzaghi’s one dimensional (1D) consolidation theory of soils (Holtz and Kovacs, 1981)
is considered as the first attempt in the analysis of deformable porous media. The work
1

was followed later by Biot’s theory of poroelasticity describing isothermal consolidation
of elastic porous media (Biot, 1956; Biot, 1941). On the other hand, the mixture theory
(Bowen, 1982; Morland, 1972) is an alternative approach in the theories of porous media
that is widely used to model coupling processes. Tong et al. (2010) showed that both
theories are suitable for numerical modeling when appropriate numerical techniques are
used. Subsequently, recent coupled THM models are based on non-isothermal
consolidation of deformable porous media using either mixture theory or extended Biot’s
theory with a thermal component are used in literature.
In recent years, many numerical techniques have been implemented in computer
codes to model THM phenomena, such as ROCMAS (Noorishad and Tsang, 1996),
THAMES (Ohnishi and Kobayashi, 1996), FRACON (Nguyen, 1996), ABAQUS
(Borgesson, 1996), COMPASS (Thomas et al., 1996), and CODE-BRIGHT (Olivella et
al., 1994). Some of these codes are able to model fluid flow in unsaturated media with
solving Richards’ equation (1930). However, these models are limited to single-phase
models since gas movement is often not rigorously considered in the formulations. The
codes COMPASS and CODE-BRIGHT are able to simulate two-phase fluid flow in
partially saturated soils (Rutqvist et al., 2001). However, the advective flow of vapor is
not well described which includes heat transfer between liquid and gas phase (Khalili and
Loret, 2001).
This research attempts to address some of the aforementioned needs and gaps by
implementing Isogeometric analysis (IGA) in THM simulation for saturated/unsaturated
geo-materials. The advective term for vapor flow is considered in the coupling

2

formulation and this research is capable of simulating heat transfer between liquid and
gas phase.

1.2

Objectives
The main objective of this research is to present a robust numerical framework

based upon IGA for simulation of THM processes in variably saturated soils. The
proposed platform employs the Bézier extraction operator to connect IGA to the
conventional FEA, allowing to take advantage of features offered by the two methods.
1.3

Scope and Structure of Dissertation
Current chapter, Chapter 1, provides an overview and introduction. Chapter 2

introduces an alternative method developed based upon IGA through Bézier extraction
for fully coupled numerical simulation of THM problems in saturated porous media.
Employing Bézier extraction allows the proposed method to connect IGA with the FEA
and to take advantage of features offered by the two methods. The IGA offers higher
levels of inter-element continuity making it an attractive method for solving highly
nonlinear problems whereas the conventional FEA software packages benefit from wellestablished numerical solutions. The mathematical model of non-isothermal multiphase
geomaterials is based on averaging procedures within the hybrid mixture theory. Using
the standard Galerkin method, the weak formulations of linear momentum, mass, and
energy balance equations of the overall continuum are developed. The Bézier extraction
operator is used to derive Non-Uniform Rational B-Splines (NURBS) basis functions to
discretize the governing equations in space. In addition, the generalized backward Euler
3

scheme is implemented for time discretization. The final nonlinear system of equations is
linearized using the Newton-Raphson scheme with a monolithic approach.
In Chapter 3, the application of the proposed method is used to study thermal
effects on hydro-mechanical response of seabed supporting hydrocarbon pipelines.
Subsea pipelines are commonly used for transportation of hot hydrocarbons from
offshore sites. The temperature difference between the hot pipeline and the cold seabed
induces thermal loads. Temperature effects on the hydro-mechanical response of seabed
have been overlooked in the majority of previous studies. The proposed numerical
technique is used to model a two-dimensional model representing the seabed response
during three phases: pipeline post-installation (Phase 1), operation conditions (Phase 2)
and shutdown period (Phase 3). Phase 1 represents the isothermal behavior of subsea soil
during a short post-installation period. Phase 2 corresponds to a relatively long nonisothermal operational period and Phase 3 simulates the non-isothermal behavior of
seabed in the shutdown period. The importance of considering temperature on
deformation analysis of seabed is disclosed in this chapter.
The application IGA in THM modeling of unsaturated soils is developed in the
Chapter 4. THM modeling in unsaturated soils with application to strain localization
simulation is extensively discussed where the unsaturated deforming porous media is
modeled as a multiphase material where heat, water, and gas constituents are
incorporated. In an elasto-plastic scheme, Drucker-Prager (D-P) yield surface is used as
criterion to limit the modified effective stress where the model follows small strain,
quasi-static loading conditions, and backward Euler time integration in the IGA-FEA
framework. The proposed framework is used to simulate strain localization in un-drained
4

dense sand where plane strain condition in a biaxial compression test is taken into
account. The strain localization and shear band formation under different temperatures
and temperature/displacement velocities are studied.
Chapter 5 summarizes the main findings and conclusion, and provides some
recommendations for future research in this area.

5

CHAPTER II
ISOGEOMETRIC ANALYSIS THROUGH BEZIER EXTRACTION FOR THERMOHYDRO-MECHANICAL MODELING OF SATURATED POROUS MEDIA
2.1

Introduction
There has been an increasing interest in numerical modeling of thermo-hydro-

mechanical (THM) processes in porous media. Starting a few decades ago with an
attempt to simulate multi-physics problems like radioactive waste disposals, THM has
expanded in extent of applications. Increased interest is inspired by several emerging
applications such as those in geothermal energy storage and extraction (Pandey et al.,
2017; Tenma et al., 2008), hydraulic fracturing in oil and gas reservoirs (Feng et al.,
2016; Kohl et al., 1995), multiphase freezing and thawing (Na and Sun, 2017; Bekele et
al., 2017), carbon injection for storage and utilization purposes (Ma et al., 2017; Mortezai
and Vahedifard, 2017; Mortezai and Vahedifard, 2015; Cappa et al., 2011; Li et al., 2006)
, and multiphase geo-materials in dynamic simulation (Cao et al., 2016), among others.
The interaction among thermal, hydraulic, and mechanical properties of materials results
in a complex behavior of porous media in numerical simulation. Two strategies are
commonly used to formulate the THM phenomena in geotechnical models. The first
strategy, which is based on a macromechanics viewpoint, uses phenomenological and
mixture theory in the form of volume fractions (Coussy, 1995; Biot, 1956; Biot, 1941).
6

The second strategy is based on micromechanics and uses hybrid mixture theories
(averaging theories) (Hassaznizadeh and Gray, 1980; Hassaznizadeh and Gray, 1979a;
Hassaznizadeh and Gray, 1979b). The second strategy is particularly popular because it
offers better understanding of interactions at a fundamental level (Bekele et al., 2017;
Cao et al., 2016; Sanavia et al., 2008).
There are several well-established models to present and solve the governing
equations of THM problems in porous media. For instance, Gawin et al. (1995) coupled
heat, water, and gas flow in elastic deformable porous media. Thomas et al. (1998)
presented a three-dimensional numerical model for heat, moisture and air transfer in
variably saturated soils. Scherefler (2002) discussed the mechanics and thermodynamics
of saturated-unsaturated porous media and the quantitative solutions. Khalili et al. (2003)
introduced a fully coupled THM model with emphasis on double porous media. Sanavia
et al. (2006) presented a finite element analysis of non-isothermal multiphase
geomaterials with application to strain localization and, later this study was extended to a
finite element model for thermo-elasto-plastic in saturated porous media (Sanavia et al.,
2008). François et al. (2009) extended the THM simulation for in situ large-scale test in
Boom Clay. Furthermore, Cao et al. (2016) presented a THM model for multiphase
geomaterials in dynamics with application to strain localization simulation. Chen et al.
(2007) developed THYME3D, based on FEA, with eight degrees of freedom at each node
that is able to model six processes (i.e., stress–strain, water ﬂow, gas ﬂow, vapor ﬂow,
heat transport and porosity evolution processes) and their coupling effects. Tong et al.
(2010) introduced new numerical techniques to develop more efficient finite element
formulation and equation solution for modeling saturated or partially saturated water, gas
7

flow and heat transfer in deformable porous media. Kelkar et al. (2014) developed a
simulator, called FEHM, to model THM processes in geomedia. They used finite volume
to solve the coupled equations in fluid flow and energy transport while they used the
Galerkin finite element to solve the mechanical force balance. Recently, Bekele et al.
(2017) implemented Isogeometric analysis (IGA) to model coupled THM processes in
ground freezing and thawing via modified elasticity modules of geomaterials.
While the previous numerical models and solution procedures have been
successful in THM simulation, there is still a demand to develop more efficient methods
for THM simulations. In recent years, IGA is introduced as a robust and efficient
numerical method in computational mechanics (Hughes et al., 2005) and has been
increasingly employed in different fields of engineering including poromechanics (Irzal
et al., 2014; Nguyen et al., 2014; Irzal et al., 2013). The main inspiration for the
development of IGA was to fill the gap between the FEA and computer aided design
(CAD) (Hughes et al., 2005). However, IGA offers several additional features that can be
of particular interest for geomechanical simulations. These features are the improved
continuity of solution due to the smoothness of the basis functions and the ability to
perform simulations with high continuity and regularity in mesh (Hughes et al., 2005).
Shahrokhabadi et al. (2017) implemented IGA for modeling unsaturated flow problems
and compared the performance of IGA with conventional FEA. Plua et al. (2017) used
IGA in hydro-mechanical coupled problems within the framework of second gradient
plasticity. They took advantage of higher-order continuity across the elements in IGA.
Higher-order continuity of IGA basis functions allows a straightforward implementation

8

of second gradient formulations, which restores the independency when strain
localization occurs.
The main objective of this study is to develop an alternative numerical solution
based upon IGA through the Bézier extraction that can efficiently simulate the behavior
of saturated porous media under THM conditions. Employing the Bézier extraction
allows the proposed method to connect IGA with the conventional FEA and to take
advantage of features offered by the two methods. The IGA offers higher level of interelement continuity making it an attractive method for solving highly nonlinear problems
(Shahrokhabadi et al., 2017) whereas the conventional FEA benefits from wellestablished numerical solutions available in software packages. For this purpose, the
weak form of governing equations is formulated by using linear combination of Bézier
extraction operator and Bernstein polynomials to derive Non-Uniform Rational B-splines
(NURBS) basis functions for spatial integration. Bézier extraction operator is an interface
that enables one to cast IGA based on existing FEA codes. New interpolation functions
based on NURBS and Bézier extraction operator are introduced into the THM finite
element code of Comes-Geo (Lewis and Schrefler, 1998). The rest of the chapter is
outlined as follows: Section 2.2 presents the conceptual description of the THM model in
porous media. Section 2.3 presents the derivation of governing equations of saturated
porous media used in this study and followed by supplementary equations in section 2.4.
The IGA formulation and pertinent discretization in time and space are presented in
Sections 2.5 and 2.6. Finally, validation against analytical and experimental results as
well as the application of the proposed method for modeling a THM problem in a circular
domain are presented in Section 2.7.
9

2.2

Conceptual model
The averaging theory indicates porous media consists of two phases of solid

particles (s) and water (w) that fills the open voids in porous media. However, in the
macroscopic level the porous medium is represented by a continuum volume dv with
boundaries ∂v where the entire domain is simultaneously filled by solid and water
constituents (Hassanizadeh and Gray, 1980). Figure 2.1(a) depicts the real fluid phase
that fill the void volume in dv whereas Figure 2.1(b) illustrates the idealized porous
medium in macroscopic scale. Based on the introduced continuum, each constituent (π =
s, w) has a reduced density that is obtained with respect to the following volume ratio:
𝜂𝜋 (𝑥, 𝑡) =

𝑑𝑣 𝜋 (𝑥,𝑡)
𝑑𝑣(𝑥,𝑡)

(2.1)

where dv(x,t) is the volume of continuum with respect to the vector of spatial coordinate
x and current time (t), and dvπ (x,t) represents the volume fraction of the constituent π.

Figure 2.1

(a) Typical averaging volume dv(x,t) consisting two constituents. (b)
Idealized multiphase porous medium a homogenous continuum. (c)
Schematic demonstration of THM coupling.

Figure 2.1(c) demonstrates the interactions among three constituents in a THM
simulation. In this study, the coupling between solid, fluid, and thermal components was
concurrently conducted. To achieve this goal, the heat conduction and convection as well
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as water flow due to pressure gradient inside the pores were taken into account.
Moreover, the solid particles are assumed deformable and non-polar and local thermal
equilibrium between solid matrix and liquid phase is valid. The state of medium includes
the pore water pressure Pw, absolute temperature T, and displacement of the solid matrix
U=[Ux,Uy]T where Ux and Uy represent horizontal and vertical displacements,
respectively. Pw is defined positive due to compression, and Uy is considered upward
positive.
Based on the presented conceptual model, the derivation of the governing
equations will be accomplished with respect to the solid phase, and subsequently, it leads
to extensive use of material time derivatives in the formulation. The material time
derivate of any differentiable function 𝑓 𝜋 (𝑥, 𝑡) is expressed as:
𝐷𝜋 𝑓 𝜋
𝐷𝑡

:=

𝜕𝑓 𝜋
𝜕𝑡

+ ∇𝑓 𝜋 . 𝑣 𝝅

(2.2)

However, material time derivatives of 𝑓 𝜋 (𝑥, 𝑡) relating to the water are performed
with respect to solid phase as:
𝐷𝑠 𝑓 𝜋
𝐷𝑡

:=

𝐷𝜋 𝑓 𝜋
𝐷𝑡

+ ∇𝑓 𝜋 . (𝑣 𝒔 − 𝑣 𝑤 )

(2.3)

where 𝑣 𝒔 − 𝑣 𝑤 represents the relative velocity of water with respect to solid phase.
2.3

Governing equations
In this section, the governing equations based on balance equations are briefly

express. In these equations, water constituent is incompressible and follows Darcy’s law,
conductive heat flux is defined based on Fourier’s law, and solid particles obey a plane
strain model. Moreover, the transient process is slow enough to represent a quasi-static
phenomenon. The governing equations of the proposed THM model are linear
11

momentum, mass, and energy balance equations. These are the three governing equations
that mathematically describe the THM phenomena in saturated porous media.
2.3.1

Linear momentum balance equation
The linear momentum balance equation is represented by the equation of motion

for each component in the mixture. For each phase π in the mixture, it is given as:
∇. 𝜎 𝜋 + 𝜌𝜋 𝑏 𝜋 + ∑𝛽 𝑃𝛽𝜋 = 𝜌𝜋

𝐷𝜋 𝑣 𝜋

(2.4)

𝐷𝑡

where 𝜎 𝜋 is the partial stress of phase 𝜋, 𝑃𝛽𝜋 represents the interphase forces between
phase 𝛽 and 𝜋, and 𝑏 𝜋 is the body force with respect to phase 𝜋. Introducing the
equilibrium equation for the whole mixture by summing up the individual equilibrium
equation for each phase results in:
(2.5)

∇. 𝜎 + 𝜌𝑏 = 0

Eq. (2.5) represents the linear momentum balance equation in static conditions, where 𝜎
is the total stress and 𝑏 represents a body acceleration, which is restricted to the
gravitational acceleration (𝑔). Introducing Bishop effective stress in the above equation
defines the final form of the linear momentum balance equation in this study:
∇. (𝜎 ′ − 𝛼𝑃𝑤 𝐼) + 𝜌𝑔 = 0

(2.6)

where 𝜎 ′ , 𝑃𝑤 , 𝜌, are effective stress tensor, pore water pressure, and mixture density,
respectively, and 𝐼 = {1,1,0}⊺ . The Biot coefficient, 𝛼 = 1 −

𝐾𝑡
𝐾𝑠

, is considered as unity in

this study since in soil mechanics, bulk modulus of porous media (𝐾𝑡 ) are negligible in
comparison with bulk modulus of solid particles (𝐾𝑠 = 0.14𝑒 10 Pa) (Cao et al., 2016).
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2.3.2

Mass balance equation
The general form of the mass balance equation for a given phase 𝜋 without

considering the phase change (saturated medium) is:
𝐷𝜋 𝜌𝜋

+ 𝜌𝜋 ∇. 𝑣 𝜋 = 0

𝐷𝑡

(2.7)

The mass balance equation for water constituent with the assumption of
incompressible solid particles, neglecting the gradient of water density, and fully
saturated conditions is presented by:
(1−𝑛) 𝐷𝑠 𝜌𝑠
𝜌𝑠

𝐷𝑡

𝑛 𝐷𝑠 𝜌𝑤

+ ∇. 𝑣 𝑠 + 𝜌

𝐷𝑡

𝑤

1

+ 𝜌 ∇. (𝑛𝜌𝑤 𝑣 𝑠𝑤 ) = 0

(2.8)

𝑤

In Eq. (2.8), 𝑛 is porosity, 𝜌𝑠 represents the density of solid particles, and 𝜌𝑤 is
water density. In addition, Eq. (2.8) represents the mass balance equation with respect to
solid phase. Introduction of time derivatives for water density (Eq. (2.9a)), solid density
(Eq. (2.9b)) along with generalized Darcy’ flow (Eq. (2.9c)) leads to the re-defined mass
balance equation that is shown in Eq. (2.10).
1 𝐷𝑤 𝜌𝑤
𝜌𝑤
1 𝐷𝑠 𝜌𝑠
𝜌𝑠 𝐷𝑡

1

1 𝐷𝑤 𝑃𝑤

=𝐾

𝐷𝑡

𝐷𝑡

𝑤

1 𝐷𝑠 𝜌𝑠

= 1−𝑛 [(𝛼 − 𝑛) 𝐾

𝑠 𝐷𝑡

𝑛𝑣 𝑠𝑤 =

𝐾
𝜇𝑤

− 𝛽𝑤

𝐷𝑤 𝑇

(2.9a)

𝐷𝑡

− 𝛽𝑠 (𝛼 − 𝑛)

𝐷𝑠 𝑇
𝐷𝑡

− (1 − 𝛼). 𝑣 𝑠

(2.9b)
(2.9c)

[−∇(𝑃𝑤 ) + 𝜌𝑤 𝑔]

In Eq. (2.9), 𝐾𝑤 displays water bulk modulus (𝐾𝑤 = 0.43𝑒 10 Pa), 𝛽𝑠 and 𝛽𝑤 are
cubic thermal expansion of solid and water, respectively, 𝐾 represents the intrinsic
permeability, and 𝜇𝑤 is water viscosity.
(

𝛼−𝑛
𝐾𝑠

+

𝑛
𝐾𝑤

)

𝜕𝑃𝑤
𝜕𝑡

+ ∇. (𝜀𝑠̇ ) − ∇. (

𝐾
𝜇𝑤
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𝜕𝑇

[∇(𝑃𝑤 ) − 𝜌𝑤 𝑔]) − 𝛽𝑠𝑤 = 0
𝜕𝑡

(2.10)

In Eq. (2.10), 𝜀𝑠̇ is the volumetric strain and 𝛽𝑠𝑤 is the cubic thermal expansion
coefficient of medium. Eq. (2.10) is presented with partial derivatives instead of material
time derivatives since the two derivatives coincide with respect to small displacement.
2.3.3

Energy balance equation
The general energy balance equation for a given phase (𝜋) in a closed system

without considering variation in energy due to phase change is given by:
𝜌𝜋

𝐷𝜋 𝑒 𝜋
𝐷𝑡

= −∇. 𝑞𝜋

(2.11)

where 𝑞 𝜋 is the conductive heat flux, and 𝑒 𝜋 is the internal energy of phase 𝜋 in terms of
its heat capacity (𝐶𝜋 ) and temperature 𝑇 (𝑒 𝜋 = 𝐶𝜋 𝑇). Assuming the isotropic thermal
conductivity 𝑞 𝜋 can be expressed using Fourier’s law,
𝑞 𝜋 = −𝜒𝜋 ∇(𝑇)

(2.12)

where 𝜒𝜋 represents the thermal conductivity of phase 𝜋. Formulating the specific energy
balance equations based on the same assumptions as in mass balance equation for solid
and water constituents and summation of individual equations introduces the energy
balance equation for a two-phase system as:
𝜕𝑇

𝐾

(𝜌𝐶𝑝 )𝑒𝑓𝑓 𝜕𝑡 − (𝜌𝑤 𝐶𝑝𝑤 𝜇 [∇(𝑃𝑤 ) − 𝜌𝑤 𝑔]) . ∇(𝑇) − ∇. (𝜒𝑒𝑓𝑓 ∇(𝑇)) = 0
𝑤

(2.13)

In Eq. (2.13), (𝜌𝐶𝑝 )𝑒𝑓𝑓 is the effective thermal capacity of porous medium, 𝐶𝑝𝑤
shows the specific heat of water phase, and 𝜒𝑒𝑓𝑓 represent the effective thermal
conductivity of the porous medium.
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2.4

Supplementary equations
In conjunction with linear momentum, mass, and energy balance equations, 𝜌,

𝛽𝑠𝑤 ,(𝜌𝐶𝑝 )𝑒𝑓𝑓 , and 𝜒𝑒𝑓𝑓 are defined as:
𝜌 = (1 − 𝑛)𝜌𝑠 + 𝑛𝜌𝑤

(2.14a)

𝛽𝑠𝑤 = (1 − 𝑛)𝛽𝑠 + 𝑛𝛽𝑤

(2.14b)

(𝜌𝐶𝑝 )𝑒𝑓𝑓 = (1 − 𝑛)𝜌𝑠 𝐶𝑝𝑠 + 𝑛𝜌𝑤 𝐶𝑝𝑤

(2.14c)

𝜒𝑒𝑓𝑓 = 𝜒𝑠 . 𝜒𝑤

(2.14d)

where 𝐶𝑝𝑠 represents the specific heat of solid, and 𝜒𝑠 , 𝜒𝑤 are the solid and water thermal
conductivities in isotropic constituents, respectively. In addition, water properties
(𝜇𝑤 , 𝜌𝑤 ) are dependent on the temperature and the following constitutive equations
defined (Gawin et l., 2002; Poling et al., 2001):
𝜇𝑤 = 0.6612(𝑇 − 229)−1.562

(2.15a)

(𝑎0 + 𝑎1 𝑇𝑐 + 𝑎2 𝑇𝑐 + 𝑎3 𝑇𝑐 3 + 𝑎4 𝑇𝑐 4 + 𝑎5 𝑇𝑐 5 )(𝜌𝑤1 − 𝜌𝑤𝑟𝑖𝑓 ) +
(𝑎0 + 𝑎1 𝑇𝑐 + 𝑎2 𝑇𝑐 + 𝑎3 𝑇𝑐 3 + 𝑎4 𝑇𝑐 4 + 𝑎5 𝑇𝑐 5 )(𝜌𝑤1 − 𝜌𝑤𝑟𝑖𝑓 )

(2.15b)

where 𝑇𝑐 is temperature in Celsius (𝑇𝑐 = 𝑇 − 273.15), and the rest of coefficients are:
𝑏0 = 1.02𝑒 3 , 𝑏1 = −7.74𝑒 −1 , 𝑏2 = 8.77𝑒 −3 , 𝑏3 = −9.21𝑒 −5 , 𝑏4 = 3.35𝑒 −7 , 𝑏5 =
−4.40𝑒 −10 , 𝑎0 = 4.89𝑒 −7 , 𝑎1 = −1.65𝑒 −9 , 𝑎2 = 1.86𝑒 −12 , 𝑎3 = 2.43𝑒 −13 , 𝑎4 =
−1.59𝑒 −15 , 𝑎5 = 3.37𝑒 −18 , 𝜌𝑤1 = 1𝑒 7 , 𝜌𝑤𝑟𝑖𝑓 = 2𝑒 7 (𝑃𝑎).
2.5

Isogeometric analysis (IGA)
The basic idea of IGA is to use the same spline basis functions for the

discretization of both geometry and space, which is defined over the computational
domain by that geometry (Hughes et al., 2005). The most common types of IGA are
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based on B-spline, NURBS, or T-spline patches. In addition, the Bézier extraction
concept introduces a unified interface to these types of splines (Borden et al., 2011; Scot
et al., 2011). Bézier extraction operator provides spline data structure in conjunction with
the conventional FEA. This element structure can easily be incorporated into existing
FEA codes without any changes to element form, assembly algorithms, and standard data
processing array (Borden et al., 2011). In the following, a brief review over NURBS is
presented then proceeds to Bézier extraction operator.
2.5.1

NURBS
A given one-dimensional (1D) curve 𝑪 can be formed via linear combination of

NURBS basis functions and control points (Hughes et al., 2005):
𝑛

(2.16)

𝑪(𝜉) = ∑𝑖 𝑐 𝑅𝑖,𝑝 (𝜉)𝑃𝑖
where 𝑛𝑐 is the number of control points, 𝑃𝑖 is the 𝑖 th control point coordinate, and

𝑅𝑖,𝑝 (𝜉) is the 𝑖 th NURBS basis function a 𝑝 ≥ 0 represents the order of approximation
and 𝜉 shows the given coordinate in parametric space.
NURBS basis functions are defined in the parametric space and upon a set of
ascending numbers in a given knot vector (𝜉 ∈ 𝚯(𝜉)):
𝚯(𝜉) = {𝜉1 , 𝜉2 , … , 𝜉𝑖 , … , 𝜉𝑛𝑐+𝑝+1 }

𝜉 ∈ [0,1]

(2.17)

Furthermore, 𝚯(𝜉) is called open knot vector if 𝜉1 and 𝜉𝑛𝑐+𝑝+1 are repeated 𝑝 + 1
times. One of the interesting features of open knot vectors expresses interpolatry basis
functions at the ends of 𝚯(𝜉), which reduces the continuity of basis functions to C-1.
Similarly, the continuity of basis functions can be controlled by repeating the
corresponding knot k times in the parametric space. It means that the number of
16

continuous derivatives decreases by k if a given knot is repeated k times in 𝚯(𝜉). In
addition, one can define every span (𝑙 𝑒 = 𝜉𝑖+1 − 𝜉𝑖 ) in the knot vector with positive
length (𝑙 𝑒 > 0) as an element in the parametric space.
In Eq. (2.16), 𝑅𝑖,𝑝 (𝜉) is developed based on B-spline basis functions:
𝑁𝑖,𝑝 (𝜉)𝑤𝑖

(2.18)

𝑅𝑖,𝑝 (𝜉) = ∑𝑛

𝑗=1 𝑁𝑗,𝑝 (𝜉)𝑤𝑗

where 𝑁𝑖,𝑝 (𝜉) is the 𝑖 th B-spline basis function of order 𝑝, and 𝑤𝑖 is the corresponding
weight in conjunction with 𝑖 th control point (𝑃𝑖 ). Finally, the B-spline basis functions
(𝑁𝑖,𝑝 ) are defined based on the recursive Cox-de Boor algorithm (De Boor et al., 1972):
𝑁𝑖,0 (𝜉) = {
𝑁𝑖,𝑝 (𝜉) = 𝜉

𝜉−𝜉𝑖

𝑖+𝑝 −𝜉𝑖

1
0

𝜉𝑖 ≤ 𝜉 < 𝜉𝑖+1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑁𝑖,𝑝−1 (𝜉) + 𝜉

𝜉𝑖+𝑝+1 −𝜉

𝑖+𝑝+1 −𝜉𝑖+1

for 𝑝 = 0

𝑁𝑖+1,𝑝−1 (𝜉) for 𝑝 ≥ 1

(2.19a)
(2.19b)

Figure 2.2 shows a cubic curve based on Eq. (2.16) and corresponding basis
function using Eq. (2.18) with different weights. In spite of Lagrangian shape functions,
cubic basis functions are identical and shifted over the parametric space that indicates 𝐶 2
continuity over the parametric space except at the ends. This homogenous pattern is also
valid for higher order basis functions and indicates significant advantages over
Lagrangian FEA in which shape functions follow a heterogeneous pattern (Hughes et al.,
2005).
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Figure 2.2

a) NURBS basis functions in parametric space. b) Physical representation
of geometry and control points.

Eq. (2.16) can be easily extended to higher spatial dimensions (2D and 3D) using
the tensor product concept. For a 2D problem, a NURBS surface, 𝑆(𝜉, 𝜂) of order 𝑝 and 𝑞
with respect to 𝜉 and 𝜂-direction, can be formed as:
𝑛

𝑚

𝑝,𝑞
𝑆(𝜉, 𝜂) = ∑𝑖 𝑐 ∑𝑗 𝑐 𝑅𝑖,𝑗
(𝜉, 𝜂)𝑃𝑖,𝑗

(2.20)

𝑝,𝑞
(𝜉, 𝜂)
In Eq. (2.20), 𝑃𝑖,𝑗 represents the coordinates of control points in 2D, 𝑅𝑖,𝑗

shows the bivariate NURBS basis functions in parametric coordinates of 𝜉 and 𝜂, and 𝑚𝑐
shows the number of control points in 𝜂. The formation of bivariate basis function
follows:
𝑝,𝑞
(𝜉, 𝜂) = 𝑛𝑐
𝑅𝑖,𝑗
∑

𝑁𝑖,𝑝 (𝜉)𝑀𝑗,𝑞 (𝜂)𝑤𝑖,𝑗
𝑚

𝑘=1

𝑐𝑁
∑𝑙=1
𝑘,𝑝 (𝜉)𝑁𝑙,𝑞 (𝜂)𝑤𝑘,𝑙

(2.21)

where 𝑤 shows the 2D weights, and 𝑀𝑗,𝑞 (𝜂) is the basis function of order 𝑞 for 𝑗th knot in
the 𝜂-direction.
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2.5.2

Bézier extraction operator
IGA follows the Isoparametric concept and maps the elements in the parametric

onto the elements in the physical space and the elements in the physical space form a
partitioning of the computational domain. Since element boundaries coincide with lines
of reduced continuity of the basis functions, it is important to note that the element
definitions for splines are well-suited with the notion of elements in conventional FEA.
Nevertheless, the piecewise basis functions in splines are not the same for every element,
which obstructs the direct application of parent element concept in contrast to FEA.
Irzal et al. (2013) illustrated that a change of basis can be used for the
representation of B-spline specific shape functions. This idea maps a set of canonical
element functions onto the element–specific B-spline basis functions via the extraction
operator 𝑪𝒆𝒆𝒙𝒕 :
𝑁 𝑒 = 𝑪𝒆𝒆𝒙𝒕 ℬ 𝑒

(2.22)

where ℬ 𝑒 represents a canonical set of element shape functions based on Bernstein
polynomial basis functions. The Bernstein shape functions are defined recursively for 𝜉 ∈
[0,1] as:
ℬ𝑎,𝑝 (𝜉) = (1 − 𝜉)ℬ𝑎,𝑝−1 (𝜉) + 𝜉ℬ𝑎−1,𝑝−1 (𝜉)

(2.23a)

ℬ1,0 (𝜉) ≡ 1

(2.23b)

ℬ𝑎,𝑝 (𝜉) ≡ 0

𝑖𝑓 𝑎 < 1 𝑜𝑟 𝑎 > 𝑝 + 1

(2.23c)

The Bézier extraction procedure is the result of an algorithm by which the
element extraction operator is defined. The commonly-used method is based on standard
knot insertion where it reduces the original B-spline basis continuity to C0 by repeating
all internal knots 𝑝 times while assembling the smoothness information in the extraction
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operator (Hughes et al. 2005). Inserting a new knot 𝜉 ̅ ∈ [𝜉𝑘 , 𝜉𝑘+1 ] with 𝑘 > 𝑝 into 𝚯(𝜉)
leads to defining new 𝑛𝑐 + 1 basis functions based on Eq. (2.19) that show a new knot
̅ (𝜉) = {𝜉1 , 𝜉2 , … 𝜉𝑘 , 𝜉,̅ 𝜉𝑘+1 … , 𝜉𝑛 +𝑝+1 } and new 𝑚𝑐 = 𝑛𝑐 + 1 control points:
vector 𝚯
𝑐
𝑃1
𝑖=1
̅
𝑃𝑖 = { 𝛼𝑖 𝑃𝑖 + (1 − 𝛼𝑖 )𝑃𝑖−1
𝑃𝑛
𝑖 = 𝑚𝑐

1 < 𝑖 < 𝑚𝑐

(2.24)

where
1
𝛼𝑖 = {

1≤𝑖 ≤𝑘−𝑝
𝜉̅ −𝜉𝑖

𝑘−𝑝+1≤𝑖 ≤𝑘

𝜉𝑖+𝑝 −𝜉𝑖

0

(2.25)

𝑖 ≥𝑘+1

̅ } be a set of knots that are required to produce a Bézier
Now, let {𝜉1̅ ,𝜉2̅ , … , 𝜉𝑚
𝑐
𝑗

decomposition of B-spline. Subsequently, for each new knot 𝜉𝑗̅ (𝑗 = 1,2, … , 𝑚𝑐 ), 𝛼𝑖 (𝑖 =
1,2, … , 𝑛𝑐 + 𝑗) is defined with respect to Eq. (2.25):

𝒋

𝑪𝒆𝒙𝒕

𝛼𝑖
0
0
=
⋮
[ 0…

1 − 𝛼2 0
… 0
1 − 𝛼3
0 … 0
𝛼2
0
𝛼3 1 − 𝛼4 0 … 0
…. … .. … … . ⋮
0 … 𝛼(𝑛𝑐 +𝑗−1) 1 − 𝛼(𝑛𝑐 +𝑗) ]

(2.26)

𝒋

𝑪𝒆𝒙𝒕 is called the Bézier extraction operator in the global form. However, one can
rewrite Eq. (26) in its localized element form that is already shown in Eq. (2.22). This
idea can be easily extended to NURBS, and interested readers are encouraged to follow
Isogeometric finite element data structures based on Bézier extraction of NURBS
(Borden et al., 2011) for more details.
Similar to NURBS properties, Bézier extraction operator can be easily extended
to bivariate case using tensor products, and the result is a finite element compatible data

20

structure that is called Bézier mesh (Borden et al., 2011). Bézier mesh includes the
following properties:


Control points play the same role as nodes in FEA since a set of control points
and corresponding weights are used to map the parametric domain with its
primary parent elements onto the physical domain using a parametric map. This
map is provided by the spline basis functions.



A connectivity array (similar to FEA) that dictates which global basis functions
are supported over every element.



Theoretically, Bézier extraction operators can be different for each element.
However, in practice, they are identical for many elements. These operators are
usually sparse matrices that lead to efficient storage of continuity information.
Finally, from the perspective of implementation, these operators are implemented

at the level of basis function evaluation and derivatives. This property implies that
operators do not need to appear in the model-specific parts of finite element
implementation.
2.6

Discretization
Regarding a given Bézier element (e), the basis functions that are introduced in

Eqs. (2.18 or 2.21) used to represent the approximate solutions with respect to number of
control points in the element (𝑛𝑐𝑒 ):
𝑛

𝑐𝑒
̅ )𝑖
(𝑅𝑢𝑒 𝑈
𝑈 ≈ ∑𝑖=1

𝑛𝑐𝑒
𝑒 ̅ )
(𝑅𝑤
𝑃𝑤 ≈ ∑𝑖=1
𝑃𝑤 𝑖

𝑛

𝑐𝑒
𝑇 ≈ ∑𝑖=1
(𝑅𝑇𝑒 𝑇̅ )𝑖

where
𝑅𝑢𝑒 = [

𝑅𝑢1
0

0
𝑅𝑢1

𝑅𝑢2 0
0 𝑅𝑢2
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0
… 𝑅𝑛𝑐𝑒
]
𝑅
… 0
𝑛𝑐𝑒

(2.27)

𝑒
𝑅𝑤
= [𝑅𝑤1

𝑅𝑤2

𝑅𝑤3 …

𝑅𝑇𝑒 = [𝑅𝑇1

𝑅𝑇2

𝑅𝑇3 … 𝑅𝑇𝑛𝑐𝑒 ]

𝑅𝑤𝑛𝑐𝑒 ]

Similarly, in conjunction with strain definition (𝜀), liquid (𝑞𝑤 ), and heat (𝑞𝑇 ) flux
the followings are introduced:
̅
𝜀 = (∇𝑅𝑢𝑒 )𝑈

𝐾
𝑒 )𝑃
̅𝑤 − 𝜌𝑤 𝑔]
𝑞𝑤 = −𝜌𝑤 𝜇 [(𝛻𝑅𝑤

𝑞𝑇 = −𝜒𝑒𝑓𝑓 (𝛻𝑅𝑇𝑒 )𝑇̅ (2.28)

𝑤

where ∇𝑅𝑢𝑒 is the operator that maps the element discrete displacements to the local
strain:
𝜕𝑅1𝑒
𝜕𝑥

∇𝑅𝑢𝑒 =

0

0
𝜕𝑅1𝑒

𝜕𝑅2𝑒

0

𝜕𝑥

0

𝜕𝑅2𝑒

𝜕𝑅1𝑒

𝜕𝑦
𝜕𝑅1𝑒

𝜕𝑅2𝑒

[ 𝜕𝑦

𝜕𝑅2𝑒

𝜕𝑥

𝜕𝑦

𝜕𝑥

𝜕𝑦

…
…
…

𝑒
𝜕𝑅𝑛
𝑐𝑒

𝜕𝑥

0

0
𝑒
𝜕𝑅𝑛
𝑐𝑒

𝑒
𝜕𝑅𝑛
𝑐𝑒

𝜕𝑦
𝑒
𝜕𝑅𝑛
𝑐𝑒

𝜕𝑦

𝜕𝑥

(2.29)
]

𝑒
∇𝑅𝑗=𝑤,𝑇
are the gradient of basis functions that are used to interpolate the derivatives of

𝑃𝑤 and 𝑇:
𝜕𝑅1𝑒

𝜕𝑅2𝑒

∇𝑅𝑗𝑒 = [ 𝜕𝑅𝑒

𝜕𝑥

𝜕𝑥
𝜕𝑅2𝑒

𝜕𝑦

𝜕𝑦

1

…
…

𝑒
𝜕𝑅𝑛
𝑐𝑒

𝜕𝑥
𝑒 ]
𝜕𝑅𝑛
𝑐𝑒

(2.30)

𝜕𝑦

Introducing these relations in the weak form supports the spatial discretization of the
governing equations.
2.6.1

Discretization in space
Let Ω represents the spatial domain in ℜD , where D denotes the spatial

dimensions and let Γ shows the boundary of Ω which employs ΓD ∪ ΓN where ΓD and ΓN
represent the Dirichlet and Neumann boundary conditions, respectively. Since coupling
process of three physics is shown, one can separately present the discretized form of each
equation (Eq. (2.6, 2.10, and 2.13)).
22

Regarding Eq. (2.6), the Galerkin variational states that 𝑈 can be found such that
for any arbitrary function ∅𝑢 (∅𝑢 = 0 on ΓD ):
⊺
∫Ω𝑒 ∅𝑢 . (∇. (𝜎 ′ − 𝑃𝑤 𝐼) + 𝜌𝑔) 𝑑Ω𝑒 = 0

(2.31)

Following the discretization notations in Eq. (2.27), choosing 𝑅𝑢𝑒 as test function and
employing the integration by parts the continuous 𝑈 and 𝑃𝑤 are approximated as:
⊺
⊺
⊺
𝑒 ̅
𝑃𝑤 𝑑Ω𝑒 + ∫Ω𝑒 𝑅𝑢𝑒 ⊺ 𝜌𝑔 𝑑Ω𝑒 = 0
∫Γ𝑒 𝑅𝑢𝑒 𝑡𝑟 𝑑Γ 𝑒 − ∫Ω𝑒 ∇𝑅𝑢𝑒 (∇𝜎 ′ ) 𝑑Ω𝑒 + ∫Ω𝑒 ∇𝑅𝑢𝑒 (𝐼)𝑅𝑤

(2.32)

where 𝑡𝑟 is the applied traction on ΓN 𝑒 . To introduce 𝜎 ′ , the total strain (𝜀𝑡𝑜𝑡 ) is
expanded based on thermal (𝜀𝑡 ) and mechanical strain (𝜀𝑚 ):
𝜎 ′ = 𝐷𝑒 𝜀𝑡𝑜𝑡

𝜀𝑡𝑜𝑡 = 𝜀𝑚 + 𝜀𝑡

(2.33)

where 𝐷𝑒 is the elasticity matrix. Introducing Eq. (2.33) into (2.32) leads to:
̅ + 𝑴2 𝑷
̅ 𝑤 + 𝑴3 𝑻
̅ = 𝑭𝑴
𝑴1 𝑼

(2.34)

𝑴1 = ∫Ω𝑒 ∇𝑅𝑢𝑒 ⊺ 𝐷𝑒 ∇𝑅𝑢𝑒 𝑑Ω𝑒

(2.35)

𝑒
𝑴2 = ∫Ω𝑒 ∇𝑅𝑢𝑒 ⊺ (−𝐼)𝑅𝑤
𝑑Ω𝑒

(2.36)

1

𝑴3 = ∫Ω𝑒 ∇𝑅𝑢𝑒 ⊺ (−𝐷𝑒 3 𝛽𝑠 𝐼) 𝑅𝑇𝑒 𝑑Ω𝑒

(2.37)
1

𝑭𝑀 = ∫Γ𝑒 𝑅𝑢𝑒 ⊺ 𝑡𝑟 𝑑Γ 𝑒 + ∫Ω𝑒 𝑅𝑢𝑒 ⊺ 𝜌 𝑔 𝑑Ω𝑒 + ∫Ω𝑒 ∇𝑅𝑢𝑒 ⊺ (−𝐷𝑒 3 𝛽𝑠 𝐼) 𝑇0 𝑑Ω𝑒

(2.38)

Similar to the above procedure and based on Galerkin variational statement, one
is able to introduce an arbitrary function ∅w (∅w = 0 on Γw ) for Eq. (2.10):
𝛼−𝑛
𝐾𝑠

⊺
∫Ω𝑒 ∅𝑤 ((

+

𝑛 𝜕𝑃𝑤
)
𝐾𝑤 𝜕𝑡

𝐾
[∇(𝑃𝑤 ) −
𝜇𝑤

+ ∇(𝜀̇) − ∇(

𝜕𝑇

𝜌𝑤 𝑔] − 𝛽𝑠𝑤 𝜕𝑡 ) 𝑑Ω𝑒 = 0

(2.39)

𝑒
̅̇ and
In the next step, by choosing 𝑅𝑤
as test function, introducing 𝜀̇ = 𝐼 ⊺ ∇𝑅𝑢𝑒 𝑈

implementing integration by parts one can obtain the following discretized system of
equations:
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̅̇ 𝑤 + 𝑴5 𝑼
̅̇ + 𝑴6 𝑷
̅ 𝑤 + 𝑴7 𝑻
̅̇ = 𝑭𝑤
𝑴4 𝑷

(2.40)

𝛼−𝑛

(2.41)

𝑒⊺
𝑴4 = ∫Ω𝑒 𝑅𝑤
(

𝐾𝑠

𝑛

𝑒
+ 𝐾 ) 𝑅𝑤
𝑑Ω𝑒
𝑤

𝑒⊺ ⊺
𝑴5 = ∫Ω𝑒 𝑅𝑤
𝐼 ∇𝑅𝑢𝑒 𝑑Ω𝑒

(2.42)

𝐾

𝑒⊺
𝑒
𝑴6 = ∫Ω𝑒 ∇𝑅𝑤
∇𝑅𝑤
𝑑Ω𝑒
𝜇
𝑤

⊺

𝑒
𝑴7 = ∫Ω𝑒 𝑅𝑤
(−𝛽𝑠𝑤 )𝑅𝑇𝑒 𝑑Ω𝑒
𝑞

𝜌 𝐾

𝑒⊺ 𝑤
𝑒⊺ 𝑤
𝑭𝑤 = ∫Γ𝑒 𝑅𝑤
𝑑Γ 𝑒 + ∫Ω𝑒 ∇𝑅𝑤
( 𝜇 )𝑔 𝑑Ω𝑒
𝜌
𝑤

𝑤

(2.43)
(2.44)
(2.45)

Finally, implementation of Galerkin variational statement and use of the arbitrary
function ∅T (∅T = 0 on ΓT ) for Eq. (2.13) leads to:
𝜕𝑇

𝐾

⊺
∫Ω𝑒 ∅ 𝑇 ((𝜌𝐶𝑝 )𝑒𝑓𝑓 𝜕𝑡 − (𝜌𝑤 𝐶𝑝𝑤 𝜇 [∇(𝑃𝑤 ) − 𝜌𝑤 𝑔]) . ∇(𝑇) − ∇. (𝜒𝑒𝑓𝑓 ∇(𝑇))) 𝑑Ω𝑒 = 0
𝑤

(2.46)

In addition, by presenting 𝑅𝑇𝑒 as test function and using integration by parts the
discretized form of Eq. (2.13) is defined as:
̅ + 𝑴9 𝑻
̅̇ = 𝑭 𝑇
𝑴8 𝑻

(2.47)

𝐾

⊺
⊺
𝑴8 = ∫Ω𝑒 ∇𝑅𝑇𝑒 𝜒𝑒𝑓𝑓 ∇𝑅𝑇𝑒 − 𝑅𝑇𝑒 (𝜌𝑤 𝐶𝑝𝑤 𝜇 [∇(𝑃𝑤 ) − 𝜌𝑤 𝑔]) ∇𝑅𝑇𝑒 𝑑Ω𝑒
𝑤

⊺

𝑴9 = ∫Ω𝑒 𝑅𝑇𝑒 (𝜌𝐶𝑝 )𝑒𝑓𝑓 𝑅𝑇𝑒 𝑑Ω𝑒
⊺

𝑭 𝑇 = ∫Γ𝑒 𝑅𝑇𝑒 𝑞𝑇 𝑑Γ 𝑒

(2.48)
(2.49)
(2.50)

The above equations represent the nonlinear discretized governing equations in space. In
general, one can show the Eqs. (2.34), (2.40) and (2.47) in the coupled form:
0
𝑴
[ 5
0

0
𝑴4
0

̅̇
𝑴1
0
𝑼
𝑴7 ] {𝑷
̅̇ 𝑤 } + [ 0
𝑴9
0
̅̇
𝑻
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𝑴2
𝑴6
0

̅
𝑴3 𝑼
𝑭𝑀
̅ 𝑤 } = { 𝑭𝑤 }
0 ] {𝑷
𝑭𝑇
𝑴8 𝑻
̅

(2.51)

Now, it is need to discretize Eq. (2.51) in time and subsequently linearize that via
monolithic Newton-Raphson scheme. In a concise form, Eq. (2.51) can be presented as:
(2.52)

𝑮(𝑿): [𝑪]{𝑿} + [𝑲]{𝑿} = {𝑭}
̅, 𝑷
̅𝑤, 𝑻
̅}⊺ shows the solution vector.
where 𝑿 = {𝑼
2.6.2

Discretization in time
Finite difference analysis in time is used for time discretization in this study. The

finite time step ∆𝑡 = 𝑡𝑛+1 − 𝑡𝑛 is used in Backward Euler (BE) scheme to rewrite Eq.
(2.51) at time 𝑡𝑛+1 :
𝜕𝑿

|
𝜕𝑡 𝑛+1

=

𝑿𝑛+1 −𝑿𝑛
∆𝑡

(2.53)

;

The above equation suggests the performance of implicit one-step time integration. Next,
the nonlinear system of equations is linearized. The linearized system can be solved
numerically as:
𝜕𝑮(𝑿)
𝜕𝑿

𝑖
|𝑋𝑛+1
∆𝑿𝑖+1
𝑖
𝑛+1 ≅ − 𝑮(𝑿𝑛+1 )

where 𝑖, 𝑛 show the iteration and time step, respectively and

(2.54)

𝜕𝑮(𝑿)
𝜕𝑿

represents the

Jacobian matrix. It is preferred to use Newton-Raphson scheme to model the strong
bounding between mechanical, pore water pressure, and thermal constituents in Eq.
(2.54). Finally, In each time step, the solution vector 𝑋 is updated incrementally (i.e
𝑖
𝑖+1
𝑿𝑖+1
𝑛+1 = 𝑿𝑛+1 + ∆𝑿𝑛+1 ). Details in depth for the time integration and linearization

scheme can be found in Lewis and Schrefler (1998).

25

2.7

Validation and example problems
In this section, the results from the proposed IGA are validated against those

attained from analytical solution and laboratory experiments reported in the literature.
Further, the application of the method for more complex geometries is illustrated through
solving a THM problem for a circular domain. For each simulation, a three-step
procedure is used:
a) Pre-processing
b) Analysis
c) Post-processing
The pre-processing step includes geometry definition, mesh
generation/refinement, and connectivity array definition. The geometry based on CAD
concepts is defined and the IGA mesh is developed along with the corresponding
connectivity array (Hughes et al., 2005). For the analysis step, Comes-Geo (Lewis and
Schrefler , 1998) is modified by implementing Bernstein polynomials, Bézier elements,
and Bézier extraction operator formulation. This modification adds a new module to
Comes-Geo that makes an interface between the conventional FEA and IGA. Finally,
regarding the post-processing, the interpolation functions that are defined in (Hughes et
al., 2005) are used to visualize the results.
2.7.1

Validation against Analytical solution
Following (Heider, 2012), the validation for a poroelasticity model is considered

under isothermal condition, dynamic response, and water-saturated porous medium. The
goal of this study reflects the effects of h- and p- refinement on the accuracy of the
numerical results.
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The ﬁrst example shows a plane strain model in the saturated porous medium. Its
geometry consists of a rectangle with 10m height and 2m length that is depicted in Figure
2.3. A constant temperature (𝑇 = 293.15 K) is imposed on the whole domain during the
simulation. From a mechanical point of view, the top boundary is subjected to a harmonic
load (see Figure 2.3) while the lateral boundaries are frictionless and rigid. However,
fluid boundary conditions are defined at the top boundary as drained condition (𝑃𝑤 = 0)
while the other boundaries are impermeable. For illustration purposes, Figure 2.3
represents the boundary conditions and the discretized domain with 32 elements. The
Isogeometric elements present linear approximation in the horizontal and cubic
approximation in the vertical direction. To obtain the accuracy in the numerical results,
the upper part of the domain within 1m depth is refined. Regarding the comparison of
numerical results with the analytical solution (Heider, 2012), point A (see Figure 2.3) is
chosen at the top boundary to evaluate the accuracy of the numerical results with respect
to different orders of approximation functions (p-refinement) and total number of
elements (h-refinement). In this study, the value of the tolerance for the iterative NewtonRapson procedure is set to 10−5, and the maximum number of iterations inside a time
step is fixed to 30. During the Newton-Rapson iterations, if convergence is not reached,
time step reduction procedure is automatically applied.
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Figure 2.3

Isogeometric mesh with linear and cubic basis functions in horizontal and
vertical direction, respectively.

The material properties of the saturated porous medium are given in Table 1. Only
elastic material behavior is considered similarly to the literature for homogeneous and
isotropic soil (de Boer and Ehlers, 1986). To find a better understanding of the interaction
between fluid and solid skeleton in saturated porous medium, two values of intrinsic
permeability are investigated: (1) the case of high permeability with magnitude 𝐾 =
10−9 𝑚2 (sand); and (2) the case of low permeability (clay) with magnitude 𝐾 =
10−12 𝑚2.
Table 2.1

Material properties for incompressible aggregates.

Material parameters
Young’s modulus
Poisson’s ratio
Porosity

Values
E = 1.45e7 (Pa)
υ = 0.3
n = 0.33
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Table 2.1

Material properties for incompressible aggregates (continued).

Density of the solid

kg

ρ = 2000 (m3 )
m

Gravity

g = 0 ( s2 )
K = 1e-9 and 1e-12 (m2 )

Permeability

The vertical displacement in point A is simulated within 0.5 seconds and the
corresponding results are presented in Figure 2.4. To compare the results from h and p
refinement, the scenarios when the order of approximation functions in vertical direction
varies from p = 1, 2, 3 and the number of elements varies from 8, 32, 128 is considered.
The results of high permeability show that except p = 1, No. Elements = 8 the trends
perfectly match the analytical solution. However, the results with respect to p = 3 are just
shown in Figure 2.4(a). However, Figure 2.4(b) presents the numerical solution of cubic
interpolation functions (p = 3) for the low permeability and the results indicate that the
effects of h- and p-refinement are noticeable. In this case the results for vertical
displacement are far from analytical solution regarding eight elements. While the
difference in results between analytical solution and thirty-two elements is negligible
except at the amplitudes and finally, the results for showing vertical displacement in point
A match the analytical solution when the number of elements increases to 128 in the
simulation.
To perform the error analysis in details, the study is extended to relative error as:
𝐸𝑟𝑟𝑢 = |

𝑢𝑛𝑢𝑚 −𝑢𝑟𝑒𝑓
𝑢𝑟𝑒𝑓

|

where 𝑢𝑛𝑢𝑚 and 𝑢𝑟𝑒𝑓 show the vertical displacement at point A regarding
numerical and analytical solutions, respectively. A closer look at the results via the
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(2.55)

relative displacement error shows the diversity in the accuracy of simulations due to
different combinations of h- and p- refinement.

Figure 2.4

The results for vertical simulation of point A: a) the vertical displacement
for the high permeable material, b) the vertical displacement for the low
permeable material.

The convergence trends considering h- and p-refinement are presented in Figure
2.5. The measured relative error is shown versus the total number of elements in a bilogarithmic plot. To quantitatively study the convergence rate, κ is defined as:
log(𝐸𝑟𝑟𝑢 ) = − 𝜅 log(𝑁𝑜. 𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑠)

(2.56)

Figure 2.5 shows that the rate of convergence grows in conjunction with the
increase in order of approximation. However, the error stagnates when No. of Elements is
128 or beyond. The authors believe this occurs because the error from time discretization
overcomes the discretization error in space. Similar results are observed in the studies
regarding the water front propagation simulation (Shahrokhabadi et al., 2017) and
consolidation under harmonic load (Heider, 2012). This phenomenon triggers the idea of
implementing superior time integration techniques in the problems, including evolution
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of pore fluid pressure. However, this problem is not covered since it is out of the scope
this study.
To study the numerical simulation of pore pressure dissipation, the model in low
permeability analysis is just considered and the results are shown in half a meter below
the top boundary at t = 0.15 s. The results for different orders of approximation functions
(p=1,2,3) are illustrated in Figure 2.6. The results for different orders of approximation
functions (p=1,2,3) are illustrated in Figure 2.6. The results are obtained where the upper
part of the problem domain (1m) is refined to 16 elements in the vertical direction. In this
case, the length of elements near the top boundary is 0.05 m.

Figure 2.5

Error analysis regarding the vertical displacement at point A.

The numerical results indicate that the oscillation of pore pressure significantly
diminishes as the order of approximation function increases. In IGA mesh, the interelement connectivity between nodes increases as the order of approximation rises and
leads to alleviating oscillation in the pore pressure simulation. This observation possibly
is because higher order of approximation functions in IGA maintains the same level of
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connectivity for each degree of freedom that results in providing a larger support across
multiple nodes in the domain.

Figure 2.6
2.7.2

Pore pressure distribution in the first half meter under the top boundary at
time of 0.15 s.

Validation against laboratory experiment
The following example demonstrates the validation of our study against

experimental test conducted by Aboustit et al. (1985). Lewis and Schrefler (1998)
presented this test later in the finite element formulation solving an initial boundary value
problem. This problem shows the simulation of a non-isothermal saturated consolidation
problem. This example show a column of 7m height that consists of saturated porous
medium with 2m width. This problem presents three types of boundary conditions
including Dirichlet and Neumann:
a) Mechanical boundary conditions.
b) Hydraulic boundary conditions.
c) Thermal boundary conditions.
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Regarding mechanical boundary conditions, the upper boundary is exposed to a
compressive load with magnitude 1000 Pa while the horizontal displacements are
constrained along the vertical boundaries and, vertical displacements are constrained at
the bottom boundary. In terms of hydraulic boundary conditions, Dirichlet boundary
conditions are applied on the upper boundary (𝑃𝑤 = 0) while the rest of boundaries are
defined as impermeable boundaries. Similarly, with respect to thermal boundary
conditions, the upper boundary subjects to Dirichlet boundary conditions with increases
in temperature (∆𝑇 =50 K) above the initial ambient temperature (𝑇 = 293.15 K) while
the other boundaries are insulated. Figure 2.7 represents the spatial discretization of 32
Isogeometric elements. However, in our study, the number of the Isogeometric elements
used for computational analysis is 128. The Isogeometric elements use cubic and linear
interpolation functions in vertical and horizontal directions, respectively. Similar to the
previous example, one meter below the upper boundary is refined during discretization to
maintain accuracy in the results. In addition, five stationary points (A-E) are defined in
the domain to obtain the solutions in different time intervals. In addition, the tolerance for
acceptable error and maximum number of iterations for the Newton-Raphson scheme is
the same as in the previous example.
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Figure 2.7

2D discretization domain to represent non-isothermal consolidation
problem presented by Aboustit et al. 1985.

In addition, Table 2.2 represents the material properties that are used in this
problem including mechanical, hydraulic, and thermal parts. The problem follows the
plane strain conditions, and the gravity is ignored. Subsequently, the initial conditions are
constant for the entire domain with respect to hydraulic (𝑃𝑤 = 1.0𝑘𝑃𝑎 ) and mechanical
parts (Ux = 0 and Uy = 0).
Table 2.2

Material properties to represent non-isothermal consolidation problem (data
from Aboustit et al., 1985).
Material parameters
Young’s modulus
Poisson’s ratio
Porosity
Density of the solid

Values
E = 6.0e6 (Pa)
υ = 0.4
n = 0.2
kg
ρ = 2000 (m3 )
m

Gravity

g = 0 ( s2 )
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Table 2.2

Material properties to represent non-isothermal consolidation problem
(data from Aboustit et al., 1985 (continued)).
K = 4.6e-17 (m2 )
1
βs = 9e-7(K)

Permeability
cubic thermal expansion of solid
cubic thermal expansion of water

1

βw = 0.63e-5(K)
J
Cpw = 4181
kg°K
J
s
Cp = 16760
kg°K
W
χs = 0.84
m°K
W
χw = 0.6
m°K

specific heat of water
specific heat of solid
Solid thermal conductivities
Water thermal conductivities

Figure 2.8 represents the results from the coupled THM simulation in the period
𝑡 = 1𝑒 −2 to 1𝑒 6 days. Figure 2.8(a) shows the variations in pore pressure with respect to
time at the stationary points in the domain (see Figure 2.7). Regarding the stationary
points near the top boundary (A, B, and C), the results show that implementing cubic
interpolation functions in the elements with C2 continuity successfully alleviates
oscillations in the solution, especially at the beginning time steps. To compare the results
with linear/quadratic FEA, interested readers may see the results in Sanavia et al., (2008)
where oscillation in the solution is noticeable at 𝑡 ≤ 1𝑒 −1 day. Figure 2.8(b) represents
the evolution of temperature in the system, and it is expected that the points near the top
boundary reach the maximum temperature 𝑇 = 343.15 𝐾 in shorter time intervals. For
instance, the changes in temperature occur at 𝑡 = 1 day at point (A) while temperature
increases at point (E) at 𝑡 = 1000 days. Figure 2.8(c) represents the variations in
vertical displacements against time at predefined points (A-E). One can divide the
observation in the displacements into two different trends (before and after 𝑡 = 1000
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days). Before 𝑡 = 1000 days, when the pore pressure in the system still exists (𝑃𝑤 > 0),
the vertical displacement shows an increasing trend.

Figure 2.8

Simulation of non-isothermal fully saturated consolidation problem using
cubic IGA mesh: a) Pore pressure dissipation. b) Temperature evolution. c)
Vertical displacement.

However, when the pore water pressure totally dissipates in the system at 𝑡 > 1000 days
(see Figure 2.8(a)), a decrease in vertical displacement is observed. One may indicate the
influence of thermal expansion on soil particles and its noticeable effect when the pore
pressure decreases in a THM model.
2.7.3

THM in a circular domain
The existence of material or geometric nonlinearity usually complicates the

simulations where the conventional FEA is very costly in the computational analysis as
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well as obtaining the accuracy of results. Based on the advantages of the IGA, the third
example represents the implementation of proposed THM framework in a circular
geometry by using an effective numerical approach of Bézier extraction of NURBS. A
quarter of a thick ring is modeled where it includes material properties in Table 2.2.
Regarding the initial conditions for the solid part, the displacement is zero in both
horizontal and vertical directions while the initial condition for the fluid constituent is
𝑃𝑤 = 10 𝑘𝑃𝑎, and the initial temperature is 293.15 𝐾.

Figure 2.9

Quadratic IGA mesh to represent the circular geometry and corresponding
boundary conditions.

To define Dirichlet boundary conditions, displacements are constrained at the
bottom and left side of geometry, fluid pressure jumps to 𝑃𝑤 = 100 𝑘𝑃𝑎 at a single point
(A), and temperature (𝑇 = 343.15 𝐾) is imposed uniformly on the inner-curve boundary
while the rest of boundaries are impermeable and isolated, respectively. In addition, the
gravity acceleration is ignored in this study and plane stain condition is considered to
define the mechanical behavior of the coupled problem. Figure 2.9 represents the
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geometry and assumed boundary conditions while it shows the discretized configuration
with 144 Isogeometric elements.
This example shows how the changes in pore pressure and temperature lead to formation
of mechanical displacement in the system after roughly one year. Since the intrinsic
permeability is very low, the evolution of pore water pressure needs noticeable time.
Figure 2.10(a) demonstrates the slow propagation of waterfront around point (A) at t =
30, 90, 180, 360 days. Similarly, Figure 2.10(b) shows uniform heat transfer from inner
curve trough the thickness of the problem for a period of 360 days. Finally, the induced
displacement in horizontal and vertical directions due to temperature and pressure
changes is shown in Figure 2.10(c) and 2.10(d), respectively. The results show that the
maximum displacements are around point (A) where the jump in pore pressure occurs.
This study tries to demonstrate the accuracy and effectiveness of the h- and prefinement. The process of simulation is defined based on Non-Uniform Rational BSplines (NURBS) basis functions. In order to present NURBS basis functions, a Bézierextraction operator is implimented to derive NURBS from Bernstein polynomials in the
THM finite element code (Comes-Geo). The proposed method is able to introduce higher
orders of approximation functions and inter-element connectivity along the elements
boundaries. Inter-element connectivity and uniform basis functions enable IGA to
perform prominently in nonlinear problems.
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Figure 2.10

Thermo-Hydro-Mechanical analysis in a thick circular geometry for a
period of 360 days: a) Pore pressure evolution. b) Temperature distribution.
c) Horizontal displacement. d) Vertical displacement.
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CHAPTER III
THERMAL EFFECTS ON HYDRO-MECHANICAL RESPONSE OF SEABED
SUPPORTING HYDROCARBON PIPELINES
3.1

Introduction
Buried pipelines are used for the transport of hydrocarbons from offshore

extraction sites to on-shore and near-shore reﬁnement plants. The transported oil and gas
products commonly have high temperatures (e.g., 422 K or higher), significantly higher
than typical temperatures of the seabed supporting the pipeline (e.g., 276 K) (Bai and
Niedzwecki 2014). Design of off-shore-buried pipelines depends on several factors
including, but not limited to, overall heat transfer from the pipe wall to the environment,
tide, current, or wave-induced pore pressure, and the mechanical loads induced by the
hydrostatic and overburden pressures. Inaccurate assessment of any of the
aforementioned factors during the design stage can expose the pipeline to extra stresses
and deformation at the site, eventually leading to buckling/collapse of the pipes.
In the recent years, FEA has been widely used to accurately predict the
buckling/collapse capacity of pipes under external loads caused by pressure, bending, and
axial forces (Bai 2001; Vazouras et al. 2010; Trifonov et al. 2012). For instance, Cheng
and Liu (1986) studied a buried pipeline in a region that is surrounded by impermeable
walls and Magda (1997) extended this study over wider range of degree of saturation. In
addition, Shabini and Jeng (2008) introduced a 3D modeling of wave-seabed-pipeline in
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marine environment. With respect to heat transfer analysis, Terenzi and Tara (2001)
studied the effects of the external heat transfer coefficient on partially sunken pipelines.
Barletta et al. (2008) conducted a numerical study of heat transfer for an offshore-buried
pipeline also Bai and Niedzwecki (2014) studied the deep-water seabed thermal field
around a buried pipeline. However, the majority of the previous studies are limited to
isothermal hydro-mechanical conditions (Altaee and Fellenius 1996; Takada et al. 1998;
Calvetti et al. 2004; Hededal and Strandgaard 2008; Vazouras et al. 2010; Zhao et al.
2010; Zhang et al. 2011; Wen et al. 2012; Trifonov et al. 2012; Lin et al. 2016; Duan et
al. 2017) or just include heat transfer simulations (Hatziavramidis and Ku 1983;
Escobedo et al. 2005; Barletta et al. 2008; Lanzafame et al. 2017; Krivovichev 2017),
implying that the effect of temperature on the hydro-mechanical response of buried
pipelines has been overlooked.
In this chapter, an IGA framework is employed to simulate a fully coupled
modeling of THM processes in the saturated subsea soil supporting a buried pipeline of
hot hydrocarbons. IGA is an emerging method in computational mechanics that uses the
same basis functions to generate the exact geometry of domain as well as to approximate
solutions (Hughes et al. 2005). In this study, THM modeling of the saturated subsea soil
supporting the pipeline is performed in three phases: post-installation (Phase 1), operation
conditions (Phase 2), and shutdown period (Phase 3). The framework is capable of
modeling THM processes in the saturated subsea soil subjected to harmonic pore pressure
conditions. The latter enables the model to take into account the tide-induced pore-water
pressures that are particularly important for design purposes. The simulations of the three
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aforementioned phases are performed to examine the effects of temperature on the hydromechanical response of the seabed.
3.2

Isogeometric Analysis of Thermo-Hydro-Mechanical Processes in Saturated
Soils
Figure 3.1 illustrates the conceptual model, different components and various

steps of the IGA-FEA framework that has been used for THM modeling of the subsea
soil subjected to harmonic pore pressure conditions. The numerical method is developed
based upon IGA and uses an interface, Bézier extraction, to connect IGA to the
conventional FEA. IGA offers higher level of inter-element continuity making it an
attractive method for solving highly nonlinear problems (Shahrokhabadi et al. 2017)
whereas the conventional FEA benefits from readily available solvers. In this framework,
which was recently developed by Shahrokhabadi et al. (2018) (see Chapter 2), preprocessing, processing, and post-processing steps are performed by integration of the
Computer Aided Design (CAD) technology and FEA. The CAD technology is used in
pre-processing to present the geometry configuration. The geometry (control points), IGA
mesh (control mesh), and the corresponding connectivity array are defined based on CAD
(Hughes et al. 2005). The interaction among solid, temperature, and fluid constituents in
the processing step is formed through the coupling of linear momentum, conservation of
energy, and conservation of mass equations.
The weak form of governing equations is formulated by using linear combination
of the Bézier extraction operator and Bernstein polynomials to derive Non-Uniform
Rational B-splines (NURBS) basis functions for spatial integration. The new
interpolation functions based on NURBS and Bézier extraction operator along with
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constitutive models, time integration scheme, and linearization of system of equations are
incorporated into the THM finite element code of Comes-Geo, developed originally for
the analysis of non-isothermal variably saturated porous materials in quasi-static/dynamic
conditions and validated extensively by solving experimental hydro-mechanical and
thermo-hydro-mechanical tests in saturated or variably saturated conditions (Sanavia et
al. 2002; Gawin and Sanavia 2010; Cao et al. 2018). Finally, NURBS interpolation
functions are used which are defined in Hughes et al. (2005) for post-processing and
visualization of the results.
For completeness, this section provides a brief overview of the numerical
framework. Chapter 2 provides further details about this framework including the
underlying theory, governing equations, IGA-FEA formulation, solution steps, and
validation against closed-form solutions and experimental test results.
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Figure 3.1
3.3

THM conceptual model based on the integration of CAD and FEA in preprocessing, processing, and post-processing steps.

Governing equations
Based on the averaging procedures within the Hybrid Mixture Theory, it is

assumed that a saturated porous media consists of two phases including solid particles (s)
and water (w) that fills the open voids. However, at macroscopic level, the porous
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medium is exchanged with a continuum where the entire domain is simultaneously filled
by solid and water particles. The state of medium is defined by the pore pressure Pw, the
absolute temperature T, and the displacement of the solid matrix U = [Ux,Uy]T where Ux
and Uy show the horizontal and vertical displacements, respectively.
Linear momentum, mass, and energy balance equations are three governing
equations that are used to mathematically describe the THM coupling in saturated porous
media. From a macroscopic point of view, these equations are derived based on the
following assumptions (Lewis and Schrefler 1998):


The solid particles are elastic with small strain while local thermal equilibrium
between the solid matrix and liquid phase is valid.



Water flow is due to a total pressure gradient inside the pores where the water
constituent is incompressible and follows Darcy’s law.



The heat conduction and convection are taken into account where the total
conductive heat flux is expressed using Fourier’s law by assuming an isotropic
thermal conductivity.

3.3.1

Linear momentum balance
Employing the total Cauchy stress (𝝈𝑡𝑜𝑡 ), the linear momentum balance equation

of the saturated porous media is presented as:
div(𝝈𝑡𝑜𝑡 ) + 𝜌𝐠 = 𝟎

(3.1)

where 𝜌 is the density of the mixture and 𝐠 represents the gravitational
acceleration. Following the principle of effective stress, one can decompose the Cauchy
stress into effective stress and pore pressure:
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𝝈𝑡𝑜𝑡 = 𝝈′ − 𝛼𝑃𝑤 𝑰

(3.2)
𝐾

where 𝝈′ represents the effective stress (modified Cauchy stress), and 𝛼 = 1 − 𝐾𝑡

𝑠

is Biot’s coefficient that is defined by the contribution of bulk modulus of porous media
(𝐾𝑡 ) and bulk modulus of solid particles (𝐾𝑠 = 0.14𝑒 10 Pa), and 𝑰 = {1,1,0}⊺ . This is a
common assumption in geomechanical modeling to ignore the compressibility of solid
particles, which leads to 𝛼 = 1. Replacing Eq. (3.2) in the linear momentum equation
introduces the following form for the mechanical component:
div(𝝈′ − 𝛼𝑃𝑤 𝑰) + 𝜌𝐠 = 𝟎
3.3.2

(3.3)

Mass balance
The conservation of mass with respect to the solid phase is written as:
(1−𝑛) 𝐷𝑠 𝜌𝑠
𝜌𝑠

𝐷𝑡

𝑛 𝐷𝑠 𝜌𝑤

+ div(𝒗𝑠 ) + 𝜌

𝐷𝑡

𝑤

1

+ 𝜌 div(𝑛𝜌𝑤 𝒗𝑠𝑤 ) = 0

(3.4)

𝑤

where 𝑛 is the porosity, 𝜌𝑠 represents the density of solid particles, and 𝜌𝑤 presents the
water density. Eq. (3.4) shows the conservation of mass with respect to solid phase,
where 𝒗𝑠 is the velocity of the solid phase, and 𝒗𝑠𝑤 is the relative velocity of the water
phase to the solid phase. However, one can reformulate Eq. (3.4) by introducing time
derivatives for water density (Eq. 5a), solid density (Eq. 5b), and generalized Darcy’s
flow (Eq. 5c) as:
1 𝐷𝑤 𝜌𝑤
𝜌𝑤
1 𝐷𝑠 𝜌𝑠
𝜌𝑠 𝐷𝑡

1

1 𝐷𝑤 𝑃𝑤

=𝐾

𝐷𝑡

𝑤

1 𝐷𝑠 𝜌𝑠

= 1−𝑛 [(𝛼 − 𝑛) 𝐾

𝑠

𝐷𝑡

𝐷𝑡

− 𝛽𝑤

𝐷𝑤 𝑇

− 𝛽𝑠 (𝛼 − 𝑛)

𝐾

(3.5a)

𝐷𝑡
𝐷𝑠 𝑇
𝐷𝑡

− (1 − 𝛼). 𝒗𝑠

𝑛𝒗𝑠𝑤 = 𝜇 [−grad(𝑃𝑤 ) + 𝜌𝑤 𝐠]
𝑤
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(3.5b)
(3.5c)

where 𝐾𝑤 displays the water bulk modulus (𝐾𝑤 = 0.22𝑒 10 Pa); 𝛽𝑠 and 𝛽𝑤 are cubic
thermal expansion of solid and water, respectively; 𝐾 represents the intrinsic
permeability, and 𝜇𝑤 stands for the water viscosity. Regarding the small displacements in
the simulation, the final form of the mass balance equation is presented as:
(

𝛼−𝑛
𝐾𝑠

𝑛

+𝐾 )
𝑤

𝜕𝑃𝑤
𝜕𝑡

𝐾

𝜕𝑇

+ div(𝜺𝑠̇ ) − div (𝜇 [grad(𝑃𝑤 ) − 𝜌𝑤 𝐠]) − 𝛽𝑠𝑤 𝜕𝑡 = 0
𝑤

(3.6)

where 𝜺𝑠̇ is the volumetric strain, and 𝛽𝑠𝑤 is the cubic thermal expansion
coefficient of medium.
3.3.3

Energy balance
Heat transfer in soils generally involves three mechanisms: diffusion, advection,

and radiation. In this study the effect of radiation in presenting the energy conservation
equation is ignored. Heat transfer thorough conduction and convection is taken into
account. Based on Fourier’s law and assuming an isotropic thermal conductivity, the
conductive heat flux can be expressed as:
𝑞 = −𝜒. grad(𝑇)

(3.7)

where 𝜒 represents the thermal conductivity of mixture. In a closed system
without considering the variation in energy due to phase change, one can define the
energy balance equation as:
(𝜌𝐶𝑝 )𝑒𝑓𝑓

𝜕𝑇
𝜕𝑡

− (𝜌𝑤 𝐶𝑝𝑤

𝐾
[grad(𝑃𝑤 ) −
𝜇𝑤

𝜌𝑤 𝐠]) . grad(𝑇) − div (𝜒𝑒𝑓𝑓 . grad(𝑇)) = 0 (3.8)

where (𝜌𝐶𝑝 )𝑒𝑓𝑓 is the effective thermal capacity of porous medium, 𝐶𝑝𝑤 is the
specific heat of water phase, and 𝜒𝑒𝑓𝑓 represents the effective thermal conductivity of the
porous medium. Eq. (3.7) neglects the terms related to the mechanical work induced by
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density variations due to temperature changes of the phases and those induced by volume
fraction changes.
3.3.4

Constitutive equations
Behavior of solid constituents is defined by effective stress in the tangential form

where it defines total strain of the soil skeleton (𝑑𝜀) and thermal strain (𝑑𝜀𝑇 ) as:
𝑑𝜎 ′ = 𝐷(𝑑𝜀 − 𝑑𝜀𝑇 )

(3.9)

where 𝐷 is the constitutive matrix of material.
For the fluid component, temperature and salinity are two important parameters
that control the seawater density. Millero and Poisson (1981) presented an international
one-atmosphere equation of state for seawater based on the density measurements by
Millero et al. (1976) and Poisson et al. (Poisson et al. 1980). This data includes the
seawater properties with respect to variations in temperature from 273.15 to 313.15 K
and salinity from 0.5 to 43%. The form of the equation of state is (Millero and Poisson
1981):
𝑜
+ 𝐴𝑆 + 𝐵𝑆 3/2 + 𝐶𝑆
𝜌𝑤 = 𝜌𝑤

(3.10)

𝑜
where A, B, C are functions of the temperature, S is the salinity, and 𝜌𝑤
is the

pure water density. The coefficients for the combined data are:
𝐴 = 8.24493𝑒 −1 − 4.0899𝑒 −3 𝑇𝑐 + 7.6438𝑒 −5 𝑇𝑐 2 − 8.2467𝑒 −7 𝑇𝑐 3 + 5.3875𝑒 −9 𝑇𝑐 4

(3.11)

𝐵 = −5.72466𝑒 −3 + 1.0227𝑒 −4 𝑇𝑐 − 1.6546𝑒 −6 𝑇𝑐 2
𝐶 = 4.8314𝑒 −4

In addition, pure water properties (ρow , μw ) are dependent on the temperature and
the following constitutive equations defines (Lewis and Schrefler 1998):
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𝑜
𝜌𝑤
= (𝑏0 + 𝑏1 𝑇𝑐 + 𝑏2 𝑇𝑐 2 + 𝑏3 𝑇𝑐 3 + 𝑏4 𝑇𝑐 4 + 𝑏5 𝑇𝑐 5 ) +

(3.12a)

(𝑎0 + 𝑎1 𝑇𝑐 + 𝑎2 𝑇𝑐 + 𝑎3 𝑇𝑇𝑐 3 + 𝑎4 𝑇𝑐 4 + 𝑎5 𝑇𝑐 5 )(𝜌𝑤1 − 𝜌𝑤𝑟𝑖𝑓 )

𝜇𝑤 = 0.6612(𝑇 − 229)−1.562

(3.12b)

where 𝑇𝑐 is the temperature in Celsius (𝑇𝑐 = 𝑇 − 273.15), and the rest of the coefficients
are as follow (Lewis and Schrefler 1998):
𝑏0 = 1.02𝑒 3 , 𝑏1 = −7.74𝑒 −1 , 𝑏2 = 8.77𝑒 −3 , 𝑏3 = −9.21𝑒 −5 , 𝑏4 = 3.35𝑒 −7 , 𝑏5 =
−4.40𝑒 −10 , 𝑎0 = 4.89𝑒 −7 , 𝑎1 = −1.65𝑒 −9 , 𝑎2 = 1.86𝑒 −12 , 𝑎3 = 2.43𝑒 −13 , 𝑎4 =
−1.59𝑒 −15 , 𝑎5 = 3.37𝑒 −18 , 𝜌𝑤1 = 1𝑒 7 , 𝜌𝑤𝑟𝑖𝑓 = 2𝑒 7 (𝑃𝑎).
In addition, the mixture density (𝜌), the cubic thermal expansion coefficient of
soil (𝛽𝑠𝑤 ), the effective thermal capacity of porous medium (𝜌𝐶𝑝 )𝑒𝑓𝑓 , and the effective
thermal conductivity (𝜒𝑒𝑓𝑓 ) are defined as (Lewis and Schrefler 1998):
𝜌 = (1 − 𝑛)𝜌𝑠 + 𝑛𝜌𝑤

(3.13a)

𝛽𝑠𝑤 = (1 − 𝑛)𝛽𝑠 + 𝑛𝛽𝑤

(3.13b)

(𝜌𝐶𝑝 )𝑒𝑓𝑓 = (1 − 𝑛)𝜌𝑠 𝐶𝑝𝑠 + 𝑛𝜌𝑤 𝐶𝑝𝑤

(3.13c)

𝜒𝑒𝑓𝑓 = 𝜒𝑠 . 𝜒𝑤

(3.13d)

where 𝑛 is the porosity; 𝜌𝑠 represents the density of solid particles; 𝛽𝑠 and 𝛽𝑤 are the
cubic thermal expansion of solid and water, respectively; 𝐶𝑝𝑠 represents the specific heat
of solid, and 𝜒𝑠 and 𝜒𝑤 are the solid and water thermal conductivities, respectively.

49

3.4

Offshore-Buried Pipelines Simulation
Using a two-dimensional plane strain THM model, the following three phases to

investigate the behavior of the seabed under both short- and long-term conditions are
studied:
-

Phase 1: Post-installation phase representing a short-term and isothermal
scenario. For design purposes, it is important to investigate the disturbance in
seabed due to pipe installation (Jeng 2001). It is reasonable to just consider
isothermal conditions in this phase because the settlement process is relatively
fast, compared to heat transfer, due to high permeability of seabed material
(sand).

-

Phase 2: Operation phase representing a long-term and non-isothermal
scenario. The main objective is to evaluate the temperature effects on the
seabed deformation in a considerably long duration where the temperature
gradually increases in the seabed around the pipeline, an aspect that has been
overlooked in previous similar studies. To quantify the temperature effects,
the results of non-isothermal model are compared against those attained from
an alternative isothermal model.

-

Phase 3: Shutdown phase representing a non-isothermal scenario in a
relatively short period. During the shutdown period whether because of an
accident or scheduled maintenance, it is critically important to investigate
temperature distribution around the pipeline and its effects on the supporting
seabed and even crude oil inside the pipeline (Lu and Wang 2008). The THM
simulation is extended to the shutdown period to study the effects of
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temperature reduction on the seabed behavior. This phase is relatively short
since it is longer than Phase 1 but shorter than Phase 2.
Figure 3.2a shows a cross section of the buried pipeline that is used in the
simulation. Taking advantage of symmetry, the model geometry includes a pipe
circumference with radius of r = 0.5 m under the seabed where the burial depth is 1.5 m.
The seafloor consists of 7 m saturated dense sand seating on a competent layer of nondeformable material. Table 3.1 shows sand properties that are used for the THM
simulation of seabed subsurface.
The model includes a Mean Sea Level (MSL) of 𝑑 = 10 𝑚 and tidal wave. The
salinity of seawater is considered S = 33.8-34.7%. The tide period is 𝑇𝑤 = 12 ℎ𝑟𝑠 with
the height 𝐻𝑤 = 5 𝑚 and the tidal sea level (𝑑𝑠𝑒𝑎 ) is assumed to follow a trigonometric
function as (Li et al. 2008):
𝑑𝑠𝑒𝑎 (𝑡) = 𝑑 + 𝜂(𝑡) = 𝑑 + 𝐻𝑤 cos(𝜔. 𝑡)

(3.14)

where 𝜂 is the harmonic water level and 𝜔 is the angular frequency of tide (𝜔 =
2𝜋
𝑇𝑤

). In the current study, the effects of tide-induced pore pressure changes are considered

in the simulation. Tidal waves are created as the result of interaction of gravitational
forces between the Earth, Sun and Moon and they usually occur twice a day (NOAA
2017). Since the change between rise and fall of the sea level occurs in a relatively long
period of time, the effect of tides can be considered as a harmonic pore pressure. The
current study does not include the effects of waves that are created due to forces exerted
by winds on the water surface. Such waves are more relevant in the context of highfrequency problems (e.g., seabed liquefaction, seismic analysis) and warrant performing a
fully dynamic analysis (Christian et al. 1974; Jeng 2001).
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Figure 3.2

Buried pipeline under seafloor and 10 m seawater with temperature of
276.15 K: a) Schematic geometry. b) Phase 1: Post-installation period (4
days) under harmonic water pressure. c) Phase 2: Operation period (720
days) increase in temperature under harmonic pore pressure. d) Phase 3:
Shutdown period (180 days) decrease in temperature under harmonic pore
pressure.
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Table 3.1

Parameters used for THM simulation of seabed subsurface (data from Cao
et al. 2016).

Parameter
Young’s modulus, E

Value (unit)
3.0e7 (Pa)

Poisson’s ratio, υ

0.4

Porosity, n
Density of the solid, ρ

0.2
𝑘𝑔

2000 (𝑚3)
1.0e-14 (𝑚2 )

Intrinsic permeability, K
Cubic thermal expansion of solid, βs

1

9e-5(𝐾)

Cubic thermal expansion of water, βw

1

0.63e-5(𝐾)

Specific heat of water, Cpw

𝐽
4181 (
)
𝑘𝑔°𝐾
𝐽
16760 (
)
𝑘𝑔°𝐾
𝑊
0.84 (
)
𝑚°𝐾
𝑊
0.6 (
)
𝑚°𝐾

Specific heat of solid, Cps
Solid thermal conductivities, χs
Water thermal conductivities, χw

The initial surrounding temperature is 276.15 K and due to the gravity effects, the
state of equilibrium and hydrostatic pore water distribution are the mechanical and
hydraulic initial conditions, respectively. Figures 3.2b, 3.2c, and 3.2d show the
discretized domain via 1024 quadratic elements in IGA and the corresponding thermal
boundary conditions in each phase. Since mechanical and fluid boundary conditions are
identical in all phases, are just shown in Figure 3.2a.
For mechanical boundary conditions, the horizontal displacement (𝑈𝑥 ) is
constrained along the vertical boundaries at 𝑥 = 0 and 𝑥 = 4 𝑚. The displacements (𝑈𝑥
and 𝑈𝑦 ) are fixed to zero at the bottom (𝑦 = −7 𝑚) with respect to the competent layer
beneath the sand layer. The deformation of pipeline is assumed negligible in comparison
with the surrounding material and assumed fixed in its position (𝑈𝑥 = 𝑈𝑦 = 0) (Magda
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1996). It is assumed that the seafloor frictional stress is negligible and that the vertical
effective normal stress and shear stress vanish (𝝈′ = 𝝉𝒙𝒚 = 0), consistent with the
assumption made in similar studies (e.g., Magda 1996; Zhang et al. 2011; Zhang et al.
2013).
For hydraulic boundary conditions, the pipe wall is impermeable and there is no
𝜕𝑃

flow through the pipeline ( 𝜕𝑛𝑤 = 0, 𝑛𝑟 is the normal direction to the surface of pipeline).
𝑟

𝜕𝑃

Similarly, vertical and horizontal boundaries are impermeable ( 𝜕𝑥𝑤 = 0,

𝜕𝑃𝑤
𝜕𝑦

= 0,

respectively). The harmonic water pressure on the surface of seabed is defined as (e.g.,
Magda 1996; Zhang et al. 2011; Zhang et al. 2013):
(3.15)

𝑃𝑏 (𝑡) = 𝛾𝑤 𝜂(𝑡)

where 𝛾𝑤 is the seawater unit weight. The above equation is derived with the
assumption that vertical inertia force is negligible as the ratio of water depth to the wave
length is a small quantity (Xu et al. 2012).
Despite mechanical and fluid parts, temperature boundary conditions vary
in three phases of simulation. In Phase 1, as explained previously, isothermal conditions
are considered (𝑇 = 276.15 K) (see Figure 3.2b). In Phase 2, the operation of system
during a relatively long period (24 months) is studied and the inner curvature boundary,
that shows pipeline region, faces the external temperature change (∆𝑇 = 54 K in Fig.
𝜕𝑇

2c). Vertical and horizontal boundaries are insulated in Phase 2 (𝜕𝑥 = 0,

𝜕𝑇
𝜕𝑦

= 0,

respectively). Phase 3 represents the analysis in shutdown period (Figure 3.2d) and by
considering the environment temperature, a constant temperature (276.15 K) is imposed
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on the top and bottom boundaries (𝑦 = 0, 𝑦 = −7 𝑚) (Bai and Niedzwecki 2014).
𝜕𝑇

𝜕𝑇

However, the vertical boundaries as well as pipe surface are insulated (𝜕𝑥 = 𝜕𝑛 = 0).
𝑟

For time integration, except for the pure ﬂow, modeling the wave propagation
through a saturated soil requires the selection of time step based upon the wave period.
Time marching is identical in all three phases and time step is set to ∆𝑡 =

𝑇𝑤
16

in the

entire simulation to reduce the interpolation error and to properly capture the waveinduced response of the seabed.
To closely monitor the response of different locations within the domain, three
stationary points are selected near the pipeline region (see Fig. 2): Point A (𝑥 = 0.9 , 𝑦 =
−2.2 𝑚) at the bottom, Point B (𝑥 = 0.11 , 𝑦 = −1.5 𝑚) in the middle, and Point C
(𝑥 = 0.9 , 𝑦 = −0.8 𝑚) at the top. These three points are used to study changes in the
variables of interest throughout the simulation.
3.5
3.5.1

Results
Phase 1: Post-installation stage (short-term, isothermal analysis)
Figure 3.3 shows contour plots of pore pressure (Figure 3.3a), horizontal

displacement (Figure 3.3b) and vertical displacement (Figure 3.3c) at four time intervals
of t = 12, 18, 24, and 48 hours. Figure 3.3a illustrates the pore pressure oscillations due to
the harmonic water level above the seabed induced by the tide function 𝜂(𝑡). The circle
boundary affects the flow gradient and compressional wave propagation. As shown in the
snapshots of 24 and 48 hours, it is seen that the circle boundary directly corresponds to
the pressure intensity by the wave front to the bottom and the wave reﬂecting back
toward the free surface.
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Figure 3.3b shows the evolution of negative and positive displacements due to the
effect of circle boundary. Non-zero horizontal displacements are attributed to the circle
boundary and can be categorized in two zones where positive 𝑈𝑥 occurs in the region
above the pipeline whereas the negative 𝑈𝑥 happens below the pipe section. On the
contrary, the vertical displacement (Figure 3.3c) consistently shows a negative magnitude
(settlement) throughout the domain. The circle boundary of pipeline hinders the
formation of vertical displacement in the region near pipeline. The settlement contours
fluctuate in response to the harmonic water pressure applied on the seabed.
Figure 3.4 shows pore pressure, horizontal, and vertical displacements at the
stationary points A, B and C. This figure depicts the transient process in seabed
settlement after pipeline installation, which reaches a steady state condition after about 2
days. Further inspection in pore pressure shows slight increase in amplitude from Point A
to Point C. This trend corresponds to vertical distribution of excess pore pressure ∆𝑃𝑤
near the pipeline (Zhang et al. 2011). Moreover, the effect of pipeline geometry is
substantial in the deformation analysis where two modes are shown as positive and
negative horizontal displacements. The negative vertical displacement and pore pressure
oscillation exhibit similar pattern at all stationary points because the compressional wave
propagation is in the same direction of vertical movement. The vertical displacement at
Point A is consistently less than those obtained at Points B and C. This observation can
be possibly attributed to the assumption made regarding a rigid and non-deformable
pipeline wall, which affects the displacements of the region beneath the pipe cross
section.
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Figure 3.3

Phase 1: Isothermal hydro-mechanical analysis of porous media
surrounding the pipeline during the short post-installation period at t = 12,
18, 30, and 48 hours.
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Figure 3.4
3.5.2

Isothermal hydro-mechanical analysis at stationary Points A, B, and C near
the pipeline shortly after installation.

Phase 2: Operation stage (long-term, non-isothermal analysis)
The results at the end of Phase 1 are set as initial conditions for Phase 2 where the

effects of temperature are considered for long term operation of the pipeline. Figure 3.5
shows the results at time intervals of 10, 185, 365, and 545 days. The days are counted
from the beginning of Phase 1 (which took 4 days). Figure 3.5a shows the pore pressure
distribution due to tidal waves on the surface while the radial evolution of temperature
around the pipeline is shown in Figure 3.5b. In this phase temperature-induced changes in
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pore pressure are found to be minimal. It is because of the small cubic thermal expansion
coefficient of soil (𝛽𝑠𝑤 ) used in the model, the parameter that primarily governs the
temperature and fluid coupling in the formulations (Lewis and Schrefler 1998).
Comparison of displacements obtained for Phase 1 (Figure 3.3) and Phase 2
(Figure 3.5) shows the effect of thermal load on the mechanical response of the soil. The
horizontal displacement filed gradually turns from negative to positive values during this
phase, leading to only one mode of displacement (positive mode) at the end of Phase 2.
Moreover, the vertical displacement gradually decreases with time.
Figure 3.6 represents the evolution of temperature at the three stationary points in
all three phases of analysis. The trend is symmetric and identical for all three points
around the pipeline cross section. Following constant temperature in Phase 1, heat
transfer in the seabed surrounding the pipeline leads to an asymptotic increase in
temperature in Phase 2 during 720 days. However, temperature sharply decreases at the
stationary points in Phase 3 where the shutdown period is simulated.
Figure 3.6 reveals that heat transfer through the seabed is a slow process and
occurs in considerably long time. On the other hand, the tide sequence is twice a day
(𝑇𝑤 = 12 ℎ𝑟𝑠) and the time marching as ∆𝑡 =

𝑇𝑤
16

is considered to maintain accuracy in

the results. It is computationally impractical to record the results in each time step for the
entire duration of Phase 2. One can significantly reduce the computational cost by
dividing the Phase 2 duration to several time intervals (time windows) where the results
are recorded for each time step in shorter periods while the simulation continues. Four
time windows are defined in Phase 2 as follows:


W1: 4-10 days.
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W2: 184- 190 days.



W3: 364-370 days.



W4: 714-720 days.

To better illustrate the effect of temperature on the long time behavior of seabed,
a second set of simulation is performed for Phase 2 but under isothermal conditions and
compare the results with the non-isothermal case. Figure 3.7 shows horizontal
displacement versus time at Points A, B, C during Phase 2 for both isothermal and nonisothermal conditions. For the isothermal Phase 2 model, the horizontal displacement
pattern for all three points is identical to that obtained after reaching the steady state
condition toward the end of Phase 1. It is noted that the initial values of the horizontal
displacement at the beginning of each phase is relatively well recovered, despite not
being explicitly enforced by the time discretization procedure. For the non-isothermal
Phase 2 model, however, the increase in temperature gradually changes the pattern in
horizontal displacements and transforms the negative horizontal displacements into
positive for all stationary points. The horizontal displacement consistently increases as
time progresses, with significantly higher rates of displacement in early stages (i.e., W1).
Figure 3.8 depicts the importance of accounting for heat transfer in
vertical displacement analysis. For the isothermal Phase 2 model, the results are identical
to those attained at the end of Phase 1. For the non-isothermal Phase 2 model, however,
the vertical displacement at each stationery point changes with time due to temperature
effects. Thermal expansion slightly increases the amplitude of vertical displacement for
all three stationary points, particularly toward the second half of the simulation. Points B
(middle point) and C (top point) exhibit an overall decrease in vertical displacement
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because the thermal load leads to a radial expansion of the strain field. However, the nonisothermal vertical displacement at Point A (bottom point) increases in earlier stages (i.e.,
W1 and W2) but it gradually decreases in the rest of simulation (W3 and W4). This can
be possibly because the effect of thermal load on vertical displacement is less than the
external load induced by compressional wave during W1 and W2 at this point. As time
progresses (W3 and W4), the thermal expansion gradually increases to resist the effect of
the external load induced by the compressional wave.
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Figure 3.5

Phase 2: Non-isothermal hydro-mechanical analysis of porous media
surrounding the pipeline during the short post-installation period at t = 10,
185, 365, and 545 days.
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Figure 3.6

Symmetrical temperature evolution at three stationary points A, B, and C
near the pipeline region.
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Figure 3.7

Comparison of horizontal displacements under non/isothermal conditions at
stationary Points A, B, and C in Phase 2.

64

Figure 3.8
3.5.3

Comparison of vertical displacements under non/isothermal conditions at
stationary Points A, B, and C in Phase 2.

Phase 3: Shutdown stage (long-term, non-isothermal analysis)
Phase 3 represents the analysis in the shutdown period where it varies from

couple of hours to several weeks/months (Jamaluddin et al. 1991). To gain better
understanding about the effect of decreasing temperature on the surrounding materials,
the duration of analysis is extended up to 180 days in Phase 3. The initial conditions in
Phase 3 follow the results of Phase 2 after 720 days.
Figure 3.9a presents the variation in pore pressure during Phase 3 and at 730, 820,
and 900 days after the beginning of Phase 1. As previously shown in Figure 3.6, Phase 3
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involves a reduction in temperature from 307 K in the beginning of Phase 3 (720 days
after the beginning of Phase 1) to 297 K at the end of Phase 3 (900 days after the
beginning of Phase 1). The non-isothermal process leads to negative horizontal
deformation in the system (Figure 3.9c). While at Phase 2 the horizontal displacement
became positive throughout the domain, the field becomes more negative during Phase 3
with the magnitude depending upon pore pressure and temperature. Figure 3.9d depicts
the vertical displacement contours for Phase 3 where the vertical displacement increases
leading to more settlement compared to the end of Phase 2. It is because the effect of
external load is maintained while the effect of temperature is reduced during the
shutdown stage.
Figure 3.10 represents the horizontal displacements at stationary Points A, B, and
C for 180 days after Phase 2. The results are presented in three time windows (W5, W6,
and W7). The duration of each time window is 7 days and the results are recorded at
every time step (∆𝑡 =

𝑇𝑤
16

). The horizontal displacement exhibits a decreasing trend in all

three stationary points. Figure 3.11 shows the vertical displacement at Point A, B, and C
for W5, W6, and W7, respectively. Point A shows a slight decrease in vertical
displacement and follows the same trend in Phase 2. Point B shows a steady state trend,
and Point C shows a decreasing trend in vertical displacement. This observation is due to
the effect of thermal boundary conditions in Phase 3. Since the location of pipeline is
close to the upper boundary (1.5 m below the upper boundary), the influence of the upper
boundary on Point C is more than that on Points B and A, respectively.
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3.6

Discussion
As shown in the previous section, heat transfer around the hydrocarbon pipeline

can play an important role in the displacement formation. In this section, the effect of
temperature on total displacement are considered as results of both horizontal and vertical
displacement contribution. Although both vertical and horizontal displacement
components oscillate due to the effect of harmonic tide, we focus on the average
displacements due to thermal change in the system. Figure 3.12 shows the horizontal and
vertical displacements and the resultant vector at the stationary points near the pipeline.
The vectors are scaled up and show the displacement vectors in the last step of each
phase. Figure 3.12a shows the total displacement vectors for the stationary points for
Phase 1, implying a rotational mode in this phase. This observation can be extended to
the entire domain considering horizontal and vertical displacement contours shown in
Figures 3.3b and 3.3c.
Figure 3.12b shows how the effect of temperature alters the overall
displacement mechanism in Phase 2. The results are displayed at the end of Phase 2
where non-isothermal conditions are considered in the simulation. The resultant
displacement vectors at the stationary points show the changes in the overall mechanism
from rotational to sliding mode due to effect of heat transfer through the soil body. This
observation is not limited to the stationary points and one can extend this scenario to the
whole domain by using Figures 3.5c and 3.5d. During the shutdown period (Phase 3),
reduction in temperature is shown to lead to change in displacement. Monitoring the
resultant displacement vectors at the stationary points during Phase 3 reveals that the
sliding mode slightly changes to the rotational mode (Figure 3.12c). This observation is
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not limited to the stationary points and an inspection in Figures 3.9c and 3.9d reveals that
this is valid for the whole domain. The negative horizontal displacement is gradually
intensified as temperature reduces in the domain whereas the positive displacement
follows an opposite trend.
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Figure 3.9

Phase 3: Non-isothermal hydro-mechanical analysis of porous media
surrounding the pipeline during the shutdown period at t = 730, 820, and
900 days.
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Figure 3.10

Comparison of the results in horizontal displacements under non conditions
at stationary points A, B, and C in phase 3.
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Figure 3.11

Comparison of the results in vertical displacements under non-isothermal
conditions at stationary points A, B, and C in phase 3.
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Figure 3.12

Effect of heat transfer on horizontal and vertical displacement vectors in
the domain at stationary points (A, B, C).

The current study showed the considerable effects of temperature on the
mechanical response of seabed. Due to the small value of cubic thermal expansion
coefficient of soil that was used in the model, the pore pressure results are found similar
in both isothermal and non-isothermal simulations. However, the later observation may
be different for soils with higher cubic thermal expansion coefficient. Further, in this
study it is assumed that the pipeline is rigid and non-deformable. While beyond the scope
of the current study, it is useful to consider the soil-structure interaction in future THM
simulations.
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CHAPTER IV
THERMO-HYDRO-MECHANICAL MODELING OF UNSATURATED SOILS
USING ISOGEOMETRIC ANALYSIS: AN APPLICATION TO STRAIN
LOCALIZATION SIMULATION
4.1

Introduction
THM analysis of variably saturated porous materials has been widely used in

recent years. The emerging need for THM analysis is due to a wide range engineering
applications posing THM processes in porous materials such as nuclear waste disposal,
seabed pipelines, biomechanics, geothermal structures, petroleum drilling, high-voltage
cables, and tunneling (Shahrokhabadi et al., 2018; Schrefler, 2015; Schrefler et al., 2011;
Schrefler, 2001; Laloui, 2006; Meroi et al., 1999; Dusseault et al., 1988; Andres and
Radhakrishna, 1988;) Temperature variation in unsaturated geomaterials considerably
influences the behavior of porous media (Pesavento et al., 2012) and numerous studies
have been performed to accurately consider these effects in engineering problems. For
instance, Gens (1995) introduced a thermo-mechanical model based on a combination of
isothermal constitutive equations in unsaturated soils and thermo-plastic models in
saturated soils while Bolzon and Schrefler ( 2005) formulated a non-isothermal elastoplastic model in unsaturated soils. Francois and Laloui (2008) offered a thermoplasticity
model in saturated and unsaturated soils in a highly coupled framework with a unified
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approach. Masin and Khalili (2012) introduced a new formulation based on
hypoplasticity that represents a thermomechanical model in unsaturated soils.
In addition to the effect of temperature, shear banding may significantly affect the
mechanical and hydraulic properties of geomaterials leading to a reduction in load
carrying capacity or transport properties, respectively (Song et al., 2017). Extensive
theoretical, experimental, and numerical studies on shear banding and localized
deformation in soils have been presented in the literature (Zhu et al, 2017; Jiang et al.,
2014; Zhang and Schrefler, 2000; Vardoulakis, 1996; Rice and Rudnicki, 1980; Deborst
et al., 1933). Borja (2004) outlined an isothermal framework to track the onset of strain
localization in unsaturated soils. Callari et al. (2010) used a finite element model to
simulate the development of strain localization in unsaturated soils. Ehlers et al. (2004)
used the general porous media theory to formulate a finite element model for strain
localization in unsaturated soils. Song (2017) studied the transient bifurcation in
unsaturated porous media with the finite strain approach. Sanavia et al. (2006) introduced
a FEA of non-isothermal elasto-plastic model based on mixture theory to analyze strain
localization induced by the thermal load (Hassanizadeh and Gray, 1979a; Hassanizadeh
and Gray, 1980). Cao et al. (2016) extended the Sanavia et al. (2006) model to dynamics
using the generalized Newmark scheme for time discretization.
Despite the progress made by previous works, there is further demand for the
improvement of both fully coupled THM models and numerical techniques to simulate
strain localization in deforming porous media. For instance, if mesh independency is
desired some sort of regularization techniques should be implemented in the models (e.g.,
gradient dependent models (Zhang and Schrefler, 2000)). In recent years, IGA has been
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introduced as a new numerical method in computational mechanics (Hughes et al. 2005)
and has been increasingly used in different fields of engineering including poromechanics
(Irzal et al., 2013; Irzal et al., 2014; Nguyen et al., 2014; Shahrokhabadi et al., 2017) IGA
provides features that are especially useful in geomechanic simulations. For instance,
these features include the improved continuity of field variables due to the smoothness of
the basis functions and the ability to perform simulations with high continuity and
regularity in mesh (Hughes et al., 2005). Shahrokhabadi et al. (2017) examined the
application of IGA in highly nonlinear flow problems in unsaturated soil and compared
the outcomes with those attained from the conventional FEA. They demonstrated the
advantages of IGA for modeling unsaturated soil flow problems, primarily attributed to
IGA’s higher inter-element continuity and regularity in the simulation of water front
propagation. Shahrokhabadi et al. (2018) employed IGA coupled with FEA to simulate
the elastic behavior of saturated soils subjected to THM conditions. Bekele et al. (2017)
presented a fully coupled IGA-based THM model for ground freezing simulation and
obtained improvement in the accuracy of derived quantities (stress, strain, or fluxes) by
using higher continuity in basis functions. Remij et al. (2017) used IGA in the simulation
of hydro-thermo-chemo-mechanical concrete model where they show that IGA is more
accurate than conventional FEA.
In the present study, an IGA-FEA framework is developed for THM modeling of
unsaturated soils and is then used to study strain localization and shear banding in
unsaturated soils. The proposed IGA-FEA framework employs the Bézier extraction
connecting IGA with the conventional FEA. IGA offers higher level of inter-element
continuity making it an attractive method for solving highly nonlinear problems
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(Shahrokhabadi et al., 2017) whereas the conventional FEA benefits from wellestablished numerical solutions available in ComesGeo (Lewis and Schrefler; 1998).
Inter-element continuity leads to smooth distribution of inelastic strain (equivalent plastic
strain) among the adjacent elements. The weak form of governing equations is
formulated by using a linear combination of the Bézier extraction operator and Bernstein
polynomials to derive Non-Uniform Rational B-splines (NURBS) basis functions for
spatial integration.
The rest of chapter four is outlined as follows: Section 4.2 presents a conceptual
description of THM model in unsaturated porous media. In addition, THM formulation
including discretization of governing equations in time and space is briefly reviewed.
Section 4.3 introduces the coupled governing as well as constitutive equations for
unsaturated soils. Section 4.4 presents a scheme of biaxial compression tests and
corresponding boundary conditions in a plane strain model. The comparison between
FEA and IGA for strain localization simulation is presented in Section 4.5. Section 4.6
deals with three loading conditions where the effects of mechanical, thermal, and
mechanical-thermal loads on strain localization and shear band propagation are analyzed
and discussed. In Section 4.7, a general discussion on three modes of loading (Section
4.6) in simulations is presented.
4.2

Isogeometric Analysis of Thermo-Hydro-Mechanical Processes in
Unsaturated Soils
Unsaturated porous media is a multiphase system where the voids of solid

skeleton (s) are filled with water (w) and gas (g) constituents. The three constituents (𝜋 =
𝑠, 𝑤, 𝑔 ) are immiscible, but the gas phase is assumed to follow ideal mixture including
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dry air (𝑔𝑎) and water vapor (𝑔𝑤) where the latter components are miscible. In addition,
solid skeleton and water components are considered incompressible while gas
components are compressible.
The mathematical representation (Section 4.2.1) of the transient THM analysis in
saturated/unsaturated porous media is developed based on averaging theories introduced
by Hassanizadeh and Gray (1979a and b, 1980). Implementing spatial averaging
operators on a representative elementary volume (dv in Figure 4.1a) leads to integration
of microscopic equations over dv that gives macroscopic balance equations (Lewis and
Schrefler, 1998). Subsequently, the porous media is substituted with a continuum model
where all the constituents (𝜋 = 𝑠, 𝑤, 𝑔 ) fill the entire domain simultaneously (see Figure
4.1b).

Figure 4.1

Create Representative elementary volume (dv) consisting of three
constituents. a) Typical averaging volume in geomechanics. b) Multiphase
porous medium idealized by a homogenous continuum.

In general, the THM analysis is performed in a quasi-static and geometrically
linear framework where the constituents are assumed to be isotropic, homogenous,
chemically non-reacting, and immiscible (except for 𝑔𝑤 and 𝑔𝑎). Local thermal
equilibrium between phases is valid, which represents the same temperature for all
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phases. The state of medium is designated by displacement of solid particles 𝐔, gas
pressure 𝑃 𝑔 , capillary pressure 𝑃𝑐 (𝑖. 𝑒., 𝑃𝑐 = 𝑃 𝑔 − 𝑃𝑤 ), and absolute temperature 𝑇
while pore pressure is compressive positive for the fluid components and stress is tension
positive for the solid phase.
The implementation of aforementioned concepts can be done by employing an
IGA-FEA framework. Figure 4.2 outlines the conceptual model that is used in this study
for THM modeling of unsaturated soils. This outline contains three main modules
including IGA, FEA, and IGA-FEA interface components. In the IGA module, preprocessing and post-processing steps are performed by using Computer Aided Design
(CAD) technology where the geometry (control points), IGA mesh (control mesh), and
the corresponding connectivity array are defined based on CAD (Hughes et al., 2005).
NURBS basis functions are also used to approximate secondary variables and visualize
the results. Moreover, the coupling process among solid, temperature, and fluid phases as
well as constitutive formulation is defined through the coupling of linear momentum,
conservation of energy, and conservation of mass equations in the FEA module. The
IGA-FEA interface module includes the Bézier extraction operator and Bernstein
polynomials to derive NURBS basis functions for spatial integration. The weak form of
governing equations is formulated by using linear combination of the new interpolation
functions based on NURBS and the Bézier extraction operator. Finally, Backward Euler
time integration scheme and linearization of the system of equations along with NURBSbased interpolation function, and IGA-FEA interface module are incorporated into
ComesGeo (Lewis and Schrefler 1998), FEA code designated for THM modeling of
porous materials. The following sections provide further details about this framework
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including the underlying theory, governing equations, IGA-FEA formulation, solution
steps, and verification and comparison against FEA.

Figure 4.2
4.3

THM conceptual model based on the integration of CAD and FEA in IGA,
FEA, and IGA-FEA interface modules.

Governing equations
Linear momentum, mass, and energy balance equations are three governing

equations that are used to mathematically describe the THM coupling in unsaturated
porous media. From a macroscopic point of view, these equations are derived based on
the following assumptions [39]:
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The solid particles follow rate-independent elasto-plasticity with small strain.



Water flow is induced by total pressure gradient inside the pores where the water
constituent follows Darcy’s law.



Heat conduction and convection are considered where the total conductive heat
flux is expressed using Fick’s law by assuming an isotropic thermal conductivity.

4.3.1.1

Linear momentum balance equation
Total Cauchy stress (𝛔) that is embedded in the linear momentum balance

equation follows:
𝑑𝑖𝑣𝛔 + 𝜌𝐠 = 𝟎

(4.1)

where 𝐠 is the gravitational acceleration and 𝜌 is the density of mixture defined as:
𝜌 = [1 − 𝑛]𝜌 𝑠 + 𝑛𝑆𝑤 𝜌𝑤 + 𝑛[1 − 𝑆𝑤 ]𝜌 𝑔

(4.2)

with 𝜌 𝑠 , 𝜌𝑤 , and 𝜌 𝑔 are the density of solid particles, liquid water, and gas, respectively.
Moreover, 𝑛 is porosity and 𝑆𝑤 is the water degree of saturation. One can extend the total
Cauchy stress (𝛔) based on the effective stress definition as follows:
𝛔 = 𝛔′ − 𝐦𝛼[𝑃 𝑔 − 𝑆𝑤 𝑃𝑐 ]

(4.3)

where 𝛔′ is the effective stress, 𝐦 is the second order identity tensor, and 𝛼 is Biot’s
coefficient. Since the solid particles are nearly incompressible, it is simply assumed that
𝛼 = 1 in this study.
4.3.1.2

Mass balance equations
Fluid components include liquid water and gas species (dry air and water vapor).

Darcy’s law is implemented to describe advective fluxes in both liquid water and gas
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phase while the diffusion of vapor in the gas is modeled using Fick’s law. Subsequently,
the sum of mass balance equation for water species and solid skeleton is expressed as:
𝑑𝑖𝑣 (𝜌𝑤

−𝑑𝑖𝑣 (𝜌 𝑔

𝑘 𝑟𝑤 𝐊𝑤
𝜇𝑤

[−∇(𝑃𝑔 − 𝑃𝑐 ) + 𝜌𝑤 𝐠]) + 𝑑𝑖𝑣 (𝜌 𝑔𝑤

𝑘 𝑟𝑔 𝐊𝑔
𝜇𝑔

[−∇𝑃𝑔𝑤 + 𝜌 𝑔𝑤 𝐠]) …

(4.4)

𝑀𝑎 𝑀𝑤 𝑔𝑤 𝑃𝑔𝑤
𝐃𝑔 ∇ ( 𝑔 )) + [𝜌𝑤 𝑆𝑤 + 𝜌 𝑔𝑤 [1 − 𝑆𝑤 ]]𝑑𝑖𝑣𝐔̇ + 𝑛[𝜌𝑤 − 𝜌 𝑔𝑤 ]𝑆𝑤̇ …
𝑃
𝑀𝑔2

−[𝜌𝑤 𝛽𝑠𝑤 + 𝜌 𝑔𝑤 𝛽𝑠 [1 − 𝑛][1 − 𝑆𝑤 ]]𝑇̇ + 𝑛[1 − 𝑆𝑤 ]𝜌̇ 𝑔𝑤 + 𝜌𝑤

𝑛𝑆𝑤 𝑔
[𝑃̇ − 𝑃̇ 𝑐 ] = 0
𝐾𝑤

where 𝑘 𝑟𝑤 and 𝑘 𝑟𝑔 are relative permeability of liquid water and gas, 𝐊 𝑤 and 𝐊 𝑔 are the
intrinsic permeability tensors for liquid water and gas, and 𝜇 𝑤 , 𝜇 𝑔 are liquid water and
𝑔𝑤

gas viscosity, respectively, 𝜌 𝑔𝑤 , 𝑃 𝑔𝑤 , and 𝐃𝑔 are density, pressure and effective
diffusivity tensor of water vapor in the gas phase, respectively; 𝑀𝑎 , 𝑀𝑤 , and 𝑀𝑔 are the
molar mass of dry air, liquid water and gas mixture, consistently. Moreover, in the above
equation, 𝐾𝑤 represents water bulk modulus (𝐾𝑤 = 2.2𝑒 9 Pa) and 𝛽𝑠𝑤 is the thermal
expansion coefficient of mixture.
Similarly, the sum of dry air constituent and solid particles in term of mass
balance equation leads to:
𝑑𝑖𝑣 (𝜌 𝑔𝑎

𝑘 𝑟𝑔 𝐊𝑔
𝜇𝑔

[−∇𝑃𝑔 + 𝜌 𝑔 𝐠]) + 𝑑𝑖𝑣 (𝜌 𝑔

𝑀𝑎 𝑀𝑤
2
𝑀𝑔

𝑔𝑎

𝐃𝑔 ∇ (

𝑃𝑔𝑤
𝑃𝑔

)) + [𝜌 𝑔𝑎 [1 − 𝑆𝑤 ]]𝑑𝑖𝑣𝐔̇ …

+𝑛[1 − 𝑆𝑤 ]𝜌̇ 𝑔𝑎 − 𝑛𝜌 𝑔𝑎 𝑆𝑤̇ − 𝜌 𝑔𝑎 𝛽𝑠 [1 − 𝑛][1 − 𝑆𝑤 ]𝑇̇ = 0
𝑔𝑎

where 𝜌 𝑔𝑎 is the dry air density and 𝐃𝑔 is the diffusivity tensor of dry air in the gas
phase.
4.3.1.3

Energy balance equation
The energy balance equation in the system is defined as:
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(4.5)

−𝑑𝑖𝑣 (𝜌𝑤

𝑘 𝑟𝑤 𝑲𝑤
𝜇𝑤

(4.6)

[−∇(𝑃𝑔 − 𝑃𝑐 ) + 𝜌𝑤 𝐠]) ∆𝐻𝑣𝑎𝑝 − 𝑑𝑖𝑣(𝜒𝑒𝑓𝑓 ∇𝑇) − 𝜌𝑤 𝑆𝑤 (𝑑𝑖𝑣𝐔̇)∆𝐻𝑣𝑎𝑝 …

𝑘 𝑟𝑤 𝐊 𝑤
𝑘 𝑟𝑔 𝐊𝑔
[−∇(𝑃𝑔 − 𝑃𝑐 ) + 𝜌𝑤 𝐠] + 𝐶𝑝𝑔 𝜌 𝑔
[−∇𝑃𝑔 + 𝜌𝑤 𝐠]] . ∇𝑇 + (𝜌𝐶𝑝 ) 𝑇̇ …
𝑤
𝑒𝑓𝑓
𝜇𝑔
𝜇

+ [𝐶𝑝𝑤 𝜌𝑤

−𝜌𝑤

𝑛𝑆𝑤 𝑔
̇ ∆𝐻𝑣𝑎𝑝 = 0
[𝑃̇ − 𝑃̇ 𝑐 ]∆𝐻𝑣𝑎𝑝 + 𝛽𝑠𝑤 𝑇̇∆𝐻𝑣𝑎𝑝 − 𝑛[𝜌𝑤 − 𝜌 𝑔𝑤 ]𝑆𝑤
𝐾𝑤

where ∆𝐻𝑣𝑎𝑝 is the latent heat, 𝜒𝑒𝑓𝑓 is the effective thermal conductivity of porous
𝑔

media, 𝐶𝑝𝑤 , 𝐶𝑝 , and (𝜌𝐶𝑝 )𝑒𝑓𝑓 are specific heat of liquid water, gas, and the effective heat
capacity of the mixture, respectively.
4.3.2

Constitutive equations
Darcy’s and Fick’s laws (Lewis and Schrefler 1998; Zienkiewicz et al., 1999) are

the two main constitutive equations that control the fluid (water and gas) flow in the
mixture. In addition, Fourier’s law (Lewis and Schrefler, 1998) describes the heat flux in
the system and stress-strain relationship for the solid phase is defined based on rateindependent elasto-plastic model (Drucker and Prager, 1952).
4.3.2.1

Constitutive models for fluids flow (water and gas)
Water and gas flows follow Darcy’s law based on:
𝑞𝜋 =

𝑘 𝑟𝜋 𝐊 𝜋
𝜇𝜋

[−∇(𝑃𝜋 ) + 𝜌𝜋 𝐠] with 𝜋 = 𝑔, 𝑤

(4.7)

where 𝑞𝜋 is the fluid flux with respect to constituent 𝜋. The diffusion process in the gas
phase, which is a miscible mixture of dry air and water vapor, is represented by Fick’s
law:
𝑔𝑎

𝐉𝑔 = −𝜌 𝑔

𝑀𝑎 𝑀𝑤
𝑀𝑔2

𝑔𝑎

𝑃 𝑔𝑎

𝐃𝑔 ∇ ( 𝑃𝑔 ) = 𝜌 𝑔
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𝑀𝑎 𝑀𝑤
𝑀𝑔2

𝑔𝑤

𝑃 𝑔𝑤

𝑔𝑤

𝐃𝑔 ∇ ( 𝑃𝑔 ) = −𝐉𝑔

(4.8a)

𝜌𝑔𝑤 1

𝑀𝑔 = ( 𝜌𝑔

+

𝑀𝑤

−1

𝜌𝑔𝑎 1
𝜌𝑔 𝑀𝑎

)

(4.8b)

𝑔𝜋

where 𝐉𝑔 is the diffusive-dispersive mass flux of constituent 𝜋 in the gas phase. The gas
phase that is a perfect mixture of water vapor and dry air is assumed to fulfill ideal gas
law. Subsequently, following the equation of state for perfect gas and implementing the
Dalton’s law to moist air (𝑔), vapor (𝑔𝑤), and dry air (𝑔𝑎), one can derive the following
equations (Cao et al., 2016):
𝑃𝑔𝑤 =
𝑃 𝑔𝑎 =

𝜌𝑔𝑤 𝑇𝑅

(4.9a)

𝑀𝑤
𝜌𝑔𝑎 𝑇𝑅

(4.9b)

𝑀𝑎

𝑃𝑔 = 𝑃 𝑔𝑎 + 𝑃𝑔𝑤

(4.9c)

𝜌 𝑔 = 𝜌 𝑔𝑎 + 𝜌 𝑔𝑤

(4.9d)

where 𝑅 is the universal gas constant.
In unsaturated soils, the equilibrium water vapor pressure (𝑃𝑔𝑤 ) may be
introduced by the Kelvin-Laplace equation:
𝑃𝑐 𝑀

𝑤
𝑃 𝑔𝑤 = 𝑃 𝑔𝑤𝑠 (𝑇) exp (− 𝜌𝑤 𝑅𝑇
)

(4.10)

where 𝑃𝑔𝑤𝑠 (𝑇) is the water vapor saturation pressure depending on the temperature 𝑇
and one can use the Hyland-Wexler equation (Hyland and Wexler, 1983a; 1983b) to
define 𝑃𝑔𝑤𝑠 . The degree of saturation 𝑆𝜋 (𝑃𝑐 , 𝑇) and relative permeability 𝑘 𝑟𝜋 (𝑃𝑐 , 𝑇) are
either predicted by models based on realistic capillary assumptions or determined
experimentally in laboratory. One needs to implement supplementary equations along
with the main constitutive equations to describe a full THM phenomenon. Appendix A
includes the supplementary equations that are used in this study.
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4.3.2.2

Constitutive model for heat transfer
Heat flux in the porous media is described using the constitutive equation in the

generalized form of Fourier’s law:
(4.8)

𝑞𝑇 = −𝜒𝑒𝑓𝑓 ∇(𝑇)
where 𝑞𝑇 is heat flux and 𝜒𝑒𝑓𝑓 is the effective thermal conductivity.
4.3.2.3

Constitutive model for solid deformation (stress-strain)
The stress-strain formulation for the mixture defines the effective stress based on

general strain rate tensor as:
𝝈̇′ = 𝐃𝒆 (𝛆̇ − 𝐦T 𝛆̇ 𝑒𝑠 − 𝐦T 𝛆̇ 𝑒𝑇 − 𝛆̇ 𝑝 )

(4.12)

where 𝐃𝒆 is the elastic stiffness matrix, 𝛆̇ 𝑒𝑠 is the elastic strain rate related to the matric
suction change, 𝛆̇ 𝑒𝑇 is the elastic strain rate due to thermal effects, and 𝛆̇ 𝑝 is the plastic
strain rate determined by the ﬂow rule.
Drucker-Prager (D-P) (1952) is a rate-independent elasto-plasticity theory in
geometrically linear problems where the yield criterion restricts the effective stress 𝛔′ by
taking into account the dilation/contraction in dense or loose sands, respectively. The
concept of multi-surface plasticity, introduced by Hofstetter and Taylor (1999), is
implemented to solve the singular behavior of D-P yield surface in the apex zone by
developing the return mapping and consistent tangent operator (Sanavia et al., 2002;
Szabo et al., 2012).
Helmholtz free energy function (𝜓) governs the mechanical behavior of solid
particles:
𝜓 = 𝜓(𝛆𝑒 , 𝜍)
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(4.13)

where 𝛆𝑒 represents the small elastic strain tensor and 𝜍 is the internal strain-like scalar
hardening variable (i.e., inelastic or equivalent plastic strain). In the range of isotropy, the
thermodynamic second law leads to the following constitutive relations in Eq. (4.14a) and
remaining dissipation inequality in Eq. (4.14b):
𝜕𝜓

𝜕𝜓

𝛔′ = 𝜕𝛆𝑒

𝑞𝑝 = − 𝜕𝜍

𝛔′ : 𝛆̇ 𝒆 − 𝑞𝑝 𝜍̇ ≥ 0

(4.14a)
(4.14b)

where 𝑞𝑝 is the stress-like internal variable reflecting the evolution of the yield locus in
stress field. The evolution equations for the terms in Eq. (4.14b), indicating the rate of
dissipation in the inequality, are obtained based on the maximum plastic dissipation in
associative flow rules (Simo, 1998):
𝛆̇ 𝒆 = 𝛆̇ − 𝛆̇ 𝑝 = 𝛆̇ − 𝛾̇
𝜉̇ = 𝛾̇

𝜕𝐹
𝜕𝛔′

𝜕𝐹

(4.15a)
(4.15b)

𝜕𝑞𝑝

Accuracy of the model largely depends on adequate evaluation of the parameters
that determine the yield criterion, hardening/softening and flow rule in the D-P plasticity
model. Special consideration is needed when the associative flow rule with the D-P cone
is used since dilantancy is over estimated. Eq. (4.15) is derived based on the
incorporation of Kuhn-Tucker form in the classical loading-unloading conditions:
𝛾̇ ≥ 0,

𝐹(𝛔′ , 𝑞𝑝 ) ≤ 0,

𝛾̇ 𝐹 = 0

(4.16)

where 𝛾̇ is the continuum consistency parameter, and 𝐹(𝛔′ , 𝑞𝑝 ) represents the isotropic
yield function. Eventually, the classical elasto-plastic model of the D-P yield function
with linear isotropic hardening is introduced as (Drucker and Prager, 1952):
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2

(4.17)

𝐹(𝑝, 𝒔, 𝜂) = 3𝛼𝐹 𝑝 + ‖𝐬‖ − 𝛽𝐹 √3 [𝑐0 + ℎ𝜍]
1

where 𝑝 is the mean effective stress (𝑝 = 3 [𝛔′ : 𝐈]), ‖𝐬‖ is the 𝑙2 norm for the
deviatoric effective stress tensor, 𝑐0 is the initial apparent cohesion, ℎ is the
hardening/softening modulus, and 𝛼𝐹 , 𝛽𝐹 are material parameters that are defined based
on the soil frictional angle (𝜙):
2
3

√ 𝑠𝑖𝑛𝜙

(4.18a)

𝛼𝐹 = 2 3−𝑠𝑖𝑛𝜙
6𝑐𝑜𝑠𝜙

(4.9)

𝛽𝐹 = 3−𝑠𝑖𝑛𝜙

The process of finding 𝛆𝑒 ,𝜍, and 𝛔′ is usually performed by elastic predictor and
plastic corrector. Finding elastic state (∗)𝑡𝑟 is defined upon freezing the plastic flow at
𝑒
time 𝑡𝑛+1 . Subsequently, [𝜀𝑛+1
]𝑡𝑟 is calculated based on the load step corresponding to
𝑒
[𝜀𝑛+1
]𝑡𝑟 = 𝜀𝑛+1 . The equivalent trail elastic state is analyzed from the hyper-elastic free

energy:
𝜕𝜓

𝑒 ]𝑡𝑟
𝝈′𝑡𝑟
𝑛+1 = [𝜕𝜀 𝑒 ]𝜀 𝑒 =[𝜀𝑛+1

𝜕𝜓

𝒒𝑡𝑟
𝑡𝑟
𝑛+1 = −[ 𝜕𝜍 ]𝜍=𝜍𝑛+1

(4.19a)
(4.19b)

′𝑡𝑟
The stress state is completed if the trial state is admissible which it dictates 𝑭𝑛+1
=
𝑡𝑟
𝑭(𝝈′𝑡𝑟
𝑛+1 , 𝒒𝑛+1 ) ≤ 0. Otherwise, the plastic corrector is implemented to compute ∆𝛾𝑛+1

where it satisfies consistency condition 𝐹𝑛+1 = 0.
Equivalent plastic strain is updated using ∆𝛾𝑛+1 by implementation of the
backward Euler integration of Eq. (4.14a):
𝜍𝑛+1 = 𝜍𝑛 + ∆𝛾𝑛+1
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𝜕𝑭

|

𝜕𝒒 𝑛+1

(4.20)

One can use hyper-elastic constitutive law (Eq. (14b)) with the free energy 𝜓 = 𝜓̂(𝜺𝑒 , 𝜍)
to compute Cauchy stress components. It is presented as function of principal elastic
strain and inelastic strain as:
𝐿
1
2 ]
2
2
𝜓̂ = 2 [𝜀1𝑒 + 𝜀2𝑒 + 𝜀3𝑒 ]2 + 𝐺[𝜀1𝑒
+ 𝜀2𝑒
+ 𝜀3𝑒
+ 2 ℎ𝜍 2

(4.21)

where 𝐿 and 𝐺 are the Lame elastic constants and ℎ represents hardening modulus.
In this study, the return mapping and tangent moduli are obtained for isotropic
linear hardening/softening and volumetric deviatoric non-associative plasticity. To obtain
this goal, Eq. (4.17) and Eq. (4.18) are used where Eq. (4.18) is modified for dilatancy
angle (𝜑).
4.4

Initial and boundary conditions
The initial conditions indicate the state of primary variables at t = 0 in a given

domain (Ω) and its boundaries (Γ = Γ𝜗𝐷 ∪ Γ𝜗𝑀 ):
𝐔 = 𝐔𝟎 ,

𝑔

𝑃 𝑔 = 𝑃0 ,

𝑃𝑐 = 𝑃0𝑐 ,

𝑇 = 𝑇0

(4.22)

In a variably saturated THM problem, four types of boundary conditions (BCs)
are defined regarding the primary variables (𝜗 = 𝑼, 𝑃 𝑔 , 𝑃𝑐 , 𝑇 ). The boundary conditions
that describe the values of primary variables (Dirichlet BCs) are indicated by Γ𝜗𝐷 :
̅ 𝑜𝑛 Γ𝒖𝐷
𝐔=𝐔

(4.23a)

𝑔 , 𝑜𝑛 Γ 𝐷𝑔
𝑃 𝑔 = ̅𝑃̅̅̅
𝑃

(4.23b)

𝑃𝑐 = ̅𝑃̅𝑐̅, 𝑜𝑛 Γ𝑃𝐷𝑐

(4.23c)

𝑇 = 𝑇̅, 𝑜𝑛 Γ𝑇𝐷

(4.23d)

In addition, mixed BCs (Γ𝜗𝑀 ) that include heat, mass exchange, and mechanical
equilibrium conditions are specified as:
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̂ = 𝐭̅ 𝑜𝑛 Γ𝒖𝑀
𝛔. 𝐧

(4.24a)

[𝑛(1 − 𝑆𝑤 )𝜌 𝑔𝑎 𝒗 𝑔𝑠 ]. 𝐧
̂ = 𝑞 𝑔𝑎 , 𝑜𝑛 Γ𝑃𝑀𝑔

(4.24b)

𝑔𝑤
[𝑛𝑆𝑤 𝜌𝑤 𝒗𝑤𝑠 + 𝑛(1 − 𝑆𝑤 )𝜌 𝑔𝑤 𝒗𝑔𝑠 ]. 𝐧
̂ = 𝑞 𝑔𝑤 + 𝑞 𝑤 + 𝛽𝑐 (𝜌 𝑔𝑤 − 𝜌∞
), 𝑜𝑛 Γ𝑃𝑀𝑐

(4.24c)

̂ = 𝑞𝑇 + 𝑞𝑤 + 𝛼𝑐 (𝑇 − 𝑇∞ ) + 𝑒𝜎0 (𝑇 4 − 𝑇∞4 ), 𝑜𝑛 Γ𝑇𝑀
[𝑛𝑆𝑤 𝜌𝑤 𝒗𝑤𝑠 ∆𝐻𝑣𝑎𝑝 − 𝜒𝑒𝑓𝑓 ∇(𝑇)]. 𝐧

(4.24d)

̂ is the unit normal
where 𝐭̅ represents traction in corresponding to total Cauchy stress, 𝐧
vector, 𝑞 𝑔𝑎 , 𝑞 𝑔𝑤 , 𝑞 𝑤 , and 𝑞 𝑇 are the dry air, vapor, liquid water, and heat flux,
𝑔𝑤

respectively, 𝜌∞ and 𝑇∞ represent the mass concentration of vapor and temperature in
far field where the gas phase is assumed undisturbed, 𝑒, 𝜎0 , 𝛽𝑐 , and 𝛼𝑐 are the emissivity
of interface, Stefan-Boltzmann constant, convective heat exchange coefficient, and mass
exchange coefficient, respectively. In Eq. (4.21), 𝒗𝜋𝑠 represents the relative velocity of
phase 𝜋 with respect to solid phase (𝒗𝜋𝑠 = 𝒗𝜋 − 𝒗𝑠 ).
4.5

Temporal and Spatial Discretization
The IGA-FEA model is derived by applying the Galerkin procedure for spatial

integration and Backward Euler for the time integration of weak form of balance
equations where the discretization practice follows that used in the conventional FEA as
outlined in (Lewis and Schrefler, 1998). The primary variables are approximated in terms
of NURBS basis functions as:
̃,
𝐔 ≅ 𝐑u𝐔
̃𝐜 ,
𝑃𝑐 ≅ 𝐑 c 𝐏

̃𝐠
𝑃𝑔 ≅ 𝐑g 𝐏

(4.25a)

̃
𝑇 ≅ 𝐑T𝐓

(4.25b)

Following FEA, the spatial discretization within the Isoparametric formulation
leads to the following non-symmetric, nonlinear, and coupled system of equations:
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𝟎
𝐂𝒈𝒖
𝐂𝒄𝒖
[ −𝐂𝑻𝒖

𝟎
𝐂𝑔𝑔
𝐂𝑐𝑔
− 𝐂 𝑇𝑔

𝐊 𝒖𝒖
𝟎
𝟎
̃̇
𝐔
𝐂𝑔𝑐 − 𝐂𝑔𝑇
𝟎
̇𝐏
g
̃
c +
𝐂𝑐𝑐
𝐂𝑐𝑇
𝟎
̃̇
𝐏
− 𝐂 𝑇𝑐 𝐂 𝑇𝑇 ]
{𝐓̇ } [ 𝟎

−𝐊 𝑢𝑔
𝐊𝑔𝑔
−𝐊 𝑐𝑔
− 𝐊 𝑇𝑔

𝐊 𝑢𝑐
𝐊 𝑢𝑇
𝐅u
̃
𝐔
g
−𝐊𝑔𝑐 − 𝐊𝑔𝑇
𝐅g
̃
{𝐏 c } = { }
𝐊 𝑐𝑐
𝐊 𝑐𝑇
̃
𝐅c
𝐏
𝐅T
𝐊 𝑇𝑐
𝐊 𝑇𝑇 ] 𝐓

(4.26)

where sub-matrices that express the coupling of mass, energy, and linear momentum
conservation are presented in Appendix B. In a more concise form, Eq. (4.24) can be
expressed in first order finite difference formulation:
(4.27)

𝐆(𝐗): [𝐂]{𝐗} + [𝐊]{𝐗} = {𝐅}

̃c , 𝐓
̃ }𝑇 is the solution vector. Finite difference analysis in time is used
̃, 𝐏
̃g , 𝐏
where 𝐗 = {𝐔
for time discretization in this study. The finite time step ∆𝑡 = 𝑡𝑛+1 − 𝑡𝑛 is used in the
Backward Euler scheme to rewrite Eq. (4.24) at time 𝑡𝑛+1:
𝜕𝐗

|
=
𝜕𝑡 𝑛+𝜃

𝐗 𝑛+1 −𝐗 𝑛

(4.28a)

∆𝑡

𝐗 𝑛+𝜃 = [1 − 𝜃]𝐗 𝑛 + 𝜃𝐗 𝑛+1 with 𝜃 ∈ [0,1]

(4.28b)

where 𝐗 𝑛 and 𝐗 𝑛+1 are the solution vectors at 𝑛𝑡ℎ and (𝑛 + 1)𝑡ℎ time steps. Now, Eq.
(4.25) suggests:
𝐆(𝐗 𝑛+1 ): [𝐂 + 𝜃∆𝑡𝐊]𝑛+𝜃 𝐗 𝑛+1 − [𝐂 − [1 − 𝜃]∆𝑡𝐊]𝑛+𝜃 𝐗 𝑛 − ∆𝑡𝐅𝑛+𝜃

(4.29)

The above equation dictates performing implicit one-step time integration due to 𝜃 = 1,
which is used in this study. Next, the nonlinear system of equations is linearized. The
linearized system can be solved numerically as:
𝜕𝐆(𝐗)
𝜕𝐗

𝑖+1
|𝐗 𝑖𝑛+1 . ∆𝐗 𝑛+1
≅ − 𝐆(𝐗 𝑖𝑛+1 )

where 𝑖, 𝑛 are the iterations and time steps, respectively, and
Jacobian matrix:
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(4.30)
𝜕𝐆(𝐗)
𝜕𝐗

represents the

𝜕𝐆𝑢
̃
𝜕𝐔
𝜕𝐆(𝐗)
𝜕𝐗

|𝐗 𝑖𝑛+1 =

𝜕𝐆𝑢
𝜕𝑃̃ 𝑔

𝜕𝐆𝑢
𝜕𝑃̃ 𝑐

𝑔

𝜕𝐆𝑃
𝜕𝑃̃ 𝑔

𝑔

𝜕𝐆𝑃
𝜕𝑃̃ 𝑐

𝑐

𝜕𝐆𝑃
𝜕𝑃̃ 𝑔

𝑐

𝜕𝐆𝑃
𝜕𝑃̃ 𝑐

𝜕𝐆𝑇
𝜕𝑃̃ 𝑔

𝜕𝐆𝑇
𝜕𝑃̃ 𝑐

𝜕𝐆𝑃
̃
𝜕𝐔

𝜕𝐆𝑃
̃
𝜕𝐔

𝜕𝐆𝑇
[ 𝜕𝐔̃

𝑔

𝑐

𝜕𝐆𝑢
𝜕𝑇̅
𝜕𝐆𝑃
𝜕𝑇̅

𝑔

𝜕𝐆𝑃
𝜕𝑇̅

(4.31)

𝑐

𝜕𝐆𝑇
𝜕𝑇̅

]

It is preferred to use the Newton-Raphson scheme to model the strong bonding between
mechanical, pore water pressure, and thermal fields in Eq. (4.27), and the solution vector
𝑖
𝑖+1
𝐗 is updated incrementally (i.e., 𝐗 𝑖+1
𝑛+1 = 𝐗 𝑛+1 + ∆𝐗 𝑛+1 ). Further details about time

integrations and linearization scheme can be found in (Lewis and Schrefler, 1998).
4.6

Numerical modeling of strain localization and shear banding
Strain localization is studied in the three examples where the simulations deal

with a plane strain compression test of dense sand with respect to different thermal and
mechanical loading conditions. Inspired by Sanavia et al. (2006) a rectangular domain
consisting of homogenous soil with 34 cm high and 10 cm width is considered (see
Figure 4.3) Table 4.1 represents the material parameters in this study. Water pressure is
distributed hydrostatically as the initial condition, and the material is assumed to be
initially saturated (𝑆𝑤 = 1). The boundaries are impervious and adiabatic while the top
boundary is subjected to displacement rate (𝑣𝑑 ), and the bottom boundary is constrained
(𝑈𝑥 = 𝑈𝑦 = 0). In all examples, the strain localization and shear banding formation is
simulated by taking into account the effect of gravity acceleration.
The first study deals with the effect of displacement rate on strain localization and
shear banding formation in an isothermal framework. Figure 4.3a shows that the top
boundary of the model is subjected to 𝑣𝑑 ranging from 0.8 to 1.4 mm/s while temperature
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in the domain is fixed to 293 K. The second study (Figure 4.3b) represents the effect of
temperature on the system where the top boundary is subjected to a fixed displacement
rate (𝑣𝑑 = 1.2 mm/s), and the entire domain is exposed to different temperatures (278 to
353 K), respectively. Figure 4.3c shows a schematic model used in the third study where
the displacement and temperature rates are varied concurrently. The fixed displacement
rate (𝑣𝑑 = 1.2 mm/s) is imposed on the top boundary while the entire model faces
temperate rates (𝑣𝑇 ) that vary from 0.05 to 0.5 K/s.
Figure 4.3d depicts the discretized domain with 512 quadratic elements in IGA.
The elements possess C1 everywhere except at the top, bottom, left, and right boundaries
where the corresponding elements are C-1 to generate the exact boundaries. To keep the
aspect ratio acceptable in the IGA mesh and reduce the computational cost, a C0 internal
boundary is imposed at the middle of domain in the vertical direction (see Figure 4.3d) by
repeating the associated knot vectors two times (Zienkiewicz et al., 1999) Subsequently,
the aspect ratio in elements is close to one near C0 boundary and it is approximately two
near the top and bottom boundaries. Moreover, point A is considered in the discretized
geometry to quantitatively evaluate the strain localization inside the shear band.
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Figure 4.3

Plane strain compression test: a) Displacement rate variation with constant
temperature. b) Constant displacement rate with temperature variation. c)
Varying displacement and temperature rates. d) Discretized domain with
512 quadratic elements in IGA mesh.

The numerical integration over quadratic IGA elements is executed using 3x3
Gauss points. The acceptable tolerance for the iterative Newton-Raphson is limited to 105

in the linearization process while the number of iterations is fixed to 40. The time step

(∆𝑡) is set to 10-3 seconds in the time integration scheme. However, during the NewtonRaphson iterations, automatic time step reduction is implemented (Lewis and Schrefler,
1998).
Table 4.1

Material parameters representing dense sand in this study.
Solid density
Young modules
Poisson ratio
Initial apparent cohesion

𝜌𝑠
𝐸
𝑣
𝑐0
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2000
3.0e7
0.4
5.0e5

Kg.m3
Pa
Pa

Table 4.1

Material parameters representing dense sand in this study (continued).
Linear softening modulus
Angle of internal friction
Angle of dilatancy
Porosity
Intrinsic water/gas permeability

4.7

ℎ
𝜙
𝜑
𝑛
𝐾 𝑤 = 𝐾𝑔

-1.0e6
30°
20°
0.2
5.0e-14

Pa
m2

Verification and comparison with FEA
Cao et al. (2016) used FEA and modeled the above-mentioned problem in a THM

framework with application to strain localization simulation via two time integration
approaches (backward Euler and Newmark technique). They used quadratic Lagrange
shape functions (C0) for spatial integration with a total of 5545 degrees of freedom. Here,
the results from quadratic NURBS basis functions with C1 property and a total of 3150
degrees of freedom are compared with quadratic Lagrange shape functions with C0
continuity. The results reflect the shear banding formation and inelastic strain evolution
in two models in the case of isothermal conditions (T = 293 K) and 𝑣𝑑 = 1.2 mm/s.
Figures 4.4a and 4.4b show the equivalent plastic strain and shear banding after
approximately 27 seconds when the simulation stops due to divergence. Figure 4.4a
represents a smooth shear band formation in the domain where quadratic IGA mesh with
C1 continuity is used in the model. However, shear banding of the FEA model shown in
Figure 4.4b, which is based on C0 continuity, is not as smooth as the IGA mesh.
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Figure 4.4

Equivalent plastic strain and shear banding in dense sand after
approximately 27 seconds with two approaches: a) Quadratic IGA mesh
with C1 NURBS basis function. b) Quadratic FEA mesh with C0 Lagrange
shape functions.

Figures 4.4a and 4.4b also emphasize on accumulation of inelastic strain in the
shear band core where Figure 4.4a reveals that plastic strain is smoothly distributed
among adjacent elements while Figure 4.4b shows discontinuities in results. In addition,
we studied the time history for both IGA-FEA and FEA models where maximum
accumulation of inelastic strain occurs (shear band core in Figure 4.4). Figure 4.5 shows
the equivalent plastic strain versus time in the FEA model and the proposed IGA-FEA
framework. It is observed that the models show the beginning of the dilation around the
same time (𝑡 ≅ 8 𝑠) where the inelastic strain is non-zero. However, by increasing the
time, two models show different trends. The FEA model shows the maximum inelastic
strain value is 0.46 after 27 seconds while the IGA-FEA model show the accumulation of
inelastic strain is 0.4 after 27.7 seconds.
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Figure 4.5

Time history for equivalent plasti strain (inelastic strain) based on FEM and
IGA-FEA approach.

Using the inelastic strain distribution shown in Figure 4.4, one can conclude that
higher-order continuity across elements in NURBS basis functions allows straightforward
distribution of stress and strain over the domain, which restores objectivity when strain
localization occurs (Plua et al., 2018). This observation can be possibly attributed to the
fact that C1 continuity maintains the same level of connectivity for each degree of
freedom, thereby providing a larger support across multiple nodes in the problem domain.
Subsequently, the inelastic core is distributed smoothly over the adjacent elements, while
the inelastic strain may accumulate in just one element (or node) in conventional FEA
analysis and eventually leads to higher level of equivalent plastic strain in shorter time.
Following Jirásek and Rolshoven (2003), nourishing the numerical requirements in
conventional FEA is accomplished with non-local approach where it distributes strain
localization by varying the internal length scale when the elastoplasticity requirement is
not sufﬁcient.
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4.8
4.8.1

Simulation results
Effect of mechanical loading on strain localization (isothermal)
The numerical results in Figure 4.6 show the formation of inelastic strain (a),

volumetric plastic strain (b), capillary pressure (c), degree of saturation (d), and vapor
pressure (e) in the domain when the displacement rate (𝑣𝑑 = 1.2 mm/s) is applied on the
top boundary and the temperature is fixed to 293 K. Figure 4.6a indicates the formation
of equivalent plastic strain in narrow zones after 27.7 seconds. Gravity load and constrain
conditions at the bottom boundary lead to higher stress state in this region where the
shear bands form and develop toward the top boundary. The maximum inelastic strain
(0.4) occurs at x = 5 mm and y = 10.94 mm (Point A in Figure 4.3d). The positive values
inside the shear bands show the dilation behavior of sand in the volumetric strain analysis
(Figure 4.6b) while the negative values represent compression in the elastic sections. Due
to dilation in shear band, water pressure decreases and transition from saturated to
unsaturated phase is observed in Figure 4.6c (𝑃𝑐 = 250 kPa in Point A). Subsequently,
the degree of saturation decreases in shear band (Figure 4.6d) and the phase change from
liquid water to gas phase is observed where the vapor pressure (𝑃 𝑔𝑤 ) is 2.335 kPa at
Point A in Figure 4.6e.
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Figure 4.6

Shear banding in dense sand after 27 seconds at T = 293 K and constant 𝑣𝑑
= 1.2 mm/s: a) Equivalent plastic strain. b) Volumetric strain. c) Capillary
pressure (kPa). d) Degree of saturation. e) Water vapor pressure (kPa).

the study is extended by varying the displacement rate (𝑣𝑑 = 0.8 - 1.4 mm/s) and
monitoring the capillary pressure, horizontal and vertical displacement, inelastic and
volumetric strain, degree of saturation, vapor pressure, and relative humidity at Point A
(Figure 4.3a). Due to symmetry in the geometry and boundary conditions, the horizontal
displacement is zero at Point A, but the left (A-) and right (A+) side of A are considered
with a tolerance of ±3 mm to study the horizontal displacement. Figure 4.7 represents the
capillary pressure and vertical displacement trends at Point A where different
displacement rates are implemented at the top boundary. Since capillary pressure is
defined as 𝑃𝑐 = 𝑃𝑔 − 𝑃𝑤 at equilibrium, the negative values of capillary pressure
indicate the water pressure above the gas pressure and identify fully saturated conditions.
Figure 4.7a shows that the capillary pressure increases in the saturated zone (𝑃𝑐 < 0) to 600 kPa regardless the implemented displacement rates. However, the displacement rates
affect the time when 𝑃𝑐 reaches -600 kPa and lead to different trends for capillary
pressure evolution. 𝑃𝑐 = -600 kPa is a turning point where the negative capillary pressure
decreases and indicates the beginning of dilation in the medium, and it is very close to the
magnitude reported in the experimental test for shear band nucleation (Mokni and
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Derues, 1999). The inspection of capillary trends at 𝑃𝑐 = 0 reveals that by increasing the
displacement rate, the transition from saturated (−𝑃𝑐 ) to unsaturated phase (+𝑃𝑐 ) occurs
at shorter time. For instance, the transition occurs at approximately 35 seconds when the
displacement rate is 0.8 mm/s. However, the time analysis shows the transition at 20
seconds when the displacement rate is 1.4 mm/s. Figure 4.6b emphasizes the symmetric
behavior in horizontal displacement and it also represents that the ultimate horizontal
displacement decreases as displacement rate increases from 0.8 to 1.4 mm/s. Inspection
in Figure 4.7b also reveals that the changes in the slope of displacement trends are
observable when the transition occurs from saturated to unsaturated conditions. Figure
4.7c indicates steeper slopes for vertical displacement trends by increasing in
displacement rate at the top boundary. The changes in the slope of displacement trends
are compatible with the time when dilation occurs in the medium. It is detected that the
horizontal displacement is affected by the phase change in the system while the vertical
displacement is influenced by the dilation in the system. In addition, the ultimate vertical
displacement at Point A slightly increases as the displacement rate increases.

Figure 4.7

The effect of displacement rate variation and constant temperature (T = 293
K) on Point A: a) Capillary pressure. b) Horizontal displacement. c)
Vertical displacement.
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Figure 4.8a presents the results for inelastic strain subjected to different
displacement rates. In general, the analysis shows that the inelastic strain begins in
shorter time where the rate of displacement is higher. For instance, the accumulation of
plastic strain in point A begins at t = 12 and 6 s where the displacement rates are 0.8
mm/s and 1.4 mm/s, respectively. In contrast, the ultimate value in plastic strain decreases
when the displacement rate increases. For instance, the ultimate plastic strain is close to
0.5, 0.45, 0.4, and 0.38 where the displacement rate is 0.8, 1.0, 1.2, 1.4 mm/s,
respectively. The slope for plastic strain trend changes when the saturated phase changes
to unsaturated phase and it develops toward the ultimate plastic strain with a steeper
approach. However, the changes in the trends are less pronounced as the rate of
displacement increases. In corresponding to equivalent plastic strain, the volumetric
plastic strain shows similar trends (Figure 4.8b) inside the shear band where the dilation
occurs in the dense sand. The occurrence of dilation in shear banding can be easily
quantified by inspecting the time when volumetric strain changes from zero to positive
values in Figure 4.8b.
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Figure 4.8

The effect of displacement rate on the time history analysis inside the shear
band at Point A in isothermal conditions (T = 293 K): a) Equivalent plastic
strain. b) Volumetric strain. c) Degree of saturation. d) Vapor pressure
(kPa). e) Relative humidity.

Figures 4.8c, 4.8d, and 4.8e quantitatively represent the results for fluid
constituents in the coupled THM simulation. These figures indicate that the water
pressure decreases inside the shear band and continues until the capillary pressure builds
up. Subsequently, cavitation occurs in the medium and the capillary pressure develops
above the air entry value where the material shows unsaturated behavior inside the plastic
zone. Figure 4.8c shows the degree of saturation in time series for Point A, and it reveals
that the desaturation process rapidly occurs in the system. For instance, the desaturation
process begins swiftly at t = 20 seconds in the case of 𝑣𝑑 = 1.4 mm/s and reduces from
100% (saturated) to approximately 40%(unsaturated) in less than 5 seconds. Figure 4.8d
shows the vapor pressure variations due to desaturation in the model where phase change
from liquid to water vapor occurs. The results indicate that the maximum water vapor is
limited to 2.338 kPa based on the surrounding temperature (T = 293 K). However, it
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decreases to 2.333 kPa when desaturation occurs in the system. Vapor pressure changes
affect the gas phase where 𝑃 𝑔𝑎 and 𝑃𝑔𝑤 are interacting due to miscible water vapor and
dry air. Figure 4.8e shows the influence of water vapor variations on the gas phase by
determining the relative humidity at Point A where it falls from 100% to approximately
99.8%.
4.8.2

Effect of mechanical loading on strain localization (non-isothermal)
The surrounding temperature affects the constitutive models and defines the soil

behavior because the temperature directly affects the hydraulic properties and the
deformation of soil skeleton. Thus, the temperature effects can lead to considerable loss
of load carrying capability (Bolzon and Schrefler, 2005; Francois and Laloui, 2008).
Figures 4.9a-e show the equivalent plastic strain, volumetric plastic strain, capillary
pressure, degree of saturation, and water vapor pressure, respectively, while the
surrounding temperature is 353 K and constant displacement rate 𝑣𝑑 = 1.2 mm/s is
applied on the top boundary. Figures 4.8a and 4.8b represent shear banding and
volumetric plastic strain in the medium after 24 seconds as 0.6 and 0.35, respectively.
Figures 4.9a and 4.9b show the influence of temperature on inelastic strain and dilation
where the inelastic core in the shear band is bigger and covers more elements. In
addition, Figure 4.9c, 4.9d, and 4.9e represent capillary pressure, degree of saturation,
and water vapor pressure where Figure 4.9c depicts that most parts of the domain are
close to transition from saturated to unsaturated conditions (𝑃𝑐 = 0). Nevertheless, the
capillary pressure in the shear band is positive with the maximum 250 kPa in the inelastic
core. Similarly, the degree of saturation in Figure 4.9d follows the same scenario in
Figure 4.9c but quantitatively evaluates the degree of saturation in the shear band where
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the surrounding temperature is T = 353 K. The minimum degree of saturation is 40% at
Point A and surrounding inelastic core. On the other hand, Figure 4.9e represents the
vapor pressure in the shear band where it drops from 47.41 to 47.34 kPa corresponding to
unsaturated zones. The above mentioned patterns in the capillary pressure, degree of
saturation and vapor pressure are compatible with the locations where volumetric strain is
positive and emphasizes the role of dilation in the analysis of porous media.

Figure 4.9

Shear banding in dense sand after 24 seconds at T = 353 K and constant 𝑣𝑑
= 1.2 mm/s: a) Equivalent plastic strain. b) Volumetric strain. c) Capillary
pressure (kPa). d) Degree of saturation. e) Water vapor pressure (kPa).

In the second arrangement, the effect of temperature on strain localization and
shear banding in dense sand is studied where the temperature varies from T = 278 to 353
K in the domain, but the constant displacement rate 𝑣𝑑 = 1.2 mm/s is implemented on the
top boundary (see Figure 4.3b). Figure 4.10a represents the capillary pressure trends
versus time where they linearly decreases due to 𝑣𝑑 = 1.2 mm/s. However, the trends
change after the dilation occurrence in the dense sand from negative to positive slopes.
The values for capillary pressure and time corresponding to dilation occurrence reduce as
the values for temperature increases. For instance, dilation occurs at t ≅ 7.5 seconds and
𝑃𝑐 ≅ -545 kPa for T = 278 K while it begins at t ≅ 5.4 seconds and 𝑃𝑐 ≅ -660 kPa for T
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= 353 K. Moreover, the increase in temperature leads to a decrease in transition time
from saturated to unsaturated phase where it shows 25 and 20 seconds for T = 278 and
353 K, respectively. Figure 4.10b represents the time history for horizontal displacement
at different temperature levels. Increase in temperature leads to escalation in horizontal
displacement while it reduces the time for obtaining the ultimate horizontal displacement.
For instance, the maximum horizontal displacement (𝑈𝑥 ≅ ±2 mm and 𝑈𝑥 ≅ ±4 mm)
are shown at 30, 24 seconds in corresponding to T = 278 and 353, respectively.

Figure 4.10

The effect of temperature variation and constant displacement rate (𝑣𝑑 =
1.2 mm/s) on Point A: a) Capillary pressure. b) Horizontal displacement. c)
Vertical displacement.

Figure 4.10c depicts the influence of temperature on vertical displacement
evolution at Point A where it shows the temperature does not affect the overall trend.
However, the increase in temperature reduces the time for ultimate vertical displacement
as well as its magnitude. For instance, the time for obtaining 𝑈𝑦 ≅ −11 and −8.5 mm is
30 and 24 seconds regarding T = 278 and 353 K, respectively.
The parametric study is developed to equivalent plastic strain (Figure 4.11a),
volumetric strain (Figure 4.11b), degree of saturation (Figure 4.11c), and relative
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humidity (Figure 4.11d) while considering different temperature values over the domain.
The effect of temperature on equivalent plastic strain is noticeable in Figure 4.11a where
the rise in temperature leads to an increase in equivalent plastic strain as well. In contrast,
the temperature increase leads to a reduction in time for attainment the ultimate inelastic
strain. For instance, inelastic magnitude in Point A is approximately 0.6 at t ≅ 23 seconds
while T = 353 K. On the other hand, the ultimate inelastic strain is 0.32 at t = 30 seconds
while T = 278 K. Moreover, the inspection shows that the effect of transition from
saturated to unsaturated phase in equivalent plastic strain evolution is pronounced by
decreasing in temperature.
Dilation in dense sand (corresponding positive values in volumetric strain) also
depends on the temperature where Figure 4.11b depicts that dilatation begins in shorter
time when temperature increases in the coupled system. In addition, the ultimate
volumetric strain also increases with the increase in temperature. The volumetric strain
trend is compatible with inelastic strain evolution in a given temperature. The ultimate
volumetric strain is approximately 0.17, 0.19, 0.27, 0.32, and 0.37 with respect to
temperature variations as 278, 293, 308, 323, and 353 K, respectively.
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Figure 4.11

The effect of temperature on the time history analysis inside the shear band
at Poin A: a) Equivalent plastic strain. b) Volumetric strain. c) Degree of
saturation. d) Relative humidity.

Figure 4.11c shows the effect of surrounding temperature on degree of saturation.
The trends reveal that the rise in temperature reduces the time when desaturation occurs
in the medium. Desaturation in the shear bands intersection at Point A occurs at t ≅ 26,
24, 23, and 21 seconds considering T = 278, 293, 308, and 323 K, respectively (note:
desaturation occurs at the same time for T = 323 and 353 K). Similarly, Figure 4.11d
depicts the time history for relative humidity where it is compatible with desaturation
analysis. While the temperature variation affects the time history for degree of saturation
and relative humidity, the ultimate values in all trends are almost the same. For instance,
the degree of saturation and relative humidity drop from 100% to the average 40% and
99.8%, respectively.
105

Figure 4.12

The effect of temperature on vapor pressure and time history.

Despite the degree of saturation and relative humidity, the temperature variation
considerably affects both vapor pressure and time history. Figure 4.12 represents the
effect of surrounding temperature on vapor pressure for T = 278, 293, 353 K where it
shows that the saturated vapor pressure is 0.8725, 2.3388, and 47.412 kPa, respectively.
Since the overall trend is similar for all cases, the vapor pressure trends are not presented
for T = 308, and 323 K in Figure 4.12. The vapor pressure falls below saturated vapor
pressure at t = 24, 23, and 21 seconds corresponding to T = 278, 293, and 353 K. Figure
4.12 also shows that the ultimate vapor pressure under unsaturated condition is 0.8709,
2.3347, and 47.337 kPa at t = 30, 27.7, and 24 seconds considering T = 278, 293, and
353 K.
4.8.3

Effect of thermo-mechanical loading on strain localization
Heat supply leads to expansion of mixture and contributes to mechanical loading

for the solid skeleton because of the imposed boundary conditions on the top and
constrained bottom boundaries. Here, the study is extended over a non-isothermal model
where a constant rate displacement (𝑣𝑑 = 1.2 mm/s) is imposed on the top boundary
whereas the entire model is subjected to temperature rate varying from 0.05 to 0.5 K/s
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(Figure 4.3c). Figure 4.13 shows the contour plots for inelastic strain (a), volumetric
strain (b), capillary pressure (c), degree of saturation (d), and vapor pressure while the
temperature rate 𝑣𝑇 = 0.1 K/s.

Figure 4.13

Shear banding in dense sand after 3.82 seconds at 𝑣𝑇 = 0.1 K/s and 𝑣𝑠 = 1.2
mm/s: a) Equivalent plastic strain. b) Volumetric strain. c) Capillary
pressure (kPa). d) Degree of saturation. e) Water vapor pressure (kPa).

Figure 4.13a depicts the distribution of inelastic strain over the domain where the
shear banding is formed after 3.82 seconds. Two symmetric plastic zones form and
develop toward the upper parts of the domain. Due to stress intensity induced by the
combination of 𝑣𝑇 and 𝑣𝑑 , the unsaturated zone forms abruptly at Point A and corners of
the model while the minimum degree of saturation is limited to 98.3%. Figure 4.14a
represents the effect of displacement and thermal rates on capillary pressure evolution at
Point A. Time history analysis shows that the increase in temperature rate leads to a
decrease in the maximum pore water pressure (−𝑃𝑐 ) where it decreases from -411 to 267 kPa with respect to temperature rate variation from 0.05 to 0.5 K/s. In addition, the
increase in temperature rate also shows that the time for dilation occurrence reduces from
4 to 1.15 seconds. The analysis shows that the unsaturated zone negligibly develops in
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simulation before divergence occurs in the model representing failure in the system.
Figure 4.14b and 4.14c highlights the effect of temperature rate on displacement
evolution; the vertical and horizontal displacements reduce significantly as the
temperature rate increases in the system. The slope for vertical displacements is constant
for the all cases while the vertical displacement magnitudes reduce significantly with
respect to 𝑣𝑇 = 0.05, 0.1, 0.2, 0.3, and 0.5 K/s.

Figure 4.14

The effect of temperature (𝑣𝑇 ) and displacement rate (𝑣𝑑 ) on Point A: a)
Capillary pressure. b) Horizontal displacement. c) Vertical displacement.

Figure 4.15 shows the inelastic strain (a), volumetric strain (b), and vapor
pressure (c) in a time history analysis at Point A. Figure 4.15a depicts that the inelastic
strain reduces significantly as the temperature rate increases. The equivalent plastic strain
abruptly begins at t = 4.1, 3, 2.1, 1.7, and 1.1 seconds corresponding to 𝑣𝑇 = 0.05, 0.1,
0.2, 0.3, and 0.5 K/s, respectively. The volumetric plastic strain (Figure 4.15b) is
compatible with equivalent plastic strain, but the changes begin smoother in the time
history analysis rather than equivalent plastic strain in Figure 4.15a. Figure 4.15c depicts
the effect of temperature rate on vapor pressure where the increase in temperature rate
leads to exponential variation in vapor pressure trends. The transition from saturated to
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unsaturated conditions instantly occurs when the temperature and displacement rate
simultaneously imposed in this model. The inspection in the degree of saturation and
relative humidity shows negligible quantities, which are not shown in Figure 4.15.

Figure 4.15

4.9

The effect of displacement and temperature rates on the time history
analysis inside the shear band at Point A: a) Equivalent plastic strain. b)
Volumetric strain. c). Vapor pressure (kPa).

Discussion
The discussion is divided over the results in two parts relating to solid and fluid

behavior. Comparing the results from the analyses reveals the impact of mechanical load,
temperature, and thermo-mechanical loads on porous media. From mechanical point of
view, comparing the results for horizontal deformation in three studies (Sections 4.8.1,
4.8.2, and 4.8.3) shows how the temperature and mechanical loading affect the soil
behavior. The lateral displacement increases as the surrounding temperature increases
while the mechanical loading rate decreases. The results in Section 4.8.3 show that the
soil reaches to the state of failure in a very short time when the maximum thermomechanical load is applied on the soil (𝑣𝑑 = 1.2 mm/s and 𝑣𝑇 = 0.5 K/s). The inspection
in vertical displacement shows that despite the lateral deformation, the vertical
displacement decreases as the surrounding temperature increase. In contrast to the
109

variations in the slope of vertical displacement trend in Section 4.8.1, the temperature and
temperature rate variations do not affect the rate of vertical deformation in the soil. The
inelastic strain reduces as mechanical load increases and surrounding temperature
decrease in the model, which indicates that the soil reaches the state of failure in low
temperatures and intensified mechanical loading conditions. For the fluid analysis, the
variation in mechanical loading reduces the time when the capillary pressure reaches its
maximum value, but it does not affect the maximum value. However, the maximum
capillary pressure increases as the surrounding temperature increases while it also
reduces the corresponding time. The imposed thermo-mechanical loading reduces
significantly both maximum capillary pressure and corresponding time. The expansion in
shear band leads to desaturation of soil in this region. However, the unsaturated zone has
no significant role when thermo-displacement rate is imposed on the model. The
minimum degree of saturation is observed as 40% in Sections 4.8.1 and 4.8.2 where the
variation in mechanical loading and surrounding temperature is implemented. The
increase in surrounding temperature and displacement rate reduces the time when
desaturation occurs in the system. Moreover, the effect of displacement rate variation on
transition time is more evident than the rise in surrounding temperature. The rise in
surrounding temperature only increases the saturated vapor saturation level and it drops
when unsaturated zone forms in the model. On the other hand, the vapor pressure
exponentially increases when thermo-displacement rate is imposed on the model.
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CHAPTER V
CONCLUSION
5.1

Summary of work accomplished for Isogeometric analysis through Bezier
extraction for thermo-hydro-mechanical modeling of saturated porous media
This part of study presents an alternative method to simulate fully-coupled THM

problems of multiphase geomaterials. This study tries to demonstrate the accuracy and
effectiveness of the h- and p-refinement. The process of simulation is defined based on
Non-Uniform Rational B-Splines (NURBS) basis functions. In order to present NURBS
basis functions, Bézier-extraction operator is used to derive NURBS from Bernstein
polynomials in the THM finite element code (Comes-Geo). The proposed method is able
to introduce higher orders of approximation functions and inter-element connectivity
along the elements boundaries. Inter-element connectivity and uniform basis functions
enable IGA to perform prominently in nonlinear problems. The results of this study
demonstrate that the combination of higher order of approximation functions along with
Cm (m=0,1,2,…) continuity helps to alleviate oscillation in the solutions. The results also
indicate successful implementation of proposed framework in THM models and it can be
extended to the other numerical simulations including problems with coupled multiphysics with multi-components.
In addition, a generalized backward Euler scheme is implemented for time
discretization, and the linearization of nonlinear system of equations is performed with
Newton-Raphson scheme. The results from error analysis show that in a certain level of
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h-refinement, the error stagnates at a certain level and does not diminish despite the
increase in the number of elements. The trend of error analysis is very sensitive to time
discretization technique, which is beyond the scope of the current study. Therefore,
further studies are recommended to investigate the implementation of high-order
implicit/explicit time integration schemes.
5.2

Summary of work accomplished for thermal effects on hydro-mechanical
response of seabed supporting hydrocarbon pipelines
The effects of temperature on the hydro-mechanical response of seabed

supporting hot pipelines are investigated in this section. For this purpose, a fully-coupled
THM modeling approach is employed to simulate the seabed behavior during postinstallation (short-term, isothermal), operation (long-term, non-isothermal), and longterm shutdown (non-isothermal) stages. The numerical model was developed based upon
IGA where the process of simulation is defined by Non-Uniform Rational B-Splines
(NURBS) basis functions.
The simulation results revealed that a THM model is necessary to better
understand the behavior of seabed near the buried pipelines. The interaction between
thermal and mechanical components is noticeable, and it emphasis the importance of
thermal expansion in solid particles near the pipeline section. The results from the
isothermal and non-isothermal conditions showed that the horizontal deformation
changes from two modes (positive, negative) to only one mode (positive) during the long
period. In addition, the vertical displacements reduced as the temperature affects the solid
particles. The changes in displacements lead to shifting the overall behavior of the seabed
from rotational mode in the isothermal analysis to sliding mode in non-isothermal
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conditions. However, if the effects of temperature are neglected, with respect to
isothermal analysis, the horizontal displacement continues to show negative and positive
modes in the region and the vertical displacement only fluctuates in response to tideinduced pore pressure. Subsequently, the overall behavior of seabed remains in rotational
mode. This study suggests the importance of considering the contribution of heat transfer
in various stage of analysis and design of subsea-buried pipelines.
5.3

Summary of work accomplished for thermo-hydro-mechanical modeling of
unsaturated soils using Isogeometric analysis: an application to strain
localization simulation
In this part of dissertation an alternative numerical framework is introduced to

model THM) problems in unsaturated soils with application in strain localization. The
IGA-FEA introduces higher orders of approximation functions and inter-element
connectivity along the elements boundaries. Inter-element connectivity and uniform basis
functions in a coupled THM model enable IGA to properly capture strain localization
features. The results of this study demonstrate that the combination of second order of
approximation functions along with C1 continuity helps to distribute smoothly the
inelastic strain over the domain (elements). The results indicate successful
implementation of proposed framework in THM models. Comparing the results from
FEA and current study reveals that IGA-FEA is able to simulate strain localization and
shear banding using less degree of freedom.
The study of shear banding on dense sand under different compressional
displacement rates, surrounding temperatures, and thermo-mechanical loads emphasizes
the importance of temperature effects on shear band formation. Dense sand reaches the
state of failure in shorter time when exposed to increasing in the magnitudes of
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mechanical load while the surrounding temperature is low and vice versa. In addition,
applied thermo-mechanical rates on the model show that expansion due to dilation occurs
in considerably shorter time and vapor pressure exponentially increases in the domain
with respect to growth in temperature magnitudes. The results show that the surrounding
temperature governs the dense sand behavior with respect to inelastic strain, volumetric
strain, vapor pressure variation.
5.4

Recommendation for future works
For future research, the proposed IGA-FEA modeling approach can be further

extended through one or combination of the following:
-

Simulating a more general case of two-phase flow where the pressures of
two fluids (e.g., water and oil, or water and supercritical CO2) exist and
are treated as unknown variables in the analysis.

-

Developing a model for the analysis of water and airflow in deforming
porous media in variably saturated conditions. For this purpose, the
mechanical and fluid constitutive equations should follow non-isothermal
conditions (i.e., non-isothermal water retention curve, non-isothermal
effective stress, and non-isothermal elasto-plastic rules).

-

Considering pipe deformation and pipe-seabed interaction in to the
simulation of thermal effects on hydro-mechanical response of seabed
supporting hydrocarbon pipelines.

-

Application of the proposed IGA-FEA platform for simulating emerging
engineering problems such as geothermal energy storage and extraction,
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hydraulic fracturing in oil and gas reservoirs, multiphase freezing and
thawing, carbon injection for storage and utilization purposes.
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In the conjunction with linear momentum, mass, energy balance and constitutive
equations the following supplementary equations and parameters in Table A.1 are used in
this study (Cao et al., 2016):
(A.1a)

𝛽𝑠𝑤 = 𝛽𝑠 [1 − 𝑛]𝑆𝑤 + 𝑛𝛽𝑤 𝑆𝑤
𝑔

(𝜌𝐶𝑝 )𝑒𝑓𝑓 = (1 − 𝑛)𝜌 𝑠 𝐶𝑝𝑠 + 𝑛𝜌𝑤 𝑆𝑤 𝐶𝑝𝑤 + 𝑛𝜌 𝑔 [1 − 𝑆𝑤 ]𝐶𝑝
𝑛𝑆 𝜌𝑤

𝑤
𝜒𝑒𝑓𝑓 = 𝜒𝑑𝑟𝑦 [1 + 4 [1−𝑛]𝜌
]
𝑠

(A.1b)
(A.1c)

where 𝛽𝑠 and 𝛽𝑤 are the thermal expansion coefficient for solid and water constituents.
𝐶𝑝𝑠 represents the specific heat of solid, and 𝜒𝑑𝑟𝑦 is thermal conductivities in isotropic
constituents, respectively.
Hyland-Wexler equation (1933a, 1933b) expresses the water vapor saturation
pressure depending on the temperature 𝑇 as:
𝑐

𝑃 𝑔𝑤𝑠 (𝑇) = exp ( 8 + 𝑐9 + 𝑐10 𝑇 + 𝑐11 𝑇 2 + 𝑐12 𝑇 3 + 𝑐13 𝑙𝑛(𝑇))
𝑇

(A.2)

where T is absolute temperature and the rest of coefficients are 𝑐8 = −5.80𝑒 3 , 𝑐9 = 1.39,
𝑐10 = −4.86𝑒 −2 , 𝑐11 = −4.18𝑒 −5 , 𝑐12 = −1.44𝑒 −8 , 𝑐13 = 6.54.
The degree of saturation and relative permeability in the liquid phase are defined
as (Cao et al., 2016):
𝜆

𝑆𝑤 = 𝑆𝑟 + (1 − 𝑆𝑟 ) ( 𝑃𝑐 ) {

𝑆𝑤 = 1
𝑆𝑤 = 𝑆𝑟

𝑆𝑒 =

𝑆𝑤 − 𝑆𝑟
1 − 𝑆𝑟

{

𝑘 𝑟𝑤 = 0
𝑘 𝑟𝑤 = 1

𝑃𝑏

𝑘 𝑟𝑤 = 𝑆𝑒

2+3𝜆
𝜆
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𝑖𝑓
𝑃𝑐 ≤ 𝑃𝑏
𝑖𝑓 𝑃𝑐 ≥ 1𝑒 8

𝑖𝑓
𝑖𝑓

𝑆𝑤 ≤ 𝑆𝑟
𝑆𝑤 = 1

(A.3)

where 𝑆𝑟 is the residual saturation, 𝑃𝑏 is the bubbling pressure, 𝜆 is pore size distribution,
𝑆𝑒 is effective degree of saturation. The relative permeability in the gas phase is defined
based on Brooks and Corey as (Brooks and Corey, 1996):
𝑘 𝑟𝑔 = (1 − 𝑆𝑒 )2 (1 − 𝑆𝑒 (

2+𝜆
)
𝜆

(A.4)

)

Water properties (𝜇𝑤 , 𝜌𝑤 ) are dependent on the temperature and the following
supplementary equations are defined (Gawin et al., 2002; Poling et al. 2001):
𝜇𝑤 = 0.6612(𝑇 − 229)−1.562

(A.5a)

𝜌𝑤 = (𝑏0 + 𝑏1 𝑇𝑐 + 𝑏2 𝑇𝑐 2 + 𝑏3 𝑇𝑐 3 + 𝑏4 𝑇𝑐 4 + 𝑏5 𝑇𝑐 5 ) +

(A.5b)

(𝑎0 + 𝑎1 𝑇𝑐 + 𝑎2 𝑇𝑐 + 𝑎3 𝑇𝑐 3 + 𝑎4 𝑇𝑐 4 + 𝑎5 𝑇𝑐 5 )(𝜌𝑤1 − 𝜌𝑤𝑟𝑖𝑓 )
where 𝑇𝑐 is temperature in Celsius (𝑇𝑐 = 𝑇 − 273.15), and the rest of coefficients
are 𝑏0 = 1.02𝑒 3 , 𝑏1 = −7.74𝑒 −1 , 𝑏2 = 8.77𝑒 −3 , 𝑏3 = −9.21𝑒 −5 , 𝑏4 = 3.35𝑒 −7 , 𝑏5 =
−4.40𝑒 −10 , 𝑎0 = 4.89𝑒 −7 , 𝑎1 = −1.65𝑒 −9 , 𝑎2 = 1.86𝑒 −12 , 𝑎3 = 2.43𝑒 −13 , 𝑎4 =
−1.59𝑒 −15 , 𝑎5 = 3.37𝑒 −18 , 𝜌𝑤1 = 1𝑒 7 , 𝜌𝑤𝑟𝑖𝑓 = 2𝑒 7 (𝑃𝑎).
The viscosity of gas components can be approximated as (Bruce et al., 2000;
Gawin et al., 1999):
𝑃 𝑔𝑎 0.608

𝜇 𝑔 = 𝜇 𝑔𝑤 + [𝜇 𝑔𝑎 − 𝜇 𝑔𝑤 ] ( 𝑃𝑔 )

(A.6)

𝜇 𝑔𝑤 = 𝜇 𝑔𝑤0 + 𝛼 𝑔𝑤 𝑇𝑐
𝜇 𝑔𝑎 = 𝜇 𝑔𝑎0 + 𝛼 𝑔𝑎 𝑇𝑐 + 𝛽 𝑔𝑎 𝑇𝑐 2
where 𝜇 𝑔𝑤0 = 8.85𝑒 −6 Pa.s, 𝛼 𝑔𝑤 = 3.53𝑒 −8 Ps.s/K, 𝜇 𝑔𝑎0 = 17.17𝑒 −6 Pa.s, 𝛼 𝑔𝑎 =
4.73𝑒 −8 Pa.s/K, and 𝛽 𝑔𝑎 = 2.22𝑒 −11 Pa.s/K2.
The latent heat is approximated by Watson formula as (Cao et al., 2016):
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∆𝐻𝑣𝑎𝑝 = 2.672[𝑇𝑐𝑟𝑖𝑡 − 𝑇]0.38 × 1.0𝑒 5

(A.7)

where 𝑇𝑐𝑟𝑖𝑡 = 647.3 𝐾 is the critical temperature of water.
Table A.1

Parameters that are used in Chapter 4:

Molar mass of dry air
Molar mass of liquid water
Universal gas constant
Thermal expansion coefficient of water
Thermal expansion coefficient of solid
Specific heat of solid
Specific heat of water
Specific heat of gas

𝐶𝑝

2.89e-5 (m3.mol-1)
1.8e-5 (m3.mol-1)
8.314 (J.mol-1.K-1)
3.42e-4 (K-1)
0.9e-4 (K-1)
16760 (J.Kg-1.K-1)
4181 (J.Kg-1.K-1)
1005.7 (J.Kg-1.K-1)

𝜒𝑑𝑟𝑦
𝑆𝑟
𝑃𝑏
𝜆
𝑔𝑤
𝑔𝑎
𝐷𝑔 = 𝐷𝑔

0.84 W.M-1.K-1
0.2 (-)
1680 (Pa)
3 (-)
2.5e-5 (-)

𝑀𝑎
𝑀𝑤
𝑅
𝛽𝑤
𝛽𝑠
𝐶𝑝𝑠
𝐶𝑝𝑤
𝑔

Thermal conductivities in soli constituent
Residual saturation
Bubbling pressure
Pore size distribution
Effective diffusivity tensor
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The matrices that show the discretized form of linear momentum, mass, and
energy balance equations:
𝐊 𝑢𝑔 = ∫ 𝐁 𝑇 𝐦 𝐑𝑔 𝑑Ω

(B.1)

𝐊 𝑢𝑐 = ∫ 𝐁 𝑇 𝐦 𝑆𝑤 𝐑 𝑐 𝑑Ω

(B.2)

𝐅𝑢 = ∫ 𝐑 𝑢 𝑇 𝜌 𝐠𝑑Ω + ∫ 𝐑𝑇𝑢 𝐭𝑑Γ

(B.3)

𝐂𝑔𝑔 = ∫ 𝐑𝑇𝑔 [𝑛𝑆𝑔
𝜕𝜌𝑔𝑎

𝐂𝑔𝑐 = ∫ 𝐑𝑇𝑔 [𝑛𝑆𝑔
𝐂𝑔𝑇 = ∫ 𝐑𝑇𝑔 [𝜌 𝑔𝑎 𝑛

𝜕𝑆𝑤
𝜕𝑇

𝜕𝑃 𝑐

− 𝑛[1 − 𝑆𝑤 ]

𝜕𝜌𝑔𝑎
𝜕𝑃 𝑔

] 𝐑𝑔 𝑑Ω

(B.4)

𝜕𝑆

(B.5)

− 𝑛𝜌 𝑔𝑎 𝜕𝑃𝑤𝑐 ] 𝐑 𝑐 𝑑Ω

𝜕𝜌𝑔𝑎
𝜕𝑇

+ 𝜌 𝑔𝑎 𝛽𝑠 [1 − 𝑛][1 − 𝑆𝑤 ]] 𝐑 𝑇 𝑑Ω

𝐂𝑔𝑢 = ∫ 𝐑𝑇𝑔 [𝜌 𝑔𝑎 [1 − 𝑆𝑤 ]]𝐦𝑇 𝐁 𝑑Ω
𝐊𝑔𝑔 = ∫ ∇𝐑𝑔 𝑇 [𝜌 𝑔𝑎

𝑘 𝑟𝑔 𝐊 𝑔

+ 𝜌𝑔

𝜇𝑔

𝐊𝑔𝑐 = ∫ ∇𝐑𝑔 𝑇 [𝜌 𝑔

𝑀𝑎 𝑀𝑤

𝐊𝑔𝑇 = ∫ ∇𝐑𝑔 𝑇 [𝜌 𝑔

𝑀𝑎 𝑀𝑤

𝐅𝑔 = ∫ ∇𝐑𝑔 𝑇 [𝜌 𝑔𝑎

𝑀𝑔2

𝑀𝑔2

𝑘 𝑟𝑔 𝐊 𝑔
𝜇𝑔

𝑀𝑎 𝑀𝑤
𝑀𝑔2

(B.7)

𝑔𝑎 𝑃 𝑔𝑤
] ∇𝐑𝑔 𝑑Ω
(𝑃 𝑔 )2

(B.8)

𝐃𝑔

𝑔𝑎 1 𝜕𝑃 𝑔𝑤
] ∇𝐑 𝑐
𝑃 𝑔 𝜕𝑃 𝑐

𝑑Ω

(B.9)

𝑔𝑎 1 𝜕𝑃 𝑔𝑤
] ∇𝐑 𝑇
𝑃 𝑔 𝜕𝑇

𝑑Ω

(B.10)

𝐃𝑔
𝐃𝑔

𝜌 𝑔 ] 𝐠𝑑Ω − ∫ 𝐑𝑔 𝑇 𝑞 𝑔𝑎 𝑑Γ

𝐂𝑐𝑔 = ∫ 𝐑 𝑐 𝑇 [𝜌𝑤

𝑛𝑆𝑤
𝐾𝑤

(B.11)
(B.12)

] 𝐑𝑔 𝑑Ω

𝜕𝑆

𝐂𝑐𝑐 = ∫ 𝐑 𝑐 𝑇 [[𝜌𝑤 − 𝜌 𝑔𝑤 ]𝑛 𝑤𝑐 + 𝑛[1 − 𝑆𝑤 ]
𝜕𝑃

𝜕𝜌𝑔𝑤

𝐂𝑐𝑇 = ∫ 𝐑 𝑐 𝑇 [−[𝜌𝑤 𝛽𝑠𝑤 + 𝜌 𝑔𝑤 𝛽𝑠 [1 − 𝑛][1 − 𝑆𝑤 ]] + 𝑛[1 − 𝑆𝑤 ]

𝜕𝑃 𝑐
𝜕𝜌𝑔𝑤
𝜕𝑇

− 𝜌𝑤

𝑛𝑆𝑤
𝐾𝑤

] 𝐑 𝑐 𝑑Ω

+ [𝜌𝑤 − 𝜌 𝑔𝑤 ]𝑛

𝜕𝑆𝑤
𝜕𝑇

] 𝐑 𝑇 𝑑Ω

𝐂𝑐𝑢 = ∫ 𝐑 𝑐 𝑇 [𝜌𝑤 𝑆𝑤 + 𝜌 𝑔𝑤 [1 − 𝑆𝑤 ]]𝐦𝑇 𝐁 𝑑Ω
𝐊 𝑐𝑔 = ∫ ∇𝐑 𝑐 𝑇 [𝜌 𝑔

𝑀𝑎 𝑀𝑤
𝑀𝑔2

𝑔𝑤 𝑃 𝑔𝑤
(𝑃 𝑔 )2

𝐃𝑔

− 𝜌𝑤
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(B.6)

𝑘 𝑟𝑤 𝐊 𝑤
𝜇𝑤

− 𝜌 𝑔𝑤

𝑘 𝑟𝑔 𝐊 𝑔
𝜇𝑔

(B.13)
(B.14)
(B.15)

] ∇𝐑 𝑐 𝑑Ω

(B.16)

𝐊 𝑐𝑐 = ∫ ∇𝐑 𝑐 𝑇 [𝜌 𝑔

𝑀𝑎 𝑀𝑤
𝑀𝑔2

𝐊 𝑐𝑇 = ∫ ∇𝐑 𝑐 𝑇 [𝜌 𝑔
𝐅𝑐 = − ∫ ∇𝐑 𝑐 𝑇 [−𝜌 𝑔 𝜌 𝑔𝑤

𝑘 𝑟𝑔 𝐊𝑔
𝜇𝑔

𝑔𝑤 1 𝜕𝑃 𝑔𝑤
𝑃 𝑔 𝜕𝑃 𝑐

𝐃𝑔

𝑀𝑎 𝑀𝑤
𝑀𝑔2

− (𝜌𝑤 )2

− 𝜌𝑤

𝑘 𝑟𝑤 𝐊 𝑤
𝜇𝑤

] ∇𝐑 𝑐 𝑑Ω

(B.17)

𝑑Ω

(B.18)

𝑔𝑤 1 𝜕𝑃𝑔𝑤
] ∇𝐑 𝑇
𝑃 𝑔 𝜕𝑇

𝐃𝑔

𝑘 𝑟𝑤 𝐊𝑤
𝜇𝑤

] 𝐠𝑑Ω − ∫ 𝐑𝑇𝑐 [𝑞 𝑤 + 𝑞 𝑔𝑤 + 𝛽𝑐 [𝜌 𝑔𝑤 −

(B.19)

𝑔𝑤

𝜌∞ ]] 𝑑Γ

𝐂 𝑇𝑔 = ∫ 𝐑 𝑇 𝑇 [𝜌𝑤

𝑛𝑆𝑤
𝐾𝑤

(B.20)

∆𝐻𝑣𝑎𝑝 ] 𝐑𝑔 𝑑Ω

𝐂 𝑇𝑐 = ∫ 𝐑 𝑇 𝑇 [∆𝐻𝑣𝑎𝑝 [𝑛[𝜌𝑤 − 𝜌 𝑔𝑤 ]

𝜕𝑆𝑤
𝜕𝑃 𝑐

− 𝜌𝑤

𝑛𝑆𝑤
𝐾𝑤

]] 𝐑 𝑐 𝑑Ω

𝐂 𝑇𝑇 = ∫ 𝐑 𝑇 𝑇 [(𝜌𝐶𝑝 )𝑒𝑓𝑓 + 𝛽𝑠𝑤 ∆𝐻𝑣𝑎𝑝 − ∆𝐻𝑣𝑎𝑝 𝑛[𝜌𝑤 − 𝜌 𝑔𝑤 ]

𝜕𝑆𝑤
𝜕𝑇

] 𝐑 𝑇 𝑑Ω (B.22)

𝐂 𝑇𝑢 = ∫ 𝐑 𝑇 𝑇 [𝜌𝑤 𝑆𝑤 ∆𝐻𝑣𝑎𝑝 ]𝐦𝑇 𝐁 𝑑Ω

𝐊 𝑇𝑇 = ∫ 𝐑 𝑇 𝑇 [𝜌𝑤 𝐶𝑃𝑤

𝐊 𝑇𝑔 = ∫ ∇𝐑 𝑇 𝑇 [𝜌𝑤 ∆𝐻𝑣𝑎𝑝

𝑘 𝑟𝑤 𝐊 𝑤

𝐊 𝑇𝑐 = ∫ ∇𝐑 𝑇 𝑇 [𝜌𝑤 ∆𝐻𝑣𝑎𝑝

𝑘 𝑟𝑤 𝐊 𝑤

𝜇𝑤

𝜇𝑤

(B.21)

(B.23)

] ∇𝐑𝑔 𝑑Ω

(B.24)

] ∇𝐑 𝑐 𝑑Ω

(B.25)

𝑘 𝑟𝑤 𝐊 𝑤
𝑘 𝑟𝑔 𝐊𝑔
̃ 𝑔 + ∇𝐑 𝑐 𝐏
̃ 𝑐 + 𝜌𝑤 𝐠] + 𝜌 𝑔 𝐶𝑃𝑔
̃ 𝑔 + 𝜌 𝑔 𝐠] ] ∇𝐑 𝑇 𝑑Ω
[−∇𝐑𝑔 𝐏
[−∇𝐑𝑔 𝐏
𝑤
𝜇𝑔
𝜇

(B.26)

+ ∫ ∇𝐑 𝑇 [𝜒𝑒𝑓𝑓 ]∇𝐑 𝑇 𝑇 𝑑Ω

𝐅𝑇 = ∫ 𝐑𝑇𝑇 [𝑞 𝑇 + 𝛼𝑐 [𝑇 − 𝑇∞ ]]𝑑Γ − ∫ ∇𝐑 𝑇 𝑇 [∆H𝑣𝑎𝑝 (𝜌𝑤 )2

𝑘 𝑟𝑤 𝐊 𝑤
𝜇𝑤

] 𝐠𝑑Ω

(B.27)

where
𝜕𝑅1
𝜕𝑥

𝐁 = ∇𝐑 𝑢 = 0

0
𝜕𝑅1

𝜕𝑅2
𝜕𝑥

0

0
𝜕𝑅2

𝜕𝑅1

𝜕𝑦
𝜕𝑅1

𝜕𝑅2

[ 𝜕𝑦

𝜕𝑦
𝜕𝑅2

𝜕𝑥

𝜕𝑦

𝜕𝑥

…
…
…

𝐦 = {1,1,1,0,0,0}𝑇
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𝜕𝑅𝑛𝑐
𝜕𝑥

0

0
𝜕𝑅𝑛𝑐

𝜕𝑅𝑛𝑐

𝜕𝑦
𝜕𝑅𝑛𝑐

𝜕𝑦

𝜕𝑥

(B.28)
]
(B.29)

