Abstract. We prove the C ∞ local solvability of the n-dimensional complex Monge-Ampère equation det u ij = f (z, u, ∇u), f ≥ 0, in a neighborhood of any point z 0 where f (z 0 ) = 0.
In the present note we shall consider the complex Monge-Ampère equation Recall that in her paper [7] S. Kallel-Jallouli proved the local existence of a smooth plurisubharmonic solution to the problem (0.1) near a point z 0 in the particular case when f (z, φ, ∇φ) = K (z) g (z, φ, ∇φ), g > 0, K (z 0 ) = 0 and dK (z 0 ) = 0. The proof was essentially based on an inverse function theorem due to G. Nakumara and Y. Maeda [10] .
Real Monge-Ampère equations of the form (0.2) det ∂ 2 φ ∂x i ∂x j = f (x, φ, ∇φ)
Linear theory
We may assume that Z 0 = 0. Following C.S. Lin [8] , by means of the change of We shall consider
in the neighborhood of the origin:
where r will be chosen later and χ is a cut-off function vanishing near x i = ±π, y i = ±π and equal to 1 near the origin. Note that the projection of Ω on R 2 (xn,yn) is the disc
and the boundary of D is smooth and will help us to use some estimates related to the Laplace operator, established in [4] by Gilbarg and Trudinger. The linearized operator of G at w is then
where φ ij is the matrix of cofactors of φ ij . Now, for any smooth real-valued function w, the matrix φ ij is Hermitian and we can find a unitary matrix T (τ, ε) satisfying
Moreover, we have 
the eigenvalues λ i (τ, ε) are distinct and smooth for small ε and the matrix T (τ, ε) is also smooth. It is also clear that T in (τ, 0) = 0 for i = 1, ..., n − 1 and T nn (τ, 0) = 1, which implies (1.6).
, is a degenerate elliptic operator if ε is small enough.
Proof. We have to prove
Let us set ξ = t T (τ, ε) ξ in (1.8) and let Φ = φ ij . We have
and
Then,
and A ≥ 0.
(1.8) is consequently proved. Now, we will study a boundary value problem for the degenerate elliptic operator L G (w) + θ . First we consider real-valued functions which are periodic in each variable x i , y i , 1 ≤ i ≤ n − 1, with period 2π. Following [3] , we introduce the space H s (s ∈ N) which is the completion of the space of real-valued trigonometric polynomials
We can define
• H s in the same way, taking
During this work, we will need two technical lemmas.
where K s is a constant independent of u Since each term of the diagonal of the matrix in (0.1) is the Laplace operator applied to
where
The main result of this section is the following. Theorem 1.6. Let w be smooth, real-valued, periodic in (x , y ) and satisfy the inequality w C n+4 ≤ 1. Then for any s 0 ∈ N, one can find a constant ε (s 0 ) such that given g ∈ C ∞ Ω , the problem
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admits a unique solution ρ ∈ H s0 provided that 0 < ε < ε (s 0 ). Moreover, for 0 < s < s 0 , the crucial inequality
holds for some constant C s , independent of w and ε. Here (w) s+4 is equal to zero if s ≤ n + 1 and to w s+4 if s > n + 1.
Later, in section 2, we will see how the inequality (1.10) is fundamental and makes the iteration scheme converge to a solution to our problem.
We will divide the proof of Theorem 1.6 into several lemmas. First of all, using the change of unknown function ρ= ρe λ|τn| 2 with τ n = x n + iy n , we reduce (1.9) to 
Now, we replace (1.9) by (1.9 ) and write ρ instead of ρ. Instead of studying equation (1.9 ) we will consider the following regularization of (1.9 ). Lemma 1.7. There exist three positive constants r, λ, ε 0 such that for 0 < ε ≤ ε 0 and any real-valued g in C ∞ Ω the regularized problem
Proof. First of all, we recall that as an operator depending on ∂ xi and ∂ yi , i = 1, ..., n, L G (w) is a real second order operator with real coefficients. Throughout the section O (ε) means bounded by Kε, where K is a constant independent of ε, λ, r. We shall take λr = 1. By (1.3), we can see that θ ≤ M + O (ε), where M is an absolute constant depending only on the function f . Moreover, by (1.1)
, together with its derivatives. We have also
and c = (
Now, since ρ is 2π-periodic in each variable x i , y i , i = 1, ..., n − 1, and vanishes when x 2 n + y 2 n = r 2 , integration by parts then gives
.
Let us set
We get, following the proof of Lemma 1.2,
Now, an integration by parts gives
T in T ni = 1 and
We have
which clearly implies, using Lemma 1.1, that
For (5) we shall use the inequality a.
the estimates a n = O (1),
(2) is estimated similarly to (2). Let us now look at (3). By the discussion at the beginning of the proof we get
Summing up, we conclude that
We take λ big enough to have coercitivity, and then we apply the Lax-Milgram theorem to get a unique solution ρ in
• H 1 (Ω) to the problem (1.9 ). Provided g is smooth, the regularity of ρ follows from the theory of elliptic equations.
Proof of Theorem 1.6. Suppose (1.10 s ) is valid for the regularized problem (1.9 ) with a uniform constant C s for ν ∈ ]0, 1]. Then by letting ν go to zero we shall get a solution of the original problem which of course will satisfy (1.10 s ).
For the regularized problem we shall use induction on s. When s = 0, (1.10) 0 follows from (1.13). Actually we have the strong estimate
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Denote by C s (resp. C) any constant which is independent of ν and ε; it will change from line to the next. Assume that (1.10 s ) Using (1.13), we get
On the other hand,
Let us look at the second term of (1.15). We have
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If |β| > n + 1, we can write
Using Lemma 1.4 with u = ∂ 2 φ ij and v = ρ, we get
The lower order terms in L ν are estimated in a similar way. Summing up, we conclude, using (1.15) to (1.17), that 
but since ρ is real-valued, then
and
Using the induction estimate 1.10 s−1 , we get, for k 1 + k 2 = 1,
yn for k = k 1 + k 2 and write the originaléquation (1.9 ) in another way:
, we obtain using Lemma 1.5, with d = 2 and D = (x n , y n ) ;
Now, we are able to prove (1.19) for k = 2, ..., s by induction on k, using (1.21), 1.10 s−1 and Lemma 1.4 (1.25). We get
Using (1.14), (1.18), (1.19) and (1.22), we get (1.10 s ) for 0 ≤ s ≤ s 0 and 0 ≤ ε ≤ ε (s 0 ) if ε (s 0 ) is small enough.
Existence of sufficiently smooth solutions
In this section we shall construct, using the results of section 1, a sequence which converges to a solution to our problem.
Let E be the space of all smooth functions in Ω which are periodic in (x , y ), and let τ and σ > 1 be two constants which will be chosen later. One can define a family of smoothing operators S n from E to E such that with µ n = σ τ n and for
where the constant C si is independent of u, n, σ, τ . We will construct w n , n = 0, 1, ..., by induction on n as follows. Starting with w 0 = 0, suppose w 0 , w 1 , ... , w n have been chosen and define w n+1 as follows:
where ρ n is the solution of
given by Theorem 1.6, when
In order to ensure that the w k are well defined, there are several things to be verified. We prove first the following result. 
Using the Taylor formula for G, Lemma 1.4 and the hypothesis w 0 = 0, we easily get (2.8).
b) Using (2.2) and (2.4), we get
* If s > n + 1, we have by Lemma 1.3,
, and using (2.8) we get the same estimate (2.11). Iteration of this estimate yields, since w 0 = 0,
which proves (2.9). c) In view of (2.5) and (2.7) we have
where Q is the quadratic error, and
The sum of the first two terms in the right-hand side vanishes, so
Since w k n+1 ≤ 1, then
It follows from (1.10 s * ), with s * to be determined, that
Now by (2.8) and (2.9)
Now by (2.7), and using Lemma 1.3, we get
Using the same estimates us before, we get
Let us choose κ and s * such that (2.14)
and set
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. Taking σ large enough, it follows that
In the same way, using (2.13) and (2.14) we get
and then we have proved that
andf (0; 0; 0) = 0, so we can suppose that g 0 s * ≤ 1. Moreover, we assume that
. Proof of Theorem 1. We shall prove by induction that for some constant Γ (2.20 k ) w k 2n+4 ≤ Γ.
Since w 0 = 0, we may suppose that (2.20 k ) is true for all k = 0, 1, ..., m. By (2.4) , and using the Gagliardo-Nirenberg inequality, we get
By (1.10 s * ), (2.8), and (2.9)
and by (2.10),
We may fix the constants now. We first choose τ = 4 3 , β = 12 + δ, with δ > 0 small, κ = 12 + 3n + δ; then the first inequality in (2.14) is satisfied, and for the second one we have to take s * > 5n + 33. 
Existence of a C ∞ local solution
We shall use the result of C.J. Xu and C. Zuily [12] , [13] , which we recall briefly. Let us consider a nonlinear partial differential equation
where F is C ∞ . To any solution u we can associate the vector fields
Then we get so, by noting that y i = x i+n , 1 ≤ i ≤ n, we obtain for our particular equation Finally, I wish to express my thanks to the referee for some helpful comments.
