Object Oriented (OO) technology and software reuse are widely believed to be key ingredients to improving systems development productivity and quality (Meyer 1989; Cox 1990 ). Software reuse is broadly defined as the application of existing systems development artifacts to new development projects. OO technology supports reuse in a number of ways. For example, at the programming level, reuse is supported through built-in components (classes) and specialization of the class hierarchy. At the analysis and design levels, OO pattern handbooks provide reusable solution templates to known modeling and design problems (Gamma et al. 1995; Fowler 1996) . The systematic use of these and other artifacts can, at least in theory, reduce the time taken to develop new systems by leveraging the knowledge gained from prior projects.
Introduction
Object Oriented (OO) technology and software reuse are widely believed to be key ingredients to improving systems development productivity and quality (Meyer 1989; Cox 1990 ). Software reuse is broadly defined as the application of existing systems development artifacts to new development projects. OO technology supports reuse in a number of ways. For example, at the programming level, reuse is supported through built-in components (classes) and specialization of the class hierarchy. At the analysis and design levels, OO pattern handbooks provide reusable solution templates to known modeling and design problems (Gamma et al. 1995; Fowler 1996) . The systematic use of these and other artifacts can, at least in theory, reduce the time taken to develop new systems by leveraging the knowledge gained from prior projects.
While the claims of the benefits of software reuse and OO technology have been widespread, the empirical evidence has been inconsistent and somewhat lacking. Many case studies report substantial productivity gains and quality improvements from code reuse (e.g., Banker and Kauffman 1991; Lim 1994) . Other studies, however, show that OO programmers primarily engage in low levels of reuse such as code scavenging (Lange and Moher 1989; Rosson and Carroll 1996; Fichman and Kemerer 1997) , or that reuse is a cognitively demanding and often error-prone activity Kim and Lerch 1997) . Furthermore, many researchers and practitioners argue that the reuse of upstream artifacts such as analysis and design models can have a significantly higher payoff than the reuse of downstream artifacts such as programming components (Boehm and Papaccio 1988; Biggerstaff and Richter 1989) . However, there is very little empirical research on the reuse of upstream software artifacts (an exception is Maiden and Sutcliffe 1992) .
This chapter begins to address the lack of empirical research on the reuse of OO analysis and design artifacts. We investigated the cognitive costs and benefits of reusing a given (source) OO analysis model for a new (target) modeling task. The cognitive costs include the time and effort the analyst invests in understanding the source task, identifying the similarities between the source and target, and adapting the source solution to the target solution (Biggerstaff and Richter 1989; Curtis 1989 ). The cognitive benefits, presumably, include reduced time and effort to construct the target solution.
Our primary research question is to explore the effect of reuse on the OO modeling process. Given the abundance of research on expert-novice differences in modeling, design, and programming (e.g., see Detienne 1997) , we are also interested in whether reuse has a different effect for novice versus experienced OO analysts. We conducted a verbal protocol study where novice and experienced OO analysts were asked to solve the same target problem. Some analysts were given a source problem and OO solution to reuse (the reuse condition); others were not (the control condition).
As expected, we found that novices in the reuse condition spent additional effort on problem understanding due to the reusable artifact. However, the effort spent on understanding the source example and mapping between it and the target problem did not "pay off" in terms of reduced effort in constructing the target solution. In addition, novices in the reuse condition evaluated their solutions less thoroughly than did the control subjects. Experienced OO analysts in the reuse condition spent less effort on problem understanding than did their counterpart in the control group. The source example seemed to facilitate the experienced analysts' problem understanding rather than adding an extra burden to it. However, as with the novices, there was no noticeable reduction in the effort spent on constructing the solution between reuse and control subjects. These findings, along with the results of other empirical studies, suggest that the cognitive benefits to software reuse are still poorly understood. We suggest several avenues for future research on the cognitive aspects of reuse, particularly the reuse of OO analysis and design artifacts. We need to learn more about how and where the reuse of upstream artifacts can be effective. A better understanding of these issues will foster the design of tools that effectively support novice and experienced developers in their reuse efforts.
The rest of the chapter is organized as follows. The following section sets the context for the study by reviewing empirical studies of OO modeling and software reuse. The third section describes the study we conducted and the fourth section presents the results. The chapter concludes with a discussion of the limitations of the study and the implications for researchers, educators, and practitioners.
Background
Such is the software engineer's plight: time and time again composing a new variation that elaborates on the same basic theme: 'Neither ever quite the same, nor ever quite another.' (Meyer 1989: 3) Experienced software engineers do not solve every problem "from scratch." They find successful solutions to known problems and use the solutions again and again, adapting them as necessary to new contexts (Curtis 1989) . The goal of software reuse is to extend and formalize the "natural" form of reuse practiced intuitively by experts. The vision of software reuse is that software engineers will systematically retrieve and apply robust, quality software development artifacts throughout the development life cycle, and that this practice will lead to order-ofmagnitude improvements in development productivity and quality (Biggerstaff and Richter 1989) .
The benefits of software reuse can be achieved with or without OO technology. However, there are many aspects to object-orientation that make it particularly conducive to reuse. At the programming level, object orientation promotes the creation of encapsulated objects with well-defined interfaces. Programmers can reuse these objects in a "black-box" manner, without having to understand the details of how things work within the object. OO programming environments also promote reuse through inheritance. Inheritance is the mechanism that allows a new class to share the definition of an existing class and to extend that definition by adding specialized characteristics and behaviors.
While the reuse of programming artifacts can be beneficial, many researchers and practitioners believe that more significant gains are possible from the reuse of analysis and design artifacts (Biggerstaff and Richter 1989) . This belief stems from the time-intensive nature of analysis and design, and the high cost of correcting errors made during these upstream development activities (Boehm and Papaccio 1988) . OO analysis and design reuse is particularly promising because of the tight integration between the problem domain and the solution domain -many problem domains can be "naturally" represented in terms of interacting objects that map directly onto implementation constructs (Rosson and Alpert 1990) .
Over the last decade, several types of reusable analysis and design artifact have emerged from the OO community. Design frameworks, for example, provide skeletal designs for certain well-defined domains, such as the Model-View-Controller framework for user interface design in Smalltalk-80 (Deutsch 1989) . The framework consists of a set of closely related abstract and concrete classes that are specialized and instantiated for specific applications. More recently, Fowler (1996) and Gamma et al. (1995) have documented dozens of reusable OO analysis and design patterns. Each pattern represents an abstract solution to a recurring problem, and unlike a design framework, is not programming language-dependent.
The arguments and activity in support of OO analysis, design, and code reuse are appealing. However, the empirical evidence is somewhat mixed. The following section reviews empirical studies of software reuse by individuals to assess what we know about the cognitive costs and benefits of reuse. Given the scarce number of studies on OO analysis and design reuse, we then review empirical studies of the OO modeling process to better understand how reuse might be expected to influence the process.
Empirical Studies of Software Reuse
Many case studies have reported strong positive outcomes from software reuse. For example, Hewlett-Packard observed 24-51% reductions in software defects and 40-57% increases in programmer productivity across several projects (Lim 1994) . First Boston Corporation achieved an order of magnitude improvement in programming productivity one year after the implementation of an integrated CASE tool and reuse program (Banker and Kauffman 1991) .
On the other hand, there is also considerable evidence that the vision of widespread, systematic software reuse remains elusive in practice. For example, in the First Boston case cited above, over 60% of the reuse derived from programmers reusing their own code, although the reuse library contained many reusable components authored by other programmers. Fichman and Kemerer (1997) examined four case sites that had adopted OO technology to encourage and improve software reuse. Reuse in these sites was limited to the reuse of low-level objects such as strings and containers or to salvaging code for a system rewrite. Other studies of OO programmers have observed "code scavenging" (copying, pasting, and editing code from one application to another) as the dominant form of reuse (Lange and Moher 1989; Detienne 1991) . While these types of reuse can certainly be useful, they fall considerably short of the productivity and quality gains that are promoted with OO technology.
One of the obstacles to reuse is that it is a cognitively demanding activity. The reuse process consists of retrieval, understanding, mapping, and modification (Gick and Holyoak 1980; Biggerstaff and Richter 1989) . Individuals will be unlikely to reuse unless they perceive that the cognitive effort and time required to locate, understand, and apply an existing artifact is less than the effort and time required to create a new artifact "from scratch" (Prieto-Diaz 1989) . In addition, there may be cultural and attitudinal obstacles such as the reluctance of programmers to reuse artifacts they themselves did not create (the NIH or Not Invented Here syndrome) or the belief that reuse is akin to copying (Hoadley et al. 1996) .
Several studies have experimentally examined the reuse of programming, design, and systems analysis artifacts, albeit not in an OO-specific context. These studies shed some light on the specific processes that can make reuse a difficult endeavor. For example, (Woodfield et al. 1987) showed that programmers performed poorly when asked to evaluate the reusability of given abstract data types. They consistently underestimated the effort needed to adapt an existing abstract data type to a new situation. In some sense, this finding is not surprising, as software engineers are notoriously poor at effort estimation (Boehm and Papaccio 1988; Brooks 1990) .
Another problematic aspect of reuse is analogical mapping. Analogical mapping is the identification of appropriate similarities between the reusable artifact (the source) and the current problem (the target) (Gick and Holyoak 1980) . Successful mapping requires that the source and target domains are understood and appropriately compared. The difficulty of analogical mapping depends, in part, on the similarity between and the familiarity of the source and target domains (Gentner 1983) . In Kim and Lerch's (1997) study, subjects were given an OO program to reuse in solving a new problem. For one group (the control group), the target task was nearly the same as the source problem. Reuse in this condition was expected to be easy and successful, and in fact, all subjects in this condition successfully reused the given program. In the other group, the source and target tasks had the same entities and objectives, but differed in terms of the entity roles and relations. Only one third of these subjects succeeded in reusing the source program. They attempted and failed to map the source solution directly to the target solution, and succeeded only after they retrieved or constructed an intermediate representation to "bridge" the cognitive distance between the source and target representations.
In Maiden and Sutcliffe's (1992) study, experienced and novice analysts were given a structured analysis artifact to reuse on a new modeling problem. In this case, the source artifacts were structurally similar to the target problem. Most of their subjects attempted reuse and the solutions of the reusers were more complete than the solutions of the control subjects. However, novices tended to "lazily copy" from the source example rather than carefully applying and modifying the source to suit the requirements of the target problem.
The studies by Kim & Lerch (1997) and suggest that the extent and type of source-target similarity is an important issue for successful analogical mapping and subsequent reuse. In Kim & Lerch's study, the source representation had to be transformed to an "intermediate" representation before it could be applied to the target problem. Very few subjects were able to make this transformation. In the Maiden & Sutcliffe study, an intermediate representation did not appear to be needed, and subjects recognized the analogy between source and target. However, the high degree of similarity in this case seemed to promote sloppy reuse among novices.
Empirical Studies of OO Modeling
There is an abundance of empirical research on conceptual modeling and software design that provides a foundation for understanding how reuse may fit into the OO modeling process. Research in this area focuses primarily on the modeling or design activities, difficulties, and decomposition strategies used by experienced and novice designers.
Design activities focus on what individuals do as they work on a design task. For OO design tasks, several consistent results have been observed for novices. For example, novices tend to focus first on problem domain entities and then on class identification, which is consistent with the approaches prescribed in many OO analysis and design texts (e.g., Jacobson 1992) . Novices have difficulty translating domain entities into a stable set of classes, and they postpone consideration of functional details such as method specification until much later in the modeling process (Pennington et al. 1995; Detienne 1997) . Novices also tend to have difficulty with core OO concepts such as inheritance and distributed functionality (message passing). Inheritance is often used inappropriately to capture composition relationships and distributed functionality is inappropriately replaced by something akin to a "main" procedure in structured programming languages (Rosson and Carroll 1990; Detienne 1997) . Presumably, reuse could help novices with one or more of these difficulties, particularly since learning by example is an important and oftenused strategy for them (Anderson and Thompson 1989) .
Empirical studies of experienced OO designers show that they transition easily from the problem domain to the solution domain, and spend most of their time working with solution domain constructs (Pennington et al. 1995) . They evaluate their solutions extensively, primarily through mental simulation (Srinivasan and Te'eni 1995) . As mentioned earlier, expert designers use solutions from their own experience as a natural part of their problem-solving process. The reuse challenge for experienced designers is thus considerably different than that for novices. The reuse of OO analysis and design artifacts may be most likely to aid the experienced designer when he or she is working in an unfamiliar domain.
Design strategies can be described in terms of what drives the overall structure of the solution and how the problem is decomposed into sub-problems. The overall structure of the solution can be function-centered, object-centered, or procedurecentered (Detienne, 1997) . The use of one structuring method over another seems to depend both on the designer's expertise (e.g., novices tend to use a procedurecentered plan) and the type of problem (e.g., problems with a strong data emphasis and complex hierarchical structure lend themselves to an object-centered approach) (Detienne, 1997; Pennington et al, 1995) . Several types of decomposition strategy have also been observed, including top-down decomposition (Jeffries et al. 1981 ) and opportunistic design (Visser 1990 ). In Pennington et al's (1995) study, the experienced procedural designers displayed clear patterns of opportunistic behavior (i.e., jumping between levels of abstraction) and the experienced OO subjects showed a somewhat less opportunistic strategy. However, we are aware of no studies that investigate whether and how software reuse influences the design strategies employed by experienced or novice analysts.
Summary
What does prior research tell us about the expected effect of reuse on the OO modeling process? We know that reuse can present cognitive challenges, particularly if the source solution is far removed from the target problem (Kim and Lerch 1997) . In any case, additional cognitive effort must be expended to understand the source solution and map between the source and target domains. If mapping between the source and target domains is successful, we would expect that solving the target problem will be easier than solving "from scratch." This was the case for the control group in the Kim and Lerch (1997) study. However, mapping between the source and target may also lead to "lazy copying" and less rigorous evaluation of the target solution. This was the case for novices in the Maiden and Sutcliffe (1992) study. And finally, it is unclear whether or how reuse influences the overall design strategy used by novices or experts.
An Exploratory Study
We conducted an experimental study to investigate the impact of reuse on the OO modeling process. As the primary emphasis was on modeling processes rather than modeling outcomes, we relied heavily on concurrent verbal protocols (Ericsson and Simon 1993) . This technique elicits a sequential trace of individual problem-solving behavior by asking each subject to "think aloud" as he or she solves a problem. Sessions are audio-or videotaped and later transcribed for analysis. Concurrent verbal protocols provide a high degree of data richness and have been used in many studies of design and data modeling (Detienne 1991; Pennington et al. 1995; Srinivasan and Te'eni 1995; Kim and Lerch 1997) .
In our study, participants were assigned to either a reuse or a control condition. Reuse subjects were given an example problem and OO model solution (the source) to review, followed by the problem to be solved (the target). They were told they could reuse the given example in any way they saw fit if they thought it would be helpful (Gick and Holyoak 1983) . The source problem was highly similar to the target problem and the source solution was designed to be highly reusable. Control subjects were not given an example to reuse.
Eight subjects participated in the study. Three subjects were experienced OO analysts/designers who were recruited from a Smalltalk Users Group. They had between four and ten years of professional OO development experience. The remaining five subjects were novice OO designers. At the time of the study, they were nearing the completion of a sixteen-week course on OO development. The course was largely project-based, and included the analysis, design, and implementation of a prototype system in Smalltalk. Prior to this course, the novices had not been exposed to OO technology, although all had completed at least one programming course (typically in Pascal or COBOL). Participants were randomly assigned to one of the experimental conditions, as shown below.
The target task was to construct an OO model for a hospital's activity-based costing system. The OO solution had to include a class structure diagram showing classes, relationships, attributes, and methods. In the reuse condition, the source example consisted of a problem description and completed OO model for a service organization's value-chain analysis system. For both tasks, the primary system objective was to allocate organizational resources to activities in order to track the costs of each activity. While there were several minor differences between the source and target solutions, both consisted of three main sub-problems: resources, activities, and allocations.
Protocol Analysis
When data collection was completed, the videotaped sessions were transcribed and parsed into "thought fragments," called protocol segments or statements (see Ericsson and Simon (1993) for details of the process followed). Protocol segments that reflected verbatim reading of the target problem description or questions to the researcher were excluded from further analysis. Each remaining protocol segment was then coded according to a pre-defined coding plan.
Coding proceeded in two phases. In the first phase, each protocol segment was assigned one of the following modeling activity codes: (1) problem understanding (U); (2) solution development or solving (S); (3) solution evaluation (E); or (4) planning or monitoring (M). Each activity code is described briefly below.
A problem understanding (U) code was assigned to protocol segments where the subject was focused on the problem domain. This included re-reading the task description to acquire information or clarify questions about the domain, identify-ing high-level requirements, defining the system boundaries, or reasoning about the problem domain Pennington et al. 1995) . For subjects in the reuse condition, this code also included analogical mapping activities, where the subjects was exploring the source problem and solution or identifying the parallels between the source and target problem domains.
A solution development or solving (S) code was assigned to segments where the participant was constructing part of the OO model. For example, a solving code was assigned when the subject listed potential classes, drew part of the OO diagram, specified attribute or method details, corrected previous errors, or specified relationship cardinalities (Pennington et al. 1995) . In the reuse condition, this code was also assigned if the subject was constructing the target solution while referencing the source solution.
An evaluation code was assigned to segments where the subject was assessing either the completeness or correctness of his/her solution. Evaluation activity included proposing alternative solutions for consideration, providing the rationale for a chosen alternative, testing a solution through mental simulation, and/or checking for missing or unmet requirements in the solution (Srinivasan and Te'eni 1995) . In the reuse condition, an evaluation code was also assigned where the subject was assessing the correctness or completeness of the source solution by comparing it to the source solution.
A monitoring code was assigned to segments where the subject was reflecting on the overall problem-solving process, planning the problem-solving strategy, or deciding to change direction during the session . For subjects in the reuse condition, this code was also assigned where the protocol segment reflected an awareness of being influenced by the source example or an explicit strategy to reuse the example.
In the second phase of coding, we examined the solving codes in more detail to determine the overall problem-solving strategy used by each participant. A level of abstraction code was assigned to each protocol segment that was previously assigned a solving code. The level of abstraction codes were similar to codes used in prior studies (Srinivasan and Te'eni 1995) and are defined below.
Level 1: Specification of intra-class properties (i.e., attributes and methods). This is considered to be the lowest level of abstraction since it pertains to the most detailed aspects of the solution. Level 2: Class identification. Level 3: Specification of generalization and recursive relationships. Level 4: Specification of association relationships. For the purposes of this study, an association relationship is considered to be the highest Each participant's protocol was coded independently by the two authors, after training and practice sessions. The average level of coding agreement on the activity codes between the two authors was 89% (ranging from 85-94%). On the level of abstraction codes, the average agreement was 90% (ranging from 80-94%). These agreement rates reflect a respectable level of inter-rater reliability, comparable or better than those reported in other studies .
Two types of analysis were performed on the coded protocols to examine the similarities and differences in problem-solving activities and processes within and across groups. First, for each protocol, the number of segments in each activity category was tallied and then divided by the total number of segments in that protocol. The resulting percentages give a rough estimate of the time or cognitive effort devoted to each activity and are consistent with measures of time or effort used in prior studies (Pennington et al. 1995) .
i Second, we created a transition graph for each participant that plots the level of abstraction codes over the duration of the protocol. These transition graphs show the solution development process in detail, emphasizing the shifts between higher and lower levels of abstraction over time (Srinivasan and Te'eni 1995) .
Results
The results of the study are organized into two sections. First, we discuss the impact of the reusable example on OO modeling for novices. Second, we discuss the influence of the example on modeling experienced OO analysts. Table 2 shows the proportion of the protocol spent on each modeling activity for each of the five OO novices. Figure 1 compares the average effort devoted to each activity for the reuse and control groups.
The Effect of Reuse on Novice OO Modeling
As Table 2 and Figure 1 show, novices in the reuse condition differed from novices in the control group in several ways. The reuse subjects, on average, spent more effort on problem understanding (40% versus 31%) and less effort on evaluation (17% versus 30%). However, the two groups spent roughly the same effort on solution development (31% versus 29%). Each of these observations is discussed in turn.
We expected the novices in the reuse condition to devote more effort to problem understanding because they had to contend with the source example in addition to the target problem description. We examined the protocol segments for reuse subjects and found that, on average, sixteen percent of the understanding segments involved understanding or mapping from the given example (16%, 6%, and 26% for R1, R2, and R3, respectively). Typical statements in this category include: R1 [while working on part of her OO diagram, stops and looks at the example problem description]: "So in this one, we are overall trying to manage an organization's cost... so that's the same." R2 [while working on part of his OO diagram, stops and looks at the example solution]: "So here they have Allocation [class] to connect employees to activities." R3 [after reading part of the target problem description]: "It does seem similar to that example, with tracking the cost of things."
We expected that the effort novices devoted to understanding and mapping from the source problem would "pay off" by making the construction of their OO models easier. However, as shown in Figure 1 , there was little difference in the amount of solution development activity between reuse subjects and control subjects. On average, 18% of the subjects' solution development (S) statements involved reuse (18%, 28%, and 9% for R1, R2, and R3, respectively). While the novices did attempt to apply portions of the source solution, these attempts did not reduce the overall effort devoted to constructing the solution. Figure 2 further illustrates this point. The figure shows transition graphs for two novices, one in the reuse condition (R2) and one in the control condition (C1). Each transition graph shows the level of abstraction and the sub-problem of focus for each solving statement over the duration of the session. As stated earlier, levels of abstraction range from level 1, intra-class properties, to level 4, inter-class association relationships. Each solving statement focused on one of three main subproblems, which are labeled A, B, and C, respectively, in Figure 2 . Even if we consider only the sub-problems where reuse occurred, there is little difference in the solving activity for reuse and control subjects. For instance, most of R2's reuse statements focused on sub-problem A. Yet there is little difference in the amount of effort or the transitions between levels of abstraction for subproblem A across R2, C1, and C2. In all cases, sub-problem A is re-visited multiple times during the session and generally the higher levels of abstraction are addressed before the lower levels.
The third observation about novices in the reuse versus the control condition is that the latter subjects evaluated their solutions more often than did novices in the reuse condition. We re-examined the evaluation statements for all novices and classified each statement depending on whether the emphasis was on solution completeness or correctness. Completion statements focused on whether an issue or problem had been addressed in the solution (i.e., Is it done?), regardless of whether it was addressed well. These statements often depicted the subject ticking items on a mental checklist, as in the following excerpts:
"Activities, we've got that" (R1) "OK, we have employee-related costs covered" (C1).
Correctness statements, on the other hand, focused on whether an issue or problem was solved correctly (i.e., Is it right?). For instance, subjects might evaluate a proposed solution by stating the rationale or modeling heuristic underlying the solution, or by mentally simulating how the solution would work at runtime. The following excerpts illustrate these types of correctness-centered evaluation:
"The physician's bonus is important, but then I don't think it's important enough to generate another class" (R2). "Billable activity should be a class because of the different variables" (C2). "Oh, percent of time can't be there because we don't have that related to an Activity" (R1). "An activity should be able to compute its cost... because, it knows all its sub-activities, and it knows every sub-activity's cost according to what employees are assigned to it, and every one of those employees knows its cost, right" (C2).
In the reuse condition, 38% of the novices' evaluation statements were completeness-oriented, and almost a third of these statements checked the target solution by comparing it to the source solution rather than to the target problem requirements. The remaining 62% of the evaluation statements focused on correctness. The control subjects spent less effort on completeness-checking (20% on average) and more on assessing the correctness of their solutions (80% on average). Thus, the novices with a reusable example performed a less-rigorous evaluation of the target solution than did the control subjects. It is interesting, however, that the reuse subjects' early evaluation statements were similar in nature to the control subjects. In both situations, subjects used OO modeling heuristics to propose and assess alternative solutions. The control subjects sustained this type of evaluation throughout the session. Reuse subjects, however, often turned to the example when they couldn't decide how to proceed, and from then on, most evaluation statements involved comparing the target solution to the source solution or superficial checking of completeness.
A final point about the modeling process for novices in the reuse and control conditions pertains to their overall modeling strategies. We found no evidence that the reusable example changed the way novices approached or decomposed the problem. The example was used in an ad-hoc manner rather than as a consistent guide or resource. The modeling strategy varied across individuals. R3, for instance, worked in a mostly bottom-up fashion. He began at the lower levels of abstraction (identifying attributes and classes) and let these details drive the formation of the higher-level structure. C2 and R2, on the other hand, tended to postpone many of the lowest-level details until the latter part of the session. All novices, however, moved from sub-problem to sub-problem and within each subproblem, transitioned between multiple levels of abstraction. All novices visited the more difficult sub-problems (A and C in Figure 2 ) more than once during the session. Table 3 and Figure 3 show the distribution of experienced analysts' verbalizations across the four activity categories (problem understanding, solution development, evaluation, and monitoring).
The Effect of Reuse on Expert OO Modeling
The first observation from Table 3 and Figure 3 is that the expert in the control condition spent more effort understanding the problem requirements than did the reuse subjects (31% for C3, versus 16% and 22% for R4 and R5, respectively). The effect of the example on problem understanding in this situation is interesting, 
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With Example Without Example particularly since it is the opposite of what was observed for the novices. The example seemed to facilitate the experienced analysts' problem understanding rather than to increase the understanding workload (as it did for the novices). For instance, R4 read a portion of the target problem about tracking the time an employee spends on various activities. He immediately recalled a partial solution from the source example and began evaluating its applicability to the target task. He transitioned from reading to evaluating and solving, with very few understanding statements interspersed. The control subject, reading the same part of the target problem, said, "So let me re-read this, so we will be estimating time, hum." At several other points in the protocol he verbalizes other understanding statements about this area, such as: "So employees and their costs are allocated to the activities they perform." "[re-reading] By allocating employees' time to activities they perform, the employee related cost, yeah, yeah. These allocation also allow the clinic to determine where... Yeah, obviously, it's a time allocation thing." "The employee is based solely on this notion of the cost, employees have cost, spend time -so there's the time allocation thing, working on activities." The given example also helped the reuse subjects define the problem boundaries. The example may have indirectly provided information to the reuse subjects about how much detail was needed in the solution. More of the understanding protocol segments for the control subject (C3) were focused on exploring what was or was not within the scope, thinking more deeply about, and clarifying issues about the problem than for the reuse subjects, as illustrated by the following statements. Not coincidentally, C3 also had the most thorough and detailed solution complete with code specification for methods. "So why are benefits different for each employee? Hum, well, is there some relationship that relates an employee to a benefit cost? I suppose it depends on what kind of offer that the clinic made to the employee." "Well, you do not know how much these hourly employees are working on overtime. And well, if you could, do like you could assume an employee can be allocated more than 100% of his time? So if you have one of these hourly guys they could work a 125% and the extra 25% would be overtime?" "So I guess I'm going to have to make an assumption at this point that the sources of data collection are... and I'm going to make an assumption that an activity is a sequence of different tasks." Figure 3 also shows that the control subject had more solving activity than the reuse subjects did. This may be partially related to the prior point about the reuse subjects using the example to help define the boundaries of their solution. The control subject developed his OO model to a far greater level of detail than was required for the task or attempted by the other participants. This subject in fact wrote the Smalltalk code for each of his methods, whereas other participants specified the names of the methods and commented on what they would do (but not how they would do it). One of the reuse subjects commented at one point, after specifying a method name, "And I could write the code for that, but, I don't think it's required for this." If C3's detailed method specification statements are excluded, the nature and amount of solving activity was similar across all experienced OO analysts.
One other difference between the reuse and control subjects is shown in Figure  3 . The experienced OO analysts in the reuse condition engaged in more monitoring activity than the control subject (23% and 26% for the reuse subjects versus 11% for C3). An examination of the monitoring statements for the three analysts showed no consistent differences in the nature of these statements. The monitoring statements in all protocols consisted primarily of planning the overall modeling strategy. The difference seems to be in the time or effort spent on monitoring rather than on the nature of these activities. It is possible that R4 and R5 devoted more effort to these activities because they spent less effort on understanding and thus had more time available for other activities. Figure 4 shows the transitions between levels of abstraction for two experi- enced OO analysts, one in the reuse condition (R4) and the one in the control condition (C3). As with the novices, these graphs chart only the solving activity (Scoded statements) for each subject. The graphs also show which of the three main sub-problems (A, B, or C) the subject worked on at a particular time. Both reuse subjects, R4 and R5, had fairly consistent problem-solving strategies (R4's is shown in Figure 4 ). Both participants did some preliminary solving as they read the target problem (as did many of the novices, described earlier). After this, the strategy was generally top-down, where first the overall structure of the solution was constructed, followed by specification of the attributes and methods.
C3's strategy was somewhat different. He stated early on that he would do several "passes" through the problem. His first pass consisted primarily of class identification (see Figure 4) . Roughly halfway through the session, he began the second pass, where he solved each sub-problem in detail. There is no evidence from the protocols to suggest that reuse accounted for this difference in strategy.
Limitations, Implications, and Future Directions
The aim of the study was to explore the effect of a reusable example the cognitive processes of OO modeling. Before discussing the implications of our findings, several limitations of the study deserve mention. First, as with many protocol studies, the small sample size limits the generalizability of our findings. While our sample size of eight is not unusual for this type of study (Jeffries et al. 1981; Lange and Moher 1989; Pennington et al. 1995; Srinivasan and Te'eni 1995) , we had only three experienced OO analysts, and only one of these analysts was in the control condition. Thus, caution must be used in generalizing the findings to other analysts with different types of prior experience and exposure to OO technology. Clearly more studies are needed with larger samples and subjects with different background.
Studies of reuse in other task situations are also warranted. In this study, the OO solution consisted of a class model showing class names, attributes, methods, and relationships. Including a behavioral model with message passing could easily change the complexity of the task. Indeed, task complexity is likely to have an impact of the level of reuse -particularly for experts. Our study also used an OO model for a specific application as the source solution. Future work should examine other types of reusable OO analysis artifact, such as the smaller and more abstract patterns described in Fowler's book (1996) .
The benefits of software reuse and the OO approach have been widely touted, but there has been very little theoretical or empirical research on how or when the reuse of OO analysis artifacts can be effective, or how reuse changes the OO modeling process. We were particularly interested in the cognitive costs and benefits of reuse. From prior research, we expected the primary cost to be the additional effort needed to understand the source example and map between the source and target domains. We expected the primary benefit to be the ease of constructing the target solution with reuse. In our study of eight novice and experienced OO analysts, we found the following:
1. Novices in the reuse condition spent more effort on problem understanding than did the novices in the control condition. 2. Experienced analysts in the reuse condition spent less effort on problem understanding than did the control subject. The given example seemed to facilitate their understanding of the target problem and moved them more quickly into constructing and evaluating their solutions. 3. The reusable example had no effect on the effort spent constructing the target solution. This observation held for both novice and experienced analysts. 4. Consistent with Maiden and Sutcliffe's (1992) study, the novices in the reuse condition were less rigorous in evaluating their solutions than were their counterparts in the control condition.
There are several implications of these findings for future research and educators. First, the lack of support for the "pay off" to reuse requires further investigation. There are several plausible explanations for the lack of difference in solving activity between reuse and control subjects. One is that not enough effort was invested in the up-front reuse activities of source-target understanding and mapping. If the subject's understanding of source-target analogy was weak, then solving by analogy may also be problematic and time-consuming. Alternatively, the analogy may be correct and subjects may still have difficulty applying the analogy to solve the target problem. This may be the case particularly for novices who have difficulty moving from the problem domain to the solution domain in OO design tasks (Pennington et al. 1995) . Finally, there may be an issue of "critical mass" -the effort spent on understanding a reusable artifact may not pay off if unless a large portion of the artifact is actually reused in the target solution. This may have been the case for our experienced analysts, who reused less of the given example than did the novices.
A second issue for future research is the impact of reuse on solution evaluation. The results of our study along with those of Maiden and Sutcliffe's (1992) study suggest a hidden cost to reuse for novices. If novices are able to recognize the similarity between the source and target problems, they may adopt a problemsolving strategy that involves superficially copying the source solution and ignoring the original target problem requirements. This strategy results in limited and superficial evaluation of the target solution. In cases where the source solution must be modified or adapted to the target problem, this "lazy" reuse may actually lead to worse solutions than if the target problem were solved from scratch. This has implications particularly for educators. For educators, attention must be paid to how reuse is encouraged and taught. Novices must be encouraged to explore the applicability of a reusable artifact and to identify areas where the reusable artifact is only partially reusable.
The third and final issue for future research is what we can learn from experienced analysts' reuse. In our study, the given example helped the experienced analysts to understand the target problem -they spent less effort on problem understanding activities than did the control subject. This may be a hidden benefit to reuse that deserves further exploration. Further investigation of how experts comprehend analogies may help to foster more effective problem solving behaviors in novices.
Endnote
i As Pennington et al (1995) also note, time and effort are not the same thing. We do not have time-stamps associated with each protocol segment, as time stamped data is also problematic. For instance, pauses would be extremely difficult to code in a meaningful way.
