We consider the problem of 
Introduction
Amonochrome photograph of a smooth object will typically exbibit brightness variation, or shading. Of interest to reseahers in computer vision has been the problem of how object shape may k extracted from image shading. This shape-from-shading problem has been shown to correspond to solving a first-order partial differential equation [61.
Nearly all shape-from-shading methods need to be given substantial prior knowledge of surface shape-the very infomation b e i i sought [71. In contrast with this, mental results on uniqueness reveal that under certain conditions shape may be determined from shading without the prior knowledge of some height values or surface normals (see [41, [111, 131) . Relying upon this observation, we present in this paper a massively parallel shape-from-shading algorithm, operating in a restricted envirc"ent, that requires no explicit initial shape infor- from-shading work, without consideration of parallelism.)
The shape-from-shading problem may be expressed as the need to find a function u(x,y), representing surface depth in the direction of the z-axis, that satisfies the image irradiance equation R(u,, uy) = E(x, y) over a. E(x,y) = E-2(x,y) -1 U : + U; = E(x,y).
Noting that 0 < E(x, y) 5 1, we may safely let
and express (1) as the eikonal equation
Any C 2 function satisfying (3) over will be referred to as a solution. With each solution to (3) there are associated base characteristic curves dehed as projections onto the image domain of the solution surface's lines of steepest ascent with respect to the illuminant dkction (this direction, in our setting, coincides with that of the z-axis). A point in an image at which E attains 1 (that is, at which image brightness is maximal) is called singular.
It is readily seen from equations (2) and (3) that ifX E s2 is singular, then u,(X) = uy(X> = 0 for every solution U;
in particular, if un(X)uyy(X) > u$,(X), then u has a Icxal maximum or local minimum at X . We may now state the result upon which our approach is, based: where the minimum is taken over all piecewise smooth curves y in i 2 joining X and Y , and the integration is meant with respect to the standard line measure.
A proof may be found in 111 (d. also [21).
The significance of this theorem is as follows. Suppose that two points in the image are linked via a base Characteristic curve that is wholly contained in the image. An expression is derived whose integral along the base characteristic curve connecting these points ecpals the absolute value of the difference of the surface heights at the points in question. Moreover, the expression is such that its integral along any other curve in the domain Iconnecting the two points is not smaller than this value. Thus the relative height of the two points can be determined by finding the smallest of those integrals taken over all paths in the domain that connect the two points.
We now specify two classes of surfaces whose shape recovery will be based on Theorem 1. One of these will comprise convex surfaces and the other will comprise concuve surfaces. By definition, a surface is convex (concave) if it has an isolated maximum (minimum) and is such that every point in the surface's image can be jcdmed by a base characteristic curve with the singular point at which surface height is maximal (minimal). Note that the above defmition is not intrinsically geometric ,as it depends on the direction from which the surface is iilluh a t e d . where the minimum is taken over all piecewise smumth curves y i n Q joining X and Y . It is readily inferred jfirom Theorem 1 that if E has a solitary singular point S , then any convex solution of (3) is given by
and any concave solution U is given by
Since any concave (convex) solution U can be represented
, where v is a convex (concave) solution to (3), we shall hereafter confine ourselves to considering convex sohtions.
Iterative Scheme
We now develop a numerical method for obtaining shape from shading using the above results.
I-et E correspond to a shading pattern in a discrete rectangular domain dE, having a solitary singular point S. We aim to determine the height map of a convex shape having a maximum ;at S. For simplicity, we assume that the surface's height at S is zero. Let X be an arbitrary point in 62. Denote by M ( X ) the neighbourhood o f X comprising the nearest neighbours of X in a rectangular grid and X itself (typically, N(X) will comprise nine points). For X , Y E Q, let d x ,~ be a numerical approximation to the integral of I,& over the interval joining X with Y. Note that d depends only on image values, and may therefore be pre-computed and stored. Given a non-negative integer n and X E Cl, let U$) denote the n-th estimate of height at X of the sought-after shape. Implementing (6), we propose the folbwing iterative scheme for computation of successive height v dues:
with the initial values being prescribed as up={ 0 i f X = S ,
Here, the scheme terminates when, for some n, Ut) = Up") for all X E Q; that is, when no changes axe made to the height estimates in computing the next iterate.
The above coimputation proceeds as follows. Consider a point X E Q. Far each of X's (typically eight) nearest neighbows, a new candidate is obtained for the height at X by adding the neighbour's height to the integral of & over the interval Joining the neighbour and X . A new height value for X is then obtained by choosing the maximum of the set comprising the estimates obtained from the neighbours, along with X's previous height value. At the edges of the image, less than e be involved in the calculation.
Initially all points in the height map are assigned a large negative height value. The singular point is assigned a hei,&t of zero. A.s the algorithm proceeds new height estimates are propagwxl out from the singular point. Heights across the image are m m p u t e d as many times as is necessary to reach a steady state. In this way, complex and twisting paths are eventually explored if the base characteristics exhibit such a form.
Parallel Implementation
We now describe a parallel implementation of the iterative scheme discussed above.
In estimate of the aforementioned eight arrays. The above iterative scheme may now be rewritten in the form where via integration from Y to X , and is given by denotes the height estimate at X obtained we adopt here the convention that =U$) = U$). The iterative scheme may be terminated when rather than when the respective elements of the two arrays are all equal. This is possible because the values held at each position in the array cannot decrease in height over successive iterations. When the sum fails to inc~ase, the process is therefore complete. The advantage of this approach is that summation of an array's values is a primitive and parallel operation of O(log(N2)) on the CM-5.
Minimisation across nine arrays necessitates no communication, only computation local to each of the CM-5's processors, thus requiring little processor time. In contrast, re-building the eight arrays requires communication of data between processors. Given the amount of data needed to compute a height estimate, this wmmunication accounts for a significant proportion of the processor time consumed by the method. The fact that this Operation must take place eight times for each iteration, and that it must take place selectively to allow for edge conditions, adds further the expensiveness of this computation.
Performance Analysis
We now consider the time complexity of the algorithm in relation to an image size of N x N pixels. This is given by the product of the time taken to complete a single iteration and the number of iterations required for the algorithm to converge. We consider each factor in tum.
In carrying out a single iteration, it is necessary to perform a relatively simple local operation (involving nearest-neighbour values) at each of the N 2 pixels (we shall not concern ourselves with the simpler but idiosyncratic processing needed at the boundary). A sequential machine would thus require a processing time of O(N2) per iteration. Were we fortunate enough to have an array processor machine with sufficiently many processors to enable all N 2 local operations to be executed in parallel, the time complexity would be reduced to O(1) per iteration, providing that the time taken to carry out a local operation is independent of image size. It will prove convenient to term such an array processor an ideal-parallel machine.
The time complexity of a single iteration is more difficult to determine when the algorithm is to run on a real parallel machine with a limited number of processors. Let the number of processors in some parallel machine be il. In the event that N 6 A, we retain ideal-parallel complexity. However, as N 2 increases beyond A, the time complexity becomes difficdt to assess, until, as N 2 ---+ 00, time complexity tends to that for the sequential case. We shall not attempt here to derive a theoretical expression for time complexity when N 2 is greater, but not vastly greater, than A.
In the event that M iterations are required for the algorithm to terminate, then it clearly has sequential time complexity of O ( M N 2 ) . and ideal-parallel time complex- cess an image versus the cube of image width. Over the modest number of trials conducted the data points for the respective machines appear almost linear, suggesting a time complexity of 0 ( N 3 ) for both machines. while it may seem add that the algorithms running on sequential and parallel machines exhibit similar orders of complexity, this is to be expected given that in all tests A << N 2.
Nevertheless, there is a significant speedup for large image sizes associated with the modest parallelism.
Figwre 3 shows execution time against cube of image six: for both CM-5 and Sparc 2. Here it may be inferred that the implemeint~tions have similar complexity Q(N 3). Table 1 explicitly lists the data displayed in Figure 3 , and reveals speedup factors ranging between 3.5 and 55 for execution on the CM-5 over the Span, 2. These factors could be expected t o increase further with increased image size; however, additional comparison was not practicable given that the Sparc 2 was unable to process the 1024 x 10114 element may due to lack of physical memory.
' h e variation in speedup factors is due largely to the nahre of the arc.!.&ecture of the CM-5. Each vector processing unit consists of a five-stage pipeline. Hficient use of each unit requ-ks that the pipeline be kept full. This in turn requires the procasing of a large number of pixels at each node. A hip$ pixel-to-processor ratio clearly ensues when images increase sufficiently in size.
' h e communication model employed within the CM-5 also serves to inc~ase the speedup factor as image size increases (assuming a fixed number of processors). The latency of cormrtunication between vector units belonging to different groups or nodes is considerably greater than the latency of communication between units from the same group. A higher pixel-teprocessor ratio will theirefore tend to increase the proportion of communication which is local to a given group. Finally, Figure 4 presents data on the scalability of the parallel implementation with respect to number of prcF cessors. The number uf data points here is limited by the ability to reconfigure the CM-5 (since only 16,64 or 128 processors are possible), but the graph suggests that, over the range of trials, execution time is approximately inversely proportional to the number of processors. Note that were the number of processors to approach the number of pixels, this relationship could no longer be expected to hold for an architecture such as that of the CM-5.
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