Many popular reinforcement learning problems (e.g., navigation in a maze, some Atari games, mountain car) are instances of the so-called episodic setting or stochastic shortest path (SSP) problem, where an agent has to achieve a predefined goal state (e.g., the top of the hill) while maximizing the cumulative reward or minimizing the cumulative cost. Despite its popularity, most of the literature studying the explorationexploitation dilemma either focused on different problems (i.e., fixed-horizon and infinitehorizon) or made the restrictive loop-free assumption (which implies that no same state can be visited twice during any episode). In this paper, we study the general SSP setting and introduce the algorithm UC-SSP whose regret scales as O(c 3/2 max c −1/2 min DS √ ADK) after K episodes for any unknown SSP with S non-terminal states, A actions, an SSP-diameter of D and positive costs in [c min , c max ]. UC-SSP is thus the first learning algorithm with vanishing regret in the theoretically challenging setting of episodic RL.
Introduction
We consider the problem of exploration-exploitation in episodic Markov decision processes (MDPs), where the objective is to minimize the expected cost to reach a specific terminal state. Numerous popular reinforcement learning (RL) problems fall into this framework, such as many Atari games (e.g., breakout), navigation problems, some Mujoco environments (e.g., reacher), the mountain car. In all these problems, the length of an episode (i.e., the time to reach the terminal state) is unknown and depends on the policy executed during the episode. Furthermore, it is easy to see that the performance is not directly connected to the length of the episode, as the objective is to minimize the cost over time rather than reaching the terminal state as fast as possible. The conditions for the existence of the optimal policy Preprint. and how to compute it have been extensively studied in the MDP literature under the name of the stochastic shortest path (SSP) problem (Bertsekas, 2012, Sect. 3) .
Despite the popularity of SSP problems, most explorationexploitation results in RL are derived in two alternative settings: the fixed-horizon and the infinite-horizon. In the former, the performance is optimized over a fixed and known horizon of H steps. Typically, this model is often used to solve SSP problems by setting H to a large number. While for H → ∞ the optimal fixed-horizon policy converges to the optimal SSP policy, for any finite choice of H, this approach may introduce a bias in ranking different policies and thus lead to a linear regret as the algorithm may converge to the wrong policy (see e.g., Toromanoff et al., 2019 , for a discussion about this problem in Atari games). In the latter, the performance is optimized for the asymptotic average reward. While this removes any strict "deadline", it does not introduce any incentive to eventually reach the terminal state. This may lead to policies that have small immediate costs but never reach the terminal state and therefore are highly sub-optimal in the SSP sense.
Prior work in the online learning in SSPs can be categorized into two parts. The first is on the online shortest path routing problem which assumes that the environment dynamics is deterministic, while the rewards are stochastic. In this case, the optimal policy is open-loop (i.e., it proposes a sequence of actions with no explicit dependency on the state) and it can solved as a particular instance of a combinatorial bandit (see e.g., György et al., 2007; Talebi et al., 2017) . Exploration algorithms know the set of admissible paths of bounded length and regret bounds are available in both the semi-and full-bandit setting. The second line of research allows for stochastic transitions and mostly considers adversarial problems but relies on the strong assumption of a loop-free environment (see e.g., Rosenberg & Mansour, 2019a; b; Neu et al., 2012; 2010; Zimin & Neu, 2013) . This requirement means that the state space can be decomposed into L non-intersecting layers X 0 , . . . , X L such that the first and the last layers are singletons, i.e., X 0 = {x 0 } and X L = {x L }, and that transitions are only possible between consecutive layers, i.e., it implies that any path from x 0 to x L is of length exactly L. In this case, it is possible to derive regret bounds under the assumption that any path length to the terminal state is upper bounded by L almost arXiv:1912.03517v1 [stat.ML] 7 Dec 2019 surely. Clearly, this requirement is highly restrictive and fails to hold in many realistic environments.
In this paper, exploration in SSP problems in their more general formulation is investigated for the first time. The loop-robust SSP value function contains technical difficulties that do not appear in the conventional settings of either fixed-horizon or infinite-horizon: 1) it features two orthogonal (and possibly conflicting) objectives: quickly reaching the terminal state while at the same time minimizing the costs along the way; 2) it is equal to +∞ for many policies; 3) it is not state-independent (which is a crucial property used in infinite-horizon); 4) its number of summands may differ from one trajectory to another due to variations in the time to reach the terminal state (thus making the regret decomposition tricky compared to infinite-horizon); 5) it cannot be computed using backward induction (which is a crucial technique used in fixed-horizon); 6) it patently cannot be discounted (since a discount factor would have a undesirable effect of biasing importance towards short-term behavior and thus weakening the incentive to eventually reach the terminal state).
Our analysis nonetheless combines algorithmic designs and technical tools from both the fixed-horizon and infinitehorizon settings and it may be seen as a first step towards bridging the gap between them. In addition, it manipulates the times to reach the terminal state following suitably constructed optimistic policies (that are certain to eventually reach it with probability 1). Interesting properties from the literature on such hitting times (called discrete phase-type distributions) are thus leveraged in a novel way for regret minimization in RL.
The main contributions of this paper are: (1) First, we formalize online learning in SSP problems that may have loops by notably defining an adequate notion of regret (Sect. 2).
(2) Next, we show how regret guarantees can be smoothly derived in the special cases of uniform costs (Sect. 3) and bounded horizon (Sect. 4).
(3) Finally, we introduce the first algorithm with vanishing regret for general SSPs that are neither cost-nor horizon-constrained, and provide a thorough discussion on the achieved bound by comparing it to the state-of-the-art ones in the related fixed-horizon and infinite-horizon settings (Sect. 5).
Stochastic Shortest Path (SSP)
We consider a finite stochastic shortest path problem (Bertsekas, 2012, Sect. 3) M := S , A, c, p, s 0 , where S := S ∪ {s} is the set of states with s the terminal state, and A is the set of actions. We denote by A = |A| and S = |S| the number of actions and non-terminal states. Each state-action pair (s, a) ∈ S × A is characterized by deterministic cost c(s, a) and a transition probability dis-tribution p(· | s, a) over next states. The terminal state s is absorbing (i.e., p(s | s, a) = 1 for all a ∈ A) and cost-free (i.e., c(s, a) = 0 for all a ∈ A). Finally, s 0 ∈ S is the starting state. 1 We assume the following property of the cost function (see Sect. 6.1 for the treatment of the case c min = 0). Assumption 1. There exist constants 0 < c min ≤ c max such that c(s, a) ∈ [c min , c max ], ∀(s, a) ∈ S × A. Bertsekas (2012) showed that under certain assumptionsthat we adopt -we can restrict the attention to deterministic Markov policies π : S → A and we denote this set by Π SD .
Definition 1. A stationary policy π is proper if s is reached with probability 1 from any state in S following π. 2 Denote by Π PSD ⊆ Π SD the set of proper stationary policies. For any π ∈ Π PSD and s ∈ S, denote by τ π (s) the hitting time of s starting from s, i.e., τ π (s) = min{t ≥ 0 : s t+1 = s | s 1 = s, π}. τ π (s) is almost-surely (a.s.) finite by Def. 1.
Definition 2. We define the SSP-diameter D as
The SSP-diameter differs from the standard diameter of an MDP (Jaksch et al., 2010) since the latter considers the minimum expected time to reach any two states, while the SSP-diameter considers a fixed target state (i.e., s), thus it is smaller.
Assumption 2. We assume that D < +∞.
Following prior MDP work (Puterman, 2014, Sect. 8 .3), we say that M is SSP-communicating when Asm. 2 holds (see Sect. 6.2 for the treatment of the case D = +∞). Interestingly Asm. 2 does not imply that M is communicating, in fact M can be weakly-communicating since there may be some states in S that are not accessible from one another.
The value function (also called expected cost-to-go) of any π ∈ Π SD is defined as
1 Extending the setting to unknown stochastic costs and/or to a (possibly unknown) distribution over S for the initial state poses no major difficulty.
2 Note that this definition is slightly different from the conventional definition of Bertsekas (2012, Sect. 3.1) , for which a policy is proper if there is a positive probability that s will be reached after at most S stages. In particular, under such a policy s will eventually be reached with probability 1.
For any policy π ∈ Π SD and vector V ∈ R S we define the Bellman operator as L π V (s) := c(s, π(s)) + y∈S p(y | s, π(s))V (y), and the optimal Bellman operator as
The following lemma shows that the SSP problem is wellposed.
Lemma 1. Under Asm. 1 and 2, there exists an optimal policy π ∈ arg min π∈Π PSD V π (s 0 ) for which V = V π is the unique solution of the optimality equations V = LV and V (s) < +∞ for any s ∈ S.
Proof. Asm. 2 implies that there exists at least one proper policy (i.e., Π PSD = ∅), and Asm. 1 implies that for every non-proper policy π, the corresponding value function V π (s) is +∞ for at least one state s ∈ S. The rest follows from Bertsekas (2012, Sect. 3.2) .
Note that although a value iteration (VI) scheme converges to V (Bertsekas, 2012, Prop. 3.2. 2), we are not aware of existing non-asymptotic accuracy guarantees for VI, i.e., after a finite number of iterations.
Similarly to the average-reward case, we can provide a bound on the range of the optimal value function depending on the largest cost and the SSP-diameter.
Lemma 2. Under Asm. 1 and 2, V ∞ ≤ c max D.
Proof. This lemma follows from the definition of L ∞ -norm and the assumptions:
For any π ∈ Π PSD , its (a.s. finite) hitting time starting from any state in S is a discrete phase-type distribution, or in short discrete PH distribution (see e.g., Latouche & Ramaswami, 1999, Sect. 2.5 for an introduction). Indeed, its induced Markov chain is terminating with a single absorbing state s and all the other states are transient. Let P π ∈ R (S+1)×(S+1) be transition matrix associated to π, its canonical form is
where Q π ∈ R S×S is the transition matrix between nonabsorbing states (i.e., S) and R π ∈ R S is the transition vector from S to s. Note that Q π is strictly substochastic (Q π 1 ≤ 1 where 1 := (1, . . . , 1) T ∈ R S and ∃j s.t. (Q π 1) j < 1). Denoting by 1 s the S-sized one-hot vector at the position of state s ∈ S, we have the following result (see e.g., Latouche & Ramaswami, 1999, Thm. 2.5.3) .
Proposition 1. For any π ∈ Π PSD , s ∈ S and n > 0,
Learning problem. We consider the learning problem where S , A, and c are known, while transition probabilities p are unknown and need to be estimated online. An environmental episode starts at s 0 and only ends when the terminal state s is reached. We evaluate the performance of a learning algorithm A after K environmental episodes by its cumulative SSP-regret that we define as
where, for any k ∈ [K], 3 τ k (s 0 ) is the length of episode k following a potentially non-stationary policy µ k = (π k,1 , π k,2 , . . .), π k,i ∈ Π SD , until s is reached (in the subsequent round, a new episode begins at s 0 ). Equivalently, ∆(A, K) corresponds to the cumulative regret after T K steps, where T K := K k=1 τ k (s 0 ) (i.e., the round at the end of episode K, or equivalently at the K-th visit of s). This regret definition resembles the infinite-horizon regret, where the performance of the algorithm is evaluated by the costs accumulated by executing µ k . At the same time, it takes on the episodic nature of fixed-horizon problems, in which the performance of the optimal policy is evaluated by its value function at the initial state. 4 We dive into this "double" nature of fixed-and infinite-horizon of SSPs in the next sections.
Uniform-cost SSP
In this section we show that the special case of the SSP problem with uniform costs can be tackled as an infinitehorizon undiscounted case.
Assumption 3 (only in Sect. 3). The costs c(s, a) are constant (equal to 1 w.l.o.g.) for all (s, a) ∈ S × A.
Since the infinite-horizon setting is conventionally formulated as reward-based, we introduce the MDP M ∞ := S , A, r ∞ , p ∞ , s 0 , with reward r ∞ = 1 s and p ∞ (· | s, a) = p(· | s, a) for s = s and p ∞ (· | s, a) = 1 s0 for all a. In words, the transitions in M ∞ behave as in M and give zero rewards except at the terminal state s where all actions give a reward of 1 and loop back to the starting state s 0 instead of self-looping with probability 1.
The SSP problem with uniform costs boils down to minimizing the expected hitting time of the terminal state, which is equivalent to maximizing the long-term average reward (or gain) in M ∞ according to the following lemma (see App. A for details). Recall that for any policy π ∈ Π SD , its gain ρ π (s) starting from any s ∈ S is defined as
Lemma 3. Let π ∞ ∈ arg max π ρ π (s). Then π ∞ is optimal and its constant gain ρ ∞ verifies
Hence, if we run UCRL2 (Jaksch et al., 2010) on M ∞ , we obtain the following bound on the SSP-regret.
Lemma 4. Under Asm. 3, with probability at least 1 − δ, for any K ≥ 1,
Proof sketch. For any T ≥ 1 denote by ∆ ∞ (A, T, M ∞ ) the reward-based infinite-horizon total regret of any algorithm A after T steps in M ∞ , i.e., ∆ ∞ (A, T, M ∞ ) = T max π ρ π − T t=1 r t . Leveraging that ρ ∞ = max π ρ π from Lem. 3, we obtain
(1) Jaksch et al. (2010, Thm. 2) provide the following high-probability upper bound
However, we slightly modify their analysis (not the algorithm itself) to replace the above dependency in D ∞ with a dependency on the SSP-diameter D by exploiting our specific problem structure. Importantly, note that no assumption is made about the properness of the policies, and that we do not require M ∞ to be communicating (i.e., D ∞ < +∞), which is a mandatory assumption in UCRL. 5 This shows that UCRL is indeed able to adapt to the specific structure of the problem. The statement also shows two critical aspects of learning in episodic problems. First, while we would like to assess the dependency of the regret on the number of episodes K (as in the fixed-horizon case), the bound in Lem. 4 contains the random total number of steps T K needed to reach K episodes. Second, the conversion from infinite-horizon regret to SSPregret (cf. Eq. 1) adds a factor of V (s 0 ) + 1 ≤ D + 1, which stems from the fact that we switch from a rewardbased quantity ∆ ∞ to a cost-based quantity ∆.
In the general setting of non-uniform costs, the analysis above fails to hold. Indeed, in order to estimate the performance of a stationary policy w.r.t. its value function, we cannot use the average-cost criterion since it does not capture the incentive to reach the terminal state. As an illustrative example, consider the deterministic 2-state SSP M from Fig. 1 . The optimal policy from an SSP perspective π always selects action a 2 since it has minimal value V (s 0 ) = c max . The optimal policy from an infinite-horizon perspective π ∞ always selects action a 1 since it has minimal (cost-based) gain ρ π ∞ = c min , whereas ρ π = cmax 2 . Consequently, running UCRL targets the wrong policy and yields linear regret (in T and/or K).
In an attempt to encourage the visit of the terminal state, a natural idea could be to add a very large reward R whenever it is reached. However, this may lead to policies that aim to reach the terminal state as fast as possible, completely disregarding the costs accumulated on the trajectory to the terminal state. Ideally R should be tuned to appropriately balance between the two objectives (minimize costs and reach the goal), yet doing so seems tricky without prior knowledge on the MDP and the optimal policy. 5 In UCRL, M∞ should be communicating since the analysis leverages the fact that the range of the vector vn computed by extended value iteration is bounded by D∞. In App. A, we show that vn can be bounded by D in uniform-cost SSP problems. Furthermore, the communicating assumption is not required for the convergence of extended value iteration, since a sufficient condition for this is that M∞ is weakly-communicating.
Algorithm 1: UC-LSSP algorithm Input: Confidence δ ∈ (0, 1), costs, S , A Initialization: Set N 0 (s, a) = 0 for any (s, a) ∈ S × A, t = 1 for environmental episodes k = 1, 2, .., K do Set t k = t and episode counters ν k (s, a) = 0 Compute estimates p k (s | s, a) and confidence set M k Compute v k = EVI SSP ( L k , cmax t k ) (Alg. 2) and denote by π k the greedy policy w.r.t. v k while s t = s do // This loop is performed at most L times Sample action a t ∼ π k (· | s t ), obtain cost c(s t , a t ) and observe next state
Bounded-Horizon SSP
In this section we investigate general cost functions but we introduce a strong assumption on the uniform boundedness of the hitting time of any stationary policy.
Assumption 4 (only in Sect. 4). There exists a constant L > 0 such that for any π ∈ Π SD , we have τ π (s 0 ) ≤ L a.s.
Asm. 4 is actually quite common in the literature (see e.g., Chow et al., 2017) and it implies that the environment is loop-free. While we believe that this assumption is very restrictive and unreasonable in several domains (e.g., in simple gridworlds), we study this setting for completeness and to align with the prior works where this assumption is used. Moreover, analyzing this restricted setting, which effectively removes the uncertainty on the episode lengths by capping them at L, enables to gain insight on the general SSP problem studied in Sect. 5. While this setting closely resembles the fixed-horizon case, L is an upper-bound on the length of each episode, thus making it a bounded-horizon problem, where episodes may be much shorter than L depending on the actual policy executed during the episode.
We now present UC-LSSP, an algorithm for performing efficient exploration in bounded-horizon SSP problems (see Alg. 1). UC-LSSP proceeds through episodes and relies on the principle of optimism in face of uncertainty, in the same vein as UCRL (Jaksch et al., 2010) . At each episode, it applies an extended value iteration (EVI) scheme to compute a policy with lowest optimistic value and executes this policy until it reaches the terminal state (which takes at most L steps by Asm. 4).
More specifically, at the beginning of each episode k, the algorithm computes a set of plausible MDPs defined Algorithm 2: (E)VI SSP Input: any (potentially extended) SSP-optimal Bellman operator L, accuracy ε > 0 Set n = 0, v 0 = 0 (vector of size S) and
is a high-probability confidence interval on the transition probabilities of the true MDP M . We set Once M k has been computed, UC-LSSP applies an extended value iteration (EVI) scheme to compute a policy with lowest optimistic value. Formally, we define the extended SSP-optimal Bellman operator L k such that for any v ∈ R S and s ∈ S, We introduce in Alg. 2 a VI scheme for the SSP problem, denoted by VI SSP . As explained by Jaksch et al. (2010, Sect. 3 .1), we can combine all the MDPs in M k into a single MDP M with extended action set A . Hence, as argued by Bertsekas (2012, Sect. 3 .3) on the generalization of the SSP results to a compact action set, the Bellman operator L k satisfies the contraction property and thus EVI SSP converges to a vector we denote by V k .
We have the following component-wise inequalities when the stopping condition of Alg. 2 is met. 6
Lemma 6. For any episode k, denote by v k the output of
Proof. The first inequality comes from the chosen stopping condition. As for the second, since we consider the initial vector v (0) = 0, we know that
By a direct application of Lem. 8 from Sect. 5 and using the fact that D ≤ L, we have the following regret bound for UC-LSSP. Note that we only require non-negative costs (i.e., we can have c min = 0).
Lemma 7. Under Asm. 4, with probability at least 1 − δ,
In comparison, the state-of-the-art bound in the fixedhorizon setting (Azar et al., 2017) achieves O( √ LSAT K ) regret for large enough T K , which is optimal (Jaksch et al., 2010) . Drawing inspiration from the way this result is derived, we can also consider Bernstein-based confidence intervals and leverage variance reduction techniques, and the corresponding algorithm UC-LSSP-BF then achieves (cf. Lem. 21, App. H for more details)
which matches the fixed-horizon bound up to a factor of Γ, where Γ is the maximal support of the transition probabilities. Note that this gap also appears between the fixedhorizon and infinite-horizon settings (Fruit et al., 2019) .
General SSP
The general SSP problem requires i) to quickly reach the terminal state while ii) also minimizing the cumulative costs. In the special case of uniform costs, objectives (i) and (ii) coincide, and the SSP problem can be solved using infinitehorizon algorithms (Sect. 3). In the case of a boundedhorizon SSP, objective (i) is captured by the assumption hence the algorithm can focus its efforts on objective (ii) (Sect. 4). Yet the core difficulty of the SSP problem without any cost or horizon constraint -and which does not appear in either the fixed-or infinite-horizon settings -is that we have to optimize over the two orthogonal and possibly conflicting objectives (i) and (ii) at the same time. Notice that Algorithm 3: UC-SSP algorithm Input: Confidence δ ∈ (0, 1), costs, S , A Initialization: Set N 0 (s, a) = 0 for any (s, a) ∈ S × A, t = 1, t (2) := 1 for environmental episodes k = 1, 2, .., K do // Phase x Set t k = t and episode counters ν k (s, a) = 0 Compute estimates p k (s |s, a) and confidence set M k Compute v k = EVI SSP ( L k , cmin 2t k ) (Alg. 2) and denote by π k the greedy policy w.
here we are not relying on any assumption on the policies. As a result, if we naively run UC-LSSP, we may get stuck in executing non proper policies that would never reach the goal, thus leading to a linear regret.
The UC-SSP Algorithm
The algorithm UC-SSP, detailed in Alg. 3, proceeds through each environmental episode in a two-phase fashion. First, it attempts to explicitly solve the SSP problem as in Sect. 4 by tackling both objectives (i) and (ii) (phase x). If the terminal state is not reached after a given horizon, the algorithm pivots its efforts towards reaching the terminal state as fast as possible and only focuses on objective (i) disregarding (ii) (phase y). A crucial aspect is to carefully select such "pivot" horizon. If the pivot horizon is too small, too many episodes would enter in phase y, whose regret can be large. On the other hand, if the pivot horizon is too large and UC-SSP selects a non proper policy, then the regret of that episode would be large.
Each episode k is thus composed of a phase x and a poten-tial phase y. Note that our algorithm dissociates the time steps and sample collections between phases x and phases y. While this makes the analysis simpler, in practice it is better to use all the same samples and the overall regret bound would remain unchanged up to logarithmic factors.
Planning for phase x. We compute the greedy policy π k w.r.t. the output of EVI SSP ( L k , cmin 2t k ) (Alg. 2) and its corresponding optimistic transition probabilities p k . t k is the time index at the beginning of the k-th phase x that is only updated during phases x, and the samples used in L k are only those that are collected during phases x.
Length of phase x. For the k-th phase x we set 7
where Q p k π k is the transition matrix of π k in the optimistic model p k over the non-terminal states S. If the policy π k executes H k steps without reaching s (i.e., s k,H k = s), then the episode is considered a failure episode and phase y is performed.
We now provide intuition on the choice of H k . Denote by τ p k π k the hitting time of π k which is proper in the model p k . Hence, plugging Prop. 1 into Eq. (2) entails that
H k is thus selected so that the tail probability of the optimistic hitting time is small enough, i.e., there is a high probability that π k will optimistically reach s within H k steps. The maximum over s ∈ S guarantees this property for any starting state s 0 , which may be drawn from an unknown distribution.
Phase y. If the terminal state is not reached after H k steps, the algorithm focuses to reach it as fast as possible in expectation. If we are under a "resetting" environment (Sect. 5.1.1), we simply apply a resetting action and begin a new phase x. Otherwise (Sect. 5.1.2), we aim to reach the terminal state as fast as possible in expectation, which is akin to learning a "resetting" procedure.
UC-SSP IN A RESETTING ENVIRONMENT
Definition 3. We denote by RESET the environment under which in every state there is a designated reset action available that will transition back to the starting state s 0 with probability 1 and with a cost of R > 0.
The assumption of an available reset seems natural in many robotic applications and it is made in e.g., Lim & Auer 7 Recall that the · ∞ norm of a matrix is equal to its maximum absolute row sum. (2012) . Note that in order to make the learning problem sensible w.r.t. the definition of regret, each reset should incur a large enough deterring cost, i.e., we should set R > V (s 0 ). If UC-SSP performs the reset action at the end of each phase x, we obtain the following guarantee. Theorem 1. In the RESET environment, with probability at least 1 − δ, for any K ≥ 1,
where
Therefore,
UC-SSP IN A GENERAL ENVIRONMENT
Denoting by x the state at which a given phase y starts, the goal is to reach the terminal state from x as fast as possible in expectation. To do so, we introduce the following MDP M x = S , A, r x , p x , x with starting state x, reward r x = 1 s and p x (·|s, a) = p(·|s, a) for s = s and p x (·|s, a) = 1 x for all a. M x is constructed in a way that running UCRL on it means that when we start from x, we target to reach s with the smallest expected hitting time. As proved formally in Lem. 3, we should aim at running a policy that maximizes the gain in M x . We thus run UCRL2B 8 on the MDP M x (where we recall that the samples considered in the confidence intervals are only those collected during phases y) until s is reached. We then obtain the following regret guarantee for UC-SSP. Theorem 2. With probability at least 1 − δ, for any K ≥ 1,
Therefore, for large enough K,
Note that the large constant γ(M ) = poly(S, A, D, log( 1 δ )) corresponds to a "burn-in" term, i.e., it characterizes the time to reach the √ K-regime. It is independent of K and it comes from the regret incurred during the phases y that are performed during failure episodes. Notice that under the RE-SET environment the "burn-in" term disappears (Thm. 1).
Proof Sketch
Denote by F K (resp. F K ) the set (resp. number) of failure episodes up to episode K. Furthermore, recall that Ω K := max k∈[K] H k . Denoting by T K the total number of steps at the end of episode K, we decompose T K = T K,1 + T K,2 , with T K,1 the total time during phases x and T K,2 the total time during phases y.
Bound on the truncated regret W K Lemma 8. Introduce
Then with probability at least 1 − δ,
W K plays the role of a truncated regret, obtained by considering the cumulative cost of the learning algorithm up to H k , rather than the actual duration of the episode. The bound of Lem. 8 resembles a combination of fixed-and infinite-horizon guarantees. On the one hand, we have the standard dependency of fixed-horizon problems on the horizon H and number of episodes K. On the other hand, H is no longer bounding the range of the value functions, which is replaced by c max D as in infinite-horizon problems. The proof (App. C) draws inspiration from regret minimization techniques in the fixed-horizon setting (Azar et al., 2017) , by successively unrolling the Bellman operator to obtain a telescopic sum which can be bounded using the Azuma-Hoeffding inequality and a pigeonhole principle.
Bound on the lengths of the phases x Lemma 9. Under the event E,
Proof sketch. Consider a state y ∈ S such that
We apply a corollary of Markov's inequality
cmin for all s ∈ S. Leveraging this property, we derive an upper bound on its r-th moment (formalized in Lem. 13, App. E). Hence we obtain on the one hand
On the other hand, the choice of H k in Eq.
(2) entails that
Combining the two previous inequalities finally provides an upper bound on H k .
Bound on the number of failure episodes Lemma 10. With probability at least 1 − δ,
Proof sketch. The proof relies on the decomposition
. F K can be bounded using a martingale argument and the pigeonhole principle (in the same vein as in the derivation of Lem. 8), while the choice of H k controls each summand of F K .
Bound on the duration of the phases y (in a nonresetting environment) Lemma 11. With probability at least 1 − δ 3 ,
Fixed-horizon UCBVI-CH (Azar et al., 2017) H √ H UCBVI-BF (Azar et al., 2017) Infinite-horizon UCRL2 (Jaksch et al., 2010) D∞ √ D∞ UCRL2B (Fruit et al., 2019) Loop-free SSP prior work (cf. Sect. 1); UC-LSSP (Lem. 7) Table 1 . Isolated dependency on RG-VAL (i.e., upper bounds on the range of the optimal "value" function) of the regret bound's leading term w.r.t.
√
T . In the infinite-horizon setting, RG-VAL = D∞ since the diameter D∞ upper bounds the range of the optimal bias. In the fixed-horizon setting, RG-VAL = H with H the horizon in the fixed-horizon setting. In the bounded-horizon/ loop-free SSP setting, RG-VAL = L with L an upper bound on the length of any environmental episode. Finally, in the SSP setting, RG-VAL = D since the SSP-diameter D (Def. 2) bounds the optimal value function up to a factor of cmax (Lem. 2).
Proof sketch. Consider any state x ∈ S. The MDP M x introduced in Sect. 5.1.2 is constructed in a way that running UCRL on it means that when we start from x, we target to reach s as fast as possible in expectation. The proof relies on manipulating the regret bound of UCRL2B to bound w.h.p. the time at which s is reached for the m-th time by running UCRL2B on the MDP M x starting from state x, for any m ≥ 0 (Lem. 14, App. G). Note that we do not require M x to be communicating (in contrast to UCRL2B) since the dependency of the regret bound on its (potentially infinite) diameter can be replaced by the SSP-diameter D.
Putting everything together
Proof of Thm. 2. By assigning a regret of c max to each step in the phases y, we can decompose the regret as
Using Lem. 8 to bound W K and combining Lem. 10 and 11 to bound T K,2 , we get
We conclude the proof with the bound on Ω K of Lem. 9.
Proof of Thm. 1. In the RESET environment, the regret can be decomposed as
hence combining Lem. 8, 9 and 10 yields the result.
Discussion on the Regret Bound
The multiplicative constant cmax cmin that appears in the regret bound of UC-SSP quantifies the range of the cost function and accounts for the difference with the uniform-cost setting which translates into an infinite-horizon problem as seen in Sect. 3. For example, in the simple SSP of Fig. 1 , cmax 2cmin corresponds exactly to the first horizon at which the cumulative costs of the optimal policy in the SSP sense become smaller than those of the optimal policy in the infinite-horizon sense (since T t=1 c(s t , π (s t )) = cmax 2 and T t=1 c(s t , π ∞ (s t )) = c min T ). Interestingly, note that the presence of the ratio cmax cmin implies that the regret bound is not invariant w.r.t. a uniform additive perturbation of all costs. This behavior, which does not appear in the fixed-or infinite-horizon settings, stems from the fact that an additive offset of costs may alter the optimal policy in the SSP sense (as shown in Lem. 27, App. I).
We now isolate the dependency on the SSP-diameter. We notice that the regret bound of UC-SSP scales with D 3/2 √ K (Thm. 2). We informally translate this into a dependency on the time step T K : even though this is a random quantity in the episodic setting, it enables us to compare our rate with the state-of-the-art bounds in the fixed-and infinite-horizon settings. To do so, we note that when K is large enough, we roughly have T K DK (indeed, T K = T K,1 + T K,2 , with T K,1 ≤ Ω K K with Ω K D from Lem. 9, while T K,2 only scales at a √ K-rate from Lem. 11). The regret bound of UC-SSP thus scales with D √ T K . As shown in Lem. 2, up to a factor of c max , the SSP-diameter D is an upper bound on the range of the optimal value function (denoted by RG-VAL from now on) and as such it can be related to the horizon H in the fixed-horizon setting and the diameter D ∞ which bounds the range of the optimal bias in the infinite-horizon setting. As illustrated in Table 1 , the regret bound of UC-SSP has a similar dependency on RG-VAL as the Chernoff-based algorithms in the fixed-horizon, infinite-horizon and loop-free SSP settings. However, while Bernstein-based analyses can effectively reduce the dependency on RG-VAL for large enough time steps in the three latter settings, it is not the case for UC-SSP (as explained in detail in App. H). The gap seems to capture the tension in having to optimize over the two objectives (i) and (ii) at the same time. Whether this is an intrinsic issue of exploration in episodic settings or whether better algorithms can be devised is an open question.
Relaxation of Assumptions
Although Asm. 1 and 2 seem very natural in the SSP problem, we thoroughly investigate in App. I how they can be relaxed.
Relaxation of Asm. 2
If M is non-SSP-communicating (i.e., D = +∞), then there exists at least one (potentially unknown) dead-end state from which reaching s is impossible. This implies that VI SSP , which operates of the entire state space S, fails to converge since the values at dead-end states are infinite. If we are in the RESET environment and with prior knowledge on an upper bound J ≥ V (s 0 ), by optimizing a value function that is truncated at J, we prove that a variant of UC-SSP achieves a regret guarantee identical to Thm. 1 except that the infinite term D is replaced by J (Lem. 26, App. I.1).
Relaxation of Asm. 1
The existence of zero costs (i.e., c min = 0) renders the bound on Ω K of Lem. 9 vacuous. To circumvent this issue, we introduce an additive perturbation η k > 0 to the cost of each transition in the optimistic model of each episode k. Our resulting variant of UC-SSP achieves a regret bound of O(K 2/3 ) (Lem. 28, App. I.2). Note that the difference in rate w.r.t. K compared to the case c min > 0 stems from the fact that our procedure of offsetting the costs introduces a bias, which we minimize by selecting η k = 1 k 1/3 .
Conclusion and Extensions
We introduced the first no-regret algorithm for episodic RL (i.e., general SSP) with no restriction on the MDP structure (e.g., loop-free). Interesting directions for further investigation could be to (1) A. Proofs in Sect. 3
Proof of Lem. 3. Let π be a policy such that s is reachable from s 0 . Denote by S π the set of communicating states for policy π in M ∞ . Then the underlying Markov chain (restricted to S π ) is irreducible with a finite number of states and is thus recurrent positive (see e.g., Brémaud, 2013, Thm. 3.3) . Denoting by µ π its unique stationary distribution, we have a.s.
where (a) comes from the Ergodic Theorem for Markov Chains (see e.g., Brémaud, 2013, Thm. 4 .1) and (b) uses the fact that 1/µ π (s) corresponds to the mean return time in state s, i.e., the expected time to reach s starting from s. We conclude with the fact that V π (s 0 ) = E[τ π (s 0 )].
Proof of Lem. 4. Using the fact that K = T K t=1 1 {st=s} , the SSP-regret can be written as Note that M ∞ is weakly-communicating, where its communicating set of states corresponds to all the states in S that are accessible from s 0 with non-zero probability. Although it is weakly-communicating, the specific reward structure, combined with the fact that rewards are known, allows to run UCRL on this problem.
Remark. Consider the reward-based SSP M in Fig. 1 . M is SSP-communicating while the associated MDP M ∞ is weaklycommunicating since s 1 is transient under every policy. There are just two possible deterministic policies: π 0 (s 0 ) = a 00 and π 1 (s 0 ) = a 01 . If rewards are unknown, UCRL will periodically alternate between policy π 0 and π 1 without converging to any of the two. This is due to the fact that, in the set of plausible MDPs M k there will always be (i.e., ∀k > 0) an MDP with arbitrarily small but non-zero transition probabilityp to state s 1 , where, due to maximum uncertainty, there will be a self loop with probability 1 and reward r max (since N k (s 1 , a 10 ) ∈ {0, 1} depending on the initial state for any k). The probabilityp will be sometimes higher for action a 00 and sometimes for a 01 depending on the counter N k . This is why UCRL will never converge. When rewards are known, after a burn-in phase, it will be clear to UCRL that action a 00 is suboptimal. Even if there is probabilityp > 0 to go to s 1 , in s 1 the optimistic behaviour will be to go to s since it is the only one to provide reward. However, this imagined policy is suboptimal since it has an additional step and thus UCRL will select π 1 . Note that while it is possible to make the MDP stochastic, this will lead to a longer burn-in phase but will not change the behaviour of UCRL in the long run.
Technically, EVI is guaranteed to converge since the associated extended MDP is weakly-communicating and by Puterman (2014) it is sufficient for convergence of value iteration, see e.g., Puterman (2014, Chap. 9) for finite action space or Schweitzer (1985, Thm. 1) for compact spaces.
From Jaksch et al. (2010, Thm. 2) and using the anytime nature of UCRL, we have with probability at least 1 − δ for any T > 1,
where D ∞ := max s =s ∈S min π∈Π SR (M∞) E[τ π (s → s )] is the diameter of M ∞ . However, this bound may be vacuous since it depends on D ∞ which may be equal to +∞. By slightly changing the analysis of this result we can obtain an improved dependency on the SSP-diameter D. In particular it is sufficient to prove that for any UCRL episode k and for any iteration i of the optimal extended Bellman operator L M k (with h 0 = 0 and h i = (L M k ) i h 0 ), we have that sp(h i ) ≤ D instead of the conventional upper bound D ∞ . The remainder of the proof shows this result. It is straightforward that h i (s) ≥ h i (s) for any s ∈ S (this can be proved by recurrence on i using the definition of h i = L M k h i−1 and the fact that the reward in M k is equal to 1 s ). Introduce s ∈ argmin s h i (s) and ϕ M (s → s) the minimum expected shortest path from s to s in any MDP M . Then from Lem. 12 we have sp(
Putting everything together, we obtain that sp(h i ) ≤ D. We thus have with probability at least 1 − δ for any T > 1,
Lemma 12. Consider an (extended) MDP M and define L M as the associated optimal (extended) Bellman operator (of undiscounted value iteration). Given h 0 = 0 and h i = (L M ) i h 0 we have that
where ϕ M (s 1 → s 2 ) is the minimum expected shortest path from s 1 to s 2 in M and r max is the maximal state-action reward.
Proof (s, a, s ) ). We want to bound the probability of event E := +∞ k=1 {M ∈ M k }. As explained by Lattimore & Szepesvári (2018, Chap. 5), when (s, a) is visited for the n-th times, the next state that we observe is the n-th element of an infinite sequence of i.i.d. r.v. lying in S with probability density function p(·|s, a). In UCRL (Jaksch et al., 2010) , the sample means p k and the confidence intervals B k are defined as depending on k. Actually, these quantities depend only on the first N k (s, a) elements of the infinite i.i.d. sequences that we just mentioned. For the rest of the proof, we will therefore slightly change our notations and denote by p n (s |s, a) and B n (s |s, a) the sample means and confidence intervals after the first n visits in (s, a). Thus, the r.v. that we denoted by p k actually corresponds to p N k (s,a) with our new notation (and similarly for B k ). This change of notation will make the proof easier. Let us fix a tuple (s, a) ∈ S × A and define for all n ≥ 0 n (s, a) := 2 log((2 S − 2)5SA(n + ) 2 /δ) n + .
Since S = S + 1, it is immediate to verify that a.s.
≤ β n (s, a).
Using Weissman's inequality (Weissman et al., 2003; Jaksch et al., 2010) we have that for all n ≥ 1 P( p(·|s, a) − p n (·|s, a) 1 ≥ β n (s, a)) ≤ P( p(·|s, a) − p n (·|s, a) 1 ≥ n (s, a)) ≤ δ 5n 2 SA .
Note that when n = 0 (i.e., when there has not been any observation of (s, a)), 0 (s, a) ≥ 2 so P( p(·|s, a) − p 0 (·|s, a) 1 ≥ 0 (s, a)) = 0 by definition. As a result, we have that for all n ≥ 1 P(p(·|s, a) / ∈ B n (s, a)) ≤ δ 5n 2 SA , and this probability is equal to 0 if n = 0. Finally we obtain
which concludes the proof.
C. Proof of Lem. 8
Assume from now on that the event E holds. From Lem. 6 we have
where s k,1 := s 0 and for any k ∈ [K] and h ∈ [H k ], we introduce
Since π k is the greedy policy with respect to ( v k , ε k ), we have for any h ∈ [H k − 1],
where we introduce for any
Furthermore, whatever the value of s k,H k we have
By telescopic sum we get (using (3))
Summing over the episode index k yields
In order to provide a high-probability bound on K k=1
where we introduce for any t > 0,
we map a value t to the double index (k, h). Denote by G q the history of all random events up to (and including) step h of episode k (i.e., q = k−1 k =1 H k + h). We have E[Φ k,h |G q ] = 0 (since v k (s) = 0), and furthermore the stopping time H k is selected at the beginning of episode k so it is adapted w.r.t. G q . Hence, ( Φ t ) is a martingale difference sequence, such that | Φ t | ≤ 2c max D. For any fixed n > 0, we thus have from Azuma-Hoeffding's inequality that
As a result, we have with probability at least 1 − 2δ 3 ,
Moreover, from the pigeonhole principle,
, we thus get
Putting everything together, a union bound and Lem. 5 yields with probability at least 1 − δ,
Moreover, if there exists a constant H such that H k ≤ H and if we select ε k = 1/T k−1 , then we have T K ≤ HK and
D. Proof of Thm. 2
We can decompose the regret as
Suppose from now on that the event E is true (this holds with probability at least 1 − δ 3 for any value of K). Lem. 8 yields with probability at least 1 − δ
Lem. 11 yields with probability at least 1 − δ 3 (and for any value of K)
Lem. 10 yields with probability at least 1 − δ
Finally, we have from Lem. 9
Putting everything together and taking a union bound over all possible values of K yields the desired statement with probability at least 1 − δ (since δ
E. Proof of Lem. 9
Denote by G k−1 the history of all random events up to (and including) episode k − 1. In this section as well as in Sect. F, we will write E 1 {τ p π (s)>H k −1} | G k−1 = P(τ p π (s) > H k − 1), i.e. the probability P is only over the randomization of the sequence of states generated by the policy π in the model p starting from state s (i.e., it is conditioned on G k−1 , the policy π, the model p and the starting state s). Furthermore, recall that the · ∞ (resp. · 1 ) norm of a matrix is equal to its maximum absolute row (resp. column) sum.
We start the proof of Lem. 9 by deriving a general result -which we believe can be of independent interest -that upper bounds the moments of any discrete PH distribution. 9
Lemma 13. Consider an absorbing Markov Chain with state space Y ∪ {y}, a single absorbing state y and Y := |Y| transient states. Denote by Q ∈ R Y ×Y the transition matrix within the states in Y and by τ (y) := τ (y → y) the first hitting time of state y starting from state y. Suppose that there exists a constant λ ≥ 2 such that for any state y ∈ Y, we have E[τ (y → y)] ≤ λ. Then for any r ≥ 1 and any state y ∈ Y, we have
Proof. We first leverage a closed-form expression of the factorial moments of discrete PH distributions. For any r ≥ 1, denoting by (τ ) r the r-th factorial moment of τ , i.e., (τ ) r := τ (τ − 1)...(τ − r + 1), we have (see e.g., Latouche & Ramaswami, 1999, Eq. 2.15 ) that for any starting state y ∈ Y,
By Hölder's inequality, we have
where the last inequality uses the fact that Q j−1 ∞ ≤ 1 since the matrix Q j−1 is substochastic. There remains to upper bound the quantity
By choice of z and non-negativity of the matrix (I − Q) −1 , we have
Since τ (z) is discrete PH distribution, we have from Lem. 1 that
Consequently,
Plugging Eq. (7) into Eq. (6) thus yields for any y ∈ Y,
Furthermore, the (raw) moment of a random variable can be expressed in terms of its factorial moments by the following formula (see e.g., Joarder & Mahmood, 1997, Eq. 3 .1)
where the curly braces denote Stirling numbers of the second kind, i.e.,
Using the upper bound (see e.g., Canfield & Pomerance, 2002, Eq. 9 )
we obtain
We conclude the proof with the fact that
where the last inequality holds since λ ≥ 2.
We are now ready to prove Lem. 9. Fix an episode k ∈ [K]. For ease of notation, denote by Q := Q p k π k the optimistic transition matrix within S of policy π k in the transition model p k . Also, for any state s ∈ S, denote by τ (s) := τ p k π k (s) the hitting time of s starting from s following policy π k in the transition model p k .
Combining Lem. 6 and the fact that π k is the greedy policy w.
We introduce the Bellman operator T ε k that verifies for any vector V ∈ R S and state s ∈ S, T ε k v(s) := c(s, π k (s)) − ε k + y∈S p k (y | s, π k (s))v(y), i.e., it corresponds to the operator L π k k with ε k subtracted to all the costs. Note that its costs are all positive by choice of ε k = cmin 2t k . We have the component-wise inequality
By monotonicity of the operator T ε k (Puterman, 2014; Bertsekas, 2012), we have for all m > 0,
and hence taking the limit m → +∞ yields U π k ,ε k ≤ v k where U π k ,ε k is defined as the value function of policy π k in the model p k with ε k subtracted to all the costs, i.e.,
Using successively the above inequality, the fact that ε k ≤ cmin 2 , Lem. 6 and 2, we obtain for any s ∈ S,
No-Regret Exploration in Goal-Oriented Reinforcement Learning Fix any r ≥ 1 and s ∈ S. According to a corollary of Markov's inequality (since x → x r is a monotonically increasing non-negative function for the non-negative reals), we have
We can apply Lem. 13 to the discrete PH distribution τ with the choice of λ := 2cmaxD cmin guaranteed by Eq. (8) . This yields
Hence, we have
There exists y ∈ S such that
where the last equality comes from Lem. 1 applied to π k ∈ Π P SR ( S , A, c, p k , y ). By definition of H k := min n > 1 :
Combining this with Eq. (9) and (10) yields
which implies that
In particular, selecting r := log(2S √ k) yields
Hence,
F. Proof of Lem. 10
For simplicity we denote τ k := τ p π k , i.e., it corresponds to the hitting time of policy π k in the true MDP. For any h ∈ [H k ] we define
Since F K = K k=1 1 {τ k (s k,1 )>H k −1} , we have
where we define
By telescopic sum we thus get
(Ψ k,h ) is a martingale difference sequence with |Ψ k,h | ≤ 2, so from Azuma-Hoeffding's inequality, in the same vein as in Eq. (4), we have with probability at least 1 − 2δ
By the pigeonhole principle (Eq. 5), we have
From Lem. 1 and Hölder's inequality, we have
Consequently, by choice of
G. Proof of Lem. 11
Consider any state x ∈ S and denote by M x = S , A, r x , p x , x the MDP such that r x = 1 s and p x (·|s, a) = p(·|s, a) for s = s and p x (·|s, a) = 1 x for all a. We note that min π E M [τ π (x → s)] = min π E Mx [τ π (x → s)] and we denote this quantity by D xs . M x is constructed in a way that running UCRL on it means that when we start from x, we target to reach s as fast as possible in expectation.
Lemma 14. Denote by Ψ x,m the random variable of the time at which state s is reached for the m-th time by running UCRL2B on the MDP M x starting from state x. With probability at least 1 − δ, for any m ≥ 0, it holds that
Proof. Fix x ∈ S. Denoting by ρ x the optimal average reward of M x , the regret of any algorithm A up to T x time steps can be decomposed as
where m x is the number of times s has been reached up to T x time steps. Following the proof of Lem. 4, we can obtain a regret bound for UCRL2B (even if M x is only weakly communicating) and replace the dependency on the diameter of M x by sup x =s D xs = D where we recall that D is the SSP-diameter of M . Hence, there exists an absolute numerical constant α > 0 (i.e., independent of the MDP instance) such that with probability at least 1 − δ, for any T x > 1,
Using ρ x = 1 Dxs+1 ≥ 1 D+1 from a simple adaptation of the proof of Lem. 3, we obtain
We seek an upper bound on Ψ x,m := min {T x |m x (T x ) = m}. We have
By applying Lem. 15 with the constants c 1 = 1 D+1 , c 2 = m and c 3 = α √ DΓSA, c 4 = 1 δ and c 5 = αD 2 S 2 A, we get
We now have all the tools to prove Lem. 11. By taking a union bound over states of Lem. 14, we can obtain that with probability at least 1 − δ, for any x ∈ S and m ≥ 0,
Introduce n (K) x = k∈F K 1 {x k =x} for any x ∈ S. Note that x∈S n (K) x = F K . Then with probability at least 1 − δ,
G.1. Technical lemmas used in the proof of Lem. 11
Lemma 15. For any x ≥ 2 and c 1 , c 2 , c 3 , c 4 , c 5 > 0 such that c 1 x ≤ c 2 + c 3 √ x log(c 4 x) + c 5 log(c 4 x) 2 and c 4 ≥ 1, the following holds
Proof. Let us define the function f such that for every
Then for x ≥ 2, f is strictly concave and admits a maximum. Let x be the point where f attains its maximum. By setting the derivative of f to zero, we have
Injecting this into the definition of f yields
Lemma 16. For any x ≥ 2 and a 1 , a 2 , a 3 , a 4 > 0 such that a 3 x ≤ a 1 √ x log(a 2 x) + a 4 log(a 2 x), the following holds
.
Proof. Assume that a 3 x ≤ a 1 √ x log(a 2 x) + a 4 log(a 2 x). Then we have a3
Thus we have x ≤ 2a4 a3 log(a 2 x) + 2a0 a3 and we conclude the proof using Lem. 18.
Lemma 17 (Kazerouni et al., 2017, Lem. 8) . For any x ≥ 2 and a 1 , a 2 , a 3 > 0, the following holds
Lemma 18. Let b 1 , b 2 and b 3 be three positive constants such that log(b 1 b 2 ) ≥ 1. Then any
From Lem. 19 we have y ≤ 2b 1 log(2b 1 b 2 ), which concludes the proof.
Lemma 19 (Kazerouni et al., 2017, Lem. 9) . Let b 1 and b 2 be two positive constants such that log(b 1 b 2 ) ≥ 1. Then any
H. On the use of a Bernstein-based analysis H.1. Algorithm UC-SSP-BF
Recent work on regret minimization in RL (see e.g., Azar et al., 2017; Fruit et al., 2019) apply variance reduction techniques to obtain improved regret bounds for large enough time steps. We introduce UC-SSP-BF, a variant of UC-SSP that constructs confidence intervals based on the empirical Bernstein inequality rather than Hoeffdings inequality. Formally, we define for all (s, a, s ) ∈ S × A × S
where σ 2 k (s |s, a) is the variance of p k (s |s, a). Recall that the samples N + k (s, a) are only those collected during phases x. Finally, we introduce Γ := max (s,a)∈S×A Γ(s, a) ≤ S + 1 with Γ(s, a) := p(·|s, a) 0 the support of the transition probabilities p(·|s, a).
H.2. Main results
First, we prove that applying variance reduction methods enables to improve the dependency on D in the leading term of the truncated regret W K (i.e., from D to √ D).
Lemma 20. With probability at least 1 − δ,
As an immediate corollary of Lem. 20, we have Lemma 21. With probability at least 1 − δ,
Second, however, we show that the dependency on D of the regret contribution of the phases y does not get decreased (i.e., it remains in D).
Lemma 22. With probability at least 1 − δ,
Hence, by combining Lem. 20 and 22, we obtain that the regret of UC-SSP-BF showcases no improvement in the dependency on D, although the state dependency is improved from S to √ ΓS.
Theorem 3. With probability at least 1 − δ, for any K ≥ 1,
Note that the "burn-in" term can be decomposed into two parts: 1) c max D 2 S 2 A log Ω K K δ log(Ω K K) comes from the variance reduction methods and it is of the same order as the "burn-ins" in Azar et al. (2017) or Fruit et al. (2019) , 2) c max D 3 S 3 A log 1 δ is the same "burn-in" term as in Thm. 2. Finally, under the RESET environment, the dependency on D of the regret contribution of the resetting procedure (i.e., RF K ) goes from D 3/2 to max D, R √ D .
Theorem 4. Under the RESET environment, with probability at least 1 − δ, for any K ≥ 1,
H.3. Proof of Lem. 20
H.3.1. PRELIMINARIES Throughout App. H.3 we make the following abuse of notation: T K ≡ T K,1 . Moreover, for the sake of clarity and simplicity we write p k (·|s) := p(·|s, π k (s)), p k (·|s) := p k (·|s, π k (s)) and p k (·|s) := p k (·|s, π k (s)). For any vector u we write u 2 = u • u the Hadamard product of u with itself. For any probability distribution q and any vector u we define
We recall Freedman's inequality. Lemma 23 (Freedman's inequality). Let (X n , F n ) n∈N be a martingale sequence difference such that |X n | ≤ a a.s. for all n ∈ N. Then for all δ ∈ (0, 1),
We start with a useful technical lemma. Lemma 24. As a consequence of Lem. 25 we have
From the Cauchy-Schwarz inequality,
Consequently, applying Lem. 24 yields
There remains to bound the sum Y K := k,h V k (s k,h , π k (s k,h )). Since π k is deterministic, we have
We perform the following decomposition
Applying successively Hölder's inequality, the Cauchy-Schwarz inequality and Lem. 24 yields
The term b is a martingale sequence difference, hence from Azuma's inequality (in the same vein as in Eq. 4), we have with probability at least 1 − δ
As for the last term c , note that we have
Using that (x + y) 2 = x 2 + y(2x + y) with x = v k (s k,h ) and y = p k (·|s k,h ) v k (and therefore 2x + y = v k (s k,h ) + p k (·|s k,h ) v k ), we obtain
and so applying the reverse triangle inequality yields
Furthermore, we can decompose
d can be bounded in the same manner as a , hence
As for the term e , we have from Lem. 6 we have
Applying the reverse triangle inequality and using that ε k = cmin 2t k ≤ c max then yields the following bound
Putting a , b , c , d and e together, we have with probability at least 1 − 5δ 6 ,
H.3.4. BOUNDING Φ K
We now proceed in bounding Φ K := K k=1
. We map the double index (k, h) to a value t k,h := k−1 k =1 H k + h (i.e., t 1,1 = 1, t 1,2 = 2, . . .). Denote by G t k,h the history of all random events up to (and including) step h of episode k. We have E Φ k,h |G t k,h = 0 (since v k (s) = 0), and furthermore H k is a stopping time selected at the beginning of episode k so it is adapted w.r.t. G t k,h . Hence, (Φ k,h ) is a martingale difference sequence, such that |Φ k,h | ≤ 2c max D.
Define the random variable z s k := v k − p k (·|s) v k . From Freedman's inequality (Lem. 23), we have with probability at least 1 − δ
There remains to bound Z K . Notice that we have
Using that for any n ≥ 1 and any n-uple (a 1 , .., a n ) ∈ R n , (
where the last double sum can be bounded in the same vein as Y K in Sect. H.3.3. Hence we get similarly to Eq. (13) that (1), while for T K ≤ D 2 s,a Γ(s, a) log(T K ) log T K δ , we can use the trivial upper bound c max T K on W K , i.e.,
Consequently, with probability at least 1 − δ,
Finally, since H k ≤ Ω K by definition and we select ε k = c max /T k−1 , we have T K ≤ Ω K K and K k=1 H k ε k ≤ c max T K t=1 Ω K t ≤ c max Ω K (1 + log(T K )).
H.4. Proof of Lem. 22
Lem. 11 yields with probability at least 1 − δ 3 (and for any value of K) T K,2 ≤ 2(D + 1)F K + β(M ).
As in the proof of Lem. 10, we have with probability at least 1 − 2δ 3 F K ≤ 2 2Ω K K log 3(Ω K K) 2 δ + 2 ≤ 2 ΓSAT K,1 log 6SAT K,1 δ + 12S 2 A log 6SAT K,1 δ log(3T K,1 ), and consequently,
I. Relaxation of Assumptions
I.1. Relaxation of Asm. 2 (i.e., if M is non-SSP-communicating, i.e., D = +∞)
The requirement that the goal is reachable from any state (Asm. 2) is a natural and inherent assumption of the SSP problem as introduced by Bertsekas (2012). However, a reasonable extension is to allow for the existence of (potentially unknown) dead-end states, i.e., states from which reaching the goal is impossible. In that case, VI SSP , which operates of the entire state space S, fails to converge since the values at dead-end states are infinite. Kolobov et al. (2012) propose to put a "cap" on any state's cost by optimizing the truncated value function, or Finite-Penalty criterion, V π J (s) := min{J, V π (s)},
where J > 0 corresponds to a penalty incurred if a dead-end state is visited. From Kolobov et al. (2012) , there exists an optimal policy π J (s) that minimizes V π J (s) and the optimal truncated value function V J is a fixed point of the modified Bellman operator L J defined as Denote by S DE S the set of dead-end states. We replace Asm. 2 with the following assumptions.
Assumption 5. 1) s 0 / ∈ S DE . 2) V (s 0 ) < +∞ and an upper bound J on V (s 0 ) is known. 3) We augment the action space A with an action a that causes a transition from any state in S to the target state with probability 1 and cost J (i.e., we place ourselves in the environment RESET of Def. 3).
Note that 1) and 3) of Asm. 5 are required to make the learning problem and the definition of regret sensible (i.e., we have V (s 0 ) < +∞ and we have the possibility to reset whenever we are stuck in a dead-end state). Moreover, 2) guarantees that V (s 0 ) = V J (s 0 ) and that if we run EVI on L J instead of L, then J is an upper bound on the optimistic value function output by EVI (instead of c max D which is vacuous when D = +∞). Note that 2) is tightly related to the requirement of Fruit et al. (2018b) of prior knowledge on an upper bound of the span of the optimal bias function, and that 1) is similar to the assumption of a starting state belonging to the set of communicating states in TUCRL (Fruit et al., 2018a) . Lemma 27. For any η > 0, there exists an SSP instance whose optimal policy is different from the one of an identical SSP with all of its transition costs offset by η.
Proof. Let us consider the SSP from Fig. 2 , whose costs are c(s 0 , a 0,0 ) = 4η, c(s 0 , a 0,1 ) = η, c(s 1 , a 1,0 ) = η, c(s 2 , a 2,0 ) = η. The optimal policy executes action a 0,1 in state s 0 . Yet if the cost are offset by η, the optimal policy executes action a 0,1 in state s 0 .
Offsetting the costs thus introduces a bias which should be adequately controlled by the choice of η k . We consider the algorithm UC-SSP-L η , which differs from UC-SSP by introducing an additive perturbation η k > 0 to the cost of each transition in the optimistic model of each episode k, i.e., the algorithm iterates EVI SSP up to an accuracy of ε k := cmax t k on the operator L η defined as where Υ := E[τ π ] ∞ is an upper bound on the expected hitting time of the optimal policy π in the original SSP (i.e., without any cost-offset) starting from any state in S.
Proof. UC-SSP-L η modifies the EVI procedure so that it selects a pair ( π k , p k ) that satisfies for any s ∈ S ( π k , p k ) ∈ arg min π, p v (η) π, p (s),
where v 
Plugging into Eq. (17) that v k (s) ≥ 0 and V ∞ ≤ c max D from Lem. 2 (which does not require c min > 0) yields
Hence the term cmaxD cmin in Eq. (8) (and thus in Lem. 9) can be replaced by the upper bound in Eq. (18), i.e., under the event E,
Furthermore, using Eq. (17) the regret can be decomposed as
where the double sum can be bounded by (excluding lower-order terms)
O (c max D + η K Υ )S AΩ K K log Ω K K δ by adapting the proof of Lem. 8, since π k is the greedy policy w.r.t. the optimistic value function v (η) k which satisfies v (η) k ∞ ≤ c max D + η k Υ from Eq. (17). Moreover, we can bound T K,2 as in Sect. 5 by combining Lem. 10 and 11. Hence selecting η k = 1 k 1/3 and plugging in the bound on Ω K yields the desired bound.
An interesting future direction could be to allow for negative costs yet this extension is outside the scope of the paper. Table 2 . Regret guarantees of UC-SSP depending on the assumptions made and the choices of the Bellman operator for EVISSP.
