Abstract
Keywords

23
Melbourne, Neural network model, Particle Swarm Optimization, Singular Spectrum Analysis,
24
Urban water demand, Water sustainability reduction in rainfall, also increase the consumption of and demand for water. As it is anticipated 32 that climate change will cause substantial increases in temperature, a decrease in rainfall and a 33 more droughts, it is necessary to analyse these issues and explore the relationships between 34 climate and water consumption used to predict water demand (Zhoua et al., 2000) .
35
Forecasting municipal water consumption, a task of considerable significance for water 36 utilities, aims to minimise the risks involved in decision-making (Walker et al., 2015) . Marlow revealed that a model consisting of multiple input variables is better than a single variable input.
66
The GRNN outperformed all other ANN techniques and Multiple Linear Regression (MLR) 67 when predicting monthly water demand. 
70
This study also used historical monthly data from Izmir city, Turkey, over the same period 71 (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) With this in mind, this paper has three aims: 
99
To the best of our knowledge, no previous study has been conducted that integrates the above 100 three aims. showed that both techniques can minimise prediction errors, the combination of both found to 122 be the most efficient pre-processing method. In the current research, Singular Spectrum
123
Analysis (SSA) was used for detrending, deseasoning and noise removal. 
Singular Spectrum Analysis (SSA)
125
SSA is a powerful method used to analyse time series to uncover significant prediction 126 characteristics. It can be used for both linear and nonlinear time series and small sample sizes.
127
It does not rely on any statistical assumptions based on the stationarity and linearity of the 
135
In the decomposition step, a signal y of length T, y1, y2, …., yT, is mapped onto a length window
136
(L) to create the so-called trajectory matrix, the Hankel matrix, X (L×K) where K=T-L+1 (Eq.
137
(1)). (1)
139
The Hankel matrix (X) will be subject to singular value decomposition to get (L) eigenvectors where i=1,2….L, m= 1,2…n, j=1,2…L, and the prime means transpose.
145
Projecting the PCs on the eigenvectors (U) will get the primary matrices L (EIi=Ui PC ʹ i )
146
where i= 1, 2…..L and the prime denotes transposition.
147
In this study, L will be equal to 12 so as to extract all the seasonal components together (12, 6, 148 4, 3, 2.4, and 2-months harmonics), the trend and noise (Golyandina et al., 2001 ) .
149
The contribution of these primary matrix norms to the original Hankel matrix norm follows a 150 singular values trend, meaning that the highest contribution will go to the first matrix, the 151 lowest contribution to the last. achieved via the diagonal averaging mechanism that is depicted below (Ghil et al., 2002) .
The normalisation factor (Nm), the upper (Um) and the lower (Lm) of sums vary for the centre 161 and edges of the signal. They are defined as shown below:
The new reconstructed signals (yr) will be utilised for seasonal forecasting.
164
In this study, the SSA technique has been used for the following purposes: 
195
In each process of iteration, the velocity and position of each particle in the swarm is updated As a mechanism to filter particular signals, the time series has been reconstructed using only A correlation matrix was used for water consumption and the weather variables across the raw,
284
seasonal and stochastic phases to show the impact of the SSA on the data ( 
293
Further to this, the variance inflation factor (VIF) was applied to avoid multicollinearity. Three 294 weather variables; maximum temperature, radiation and rainfall, were selected to be input 295 factors in both seasonal and stochastic models.
296
According to Tabachnick and Fidell (2013) , the required sample size is based on the number 
300
In this study the number of cases is N=120, more than the 107 required. To explore the predictive performance of the hybrid model, the coefficient of regression (R)
324
was determined between the measured and predicted water demands, as shown in Figure 9 .
325
The observed water consumption (i.e., the target on the x-axis) is plotted against the predicted 
