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Abstract 11 
The drive-by bridge parameter identification has been an active research area in recent years. An 12 
instrumented vehicle passing over a bridge deck captures the dynamic information of the bridge structure 13 
without bridge closure and onsite instrumentation. The vehicle dynamic response includes components 14 
associated with the bridge surface roughness, and the vehicle and bridge vibration. It is a big challenge to 15 
separate these components and extract the bridge modal parameters from the vehicle response. A novel 16 
drive by blind modal identification with singular spectrum analysis is proposed to extract the bridge modal 17 
frequencies from the vehicle dynamic response. The single-channel measured vehicular response is 18 
decomposed into a multi-channel dataset using SSA, and the bridge frequencies are then extracted via the 19 
blind modal identification. Numerical results show that the proposed method is effective and robust to 20 
extract the bridge frequencies from the vehicle response measurement even with Class B road surface 21 
roughness. The effects of the moving speed and the vehicle parameters on the identification are also 22 
studied. A vehicle-bridge interaction model in the laboratory is also studied to further verify the proposed 23 
method using one and two axle vehicles.   24 
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Indirect bridge monitoring, also referred to as “drive by bridge health monitoring” has been an active field 30 
of research in recent years (Malekjafarian et al., 2015). Unlike the conventional direct approach, the sensor 31 
is installed on the axle of vehicle instead of the bridge deck. This indirect method is cost-effective and 32 
convenient compared to the direct approach. There is a big potential for a quick scan of bridges in the road 33 
network using the instrumented vehicle. The identification of bridge modal parameters is a critical part for 34 
vibration-based structural health monitoring (SHM). Yang et al. (2004) pioneered an indirect approach to 35 
extract natural frequencies of bridge structures from the acceleration response of a vehicle during its 36 
passage over the bridge deck. The response of the moving vehicle contains dynamic information of the 37 
structure. However, when the vehicle moves on a rough bridge deck, the vehicular frequency is usually 38 
dominating in its response spectrum and it masks the bridge frequency components. Yang et al. (2012) 39 
used the technique of subtracting the responses or the response spectra of two successive vehicles to 40 
mitigate the impacts of road surface roughness on the identification of bridge frequencies. However, the 41 
elimination or reduction of the road surface roughness effect is still a big challenge which needs further 42 
study for practical application of the indirect method, especially with only one instrumented vehicle (Zhu 43 
and Law, 2015; Yang and Yang, 2018). 44 
The blind source separation (BSS) has been a promising tool for the output-only modal identification 45 
(Sadhu et al., 2017) in last decade. BSS is originally used to recover special source components from the 46 
measured data, and the second-order blind identification (SOBI) is used to solve the BSS problem (Antoni, 47 
2005). The mathematical equivalence between the modal expansion theorem and the BSS methods has 48 
been studied (Kerschem et al., 2007; Poncelet et al., 2007). The SOBI algorithm could produce 49 
components that are mathematic equivalent with structural modal responses from the measured data 50 
without any modifications (Zhou and Chelidze, 2007). A framework for output-only blind modal 51 
identification (BMID) was developed basing on the SOBI (McNeil and Zimmerman, 2008). Structural 52 
modal frequencies and damping ratios were estimated from modal response related components. Recently, 53 
BSS has been modified and applied to non-stationary problems (Hazra et al., 2009; Yang and Nagarajaiah, 54 
2012). It needs to have enough independent observations that the number of sensors should be equal or 55 
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greater than the number of modes (McNeil and Zimmerman, 2008). When considering the drive-by bridge 56 
modal parameter identification using one instrumented vehicle, only one sensor is installed on the vehicle 57 
and one single channel of measurement is available. To solve the underdetermined problems where the 58 
number of observations is less than the number of active components, the sparsity of sources is widely 59 
exploited in time-frequency domain (Zhen et al., 2017). Wang and Hao (2013) proposed a structural 60 
damage identification method based on compressive sensing (CS). The application of CS relies on the 61 
sparsity of signals in a transform domain. In this paper, to extract the independent components for the 62 
bridge modal frequency identification with one moving sensor in time domain, a pre-process to construct 63 
multi-channel datasets from the single channel measurement is required before applying the BMID 64 
method. 65 
The singular spectrum analysis (SSA) is a data analysis technique that can decompose a set of time-series 66 
data into a finite number of interpretable components in time-domain ordered by their corresponding 67 
singular values (Liu et al., 2014). The obtained components represent the trends, oscillatory components, 68 
noises or others. When the vehicle moves over a rough deck surface, the spectrum of the vehicle response 69 
contains a dominant component related to the vehicular frequency. This component is taken as the “trend” 70 
which masks the bridge-related frequencies in the spectrum (Yang et al., 2013). Yang et al. (2013) used 71 
SSA to filter the vehicle response component for improving the visibility of bridge response components. 72 
However, under- or over-filtering may happen with the grouping. In this study, the vehicular response is 73 
decomposed into a number of components as a multi-channel dataset which will be analysed with the BSS 74 
to identify the bridge modal frequencies.  75 
Some researches have been conducted on the effect of some influential factors on the drive-by bridge 76 
frequency identification, i.e. road surface roughness, vehicle properties, the moving speed, ongoing traffic, 77 
and the measurement noise (Chang et al., 2010; Malekjafarian and Obrien, 2017). To the best knowledge 78 
of the authors, there is little research on the component analysis of the measured vehicular response for the 79 
bridge modal frequency identification. In this paper, the single channel measurement based blind modal 80 
identification method is proposed to extract the bridge modal frequencies from dynamic responses of the 81 
vehicle passage over the bridge deck. The SSA technique is used to separate the vehicle response into 82 
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multiple independent components which are then input into the BSS to extract the modal responses for the 83 
indirect identification of the bridge modal frequency. Numerical and experimental studies with a vehicle-84 
bridge interaction model in the laboratory are conducted to verify the proposed method. The effects of 85 
some influential system parameters on the identification are also investigated.  86 
Theoretical background 87 
Equation of motion for the bridge 88 
The equation of motion for the bridge is given (Zhu and Law, 2002) as 89 
𝐌𝐌𝑏𝑏?̈?𝐝𝑏𝑏 + 𝐂𝐂𝑏𝑏?̇?𝐝𝑏𝑏 + 𝐊𝐊𝑏𝑏𝐝𝐝𝑏𝑏 = 𝐅𝐅       (1) 90 
where 𝐌𝐌𝑏𝑏, 𝐂𝐂𝑏𝑏, 𝐊𝐊𝑏𝑏  are the mass, damping and stiffness matrices of the bridge, respectively; 𝑭𝑭 is the vector 91 
of interaction forces acting on the bridge due to the traffic excitation. 𝐝𝐝𝑏𝑏 , ?̇?𝐝𝑏𝑏 , ?̈?𝐝𝑏𝑏  are the vectors of 92 
displacement, velocity and acceleration responses of the bridge respectively.  93 
The displacement of the bridge can be expressed as follows with the modal superposition method (Clough 94 
and Penzien, 1975) 95 
𝑑𝑑𝑏𝑏(𝑥𝑥, 𝑡𝑡) = ∑ 𝜙𝜙𝑖𝑖(𝑥𝑥)𝑁𝑁𝑖𝑖=1 𝑌𝑌𝑖𝑖(𝑡𝑡)      (2) 96 
where N is the number of vibration modes considered. 𝜙𝜙𝑖𝑖(𝑥𝑥),𝑌𝑌𝑖𝑖(𝑡𝑡) are the ith mode shape and modal 97 
response, respectively. 98 
Substituting Eq. (2) into Eq. (1) and applying the orthogonality conditions, Eq. (1) becomes: 99 
?̈?𝑌𝑖𝑖 + 2𝜉𝜉𝑖𝑖𝜔𝜔𝑖𝑖?̇?𝑌𝑖𝑖 + 𝜔𝜔𝑖𝑖2𝑌𝑌𝑖𝑖 = 𝑃𝑃𝑖𝑖(𝑡𝑡)       (3) 100 
where 𝜔𝜔𝑖𝑖, 𝜉𝜉𝑖𝑖,𝑀𝑀𝑖𝑖 are the ith modal frequency, damping ratio and the modal mass of the bridge. The modal 101 
force is given by 𝑃𝑃𝑖𝑖(𝑡𝑡) = ∫ 𝐹𝐹(𝑥𝑥, 𝑡𝑡)∅𝑖𝑖(𝑥𝑥)𝑑𝑑𝑥𝑥
𝐿𝐿
0 /𝑀𝑀𝑖𝑖 and 𝐹𝐹(𝑥𝑥, 𝑡𝑡) is the traffic excitation.  102 
Equation of motion for the instrumented vehicle 103 
The instrumented vehicle is assumed to move over the deck at a constant speed v , as shown in Figure 1. 104 
The vehicle is modelled as a quarter-car model with single-degree-of-freedom (SDOF). The equation of 105 
motion for the vehicle can be obtained as: 106 
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𝑚𝑚𝑣𝑣?̈?𝑑𝑣𝑣(𝑡𝑡) + 𝑐𝑐𝑣𝑣?̇?𝑑𝑣𝑣(𝑡𝑡) + 𝑘𝑘𝑣𝑣𝑑𝑑𝑣𝑣(𝑡𝑡) = �𝑐𝑐𝑣𝑣�?̇?𝑑𝑏𝑏(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣𝑟𝑟′(𝑥𝑥)� + 𝑘𝑘𝑣𝑣[𝑑𝑑𝑏𝑏(𝑥𝑥, 𝑡𝑡) + 𝑟𝑟(𝑥𝑥)]�𝑥𝑥=𝑣𝑣𝑣𝑣   (4) 107 
where 𝑚𝑚𝑣𝑣,𝑘𝑘𝑣𝑣, 𝑐𝑐𝑣𝑣 are the mass, stiffness and damping of the vehicle, respectively; 𝑑𝑑𝑣𝑣(𝑡𝑡), ?̇?𝑑𝑣𝑣(𝑡𝑡), ?̈?𝑑𝑣𝑣(𝑡𝑡)  are 108 
the vertical displacement, velocity and acceleration of the vehicle, respectively; 𝑑𝑑𝑏𝑏(𝑥𝑥, 𝑡𝑡), ?̇?𝑑𝑏𝑏(𝑥𝑥, 𝑡𝑡) are the 109 
vertical displacement and velocity of the bridge at the contact point x and time t; 𝑟𝑟(𝑥𝑥) is the road surface 110 
roughness function with 𝑟𝑟′(𝑥𝑥) = 𝑑𝑑𝑟𝑟(𝑥𝑥)/𝑑𝑑𝑥𝑥. 111 
The right-hand-side (RHS) of Eq. (4) can be rewritten as 112 
𝑓𝑓(𝑡𝑡) = �𝑐𝑐𝑣𝑣�?̇?𝑑𝑏𝑏(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣𝑟𝑟′(𝑥𝑥)� + 𝑘𝑘𝑣𝑣[𝑑𝑑𝑏𝑏(𝑥𝑥, 𝑡𝑡) + 𝑟𝑟(𝑥𝑥)]�𝑥𝑥=𝑣𝑣𝑣𝑣       (5) 113 
With the Duhamel’s integral, the dynamic response of the vehicle can be obtained as 114 
𝑑𝑑𝑣𝑣(𝑡𝑡) = ℎ𝑣𝑣(𝑡𝑡) ⊗𝑓𝑓(𝑡𝑡)      (6) 115 
where ℎ𝑣𝑣(𝑡𝑡) is the impulse response function of the vehicle system. ⊗ is the convolution operator.  116 
Ignoring the effect of the road surface roughness and the vehicle damping and submitting Eqs. (2) and (5) 117 
into (6), the vehicle response can be written as 118 
 𝑑𝑑𝑣𝑣(𝑡𝑡) = ℎ𝑣𝑣(𝑡𝑡) ⊗ {𝑘𝑘𝑣𝑣[∑ 𝜙𝜙𝑖𝑖(𝑣𝑣𝑡𝑡)𝑁𝑁𝑖𝑖=1 𝑌𝑌𝑖𝑖(𝑡𝑡)]}      (7) 119 
which is the convolution of the impulse response function and the bridge response and it includes the 120 
vehicle and bridge response components. The vehicle response becomes more complicated when the 121 
vehicle damping and the road surface roughness are considered, and there is a need of an effective tool to 122 
extract the bridge response components from the vehicle response.  123 
Drive by blind modal identification using singular spectrum analysis 124 
The drive by blind modal identification with SSA mainly consists of two steps: the first step is to 125 
decompose the vehicle response into a set of independent time series data. The second step is to extract the 126 
modal responses through the BSS for the identification of the bridge modal frequencies. Only the dynamic 127 
response measurement of the vehicle when crossing the bridge deck is used in the identification.  128 
Decomposition of the vehicle response using SSA 129 
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In this step, the single-channel measured vehicle response is decomposed into a multi-channel dataset 130 
using SSA. There are two stages for performing the SSA, i.e. decomposition and reconstruction. The first 131 
stage is to decompose the time series into a set of elementary matrices based on two separate steps: 132 
embedding and singular value decomposition. The second stage is to extract its constituting components 133 
based on the diagonal averaging and grouping steps. The SSA adopted in this study is briefly described 134 
below whereas more details can be referred to Liu et al.(2014). 135 
1) Embedding 136 
A measurement data vector 𝐝𝐝𝒗𝒗(𝑡𝑡) = [𝑑𝑑0,𝑑𝑑1,𝑑𝑑2, … ,𝑑𝑑𝑁𝑁−1]  with length N can be divided into L  lagged 137 
vectors 𝑋𝑋𝑖𝑖 as �𝑋𝑋𝑖𝑖 = [𝑑𝑑𝑖𝑖−1,𝑑𝑑𝑖𝑖 , 𝑑𝑑𝑖𝑖+1 ⋯𝑑𝑑𝑖𝑖+𝑁𝑁𝐿𝐿−2]
𝑇𝑇 ,   𝑖𝑖 = 1,2, … 𝐿𝐿�. 𝑁𝑁𝐿𝐿 is the window length that is an integer 138 
between 1 and N, and 𝐿𝐿 = 𝑁𝑁 − 𝑁𝑁𝐿𝐿 + 1. These L  vectors can further be formed into a trajectory matrix 𝐗𝐗 as 139 









�   (8) 140 
The (𝑖𝑖, 𝑗𝑗)𝑡𝑡ℎ element of 𝐗𝐗 in Eq. (8) is 𝑥𝑥𝑖𝑖𝑖𝑖 = 𝑑𝑑𝑖𝑖+𝑖𝑖−2. Hence the trajectory matrix 𝐗𝐗 ∈ 𝑅𝑅𝑁𝑁𝐿𝐿×𝐿𝐿  is a Hankel 141 
matrix. 142 
2) Singular value decomposition  143 
Let 𝐒𝐒 = 𝐗𝐗𝐗𝐗𝑇𝑇  which is a 𝑁𝑁𝐿𝐿 × 𝑁𝑁𝐿𝐿  square matrix. 𝑁𝑁𝐿𝐿 eigenvalues and the corresponding eigenvectors of 144 
matrix 𝐒𝐒 are denoted as 𝜆𝜆1, 𝜆𝜆2, … , 𝜆𝜆𝑁𝑁𝐿𝐿  (𝜆𝜆1 > 𝜆𝜆2 > ⋯ > 𝜆𝜆𝑁𝑁𝐿𝐿) and 𝐔𝐔1,𝐔𝐔2, … ,𝐔𝐔𝑁𝑁𝐿𝐿 , respectively. Supposing 145 
𝑁𝑁𝑠𝑠  is the number of positive eigenvalues (𝑁𝑁𝑠𝑠 ≤ 𝑁𝑁𝐿𝐿) , the squared root of these eigenvalues, i.e. 146 
�𝜆𝜆1,�𝜆𝜆2, … ,�𝜆𝜆𝑁𝑁𝑠𝑠, are referred to as the singular values of the trajectory matrix 𝐗𝐗. The extremely small 147 
singular values are ignored in the decomposition process and it will not affect the accuracy. The 148 
elementary matrix 𝐗𝐗𝑠𝑠𝑖𝑖 for a �𝜆𝜆𝑖𝑖 can be obtained as  149 
𝐗𝐗𝑠𝑠𝑖𝑖 = �𝜆𝜆𝑖𝑖𝐔𝐔𝑖𝑖𝐕𝐕𝑖𝑖𝑇𝑇       (9) 150 
where 𝐕𝐕𝑖𝑖 = 𝐗𝐗𝑇𝑇𝐔𝐔𝑖𝑖 �𝜆𝜆𝑖𝑖⁄ . 𝐔𝐔𝑖𝑖 and 𝐕𝐕𝑖𝑖 are the left and right singular vectors, respectively. The trajectory matrix 151 
𝐗𝐗 can then be expressed as the summation of the 𝑁𝑁𝑠𝑠 elementary matrices as  152 
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𝐗𝐗 = 𝐗𝐗𝑠𝑠1 + 𝐗𝐗𝑠𝑠2 + ⋯+ 𝐗𝐗𝑠𝑠𝑁𝑁𝑠𝑠           (10) 153 
The trajectory matrix X  is then decomposed into sN  elementary matrices of rank 1 with a norm equal to 154 
the singular value. This is the singular value decomposition of the trajectory matrix 𝐗𝐗. 155 
3) Grouping 156 
All elementary matrices obtained in the last step can be put into 𝑁𝑁g  groups by a pre-set criteria. The 157 
grouping criteria depends on the expected function of the SSA, e.g., denoising, smoothing, harmonic 158 
component extracting, etc. The elementary matrices in the same group are summed and 𝑁𝑁g resultant 159 
matrices, i.e. 𝐗𝐗g1,𝐗𝐗g2, …𝐗𝐗g𝑁𝑁g, can be obtained. The original trajectory matrix 𝐗𝐗 can then be expressed as 160 
 𝐗𝐗 = 𝐗𝐗g1 + 𝐗𝐗g2 + ⋯+ 𝐗𝐗g𝑁𝑁g       (11)                        161 
The groups can be formed based on the information contained into the singular vectors (Hassani, 2007). 162 
Since the singular values are arranged in a descending order, the first few elementary matrices contribute 163 
more than other ones in the trajectory matrix. Therefore each major elementary matrix will form one group 164 
for the reconstruction in the proposed method.  165 
4) Skew diagonal averaging 166 
Each resultant matrix in the last step is converted into a new set of time-series data with the same length as 167 
the original dataset. A skew diagonal averaging procedure is adopted to recover the time series. Let 𝐘𝐘 be 168 
any of the resultant matrixes 𝐗𝐗g𝑙𝑙, with the elements denoted as 𝑦𝑦𝑖𝑖𝑖𝑖, 𝑖𝑖 = 1, 2, … ,𝑁𝑁𝐿𝐿 , 𝑗𝑗 = 1, 2, … , 𝐿𝐿. For𝑁𝑁𝐿𝐿 <169 
𝐿𝐿, the recovered time-series data 𝐝𝐝(𝑙𝑙) = [𝑑𝑑0
(𝑙𝑙),𝑑𝑑1
(𝑙𝑙), …𝑑𝑑𝑁𝑁−1















𝑚𝑚=1              for 𝑁𝑁𝐿𝐿 − 1 ≤ 𝑘𝑘 ≤ 𝐿𝐿
1
𝑁𝑁−𝑘𝑘
∑ 𝑦𝑦𝑚𝑚,𝑘𝑘−𝑚𝑚+2𝑁𝑁−𝐿𝐿+1𝑚𝑚=𝑘𝑘−𝐿𝐿+2  for 𝐿𝐿 < 𝑘𝑘 ≤ 𝑁𝑁 − 1
      (12) 171 
For 𝑁𝑁𝐿𝐿 > 𝐿𝐿, the length 𝑁𝑁𝐿𝐿 should be switched with L in the preceding expressions. There are 𝑁𝑁g sets of 172 
time series data �𝐝𝐝(𝑙𝑙),   𝑙𝑙 = 1,2, …𝑁𝑁g� obtained from 𝐝𝐝𝒗𝒗(𝑡𝑡) and the new data vector 𝐝𝐝(𝑡𝑡) after the SSA 173 
becomes 𝐝𝐝(𝑡𝑡) = ∑ 𝐝𝐝(𝑙𝑙)𝑁𝑁g𝑙𝑙=1 .  174 
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Blind modal identification with SSA 175 
The multi-channel dataset from SSA is used as the input into the BSS for modal parameter identification. 176 
Supposing the dataset includes 𝑁𝑁g sets of time series data 𝐝𝐝 = �𝐝𝐝(𝑙𝑙),   𝑙𝑙 = 1,2, … ,𝑁𝑁g�
𝑇𝑇
. Each set of time 177 
series data )(ld  is a linear mixture of n components  {𝐬𝐬𝒊𝒊, 𝑖𝑖 = 1,2, … ,𝑛𝑛} . The relation between the 178 
components and the measured data can be written as  179 
𝐝𝐝 = 𝐀𝐀𝐬𝐬           (13)  180 
where 𝐀𝐀 is the 𝑁𝑁g × 𝑛𝑛 mixing matrix,  𝐬𝐬 = {𝐬𝐬1, 𝐬𝐬2,⋯  , 𝐬𝐬n}𝑇𝑇and 𝐝𝐝 = {𝐝𝐝(1),𝐝𝐝(2),⋯ ,𝐝𝐝�𝑁𝑁g� }𝑇𝑇, and both 𝐀𝐀 and 181 
𝐬𝐬 are unknown. 182 
Assuming the components 𝐬𝐬 = {𝐬𝐬1, 𝐬𝐬2,⋯  , 𝐬𝐬n}𝑇𝑇 are statistically independent, they can be determined by the 183 
second-order blind identification (SOBI) for the over-determined case of ( nN g > ) as (Belouchrani et al., 184 
1997) 185 
𝐬𝐬 = 𝐖𝐖𝐝𝐝        (14) 186 
where, the de-mixing matrix 𝐖𝐖 is the inverse of the mixing matrix A , and it needs to be estimated. There 187 
are two steps in the SOBI algorithm: data whitening and the mixing and de-mixing matrices’ estimation. 188 
For the observed data 𝐝𝐝(𝑡𝑡), the time-shifted covariance matrix can be written as 𝑹𝑹𝑑𝑑(𝜏𝜏) = 𝐸𝐸{𝒅𝒅(𝑡𝑡)𝒅𝒅(𝑡𝑡 +189 
𝜏𝜏)𝑇𝑇} . The eigenvalue decomposition of  𝐑𝐑𝑑𝑑(0)  can be computed as  𝐑𝐑𝑑𝑑(0) = 𝐄𝐄𝐄𝐄𝐄𝐄𝑇𝑇 , where 𝐄𝐄  is the 190 
orthogonal matrix of eigenvectors and 𝐄𝐄 is the diagonal matrix of eigenvalues. The whitening matrix 𝐖𝐖𝑚𝑚 191 
is then calculated (Belouchrani et al., 1997) as  192 
𝐖𝐖𝑚𝑚 = 𝐄𝐄−1/2𝐄𝐄          (15) 193 
where the observed data 𝐝𝐝 is whitened to form the whitened data vector which has a unitary covariance 194 
matrix. The whitened data is then computed as 𝐳𝐳 = 𝐖𝐖𝑚𝑚𝐝𝐝 with 𝐸𝐸{𝐳𝐳𝐳𝐳𝑇𝑇} = 𝐈𝐈  (McNeill and Zimmerman, 195 
2008). A matrix 𝚿𝚿  that approximately diagonalizes several time-shifted covariance matrices can be 196 
obtained using the joint approximate diagonalization (JAD) technique (Belouchrani et al., 1997). The de-197 
mixing and mixing matrices can then be computed as 198 
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𝐖𝐖 = 𝚿𝚿𝑇𝑇𝐖𝐖𝑚𝑚           (16a) 199 
𝐀𝐀 = 𝐖𝐖𝑚𝑚−1𝚿𝚿             (16b) 200 
The dynamic responses of the vehicle 𝐝𝐝𝑣𝑣 in Eq. (7) can then be expressed as  201 
𝐝𝐝𝑣𝑣 = 𝚽𝚽𝚽𝚽       (17) 202 
where 𝚽𝚽 is the vector of vibration modes, and the modal matrix 𝚽𝚽 equals to the mixing matrix 𝐀𝐀 in Eq. 203 
(16b). The modal responses can be estimated similar to Eq. (14) using BSS as  204 
𝚽𝚽 = 𝚽𝚽−𝟏𝟏𝐝𝐝𝑣𝑣       (18) 205 
where 𝚽𝚽−𝟏𝟏 equals to the de-mixing matrix 𝐖𝐖 in Eq. (16a).  206 
McNeill and Zimmerman (2008) proposed a framework for the blind modal identification with application 207 
of the SOBI algorithm on an expanded and pre-treated dataset. This helps to improve the quality of the 208 
estimated modal responses. This framework is adopted in this study for the blind modal identification. The 209 
measured data, denoted as 𝐝𝐝0, is supplemented by °90  phase shifted data, 𝐝𝐝90, to double the size of the 210 











�         (19) 212 
where 𝐬𝐬90 are the °90 phased shifted components of 𝐬𝐬0. The modal responses can be obtained as 213 
𝚽𝚽 = 1
√2
[𝐬𝐬0 + 𝐬𝐬90]           (20) 214 
For a linear vehicle-bridge system, the dominant vehicle or bridge frequencies in the Fourier spectrum of 215 
the response component can be identified by curve-fitting. For a nonlinear system, Hilbert transform (HT) 216 
could be used to estimate the instantaneous frequency and damping from 𝚽𝚽(𝑡𝑡) (McNeill and Zimmerman, 217 
2008). 218 
Drive by blind modal identification    219 
The step-by-step procedure of the proposed method is listed as follows: 220 
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1) The single-channel measurement of the vehicle response 𝐝𝐝𝑣𝑣(𝑡𝑡) is separated into a multi-channel dataset  221 
𝐝𝐝 = �𝐝𝐝(𝑙𝑙),   𝑙𝑙 = 1,2, …𝑁𝑁𝑔𝑔� using SSA based on Eqs. (8) to (12). The dataset is denoted as 𝐝𝐝0. 222 
2) The dataset is phase-shifted with °90  to get the supplement dataset, 𝐝𝐝90. It is combined with 𝐝𝐝0 to 223 
form an expanded set of observed data  𝐝𝐝(𝐭𝐭) = � 𝐝𝐝0𝐝𝐝90
�. 224 
3) The whitening matrix 𝐖𝐖𝑚𝑚  is computed from Eq. (15). The whitened data  𝐳𝐳 = 𝐖𝐖𝑚𝑚𝐝𝐝(𝑡𝑡) . The joint 225 
diagonalizer 𝚿𝚿 can be obtained by applying the JAD technique to the whitened data 𝐳𝐳 = 𝐖𝐖𝑚𝑚𝐝𝐝. Then 226 
the de-mixing matrix 𝐖𝐖 and the mixing matrix 𝐀𝐀 can be obtained from Eq. 16. 227 
4) The components 𝐬𝐬0, 𝐬𝐬90 are then obtained based on Eq. (19). 228 
5) The modal responses q  are estimated from Eq. (20). The bridge modal frequencies are obtained from 229 
the modal responses. 230 
The flow chart of the proposed method is shown in Figure 2. 231 
Numerical examples 232 
Numerical simulations are performed with the following parameters of the bridge deck: 𝐿𝐿 = 30𝑚𝑚, 𝜌𝜌 =233 
1000 𝑘𝑘𝑔𝑔 𝑚𝑚⁄ , 𝐼𝐼 = 0.175𝑚𝑚4,𝐸𝐸 = 27.5𝐺𝐺𝑃𝑃𝐺𝐺 . The first two natural frequencies of the deck are 3.83 and 234 
15.32 Hz, respectively. The properties for the vehicle are: 𝑚𝑚𝑣𝑣 = 200𝑘𝑘g,𝑘𝑘𝑣𝑣 = 170 𝑘𝑘𝑁𝑁 𝑚𝑚⁄ . The vehicle 235 
modal frequency is 4.64Hz. Damping of the bridge and vehicle are not considered in this study. The 236 
moving speed of the vehicle is constant at 2.0𝑚𝑚 𝑠𝑠⁄  and the time step is set as 0.001s in the simulation.  237 
Class A road surface roughness is used (ISO 8606). Ongoing traffic is modeled as white-noise excitation at 238 
supports of the deck with an amplitude of 0.02m/s2. These parameters are used for all numerical studies in 239 
this paper unless otherwise stated. The dynamic response of the vehicle and its frequency spectrum are 240 
presented in Figure 3. It is noted that only the vehicle frequency is clearly noted in the spectrum whereas 241 
the bridge frequencies cannot be identified.  242 
Selection of the window length 243 
11 
 
The window length is one of the most important parameters in the SSA technique and it has a large effect 244 
on the decomposition (Harmouche et al., 2018). There are some recommendations on the selection of 245 
window length (Golyandina, 2010; Hassani et al., 2011). A larger value of L makes longer period 246 
oscillations to be solved, but too large value may involve a large number of eigentriples and miss some 247 
important principal components with high contributions. Although lots of trail applications and various 248 
methods have been discussed for the selection of optimal values of L, there is still a lack of theoretical 249 
regulation for window length choosing. In this paper, three typical values from small to large are selected 250 
to show the effect of the window length.  251 
The dynamic response of the vehicle contains information of both the vehicle and bridge, and the first two 252 
bridge modes and one vehicle mode are targeted components for extraction. The unsupervised component 253 
grouping method based on hierarchical clustering is adopted for the automatic selection of the elementary 254 
matrices to compose the desired dataset from the vehicle response (Harmouche et al., 2018). Each 255 
elementary matrix is used as one group and it does not need the grouping selection. In the following 256 
sections, the time series data with the top 20 percent of eigenvalues reconstructed from the SSA are 257 
adopted as input to the BSS to estimate the three targeted components.  258 
Three different window lengths, i.e. 100, 500 and 1000, are selected for the study. The first three time 259 
series data and their spectra from the SSA decomposition are presented in Figure 4. The frequency of the 260 
first time series data for all window lengths is 4.73Hz and it is very close to the vehicle frequency 4.64Hz. 261 
The second time series data from 500 and 1000 window lengths has only one distinct peak at 3.73 Hz 262 
which is close to the first bridge mode at 3.83Hz. The amplitude of the time series data is much larger from 263 
using 1000 window length. When the window length is 100, there are two close peaks which are believed 264 
to be the bridge frequency and the vehicle modal frequency. Neither the vehicle or bridge modes can be 265 
found in the third time series data in Figure 4.  266 
The components decomposed from the BSS are presented in Figure 5. The components corresponding to 267 
the vehicle and bridge modal frequencies are noted clearly separated for all window lengths, and the larger 268 
window length can provide better separation results. The third component in Figure 5 is related to the 269 
second bridge modal frequency 15.32Hz which has becomes more notable compared to that noted directly 270 
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from the SSA method.  The proposed method is noted less sensitive to the effect of window length and the 271 
bridge modal frequencies can better be isolated than by simply application of the SSA only. The window 272 
length is selected to be 1000 in the following studies.   273 
The effect of road surface roughness  274 
The road surface roughness has significant effect on the indirect bridge modal identification. Figure 6 275 
shows the vehicle response and its corresponding spectrum when the road surface roughness is Class B. 276 
There is only one peak in Figure 6(b) at 4.67Hz which is close to the vehicle mode at 4.64Hz and the 277 
bridge mode cannot be identified from the spectrum. Figure 7 shows the first two components from the 278 
proposed method. The first bridge mode can be identified from the peak of the first component in Figure 279 
7(b) as 3.77Hz and the vehicle mode is related to the peak of the second component in Figure 7(b) as 280 
4.67Hz. The proposed method has the capability to separate the components related to the vehicle and first 281 
bridge modal frequency even when the road surface roughness is Class B. 282 
Effect of vehicle parameters 283 
Effect of vehicle mass 284 
Three different vehicle masses, i.e. 200kg to 500kg and 1000kg are investigated with the vehicle speed 2.0 285 
m/s. Other parameters are the same as those stated earlier. The vehicle modal frequencies are 4.64Hz, 286 
2.93Hz and 2.08Hz respectively for vehicles with different masses described above. Figure 8 shows the 287 
identified first three response components and their frequency spectra. The frequencies of the first 288 
components in Figure 8(a) are 3.77Hz, 2.90Hz and 2.03Hz for vehicle masses 200kg, 500kg and 1000kg, 289 
respectively. The latter two frequencies correspond to the vehicle frequency. The first frequency 290 
corresponds to the frequency of the first bridge mode. The corresponding vehicle mode at 4.70Hz is noted 291 
in the second component as shown in Figure 8(b). The first bridge modal frequency is noted in the second 292 
components in Figure 8(b) for the 500kg and 1000kg mass vehicles as 3.90Hz and 3.83Hz respectively. 293 
These results show that more accurate modal frequency can be obtained with a heavier vehicle. Figure 8(c) 294 
shows the third response component and the peak frequency is around 15.27Hz corresponding to the 295 
second bridge mode. In comparing the spectrum of the bridge related components, it is noted that the 296 
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spectrum amplitude increases with the vehicle mass. This may suggest that a heavier testing vehicle may 297 
amplify the bridge vibration, which is beneficial for the drive-by bridge modal frequency identification.  298 
Effect of vehicle stiffness 𝒌𝒌𝒗𝒗 299 
A moderate vehicle mass 500kg is selected with the vehicle stiffness of 340kN/m, 680kN/m and 1360kN/m 300 
respectively and a vehicle speed of 2.0m/s. The corresponding vehicle modal frequencies are 4.15, 5.87, 301 
and 8.30Hz, respectively. Figure 9 shows the components of the responses and their spectra with different 302 
stiffness values. The peak frequencies are 3.77Hz and 15.43Hz in Figures 9(a) and 9(c) and they are related 303 
to the first and second bridge modes. Figure 9(b) shows the three frequencies i.e. 4.33Hz, 5.90Hz and 304 
8.20Hz which correspond to the vehicle mode with different stiffness respectively. These results show that 305 
the vehicle stiffness does not have a large effect on the identified results.  306 
Effect of vehicle speed  307 
The vehicle parameters are selected as mkNkkgm vv /170,500 ==  while other parameters remain the 308 
same as those stated earlier. The vehicle frequency is 2.90Hz. The vehicle speeds 2.0m/s, 4.0m/s and 309 
8.0m/s are studied. Figure 10 presents the decomposed components and their spectra. Figure 10(a) shows 310 
the first component with a frequency at around 2.90Hz for all vehicle speeds. Figures 10(b) and 10(c) are 311 
the second and third components with frequencies at 3.87Hz and 15.27Hz respectively. These two 312 
frequencies correspond to the first and second bridge modal frequencies. Since the frequency resolution is 313 
increased with a lower speed as the time record length for the vehicle moving on the deck is increased, the 314 
accuracy of identified frequency can be improved with a lower vehicle speed. A moderate vehicle speed is 315 
therefore recommended when identifying higher order modal frequencies. 316 
Effect of measurement noise 317 
Practical measurement is always contaminated with noise. White noise is added to the calculated 318 
acceleration response to simulate the polluted measurement as,  319 
𝐺𝐺𝑐𝑐𝑐𝑐𝑚𝑚 = 𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑙𝑙 + 𝐸𝐸𝑝𝑝 ∗ 𝑁𝑁𝑜𝑜𝑖𝑖𝑠𝑠𝑜𝑜 ∗ 𝜎𝜎(𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑙𝑙)     (21) 320 
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where 𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑙𝑙  is the calculated acceleration response; 𝐸𝐸𝑝𝑝 is the Noise Level; 𝑁𝑁𝑜𝑜𝑖𝑖𝑠𝑠𝑜𝑜 is a vector of random 321 
values with zero mean and unit variance; and 𝜎𝜎(𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑙𝑙)  is the standard deviation of the calculated 322 
acceleration response.  323 
The vehicle speed is 4.0m/s and other parameters are the same as those in the last subsection. Three 324 
different noise levels, i.e. 5%, 10% and 20%, are simulated. Figure 11 shows the identified results. The 325 
identified response components and spectra at different noise levels are close together indicating that the 326 
proposed method is insensitive to measurement noise. This is mainly due to the fact that only the first 20 327 
percent SSA components are adopted as the input to BSS to get the first three targeted components of BSS. 328 
SSA components with low singular values have been removed to reduce the white noise effects.  329 
Identification of the instantaneous frequencies for the VBI system using proposed method 330 
The vehicle is noted to be can also be used as an actuator to excite the bridge structure and the vehicle-331 
induced vibration is a kind of non-stationary process (Kim et al., 2014). Hilbert Transform (HT) may be 332 
used to extract instantaneous frequencies of the VBI system in the indirect bridge modal identification. The 333 
vehicle parameters are selected as mkNkkgm vv /170,1000 ==  and other parameters are the same as those 334 
stated earlier. The natural frequency of the vehicle is 2.08Hz. The dynamic response and the spectrum of 335 
the vehicle are given in Figure 12. There are two peaks in the spectrum, and the first peak corresponds to 336 
the vehicle mode at 2.07Hz and the second one is related to the first bridge mode at 3.87Hz. The first and 337 
second response components are shown in Figure 13(a) and the corresponding instantaneous frequencies 338 
obtained from HT are presented in Figure 13(b). The average values of the first and second components are 339 
2.08Hz and 3.87Hz which are the vehicle frequency and the first bridge modal frequency respectively. The 340 
oscillations at the beginning and end of the instantaneous frequency are due to the Gibbs phenomenon with 341 
record length of data. The middle part of the time history oscillates between 3.79Hz and 3.98Hz. Since the 342 
vehicle speed is 2.0m/s and the bridge length is 30m, the driving frequency is about 0.07Hz (Yang et al., 343 
2004). This instantaneous frequency is modulated by the driving frequency. The result shows that the 344 
driving frequency could also be identified by the proposed method. 345 
Experimental verification 346 
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Experimental setup 347 
A vehicle-bridge interaction model was built in the laboratory as shown in Figure 14. The bridge model 348 
consists of three rectangular steel beams. The 6m long main beam is in the middle with 100mm width and 349 
15mm depth. It is continuous and symmetrical over a middle support. A 3m leading beam and a 3m trailing 350 
beam are sitting in front of and at the rear of the main beam to allow for acceleration and deceleration of 351 
the vehicle.   352 
Different configurations of the vehicle model with one and two-axle are built for the study. One-axle 353 
vehicle models the quarter vehicle in this paper. An U-shaped aluminium section is glued to the top surface 354 
of the beam as direction guide for the vehicle. The model vehicles are pulled along the guide with an 355 
electric motor. BeanDevice AX-3D wireless accelerometers are installed on the vehicles to measure the 356 
dynamic response during its passage over the deck. They are installed on the vehicle models above the 357 
axles as shown in Figure 14(c). Laser sensors are installed along the beam to record the time instants when 358 
the vehicles arrive at and exit from the main beam. These time instants are used to calculate the moving 359 
speed of the vehicle. 360 
Modal test on the vehicle and bridge models 361 
The modal testing has been carried out on the vehicle and bridge models. 14 accelerometer sensors by PCB 362 
Piezotronics are installed evenly on the main beam bridge to measure the dynamic responses, as shown in 363 
Figure 14(a) and the impulse hammer is used to excite the beam bridge. The first two natural bridge 364 
frequencies are obtained as 5.68, and 8.48 Hz, respectively.  The modal testing is also carried out on the 365 
single-axle vehicle with the impulse hammer and one accelerometer. The frequency of the single-axle 366 
vehicle is 29.37Hz. 367 
Frequency identification using the response of a single-axle vehicle 368 
The vehicle-bridge interaction test was conducted in laboratory using two vehicles as shown in Figure 369 
14(c). The two-axle vehicle simulates the traffic excitation with three different weights. The mass of the 370 
vehicle is 4.0, 6.5 and 9.0kg-weight for load cases m1, m2 and m3 respectively.   371 
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The single-axle vehicle is used as the mobile sensory system to capture the bridge response. The vehicle is 372 
pulled across the beam at three different speeds of 0.10, 0.14 and 0.21m/s and they are referred to as v1, v2 373 
and v3 speeds respectively.  374 
The response of the single-axle vehicle is used to identify the bridge frequencies with the proposed 375 
method. The window length for SSA is taken as 500. As the same as the simulation, the time series data 376 
with the top 20 percent of eigenvalues are used as the input of BSS.  377 
Figure 15 shows the vehicle response and its spectrum when the speed is 0.10m/s at load case m1. There is 378 
a dominate frequency around 30Hz which corresponds to the vehicle modal frequency. The decomposed 379 
components using proposed method are presented in Figure 16. The first component has the frequency 380 
5.21Hz that is close to the first modal frequency of the deck. Similarly, the frequency 8.32Hz in Figure 381 
16(b) is related to the second bridge mode. The vehicle modal frequency is identified in the third 382 
component as 29.35 Hz.  383 
Figure 17(a) shows the spectra of the decomposed response components with different load cases when the 384 
speed is 0.14m/s. Figure 17(b) shows the spectra of the decomposed components under different speeds for 385 
load case m2.  Table 1 shows the identified results for all the tests considering different speeds and 386 
weights. The vehicle-bridge weight ratios are 0.06, 0.09 and 0.13 respectively for the three load cases 387 
studied. Results from Figure 17(a) and Table 1 show that the weight of the two-axle vehicle does not have 388 
a large effect on the identified results from the response of the single-axle vehicle. It may be concluded that 389 
the proposed method is insensitive to the operating traffic excitation. However, Figure 17(b) and Table 1 390 
show that the vehicle speed has a large effect on the identified results. This provides experimental evidence 391 
confirming similar observation in the numerical study.  392 
Frequency identification using the responses of a two-axle vehicle 393 
Two wireless accelerometers are also installed on the two-axle vehicle with one sensor on top of the front 394 
axle and another one on top of the rear axle. The dynamic responses obtained are shown in Figure 18. The 395 
response difference from the two accelerometers is used in the identification. All parameters are the same 396 
as those for last study. Figures 19(a) and (b) show the spectra of the first three components with different 397 
vehicle speeds and weights respectively. The identified bridge and vehicle frequencies are summarized in 398 
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Table 2.  The vehicle frequency and the first two bridge modal frequencies can be separately identified. 399 
Figure 19(a) and Table 2 show that an increase of the vehicle mass has no obvious effect on the identified 400 
bridge frequencies. The identified bridge frequencies in Figure 19(b) show small variation with the vehicle 401 
speed. This is mainly due to the reduction of the frequency resolution in the spectrum when the vehicle 402 
speed increases. 403 
Time frequency analysis of the bridge response components 404 
The time frequency analysis of the bridge response components using Hilbert transform has also been 405 
conducted when the two-axle vehicle moves on the deck with 9kg mass at 0.21m/s. The first two response 406 
components and their instantaneous frequencies are shown in Figure 20. There is no large oscillation in the 407 
instantaneous frequency time history, and the mean values 5.56Hz and 8.64Hz correspond to the first and 408 
second modal frequencies of the bridge.  409 
Conclusions 410 
A drive by blind modal identification method with singular spectrum analysis has been developed to 411 
extract the bridge modal frequencies from the dynamic response of a passing vehicle. Numerical and 412 
experimental results show that the proposed method is effective and reliable to extract the frequencies. The 413 
proposed method is insensitive to the window length in the SSA compared with the direct SSA. The 414 
vehicle and bridge modal frequencies can be separated easily with the proposed method even with the 415 
Class B road surface roughness. The effect of vehicle parameters on the identification was then 416 
investigated numerically. Results show that a heavier vehicle with a lower speed can get more accurate 417 
identified frequency, and the vehicle stiffness does have a big effect on the identified results. The proposed 418 
method is also robust to measurement noise. Further analysis with the Hilbert Transform shows that the 419 
proposed method could be used to identify the instantaneous frequency of the vehicle-bridge interaction 420 
system. 421 
Acknowledgements 422 
This research is supported by research funding of the Australian Research Council Discover Project 423 
(DP160103197). The financial aids are gratefully acknowledged.  424 
18 
 
References  425 
Antoni J.  (2005) Blind separation of vibration components: Principles and demonstrations. Mechanocal 426 
Systems and Signal Processing, 19(6): 1166-1180. 427 
Belouchrani A., Abed-Meraim K., Cardoso J.-F. and Moulines E. (1997) A blind source separation 428 
technique using second-order statistics. IEEE Transactions on Signal Processing, 45(2): 434-444. 429 
Chang K.C., Wu F.B. and Yang Y.B. (2010) Effect of road surface roughness on indirect approach for 430 
measuring bridge frequencies from a passing vehicle. Interaction and multiscale mechanics, 3(4): 299-431 
308. 432 
Clough R.W. and Penzien J. (1975) Dynamics of structures. New York: McGraw-Hill. 433 
Golyandina N. (2010) On the choice of parameters in singular spectrum analysis and related subspace-434 
based methods, Statistics & Its Interface, 3(3), 259-279. 435 
Harmouche J., Fourer D., Auger F., Borgnat P. and Flandrin P. (2018) The sliding singular spectrum 436 
analysis: a data-driven nonstationary signal decomposition tool. IEEE Transactions on Signal 437 
Processing, 66(1): 251-263.  438 
Hassani H. (2007) Singular spectrum analysis: methodology and comparison. Journal of Data Science, 439 
5(2): 239-257. 440 
Hassani H., Mahmoudvand R. and Zokaei M. (2011) Separability and window length in singular spectrum 441 
analysis. Comptes Rendus Mathematique, 349(17-18): 987–990. 442 
Hazra B., Roffel A., Narasimhan S. and Pandey M.D. (2010) Modified cross-correlation method for the 443 
blind identification of structures. Journal of Engineering Mechanics ASCE, 136(7): 889-897. 444 
ISO S. 8608, (1995) Mechanical Vibration–Road Surfaces Profiles–Reporting of Measured Data. 445 
International Organization for Standardization, Switzerland. 446 
Kerschen G., Poncelet F. and Golinval J.-C. (2007) Physical interpretation of independent component 447 
analysis in structural dynamics. Mechanical Systems and Signal Processing, 21(4): 3072-3087. 448 
Kim C.-W., Isemoto R., McGetrick P., Kawatani M. and Obrien E.J. (2014) Drive-by bridge inspection 449 
from three different approaches.  Smart Structures and Systems, 13(5): 775-796. 450 
Liu K., Law S.S., Xia Y. and Zhu X.Q. (2014) Singular spectrum analysis for enhancing the sensitivity in 451 
structural damage detection. Journal of Sound and Vibration, 333(2): 392-417.  452 
19 
 
Liu K., Law S. S., Zhu X.Q. and Xia Y. (2014) Explicit form of an implicit method for inverse force 453 
identification. Journal of Sound and Vibration, 333(3): 730-744. 454 
Malekjafarian A., McGetrick P.J. and Obrien E.J. (2015) A review of indirect bridge monitoirng using 455 
passing vehicles. Shock and Vibration, Article ID 286139. 456 
Malekjafarian A. and Obrien E.J. (2017) On the use of a passing vehicle for the estimation of bridge mode 457 
shapes. Journal of Sound and Vibration, 397: 77-91. 458 
McNeill S. and Zimmerman D. (2008) A framework for blind modal identification using joint approximate 459 
diagonalization. Mechanical Systems and Signal Processing, 22(7): 1526-1548. 460 
Poncelet F., Kerschen G., Golinval J.-C. and Verhelst D. (2007) Output-only modal analysis using blind 461 
source separation techniques. Mechanical Systems and Signal Processing, 21(6): 2335-2358. 462 
Sadhu A., Narasimhan S. and Antoni J. (2017) A review of output-only structural mode identification 463 
literature employing blind source separation methods. Mechanical Systems and Signal processing, 94: 464 
415-431. 465 
Wang Y and Hao H. (2013) Damage identification scheme based on compressive sensing. Journal of 466 
Computing in Civil Engineering, 29: 04014037. 467 
Yang Y. and Nagarajaiah S. (2012) Time-frequency blind source separation using independent component 468 
analysis for output-only modal identification of highly damped structures. Journal of Structural 469 
Engineering ASCE, 139(10): 1780-1793. 470 
Yang Y.B., Chang K.C. and Li Y.C. (2013) Filtering techniques for extracting bridge frequencies from a 471 
test vehicle moving over the bridge. Engineering Structures, 48: 353-362. 472 
Yang Y.B., Li Y.C. and Chang K.C. (2012) Using two connected vehicles to measure the frequencies of 473 
bridges with rough surface: a theoretical study. Acta Mechanica, 223(8): 1851-1861. 474 
Yang Y.B., Lin C.W. and Yau J.D. (2004) Extracting bridge frequencies from the dynamic response of a 475 
passing vehicle. Journal of Sound and Vibration, 272(3): 471-493. 476 
Yang Y.B. and Yang J.P. (2018) State-of-the art review on modal identification and damage detection of 477 




Zhen L., Peng D., Yi Z., Xiang Y. and Chen P. (2017) Underdetermined blind source separation using 480 
sparse coding. IEEE transactions on neural networks and learning systems, 28: 3102-3108. 481 
Zhou W. and Chelidze D. (2007) Blind source separation based vibration mode identification. Mechanical 482 
Systems and Signal Processing, 21(8): 3072-3087. 483 
Zhu X.Q. and Law S.S. (2002) Dynamic load on continuous multi-lane bridge deck from moving vehicles. 484 
Journal of Sound and Vibration, 251(4): 697-716.  485 
Zhu X.Q. and Law S.S. (2015) Structural health monitoring based on vehicle-bridge interaction: 486 




List of figures: 489 
Figure 1 Vehicle-bridge system 490 
Figure 2 Flow chart of proposed method 491 
Figure 3 Vehicular response and its spectrum when moving on top of bridge deck 492 
Figure 4 Dataset and their spectra by SSA 493 
Figure 5 Response components and their spectra by the proposed method 494 
Figure 6 Vehicular response and its spectrum for Class B road surface roughness 495 
Figure 7 The first two components and their spectra by the proposed method 496 
Figure 8 Response components and their spectra with different vehicle mass 497 
Figure 9 Response components and their spectra with different vehicle stiffness 498 
Figure 10 Response components and spectra considering different vehicle speed 499 
Figure 11 Response components and their spectra with different noise levels 500 
Figure 12 Vehicular response and spectrum 501 
Figure 13 Vehicular response components and instantaneous frequencies 502 
Figure 14 Vehicle-bridge interaction model 503 
Figure 15 Vehicle response and its spectrum 504 
Figure 16 Decomposed components and their spectra from vehicle response 505 
Figure 17 Spectra of the decomposed components under different test conditions 506 
Figure 18 Dynamic responses of the two-axle vehicle 507 
Figure 19 Spectra of the decomposed components under different test conditions 508 




Table 1. Bridge and vehicle frequencies from the response of one-axle vehicle 511 
 v1 v2 v3 
m1 m2 m3 m1 m2 m3 m1 m2 m3 
Bridge (Hz) 1st 5.21 5.22 4.93 5.62 5.59 5.55 5.12 5.12 5.09 
2nd  8.31 8.36 8.31 8.50 8.51 8.48 8.54 8.72 8.66 





Table 2. Bridge and vehicle frequencies from dynamic response of the two-axle vehicle 514 
 v1 v2 v3 
m1 m2 m3 m1 m2 m3 m1 m2 m3 
Bridge 
(Hz) 
1st  4.94 5.30 5.19 5.68 5.64 5.67 5.86 5.41 5.56 
2nd  8.37 8.35 8.35 8.47 8.47 8.47 8.57 8.62 8.64 





















        
                (a) The acceleration response of vehicle                                   (b) The spectrum 









        
(a) The dataset                                                              (b) Their spectra 




      
(a) The response components                                                 (b) Their spectra 



















                    
             (a) The acceleration response of vehicle                                         (b) The spectrum 





















   
(a) The response components                                   (b) The spectra 
Figure 7 The first two components and their spectra by the proposed method 
 








 The first component





































     
(a) The first response component                          (b) The second response component 
 
 
(c) The third response component 
Figure 8 Response components and their spectra with different vehicle mass 









 The first response component





























The second response component




























 The third response component


















    
(a) The first response component                    (b) The second response component 
      
 
(c) The third response component 
Figure 9 Response components and their spectra with different vehicle stiffness 









The first response component
























The second response component




























The third response component

















    
(a) The first response component                  (b) The second response component 
 
 
(c) The third response component 
Figure 10 Response components and spectra considering different vehicle speed 
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The first response component
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The second response component
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The third response component

















   
(a) The first response component                    (b) The second response component 
 
(c) The third response component 
Figure 11 Response components and their spectra with different noise levels 









The first response component
























The second response component

























The third response component

















   
(a) Dynamic response of the vehicle                                           (b) Spectrum of response 





















   
(a) The first two response components                  (b) The instantaneous frequencies     
Figure 13 Vehicular response components and instantaneous frequencies 
 









































(a) Schematic diagram of the VBI test system in the lab 
 
 




(c) Instrumentation on the vehicle models with wireless sensors 





Figure 15 Vehicle response and its spectrum 
 










 Response of the vehicle













      
      (a) First component and its spectrum        (b) Second component and its spectrum 
 
 
(c) Third component and its spectrum 
Figure 16 Decomposed components and their spectra from vehicle response 
 

















































































       
(a) Spectra of the decomposed components                 (b) Spectra of the decomposed components  
              consider different weight of two-axle vehicle               consider different moving speed 
Figure 17 Spectra of the decomposed components under different test conditions 
 















































































Figure 18 Dynamic responses of the two-axle vehicle 
 








Response of the front axle









 Response of the rear axle
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(a) Spectra of the decomposed components                           (b) Spectra of the decomposed components 
     consider different weight of two-axle vehicle                        consider different moving speed 
Figure 19 Spectra of the decomposed components under different test conditions 
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     (a) The first two response components                                (b) The instantaneous frequencies 
Figure 20 Response components and instantaneous frequencies 
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