This appendix reports additional analysis and robustness checks for Belo, Lin, and Bazdresch (2013, "Labor hiring, investment, and stock return predictability in the cross section") to appear at
Unabridged table
in this internet appendix report the unabridged version of Table 1 in the manuscript.
[ Table A1 Here] 2 The conditional CAPM and the hiring return spread
The unconditional CAPM cannot price the returns of the ten hiring portfolios. Here, we show that a conditional version of the CAPM also cannot price these portfolios (the results using the nine two-way sorted on hiring and investment portfolios are similar).
Our test of the conditional CAPM follows closely the approach in Ferson and Harvey (1999) . We consider the following model of conditional expected returns that allows for time-variation in the quantity and price of risk:
and
where E t r e it+1 is the conditional expected excess return of the i th hiring portfolio at time-t, α C is the pricing error, Z t is a vector of conditioning variables known at time t, β it is the conditional market beta,
] is the conditional market price of risk, and r MKT t+1 is the excess return of the market portfolio. The vector of conditioning variables includes the aggregate dividend-price ratio, the default spread, the term premium, and the risk free rate.
Given the model of expected returns in Eq. (1), we test for abnormal returns by estimating the regression r
where r e it+1 is the one-month-ahead excess return of the i th hiring portfolio, and β it is given by Eq. (2) . If the average returns of the hiring portfolio are explained by the conditional CAPM, the intercept α C in Eq. (3) should be zero. Table A1 reports the conditional CAPM alphas from monthly time series regressions of Eq. (3) for both equal-weighted (all firms and all but micro) and value-weighted portfolios. The conditional version of the CAPM considered here is not able to price the hiring portfolios.
The size of the pricing errors is identical to that of the unconditional CAPM. This result is consistent with the interpretation that the hiring return spread is driven by exposure to a different source of aggregate risk that is not spanned by the market factor. In the model considered in the manuscript, this aggregate source of risk is the adjustment cost shock.
Robustness
Our main empirical analysis requires firms to have a December fiscal year-end to be included in the sample. In addition, the hiring rate breakpoints used to create the hiring portfolios are computed using the sample of all but micro cap firms. Here, we explain these empirical choices and report the results using alternative empirical procedures.
Portfolio breakpoints
In the manuscript, we compute the hiring (and investment) breakpoints used to allocate firms into portfolios as in Fama and French (2008) . The breakpoints are the deciles of the hiring rate cross-sectional distribution of all but micro cap firms in NYSE-AMEX-NASDAQ.
The micro cap firms are defined as firms with market capitalization that is below the bottom 20 th percentile of the size (market capitalization) cross-sectional distribution of NYSE firms.
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Alternatively, many articles in empirical finance (e.g. Fama and French, 1993 ) compute the portfolio breakpoints using cross-sectional moments of NYSE firms only, thus including micro cap firms and excluding AMEX and NASDAQ firms. To investigate the importance of the breakpoint specification in our analysis, Table A2 reports the equal-and value-weighted excess returns and abnormal returns of the ten one-way sorted on hiring portfolios computed using all but micro firms breakpoints (as in the manuscript) and the alternative NYSE firms only breakpoints.
[Insert Table A2 here]
The left panel in Table A2 shows that the effect of using NYSE breakpoints versus all but micro cap firms breakpoints on equal-weighted average returns is negligible. The equalweighted return spread is 10.4% when we use the all but micro firms breakpoints, and is 8.9% when we use the NYSE firms breakpoints. Both values are more than 5 standard errors from zero. In addition, the CAPM alphas of the hiring spread portfolios remain large and significant (greater than 9.5% per annum and more than 5.5 standard errors from zero). The value-weighted return spread is 5.6% when we use the all but micro firms breakpoints, and is 4.5% when we use the NYSE firms only breakpoints. Although the hiring return spread is about 1 percentage point smaller when we use NYSE firms only to compute the breakpoints, this value-weighted hiring return spread is more than 2.1 standard errors from zero in both specifications. In addition, the CAPM value-weighted alphas of the hiring spread portfolios remain large and significant in both specifications as well (greater than 5.6% per annum and more than 2.6 standard errors from zero).
The rationale for focusing on NYSE firms only or on NYSE-AMEX-NASDAQ all but micro firms only, instead of using a third alternative that focuses on all NYSE-AMEX-NASDAQ firms, is similar. NYSE firms tend to be larger firms, and the accounting data for large firms has better quality. In addition, because AMEX-NASDAQ firms tend to be smaller, their characteristics (e.g. hiring) tend to be much more volatile than the characteristics of large firms (see Fama and French, 2008 , for a careful discussion and analysis of this issue in empirical asset pricing). As a result of their high volatility and the fact that micro cap firms are plentiful (on average, micro caps are 60% of all sample stocks in NYSE-AMEX-NASDAQ), these small/micro cap firms tend to be influential in the computation of the decile breakpoints, especially of the extreme low and high portfolios. Thus, if we use all NYSE-AMEX-NASDAQ firms (and thus include micro cap firms) to compute the hiring breakpoints, we end up having too few medium-sized and large firms in the extreme portfolios. (As a result, the extreme value-weighted portfolios reflect the properties of a small number of very large firms, thus potentially providing a distorted characterization of the link between the sorting variable and future stock returns for an average firm in the economy). Thus, focusing on NYSE firms only or on NYSE-AMEX-NASDAQ all but micro firms only to compute the breakpoints allows us to have a more balanced distribution of very large and medium sized firms across the hiring portfolios, including the extreme low and high portfolios.
In the manuscript, we use the updated sorting procedure proposed in Fama and French (2008) instead of the relatively more standard NYSE firms only procedure because the updated procedure specifically addresses the issues that lead researchers to focus on NYSE firms only (instead of all firms) when computing the portfolio breakpoints. The justification for this procedure is that the accounting information of large firms is better than the accounting information of small firms (also, larger firms are more liquid), and, as noted, NYSE firms tend to be larger. But the stock exchange label is a noisy proxy for size. By construction, 20% of the firms in the NYSE are micro caps. Thus, to closely follow the rational for this justification, it seems appropriate to ignore the stock exchange label and focus precisely on large and medium sized firms from all three stock exchanges. This allows us to include very large and important firms such as Apple or Microsoft (which are traded in the NASDAQ exchange) in the computation of breakpoints. Thus, with this procedure, we avoid using micro cap firms from the NYSE, and substitute these micro cap firms by medium and large sized firms traded in NASDAQ and AMEX. Finally, note that NASDAQ firms tend to rely more on high skilled labor in their operations, and hence it is likely that the labor data of the very large NASDAQ firms is more relevant for our analysis than the data from micro cap firms traded in the NYSE.
Sample selection
In the manuscript we require firms to have December fiscal year-end to be included in the sample. 2 We impose this restriction to align the accounting variables (hiring and investment rates) with stock returns in a similar way across all firms. As we show here, this alignment is important in our application because the hiring rate is not a persistent predictor. In this sub-section, we explain why this data consideration is important in our application (predictability of the hiring rate, a predictor with low persistence), but less important in several other applications (for example, predictability of the book-to-market (BM) ratio, a predictor with high persistence).
3 Empirically, we show that this restriction only matters somewhat for value-weighted excess returns of the hiring portfolios. The impact on equalweighted returns, as well as the impact on value-and equal-weighted CAPM alphas of the hiring portfolios is negligible. About 60% of the firms in Compustat have December fiscal year-end. Thus, our selection procedure drops about 40% of the firms. But these firms are not random. These are firms for which the time gap between the accounting data and the portfolio re-balancing (June of year t) is greater than the time gap for firms with December fiscal year-end (for which the gap is 6 months). As such, our sample excludes firms for which the information about their hiring rate is relatively more outdated at the time of portfolio formation.
[Insert Table A3 here]
When the predictor variable has low autocorrelation, the time gap between the accounting data and the portfolio re-balancing is a relevant consideration because the hiring rate data of the firms for which this gap is large is not necessarily an accurate description of the hiring rate of these firms at the time of the portfolio formation. For example, consider a firm with a January fiscal year-end in year t − 1. Because the portfolios are re-balanced annually at the end of June of year t (following Fama and French, 1993, henceforth FF) , there is a 17 month lag (not 5 month lag because of the minimum 6 month requirement in the FF procedure to make sure the accounting data is publicly available) between the firm's hiring rate data and the portfolio formation. Because of the low persistence of the hiring rate, the 17 months old firms' hiring rate data is not representative of the firms' current hiring rate.
As a result, many of these firms will be incorrectly assigned to the ten hiring portfolios. To show this, Panel A in Table A3 reports the portfolio transition probabilities of the ten hiring portfolios (constructed as in the manuscript). For comparison, Panel B in Table A3 reports the portfolio transition probabilities of ten book to market portfolios. Firms in the low hiring portfolio only have a 25% probability of staying in the low hiring portfolio by the 3 The average firm-level annual autocorrelation of the hiring rate is 10% if we exclude micro cap firms, and it is even smaller if we include these micro cap firms. The average firm-level annual autocorrelation of the book-to-market ratio is around 50%.
time of the next portfolio re-balancing, that is, after 12 months. With a 17 months lag, this probability is likely to be even lower. Thus, at least roughly 3/4 of the firms that have a January fiscal year-end will be effectively randomly allocated across the hiring portfolios in annual sorts because the hiring rate data of these firms is too outdated (as shown in Panel B, this problem is significantly less severe for the book-to-market portfolios-reflecting the higher autocorrelation of the firms' book-to-market ratio-, which helps understand why the December fiscal year-end restriction is typically not imposed in the standard FF procedure).
Given the previous analysis, dropping the December fiscal year-end restriction while keeping the annual sorting procedure is not appropriate in our application. Because of the measurement error due to outdated hiring rate data, this procedure should reduce the size of the hiring return spread by construction (attenuation bias). 4 This attenuation bias is confirmed in the middle panels of Table A2 , although the impact of this bias on the hiring return spread is only economically relevant for value-weighted portfolio excess returns. 5 As reported in the middle panels of Table A2 , if we include all firms regardless of their fiscal year-end, the value-weighted hiring return spread decreases from 5.6% per annum to 3.3%
per annum if we use all but micro firm breakpoints, and this value is less than 1.5 standard errors from zero. Similarly, the value-weighted hiring return spread decreases from 4.5% per annum to 3.1% per annum if we use NYSE firms only breakpoints, and this value is less than 1.6 standard errors from zero. Importantly, the CAPM value-weighted alpha of the hiring spread portfolio remains high (4.8% per annum, which is more than 2.2 standard errors from zero, if we use all but micro breakpoints, and 4.1% per annum if we use NYSE firms breakpoints, and this value is more than 2.1 standard errors from zero). In equalweighted returns, the hiring return spread and the corresponding CAPM alphas remain high and significant across specifications, despite the magnitude of the spreads being smaller than in the main sample. A more appropriate way of relaxing the December fiscal year-end restriction in the context of sorting variables with low persistence is to re-balance the portfolios at a monthly (instead of annual) frequency. The more frequent portfolio re-balancing allows us to mitigate the attenuation bias due to the use of outdated accounting data, and thus perform a more 4 The argument in this section applies to other predictors with low persistence proposed in the empirical asset pricing literature. For example, an annual sorting on asset growth and net stock issuance (which are also variables with low persistence) without imposing the fiscal year-end restriction, also suffer from this attenuation bias. Although this bias is often ignored in the literature (e.g. Fama and French, 2008) ignoring it may potentially lead to an incorrect inference about the strength of the predictability of the sorting variable. 5 We can replicate the attenuation bias using simulated data from the theoretical model. In the model, using an 18 months old hiring rate information to create the hiring portfolios, the hiring return spread decreases by 2% (from approximately 6% per annum, to 4%, an economically large difference). meaningful (albeit imperfect) analysis of the strength of the hiring predictability. By rebalancing the hiring portfolios every month one can use the firms' most recent accounting information and maintain a consistent 6 month lag between the reporting of the accounting data and the portfolio formation across firms with different fiscal year-ends. 6 For example, at the end of June of year t, we include firms with December fiscal year-end at t − 1. At the end of July of year t, the portfolios are re-balanced by also adding the firms with January fiscal year-end, etc.
7
The right panels in Table A2 report the results from the monthly portfolio sorting procedure and without imposing the December fiscal year-end requirement. As expected, both the equal-weighted and the value-weighted hiring return spread increase relative to the annual re-balancing and no December fiscal year-end restriction (panels in the middle). For equal-weighted returns, the hiring spread increases from 9.7% to 10.8% and the CAPM alpha increases from 10.7% to 11.7% when all but micro firms breakpoints are used (when NYSE breakpoints are used, the corresponding increases are 8.4% to 9.9% for the hiring return spread and 9% to 10.6% for the CAPM alpha), and all spreads are statistically significant.
For value-weighted returns, the hiring spread increases from 3.3% to 4.5% and the CAPM alpha increases from 4.8% to 6% when all but micro firms breakpoints are used (when NYSE breakpoints are used, the corresponding increases are 3% to 3.7% for the hiring return spread and 4.1% to 4.8% for the CAPM alpha). The value-weighted hiring return spread is again statistically significant with this more updated re-balancing procedure (the value-weighted CAPM alpha of the hiring spread portfolio, the main feature of the data captured by the theoretical model, is always significant). In the manuscript we perform an annual portfolio re-balancing procedure with the December fiscal year-end restriction for two reasons. First, annual re-balancing is more standard in the empirical finance literature, and the monthly re-balancing is associated with higher transaction costs (we are ignoring these costs in the empirical and theoretical analysis). Second, this procedure allows us to closely replicate the empirical procedures within the model in a simple manner, because in the model all accounting variables are well aligned across firms.
6 Several articles impose a less conservative four month lag, or even less (Basu, 1983) . Our results are stronger if we impose a four month lag instead of the more conservative six month lag that we impose here. 7 The use of a high frequency re-balancing is not uncommon in the literature. For example, momentum is sorted every month (Jegadeesh and Titman ,1993) . SUE (change in quarterly earning) portfolios from Chan, Jegadeesh, and Lakonishok (1996) reconstructed in Liu, Whited and Zhang (2009), are re-balanced every month based on the firms' most recent (publicly available) SUEs at the beginning of each month.
The hiring and investment return spreads across size
We also investigate the link between the hiring and the investment return spreads with firm size. To that end, we compute the hiring and the joint hiring and investment return spreads (and CAPM and Fama-French abnormal returns) across small, medium sized, and large firms. The three size groups Small, Mid, and Large correspond to the firms below the 30 th , between the 30 th and 70 th , and above the 70 th percentile of the NYSE size (market equity) distribution in June of year t, respectively.
[ Table A4 here] [ Table A5 here] Table A4 shows that in one way-hiring portfolios the links are strong in both equalweighted and value-weighted average returns across all size groups. Panel A in Table A5 below shows that in two way investment and hiring portfolios, the links are strong across all size groups in equal-weighted portfolios. In value-weighted portfolios, the links are stronger among smaller firms, and weaker among large firms (as judged by the magnitude of the t-statistics of the hiring spread). This conclusion is clear from the analysis of the average hiring and investment return spread reported in Panel B of Table A5 . In value-weighted portfolios, the t-statistic of the hiring spread portfolio is 2.3 among small firms, and is 1.7 among large firms (however, the corresponding size of the average spreads is almost identical, 2.4% and 2.5% per annum, respectively).
Future work can expand the analysis of the link between the hiring spread and firm size (e.g., perform a more detailed analysis across more refined size sorts, interact with industry classification, etc.), which can be useful to understand the economic determinants of labor adjustment costs. The analysis reported here and the larger hiring spread in equal-weighted returns (dominated by small firms) than in value-weighted returns (dominated by large firms), suggest that the link between hiring and stock returns is stronger among smaller firms. Consistent with this result, there is evidence in the labor economics literature that firing and hiring costs (labor adjustment costs) are relatively higher for small firms. For example, this may happen because smaller firms may not have a dedicated human resources department. They may be less able to redeploy workers in different divisions, relative to more complex (and larger) firms, as documented empirically by Tate and Yang (2011), or they may be more financially constrained and thus more likely to fire workers following changes in project choices (Giroud and Mueller, 2012) . Because the hiring spread increases with the size of adjustment costs (the spread increases with the degree of inflexibility of firms within a reasonable range of parameter values around the baseline calibration of the model), a labor adjustment cost model along the lines of the model proposed in the manuscript should be able to match this pattern if the size of adjustment costs is directly related to firm size.
The price of risk of adjustment cost shocks
Although the portfolio returns' sensitivity to the two aggregate risk factors is an endogenous equilibrium variable in the model, the corresponding prices of risk are exogenously specified.
In this appendix we use the structure of the model to estimate the two factor risk prices in the data, and thus provide empirical support for the model's assumptions. We also show that the (minus) hiring return spread is positively correlated with standard proxies of investment-specific shocks.
Using the hiring return spread as a proxy for adjustment cost shocks
According to analysis in Section 6.1.1 in the manuscript, the (negative of the) returns of the labor hiring spread portfolio (denoted −LH t ) are a good proxy for the adjustment cost shocks in the economy (∆s t+1 ). Because this portfolio is essentially not exposed to the aggregate productivity shock, its returns are mostly driven by the adjustment cost shock. Similarly, following the analysis in Section 6.1.1 (and corresponding Figure 1 in the manuscript), the aggregate stock market return (denoted MKT t ) is mostly driven by the aggregate productivity shock in the model, which suggests that the market factor is a reasonable proxy for this shock (∆x t+1 ). Thus, we can use the returns of the labor hiring spread portfolio in the data to estimate the sign of the price of risk of the adjustment cost shock.
Given the previous analysis, we substitute the returns of the labor hiring spread portfolio and the returns of the market portfolio in the linearized version of the stochastic discount factor specified in equation (10) in the manuscript. We then estimate the factor risk prices using the moment condition implied by the asset pricing model specified in equation (16) in the manuscript. As test assets, we use the ten one-way-sorted hiring portfolios (using the nine two-way sorted on hiring and investment portfolios produces similar results). We also compare the results in the data with the corresponding results in the model. Specifically, we first estimate the sensitivity of the portfolio returns to the two factors by the following time-series regression:
The results from this regression allows us to understand the degree of co-movement between the returns of the hiring portfolios and the negative of the hiring spread portfolio (the proxy of the adjustment cost shock). Note that because the two factors in the previous time series regression capture the two sources of aggregate risk in the model, this equation is the correct asset pricing model to test in the data. We then estimate the two factor risk prices by the following cross-sectional regression:
where
it ] is the in-sample mean of portfolio i's excess return. We estimate the model parameters by the generalized method of moments (GMM).
[ Table A6 Here] Panel A in Table A6 (columns Data) shows that the sensitivity of the returns of the hiring portfolios is monotonically increasing on the proxy for the adjustment cost shock. This suggests that this proxy captures well the differential exposure of the hiring portfolios to the true adjustment cost shock in the data. The exposure to the aggregate productivity shock of the low and high hiring portfolios is the same hence this shock is unable to explain the cross-sectional variation of the return of these portfolios. This result in consistent with the theoretical analysis in the model summarized in Figure 1 in the main draft. The right panel shows that the model matches these patterns in the data reasonably well.
Panel B in Table A6 (columns Data), shows that, consistent with the main calibration of the model, the price of risk of the adjustment cost shock is estimated to be negative in the data (λ s = −0.49% per month or −5.88% per annum), and this value is almost the same as the time-series mean return of the (negative of) hiring spread portfolio. The price of risk of the aggregate productivity shock is estimated to be positive (λ x = 0.41% per month or 4.92% per annum), consistent with the sign of this parameter in the baseline calibration.
Again, the model matches the estimated sign and magnitude of the prices of risk reasonable well, thus providing empirical support for the model's calibrated parameter values.
Other proxies of adjustment cost shock
We also estimate the price of risk of the adjustment cost shock using alternative proxies for this variable, in particular, using proxies of investment specific shocks previously used in the literature (Papanikolaou, 2011) . As discussed in the manuscript, the adjustment cost shock is analogous to an augmented investment-specific shock, hence the two shocks should be positively correlated. We also investigate the impact of using alternative (i.e. not the market portfolio) proxies of the productivity shock on this analysis.
Specifically, we estimate the following moment condition by the GMM:
As test assets, we use the ten hiring portfolios, and we report both the first-stage and second-stage GMM estimation results. We use the following proxies of the aggregate productivity shocks ∆x t+1 : the excess returns on the aggregate market portfolio (MKT), an aggregate total factor productivity (TFP) shock (the TFP data is from John Fernald's webpage at the Federal Reserve Bank of San Francisco), and an aggregate TFP shock from the consumption good producing sector (TFPC) from Basu, Fernald, and Kimball (2006) . We use the following proxies of the adjustment cost shock ∆s t+1 : the (negative of the) hiring return spread (-LH)), the returns of the investment minus consumption goods producers portfolio (IMC) from Papanikolaou (2011), a shock to the relative price of equipment goods relative to the price of nondurable goods from Papanikolaou (2011) (∆z), and the growth rate of change in the aggregate investment-to-consumption ratio (∆IC) from Kogan and Papanikolaou (2013) . Note that, because these proxies are only imperfect proxies of the true underlying shocks, the estimated loadings on the stochastic discount factor (γ x andγ s ) will be different from the true loadings (γ x and γ s ). Because the returns of the market portfolio, hiring spread, and the returns on the IMC portfolio are available at the monthly frequency, we estimate equation (6) at the monthly frequency. When the macroeconomic variables are used, the model is estimated at the annual frequency.
[ Table A7 Here]
Before we proceed to the formal estimation, Table A7 reports the correlation coefficients between (minus) hiring spread with the several proxies of investment specific shocks. We report both the simple correlation coefficient and the corresponding p-value, as well as partial correlation coefficients, in which case we report the previous correlation coefficients controlling for the alternative proxies of the aggregate productivity shock one at the time (results cross columns). The conclusion from the table is clear. The correlation between (minus) the hiring spread with the several proxies of investment specific shocks is always positive. The correlation ranges from 10% (when ∆z is used) to 63% (when the returns on the IMC portfolio are used), with a p-value of effectively 0. Thus, these results confirm that the (negative of the) hiring spread is positively correlated with investment specific shocks.
That is, the adjustment cost shock is indeed related to investment-specific shocks.
[ Table A8 Here]
Turning the analysis to the formal GMM estimation of the stochastic discount factor, the results reported in Panel A and B in Table A8 show that the estimated SDF loading on the alternative proxies of the adjustment cost shock are negative across all the different proxies examined here. The estimated SDF loading on the alternative proxies of the aggregate productivity shocks are positive across all the different proxies examined here. Taken together, the empirical results reported here provide additional empirical support for the signs of the prices of risk exogenously imposed in the main model.
Model results: additional analysis
In this section, we provide additional analysis of the model solution and fit, and we report the results from several alternative specifications of the model.
Firm value decomposition and the value premium
To show the link between hiring, labor stock and firm value in a clear manner, here we make several simplifying assumptions to obtain an analytical solution for the firm value as a function of the firm's (endogenous) hiring and investment rate, and state variables. This approach also allows us to establish a link between our setup and the value premium.
Value decomposition
We assume that the production function specified in the manuscript and the adjustment cost function are both homogenous of degree one. In addition, we set nonconvex labor and capital adjustment costs as well as operating fixed costs to zero (b
we shut down all asymmetries (c
Under these assumptions, the first order conditions for the firm's maximization problem are given by:
where we used the notation Ψ it to denote the first partial derivative of the augmented adjustment cost function Ψ t with respect to the variable i, and MPK t+1 and MPN t+1
are the marginal product of capital and labor next period, respectively. The first order conditions (7) and (8) establishes a link between the exogenous stochastic discount factor, the exogenous wage rate and the firm's investment and hiring decisions. The left hand sides of these equations are the marginal cost of investment and the marginal cost of hiring, respectively. The right sides of these equations are the risk adjusted discounted marginal benefit of investment and hiring, respectively. At the optimum, the firm chooses a level of investment and hiring such that the marginal costs and the marginal benefits are equalized.
To simplify the notation, denote the marginal costs of investment and hiring as Q k t and Q n t , also known as the investment marginal q and the hiring marginal q. Using the adjustment cost functional form specified in the paper (without nonconvex adjustment costs), these costs are given by
which only depend on the investment and hiring rate, and the aggregate adjustment cost shock. The assumptions in this section allows us to establish a link between the firm's market value, the firm's expected stock return, and the firm's investment and hiring rates in closed form as stated in Proposition 1.
Proposition 1 Under the assumptions of this section, the ex dividend market value of the firm P t is given by
Market value of labor (11) and the firm's expected stock return is given by (12) in which Q Proof. The market value decomposition is simply an extension of Hayashi's (1982) result to a multi factor inputs setting (see Merz and Yashiv, 2007 , and Galeotti and Schiantarelli, 1991, for a similar result). Equation (12) follows directly from the definition of stock return R s t+1 = (P t+1 + D t+1 )/P t . Because this equation holds ex post state by state, it also holds ex ante in expectation.
According to equation (11) in Proposition 1, the market value of the firm reflects the market value of both its installed capital and labor inputs when both inputs are subject to adjustment costs. Intuitively, the quasi-fixed nature of capital and labor allows firms to extract rents from these inputs and make operational profits. This result contrasts with that from standard q theory of investment with no labor adjustment costs, in which case the market value of the firm is equal to the value of the firm's capital stock. When labor is costlessly adjusted, labor receives its share in output and firms do not extract any rents from it. Note however that, in contrast to the value of the capital stock, when the firm faces labor adjustment costs the value of hired (installed) labor for the firm can be negative (for example, if the wage rate is expected to be too high relative to the expected marginal product of labor the firm wants to fire workers and hence the hiring rate is negative).
Equation (12) in Proposition 1 also establishes a link between the firm's expected return and its investment and hiring rates, thus providing theoretical support for the use of these firm characteristics in stock return predictability regressions.
Link to the value premium
According to Proposition 1, there is a strong link between the hiring and investment rate, and the firm's market-to-book ratio. Dividing both sides of equation (11) by the firms' stock of physical capital, and using the definition of labor and physical capital marginal Q yields:
The left-hand side is the market-to-book ratio. Thus, this equation says that the firm's equilibrium market-to-book ratio is an increasing function of the firms' hiring and investment rates. Different from the book-to-market ratio variable however, the hiring and investment rate are real variables that do not rely on price data, which allows us to connect stock returns and firm value to macroeconomic variables.
[ Table A9 Here]
Given the previous theoretical analysis, it is interesting to examine how the predictability of hiring and investment for stock returns changes after controlling for the firm's book-tomarket ratio. Table A9 reports the results from this analysis using firm-level predictability regressions. The table shows that the hiring rate predicts stock returns with a negative slope in the cross section, even when we include the firm's (log) book to market ratio, and the slopes remain statistically significant in both cross sectional and pooled ols regressions. The investment rate also predicts future stock returns with a negative slope, but it is no longer statistically significant in cross sectional regressions (specification 3), when the bookto-market ratio is included. This is consistent with equation (13) because, in principle, any two combinations of the book-to-market ratio, hiring rate, and investment rate, should be equally informative. In specification 6 however, the three variables are all marginally statistically significant. This result is not surprising because, in practice, all the three variables are measured with error, which makes all variables significant even if one of them may be redundant from a theoretical point of view. In addition, and more generally, there are nonlinearities in the true relation between the book-to-market ratio and the firm's investment and hiring rate which are ignored in equation (13) which assumes only convex and symmetric adjustment costs (see assumptions underlying Proposition 1). Finally, the fact that the theoretical book-to-market ratio in equation (13) includes information of both the hiring and investment rate also helps explain why the magnitude of the hiring and investment rate slope coefficients is significantly reduced when the book-to-market ratio variable is included (compare specification 2 versus 3, and specifications 5 versus 6).
Taken together, the analysis in this section shows that indeed the hiring and the investment return spreads are related to the value premium, but that the predictability of the hiring and investment rates, especially the hiring rate, is not completely eliminated once we control for the firms' book-to-market ratio. This result is also consistent with the comparative statics exercise reported in the manuscript (see Section 6) . In the theoretical model, the value premium is mostly related to operating fixed costs (and the corresponding operating leverage effect). When these costs are eliminated, the value premium becomes negative, whereas the hiring and the investment return spread remains sizeable because it is mostly driven by firms' exposure to the adjustment cost shock.
We focus only on the book to market ratio as an additional control variable (risk premium proxy) because our goal is not to show that the hiring and investment rate has predictive power for stock returns that is robust to the inclusion of all the predictors previously established in the literature. We focus on the hiring and investment rate predictors, and the corresponding link to the book-to-market ratio, because this analysis follows naturally from the theoretical investment-based model that we propose in the manuscript. Other models and approaches provide a different set of risk premium proxies, and both approaches may still be correct, and help us provide alternative (and complementary) economic justifications for the differences in the financial returns of companies.
Hiring policy function
To help in the interpretation of the model results across different specifications of the labor adjustment cost function, Figure A1 plots the policy function of gross hiring as a function of the current labor stock in the baseline model as well as across alternative model specifications.
[ Figure A1 here] Figure A1 show that, all else equal, more profitable firms hire more workers. In the baseline model (Panel A), for relatively low levels of labor stock, hiring is increasing in the current level of the labor stock, but at a diminishing rate. This diminishing rate is due to convex labor adjustment costs that penalize the firm from making large and swift changes in the number of employees.
Importantly, firms' hiring and firing decisions are associated with labor stock thresholds levels due to nonconvex labor adjustment costs. These thresholds are the levels of labor stock at which the fixed costs of adjusting labor are equal to the difference between the marginal benefits and marginal convex costs of making the adjustment. The region inside the thresholds is the inaction region where firms find it optimal not to make any changes in the labor stock.
In the model with only nonconvex labor adjustment costs (Panel B), the firm makes full hiring adjustments to the optimal frictionless level except across a small range of current labor stock (again, the inaction region) in which the fixed costs of hiring are too large relative to the benefits from adjusting the labor stock. In the model with only convex adjustment costs (Panel C), firms continuously adjust their number of employees (except at the point of zero hiring), but at a diminishing rate up to a certain level, which gives rise to the concave policy function. Finally, without any labor adjustment costs (Panel D), all firms adjust to the optimal target level of labor stock, but small firms hire more while large firms tend to fire. This is because with exit rate being nonzero (0.01), current labor stock net of exit is linear in current labor stock level. This implies that small firms that are below the optimal target level have a big gap to optimal target level and hence need to hire, while large firms that are above the optimal target level need to fire. In the end, all firms reach the optimal labor stock level since the adjustment is cost free.
Stationary wage rate
In the model, we assume the wage rate W to be stationary while the number of employees N grows with the rest of the economy. Note that, in the model, this N represents the number of employees per firm, a variable that has positive average growth in the U.S. data (there is positive net population growth), hence our specification is consistent with the data. This N is thus different from the number of hours per capita examined is several macro models, a variable that appears to be stationary in the data. Several (albeit not all) macro models do not distinguish between the number of employees and hours worked -these models focus on the total hours normalized by population to make the problem well-defined. The implicit assumption is that employees and hours are perfect substitutes. In our analysis, the relevant key variable is the growth rate in the number of employees. In the data, it is true that the wage rate per employee (hour) W is increasing over time, a feature that we do not have in our model. However, if we allow both N and W to grow in the model, the wage bill W × N will outgrow the rest of the economy (the labor share (W × N) /Y is non-stationary) making the firm problem not well-defined even after detrending all non-stationary variables. We choose to let N grow while let W to be stationary because employee growth is the key variable in our analysis, which we want to capture as best as possible in the model. More generally, one can show that once a macro model has a non-stationary (growing) number of employees, the wage rate per employee needs to be stationary to make the economic problem well-defined, i.e., all variables to be co-integrated (The proof is available upon request). Therefore, our model specification is consistent with a macro model that distinguishes non-stationary number of employees and stationary hours per employee.
By specifying the number of employees, N to be increasing over time, our model assumes that the wage rate per employee is stationary to make the firm problem well-defined. An alternative approach is to make N stationary while W grow (properly adjusting the convex labor adjustment cost function so that it is co-integrated with the other growing variables), but the stationarity assumption of N would be counterfactual. The specification of non-stationary number of employees and a stationary wage rate is similar in spirit to the specification in Bloom (2009). In Bloom (2009), productivity follows a random walk making investment, hiring, capital and employees non-stationary; the wage rate is assumed to be a function of stationary hours per employee, thus it is stationary.
We do not explicitly model hours per employee since it would further complicate the model solution given the CES technology (or one can think that hours per employee is a constant in our model; Hansen (1985) has shown that hours worked is mainly driven by fluctuations of employees -around 55%-while only 20% by hours per worker), but our way of specifying a stationary wage rate process is similar to Bloom (2009) , except that we assume the wage rate to be a function of stationary productivity shocks.
The role of labor adjustment costs: additional results
In the manuscript, we study the importance of labor adjustment costs by examining a specification of the model without labor adjustment costs (frictionless labor case). Note that exit rate is nonzero, thus effectively there is a one period time to hire in labor. Here, we provide additional results on this analysis.
[ Figure A2 Here] To illustrate the importance of labor adjustment costs for generating the hiring return spread in a clear manner, the bottom panels in Figure A2 plots the histogram of the one-way hiring return spread, as well as the CAPM alpha, based on the five hundred simulated panels in the frictionless labor economy. We compare these histograms with the corresponding histograms in the baseline model (top Panels).
In the frictionless labor economy, and in contrast with the baseline model, both the labor hiring return spread and CAPM alpha in the simulated data are clearly too small with a number of them being negative, and outside the corresponding distributions generated by the model. Thus we can reject the hypothesis that the hiring return spread and CAPM alpha generated in the frictionless labor model is equal to the corresponding spreads in the data.
Alternative model specifications
To further understand the economic forces driving the fit of the model, we consider eight additional alternative calibrations of the model (specifications 2 to 9). Table A10 reports selected model implied moments from each alternative specification of the model which we compare against the moments in the data (specification 0), and in the baseline calibration of the model (specification 1). The analysis in this section complements and expands the analysis of the seven alternative specifications reported in Section 6 of the manuscript.
Different from the manuscript, here we only vary one parameter at the time. This implies that the risk premium on the aggregate stock market is different from the baseline calibration in some specifications. However, the hiring spread remains qualitatively similar to the baseline calibration.
[ Table A10 Here] Symmetric labor adjustment costs. In the baseline model, we specify the nonconvex labor adjustment costs to be asymmetric, consistent with Bhamra and Lochstoer (2009). Here, we shut down this asymmetry. In particular, we set the nonconvex labor adjustment cost parameter to be b Table A10 show that the impact of shutting down asymmetric adjustment costs on the model results is small. The reason is that the degree of asymmetry used in the baseline model is already quite small (b making downsizing and upsizing equally costly, thus making hiring rates more symmetric. Furthermore, inactions in hiring rate are almost zero (not reported because there is no data counterpart available for inactions of gross hiring), suggesting that asymmetric nonconvex costs is important to capture nonlinearities in the hiring rate. The effect on asset pricing moments is small. The aggregate market risk premium is smaller than in the baseline model because by setting b + n = b − n = 0.20 we are effectively increasing the adjustment costs, thus making the adjustment cost shock play a more significant role in driving the market premium. Because this shock has a negative price of risk, the market premium falls relative to the baseline calibration. The hiring and investment return spreads in two-way sorted remain close to the spreads in the baseline model and in the data, however. Thus, we can conclude that the asymmetry in the labor adjustment cost function is not crucial for the model qualitative results, but the small degree of asymmetry that we consider in the baseline model provides a better fit to the data.
Partial irreversibility in hiring. Bloom (2009) considers partial irreversibilities in hiring and investment. Here, we add this feature in the model and show that this has a small effect on the overall results from the model.
Labor partial irreversibility, labeled C P n , derives from per capita hiring, training, and firing costs, and is denominated as a fraction of annual wages. For simplicity, we follow Bloom and assume that these costs apply equally to gross hiring and gross firing of workers.
We thus consider the following adjustment cost function for labor:
in whichW is the annual wage without uncertainty and |H t | is the absolute value of hiring.
We set the partial irreversibility parameter at C P n = 0.02, the value estimated in Bloom (2009). The results reported in specification 3 in Table A10 show that adding partial irreversibilities in labor in our model has a small effect on the model results.
The negligible role of partial irreversibilities in hiring in our model is a direct result of the fact that our labor adjustment cost function allows for asymmetric adjustment costs.
Naturally, this asymmetry also captures partial irreversibilities. In Bloom (2009), the convex labor adjustment cost function is symmetric, in which case the partial irreversibilities of the form investigated here have a more prominent role.
Partial irreversibility in investment. We now add investment partial irreversibilities. These arise from resale losses due to transactions costs, the market for lemons phenomenon, and the physical costs of resale. The resale loss of capital is labeled C P k and is denominated as a fraction of the relative purchase price of capital. We consider the following adjustment cost function for capital:
in which I t is the gross investment. We set the partial irreversibility parameter at C P k = 0.34, the value estimated in Bloom (2009). Similar to partial irreversibilities in hiring, the results reported in specification 4 in Table A10 show that including partial irreversibilities in capital have a small effect on the model results. We note the worsening fit of the cross-sectional skewness of investment rate: relative to the baseline model, IK skewness increases from 1.60 (baseline) to 2.32, which is further away from the 1.77 skewness in the data.
Again, the negligible role of partial irreversibilities in investment in our model is a direct result of the fact that our capital adjustment cost function allows for asymmetric adjustment costs (in Bloom, 2009, the capital convex adjustment cost function is symmetric)
Interrelated capital and labor adjustment costs. Merz and Yashiv (2007) find that interrelated labor and capital adjustment costs are important for the ability of a q-theory model to match the time-series of asset prices at the aggregate level. They find that it is less costly to adjust capital and labor simultaneously than sequentially, and show that this feature of the adjustment cost function is essential to account for the run-up in aggregate equity prices in 2000.
To address this specification, we consider a more general adjustment cost function specification given by:
in which c = −13, which is the maximum number we can use subject to the requirement that adjustment costs are not negative on the grid. The results are reported in specification 5 in Table A10 . This specification increases the market risk premium from 4.84% in the baseline model to 6.24%, and also significantly decreases the value premium in the model from 5.46% in the baseline model to 4.25% here. The cross-sectional skewness of hiring rate and investment rate increase from 0.71 and 1.60 in the baseline model to 0.99 and 1.94. The remaining moments are not significantly affected, and the model still generates a large hiring and return spread (slightly higher than in the baseline model), with reasonable volatilities of the hiring and investment rates (also slightly higher than in the baseline model).
Constant wage rate. In the baseline model, we specify the equilibrium aggregate wage rate in the economy to be a function of aggregate productivity. This approach allows us to focus on labor adjustment costs as the only friction in the labor side of the model. It is well known however, that labor market frictions on wage rate determination (e.g. wage rate smoothness) can have important implications for asset prices (Danthine and Donaldson, 2002; Uhlig, 2007; Favilukis and Lin, 2013) . Although a full analysis of the effect of wage frictions is beyond the scope of this paper, we examine here the importance of our wage rate specification for the model results. In particular, we consider a constant wage rate (set τ 2 = 0), which is an extreme form of wage rate smoothness. The results reported in specification 6 in Table A10 show that setting the wage rate to be constant has a small effect on the moments considered here. It slightly increases the aggregate market risk premium, but the hiring and return spreads are about the same as those in the baseline model. The reason for the similar fit is that the wage rate specification in the baseline model is already smooth, as reported in Table 6 in the main draft: the volatility of the wage rate is about 1/10 of the volatility of aggregate profits.
Labor high separation rate. In the baseline model, we specify the separation rate to be 1% per month, following Bloom (2009). Here, we consider a higher separation rate δ n = 2%. The results reported in specification 7 in Table A10 show that allowing for the higher separation rate has a negligible effect on both quantity and asset pricing moments.
Labor time-varying separation rate. In the baseline model, we specify the separation rate to be constant, following Shapiro (1986) and Bloom (2009) . Here, we relax this assumption and consider a time-varying separation rate δ n,t . To avoid increasing the number of state variables in the model, we model the time-varying separation rate δ n,t to be a decreasing function of firm-specific profitability:
We set d = −2.5. According to this specification, more profitable firms are more likely to keep their workers presumably because of other non-pecuniary benefits (e.g. high worker's morale) not reflected in the (aggregate, hence common across firms) wage rate.
The results reported in specification 8 in Table A10 show that allowing for the separation rate to be stochastic affects the quantity moments. In particular, it significantly increases the volatility of the hiring rate. This result is expected because the firm needs to use its hiring to compensate for the exogenous departures (hence, not optimal) of workers from the firm. Interestingly, the hiring return spread in one-way sort and investment return spread in two-way sorts, also increase relative to the baseline specifications, but are too large relative to the spreads reported in the data.
Wage rate being a function of two aggregate shocks. In the baseline model, we specify the wage rate to be a function of aggregate productivity shock only for tractability.
Here, we relax this assumption and specify wage rate to be a function of both of the two aggregate shocks in the model. First, in the data, we use the investment-specific shock as a proxy for the adjustment cost shock, and estimate the correlation between the growth rate of investment-specific shock and the aggregate wage growth. The correlation appears to be very small, 8%, and insignificant, with a p-value of 0.59, whereas the correlation between aggregate productivity (TFP) growth and the wage growth is high, 51%, with a p-value of 0.0004.
Then we specify the wage rate as:
and we calibrate τ 3 = 0.015 to match the correlation between the adjustment cost shock and the wage growth in the data. 8 The results reported in specification 9 in Table A10 .
The main results including market risk premium, the hiring return spread, and the CAPM tests do not change in any quantitatively meaningful way. In particular, the hiring return spread is 5.8% compared to 6% in the benchmark model. Therefore, specifying wage rate as a function of the adjustment cost shock does not seem to affect the hiring return spread. This is because the hiring spread is mainly driven by the stochastic adjustment costs, not by the wage in the model.
We have also varied τ 3 to examine how sensitive the results are with respect to changes in this parameter (not tabulated). The results do not change significantly if we use a larger τ 3 = 0.03 and 0.1, even though this calibration implies that the correlation between the adjustment cost shock and wage growth is several times larger than in the data. This table reports the average equal-and value-weighted excess stock returns and abnormal returns of ten one-way-sorted on hiring rate portfolios. r e is the average annualized (×1200) portfolio excess stock return; [t] are heteroscedasticity and autocorrelation consistent t-statistics (Newey-West); α, α F , α C are portfolio average abnormal returns, obtained as the intercept from monthly CAPM, Fama-French (1993) , and conditional CAPM regressions, respectively, reported in annual percentage (×1200). L-H stands for the low-minus-high hiring portfolio. The table reports the equal-weighted returns across a sample that includes all the firms with non-missing data (All firms), and across a sub-sample of firms that excludes micro cap firms (All but micro), defined as the firms with firm size that is below the 20 th percentile of the NYSE cross-sectional size distribution in June of each year. The sample is from July 1965 to June 2010. Table A2 : The hiring return spread, the December fiscal year end restriction, and alternative breakpoints specifications
This table reports the average equal-and value-weighted excess stock returns and abnormal returns of ten one-way-sorted on hiring rate portfolios (we report portfolio 1-Low and 10-High, and the spread portfolio, LH which stands for Low minus High). r e is the average annualized (×1200) portfolio excess stock return; [t] are heteroscedasticity and autocorrelation consistent t-statistics (Newey-West); α and α F are portfolio average abnormal returns, obtained as the intercept from monthly CAPM or Fama-French (1993) regressions, respectively, reported in annual percentage (×1200). In the left panels the table reports the returns across a sample that includes all the firms with non-missing data and December fiscal year end, and in which the portfolios are re-balanced once per year at the end of June of year t (Annual sort). In the middle panels the table reports the returns across a sample that includes all the firms with non-missing data, and in which the portfolios are re-balanced once per year. In the right panels the table reports the returns across a sample that includes all the firms with non-missing data, and in which the portfolios are re-balanced every month (Monthly sort Panel A: Transition matrix of 10 hiring portfolios Sort(t+1) This table reports the average excess returns, CAPM alphas and Fama-French alphas of ten one-way sorted on labor hiring rate portfolios (we report portfolio 1, which we label as "Low", 2, 5, 9, and 10, which we label as "High") across three size groups. Small, Mid, and Large corresponds to the firms below the 30th, between the 30th-70th, and above the 70th percentile of the NYSE size (market equity) distribution in June of year t, respectively. Avg is the corresponding equal-weighted average return across the three size groups. The breakpoints for the hiring portfolios are the same across size groups. These breakpoints are the deciles from the cross-sectional distribution of all firms excluding the small firms (size group 1). The table reports the following variables: r e is the average annualized (×1200) portfolio excess stock return; [t] are heteroscedasticity-and-autocorrelation-consistent t-statistics (Newey-West); α and α F are the intercepts from monthly CAPM or Fama-French (1993) regressions, respectively, in annual percentage (×1200); L-H stands for the low-minus-high hiring portfolio, and the average returns of this portfolio is the hiring return spread. The sample is from July 1965 to June 2010.
Equal-weighted
Value-weighted Size Low 2 5 9 High L-H Low 2 5 Table A5 : The hiring and investment return spread across 3 size groups   This table reports 
it is the excess return of portfolio i, M KT t+1 is the excess return on the aggregate market portfolio (a proxy for the aggregate productivity shock ∆x), and −LH t+1 is the (negative of) the return of the low-minus-high hiring portfolio (a proxy for the aggregate growth opportunity shock ∆s; see text for details). The test assets are the 10 hiring portfolios. The left panels report the results in the real data, and the right panels report the results using data simulated from the benchmark calibration of the model. We report the estimation results for hiring portfolio 1, which we label as "Low", 2, 5, 9, and 10, which we label as "High". The regression intercept (α) is expressed in annual percentage (×1200); m.a.e. is the mean absolute pricing error across the 10 hiring portfolios; [t] are heteroscedasticity and autocorrelation consistent t-statistics (Newey-West); R 2 is the regression adjusted R-squared. In Panel B we estimate the factor risk prices from the following cross-sectional regression: This table reports empirical estimates (and the corresponding t-statistics below each estimate) of the loadings γ x andγ s in the stochastic discount factor M t+1 = 1 −γ x ∆x −γ s ∆s in which ∆x is a proxy of the aggregate productivity shock and ∆s is a proxy of an investment-specific shock. Estimation is by GMM using the moment condition E T [r e it M t+1 ] = 0. The test assets are the 10 hiring portfolios. We report both the firststage (panel A) and second stage (panel B) GMM estimates. The following variables are used as a proxy for the aggregate productivity shock ∆x: the excess returns on the aggregate market portfolio (Market), an aggregate total factor productivity (TFP) shock (the TFP data is from John Fernald's webpage at the Federal Reserve Bank of San Francisco), and an aggregate TFP shock from the consumption good producing sector (TFPC) from Basu, Fernald, and Kimball (2006) . We use the following proxies of the investment specific shocks ∆s: the returns of the investment minus consumption goods producers portfolio (IMCm and IMC) from Papanikolaou (2011), a shock to the relative price of equipment goods relative to the price of nondurable goods from Papanikolaou (2011) (∆z), and the growth rate of change in the aggregate investment-to-consumption ratio (∆IC) from Kogan and Papanikolaou (2013) . Because the returns of the market portfolio, and the returns on the IMC portfolio are available at the monthly frequency, we perform the estimation at both the monthly (denoted with last letter m) frequency and annual frequency when using these variables. For all other macroeconomic variables the estimation is performed at the annual frequency. The sample data is from July 1965 to June 2010. is the firm i stock return, HN it−1 , IK it−1 and ln(BM t−1 ) are the lagged values of firm's i hiring and investment rates, and book-to-market ratio. Two alternative methodologies are used to estimate the regression. Columns 1 to 3 report the estimated average slope in the previous equation from Fama-MacBeth (1973) cross sectional regressions estimated at the monthly frequency.
[t] are heteroscedasticity and autocorrelation consistent t-statistics (Newey-West). N is the average number of firms in each cross section. Columns 4 to 6 report the estimated slope coefficients in the previous equation obtained by pooled OLS regressions in which r s it is the firm's i compounded annual stock return from July of year t to June of year t+ 1. The regression includes both year and firm fixed effects.
[t] are t-statistics computed from standard errors clustered by firm and year. N is the number of firm-year observations included in the estimation. The investment rate and book-to-market ratio is winsorized at the top and bottom 0.5% in each cross section to decrease the influence of outliers. The estimates of the intercept a is omitted. The sample is from July 1965 to June 2010.
Cross-sectional regressions
Pooled OLS regressions This table presents selected moments of the firm-level labor hiring rate (HN), the physical capital investment rate (IK), and asset prices both in the real data (specification 0) and implied by the simulation of the model under alternative calibrations (specifications 1 to 9). The table reports the following moments: the time-series standard deviation (S.D.) of firm-level HN and IK; the time-series average of the cross-sectional skewness of HN and IK; the average excess return on the value-weighted aggregate stock market (Market); the average return of the high-minus-low book-to-market decile portfolio (Value); HN spread is the labor hiring return spread across ten one-way-sorted hiring portfolios (One-way) or the average hiring spread across investment portfolios in nine two-way-double-sorted on hiring and investment portfolios (Two-way); IK spread is the average investment return spread across hiring portfolios in nine two-way-double sorted on hiring and investment portfolios (Two-Way); XS slopes are the HN and IK slope coefficients in cross-sectional firm-level stock return predictability regressions (in the data, we report the slopes from the specification that controls for micro cap firms). r e is the average annualized (×1200) excess portfolio return, and α is the corresponding annualizes abnormal return implied by the CAPM. This figure plots the policy functions of gross hiring H(K t , N t , S t , x t , z t ) against the current labor stock across four alternative specifications of the investment-based model with labor market frictions: Panel A is the baseline model with both convex and nonconvex labor adjustment costs; Panel B is a specification with only nonconvex labor adjustment costs; Panel C is a specification with only convex labor adjustment costs; and Panel D is a specification without any labor adjustment costs. In the plots, we fix the aggregate productivity x t , growth opportunity shock S t , and capital K t at their respective time-detrended long-run average levels (x,S, andK). The labor stock is normalized to be between zero and one. Each one of these panels has two curves corresponding to the low firm-level productivity z t (solid line) and high productivity z t (dashed line). The figure shows the histogram of the value-weighted hiring spread across ten one-way-sorted hiring portfolios (left panels) as nine two-way sorted on hiring and investment portfolios generated by the baseline laboraugmented investment-based model. The histograms are based on data simulated by the model across 500 samples, each with 3,600 firms and 600 monthly observations. The arrow in each panel shows the corresponding hiring return spread in the real data. Data HN spread=5.61% Data α spread=7.03%
