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Abstract 
 Introduction: Orthopaedic surgical education has undergone major change in the last 15 
years.  Work hour restrictions, public accountability, and government pressures have led to a 
paradigm shift in the execution of surgical training.  The Royal College of Physicians and 
Surgeons of Canada (RCPSC) is adopting a competency-based training model in an attempt to 
ensure the quality of its future surgeons.  Objective: To evaluate the reliability and validity of 
assessment methods of orthopaedic surgery residents as defined by the RCPSC’s CanMEDs 
framework.  Methods: A critical appraisal was undertaken that indicated a paucity of studies 
evaluating strategies for assessing surgical competencies in residency training programs. Staff 
surgeons assessed residents in day-to-day performance of duties using the Interprofessional 
Collaborator Assessment Rubric (ICAR) and the Surgical Encounters Form (SEF). The 
assessments were collected and measurements of percent agreement, Cronbach’s alpha, and 
Fleiss Kappa were obtained. Results: For the ICAR percent agreement was 80.6 percent.  
Cronbach’s Alpha measure averaged 0.662 and the mean Fleiss Kappa score was -0.218 (95% CI 
-0.400 to -0.089). For the SEF percent agreement was 90.9 percent.  Cronbach’s alpha averaged 
0.865, 0.920, 0.934, 1.00 and 1.00 for the Medical expert, Technical skills, Communicator, 
Collaborator, and Advocate roles respectively. The mean Fleiss Kappa score was 0.147 (95% CI 
-0.071 to 0.364). Conclusion: Low inter-rater reliability results suggest low levels of assessor 
agreement and subsequently invalid assessment measures. Modification to assessment methods 
will be required before a valid competency-training program can be fully adopted.   
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Chapter 1: Introduction 
1.1 Background 
Surgical education has historically taken place under a mentorship model (Brieger, 1980).  
Physicians who had gained specialized medical knowledge would pass on their skills and 
training to the next generation, and on the mentor’s subjective evaluation of a student’s skills, 
they would graduate to the realm of the surgeon. This practice has been undergoing a 
fundamental change over the last several decades (Rose, 2009). With increased public demand 
for accountability (Canter, 2011), government pressure (Blum, 2011), advancing technology, 
work hour restrictions (Baskies, 2008) and financial limitations there has been a shift toward 
defined, objective, competency based learning and assessment.  Aspiring residents are required 
to demonstrate a core set of knowledge and skills at an expected level before they can be allowed 
to practice without restriction.  
The assessment of surgical residents requires a multidirectional approach. A surgeon has 
passed through several stages of training including medical school, residency, possibly 
subspecialty training and has committed to continuing professional development.  At each of 
these phases he or she has many roles with different expectations of themselves, from the 
community and from their employers.  Several questions arise: Who should perform surgical 
assessment? What are the expectations? What is the minimum standard? How does one assess 
technical skill? What format should be utilized? Which type of assessment method is best? What 
is the gold standard? 
In 1996, the Royal College of Physicians and Surgeons of Canada (RCPSC) adopted the 
CanMEDS Physician Competency Framework as a “common set of essential abilities that all 
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physicians, regardless of specialty, need for optimal patient outcomes”(Frank, 2003). The seven 
components of the framework include: medical expert, communicator, collaborator, manager, 
health advocate, scholar and professional (CanMEDs, 2005). In 1999, the Accreditation Council 
for Graduate Medical Education (ACGME) launched a similar project in the United States. 
Identified core values include:  patient care, medical knowledge, professionalism, interpersonal 
and communication skills, practice-based learning and improvement, and systems-based practice 
(Fitzgibbons, 2012).  All medical training centers within Canada are required to align their 
programs with the CanMEDs framework and this system provides a guide for determining how 
to undertake surgical resident assessment.   Each assessment point should be performed under 
the heading of one of the CanMEDs roles.  Whether or not this is a valid approach to the new 
problems facing medical education has yet to be determined.  
As the CanMEDs framework has evolved during its twenty years in use there has been a 
slow drift towards a competency-based curriculum.  By the fall of 2014 all surgical training 
centers, and for that matter all medical education institutions within Canada, will be required to 
adhere to a competency-based format.  Though this term is often confused and misused, at its 
core philosophy, this implies a structured pathway with regular, defined, objective measures of 
knowledge and skill with the final product being a well rounded, capable clinician (Parent, 
2013).  As surgical residents advance through the years of training their progress will be 
accelerated or slowed as deemed necessary by objective measures of their performance.  
The Department of Orthopaedic Surgery at the University of Toronto is leading the way 
towards a competency-based surgical program (Ferguson, 2013). Given the issues of decreasing 
resident experience due to work-hour restrictions and modern patient safety needs, their 
department felt a need to explore major changes to their surgical curricula (Nauta, 2012). In 
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November 2013, they published their three-year experience with this new education model. Their 
“curriculum map” was designed such that the CanMEDs requirements were met throughout 
residency with regular assessments during the program.  Their goals were to achieve 
competencies through modular based training, accelerate the pace of skills acquisition, diminish 
wasted time and evaluate residents frequently.  They came to the conclusion that their model is a 
viable one with the potential to overcome some of the burdens facing medical education.  
Caution must be taken when interpreting these early results.  Only fourteen residents had 
completed the competency program and enormous financial and manpower support was supplied 
to them through their department.  This substantial support was not received by the residents 
completing the standard program and it may bias the results in favor of the heavily resourced 
competency based program. Though the University of Toronto orthopaedic residency program 
has developed new assessment methods for the CanMEDs roles, at great cost to the department, 
they have yet to demonstrate these as reliable or valid. This shift towards an objective, 
competency-based system will require the availability of reliable and valid assessment methods 
of surgical residents in all aspects of their training (Grantcharov, 2009). The demands of an 
objectively sound assessment system will require that programs produce or use stringently 
validated assessment methods, no matter what form they take. 
  
	   4	  
1.2 Literature Review - Surgical 
In June 2013 our original search was performed with an update in October 2014. Using 
the PubMed, EMBASE and Cochrane search engines the surgical literature was explored looking 
for validated surgical assessment tools based on the CanMEDs roles. All possible combinations 
of the terms [residents] + [CanMEDs] + [orthopedic] + [evaluation] + [surgery] and [education] 
were applied (Figure 1). RefWorks citation manager was used to organize the searches.  
Duplicates were removed. Relevant titles and abstracts were evaluated leaving 15 papers for 
inclusion.  A further four papers were found during review of relevant bibliographies. The 
Canadian Orthopedic Association website was also examined for any relevant papers, talks and 
abstracts. 
	  
	  
Figure 1: Literature Search Summary 
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The CanMEDs framework has given us a format on which to discuss the current status of 
assessment method literature in Canadian surgical training programs.  The seven competencies 
can be broken down into two broader categories: the medical expert role and the non-medical 
expert roles, or intrinsic roles.  The following review describes the available literature on the 
evaluation of surgical assessment methods.    
The intrinsic roles are under-represented in the published literature. There are several 
reasons.  First the medical expert role has historically been the major focus of surgical education.  
It has only been since the seven CanMEDs competencies came into existence that major 
emphasis has been placed on the non-medical expert roles.  Secondly, they are more difficult to 
study.  These roles are more difficult to objectively define and this has hampered enthusiasm to 
dedicate research endeavours in this field (Chou and Cole, 2008).  Finally, from a surgeon’s 
point of view these modern roles are often viewed as less important and more subjective (Arora, 
2009).  
Hanna et al (2012) examined the Manager role at McGill University.  They used self-
evaluation methods of senior surgical residents before and after a one-day course to assess the 
competency. Self-evaluations were the only methods performed and perceived improvement was 
noted.  No measures of validity were assessed.  
The most recent work has come from the University of Toronto, department of 
Orthopaedics. Dwyer et al (2014) created a six-station objective structured clinical examination 
(OSCE) to assess the six intrinsic CanMEDs roles. Twenty-five orthopaedic surgery residents 
performed the six-station examination.  Validity was determined by comparing OSCE scores to 
in-training evaluation reports (ITER) completed over the previous twelve months and to an 
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ordinal ranking of resident performance created by the program directors. Reliability measures 
included Cronbach’s alpha for inter-station reliability and an analysis of variance using training 
level as the independent variable and outcome score as the dependent variable.  Interstation 
reliability measured 0.87 and there was a significant association between training year and 
examination scores. This group came to the conclusion that their OSCE was suitably reliable and 
valid for routine use in a surgical training program. No other studies evaluating the non-medical 
expert roles were found during our review.  
As previously stated, the medical expert role has received more focus. A large volume of 
work has been dedicated towards creating modern assessment tools of the role that are both 
reliable and valid. Martin et al (1997), from the University of Toronto, performed some of the 
earliest work in this field, even before the medical role received its formal title. This study was 
designed using a six-station Objective Structured Assessment of Technical Skill (OSATS) exam 
evaluating a variety of surgical skills in both bench and live animal models.  The purpose of the 
paper was to determine the reliability of the assessment tool while comparing live and bench 
models.  Feasibility and practical application issues surround the tool had already been assessed 
and published by the group (Reznick, 1997). Twenty residents performed six stations on both 
bench models and live animals. Each was assessed with a task-specific checklist and a global 
rating scale. Reliability statistics included internal consistency and intraclass correlation 
coefficients.  In the surgical literature the intraclass correlation coefficient is a common statistical 
representation of the agreement between multiple assessors. Cronbach’s alpha ranged between 
0.33 and 0.74. Intraclass correlations ranged between 0.64 and 0.72. Multivariate analysis of the 
tool demonstrated that training level alone was the only significant determinant of performance.  
This was felt to represent strong construct validity.    
	   7	  
Closely related to Martin’s work, Winckle et al (1994), also from the University of 
Toronto, recognized the need for developing new assessment tools for general surgery residents.  
They developed Structured Technical Skills Assessments Forms (STSAF) for three general 
surgical procedures: cholecystectomy, inguinal hernia repair and bowel resection.  Each tool had 
a task-specific checklist and a global assessment scale.  This cross-sectional cohort analysis was 
performed in 1994 and evaluated six junior and six senior residents performing forty-one 
operations, twenty-six of which had paired evaluators. Reliability measures included Cohen’s 
Kappa and Pearson’s correlation coefficients. Face validity for the STSAF was confirmed using 
experts prior to the study. Construct validity was evaluated with a Student’s t-test comparing 
mean scores from junior to senior residents. Kappa values were 0.78 and 0.73 for the task 
specific checklist and the global rating scale.  There was high correlation (0.89) between the two 
scores. Student t-test reached significance at <0.001 helping to demonstrate construct validity.    
In 2004, Goff performed a multi-center cross-sectional analysis of a resident assessment 
tool created by the author and previously shown to be valid and reliable at a single institution 
(Goff, 2005). The purpose of this study was to assess the reliability and validity of the tool when 
administered across multiple gynaecology programs in the United States (Goff, 2002).  This six 
station objective structured assessment of technical skills (OSATS) was administered to 116 
residents from six training centers for a total of 696 evaluations between 2001 and 2002. 
Residents were scored with a task specific checklist, a global rating scale and an overall pass/fail 
judgement by three evaluators, at least one of whom had no previous experience with the 
resident.  No significant difference was discovered comparing blinded to non-blinded judges. 
Reliability measures included internal consistency (Cronbach’s alpha) and inter-rater reliability 
(intraclass correlation coefficients). Alpha ranged from .71 to .90. Intraclass correlation ranged 
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from .70 to .97.  Construct validity was determined using one-way analysis of variance with the 
Student-Newman-Keuls test and residency year as the independent variable. They demonstrated 
that more senior residents had significantly better performance on all measures.  
Roberson recognized the need for new assessment tools and set out to do so in a logical 
fashion (Roberson, 2005).  The process must proceed in a particular order with: face validity, 
interobserver reliability, intraobserver reliability, construct validity and finally with confirmation 
of a pass standard. The purpose of their study was to test the reliability and in turn, the validity, 
of a tonsillectomy assessment tool, newly developed at Children’s Hospital Boston. Between 
July 2002 and June 2004, a cross-sectional prospective cohort of 45 post-graduate year (PGY) 
three residents who performed tonsillectomies was carried out.  Residents were assessed on both 
a task specific checklist and a global rating scale. Sixteen assessments had multiple evaluators 
for inter-rater observations making this a prospective evaluation.  Percent agreement, defined as 
agreement within two points on a five-point scale, measured better than 97 percent.  Weighted 
kappa scores (Fleiss Kappa) were calculated for every question on the tool.  These ranged from 
negative values to greater than 0.90.  The authors concluded that items with higher kappa would 
be more reliable for future tools. Construct validity was assessed in two ways.  Resident’s scores 
were compared to ten staff and fellow assessments.  The resident scores were consistently lower 
than both staff and fellows. Secondly, residents who were assessed at multiple times during their 
three-month rotations trended towards significantly higher scores after their learning period. 
Laeeq (2010) performed a cross-sectional cohort study at Johns Hopkins Hospital. The 
purpose of the study was to evaluate the reliability, validity and feasibility of an assessment tool 
for endoscopic sinus surgery. The tool had previously been validated in the laboratory (Laeeq, 
2009) following a Delphi survey and this was the first attempt at clinical application. Eight 
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residents performed a single endoscopic sinus surgery and this was recorded on video.  Five 
evaluators, all blinded to resident identity, assessed the video with the ability to fast-forward and 
rewind as deemed appropriate. The tool comprised of both a procedures checklist and a general 
rating scale. In total 40 assessments were performed.  Cronbach’s alpha demonstrated strong 
internal consistency at 0.85. Inter-rater reliability was shown with inter-class correlation 
coefficients and measured 0.62. Construct validity was assessed with a one-way analysis of 
variance to distinguish between resident training level.  The tool provided a significant difference 
between junior and senior residents. 
Ishman (2012) completed a cross-sectional cohort study at the Johns Hopkins School of 
Medicine Otolaryngology department. The purpose of the study was to evaluate the reliability of 
a two page OSATS assessment tool for paediatric laryngoscopy and rigid bronchoscopy.  This 
evaluation tool had been created using the Delphi technique among experts and had been 
previously piloted by the same author (Ishman, 2010). This initial work was a non-blinded study 
that demonstrated good reliability and validity.  The authors were concerned about the potential 
for confirmation bias in their initial study, and they subsequently designed the second evaluation 
in a blinded fashion to attempt to control for this bias. Fifty-two paired assessments were 
performed using both a task-specific checklist and a global rating scale.  Faculty members were 
unfamiliar with the residents. Forty-five assessments had complete data sets available. Statistical 
measurements were done as both binary and continuous variables in order to evaluate reliability 
using Kappa and Intraclass correlation coefficients.  Percent agreement ranged between 71.4 
percent and 77.4 percent for binary variables. Kappa values were 0.38 to 0.54 for the binary 
assessment. Evaluation measures for continuous variables revealed a percent agreement between 
42.9 percent and 71 percent, and intraclass correlation coefficients between 0.53 and 0.73. Alpha 
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ranged between 0.71 and 0.92. Only PGY two and three residents were assessed and therefore 
construct validity was not evaluated.  Face validity had been confirmed in their 2010 study. 
Laeeq and Ishman would take their research further and evaluate the reliability and 
validity of a tonsillectomy evaluation tool (Ahmed, 2013). This included a task-specific checklist 
and a global rating scale that were created at their institutions.  Eighty-three evaluations of their 
residents were completed and compared using average scores and Cronbach’s alpha for internal 
consistency. This demonstrated high scores of 0.97 and was felt to satisfy construct validity as 
more operative experience led to significantly higher scores.  
Moktar (2014), at the University of Toronto, developed a novel simulator for the 
assessment of casting techniques. They developed a video based assessment method of a casting 
simulation that yielded intraclass correlation coefficients of 0.88.  They recognized the need to 
determine construct validity but had yet to do so. Golnik (2013) assessed an internationally 
created tool for the assessment of resident training in phacoemulsification (cataract surgery).  
Cronbach’s alpha measured 0.92 as ten experts evaluated six recorded surgeries demonstrating 
internal consistency. Glarner (2013) developed an evaluation tool for laparoscopic colon 
resections that assessed both technical skills and the non-medical expert roles (termed 
NOTECH’s in the study). They demonstrated face validity through staff agreement and construct 
validity by comparing resident scores through different years.  There was a significant difference 
in the medical expert evaluations but not in the NOTECH scores.  The reliability of an 
arthroscopic skills assessment tool was assessed by Koehler (2013). They demonstrated 
intraclass correlation coefficients of 0.83 for staff persons assessing recorded videos of a model 
knee arthroscopy. Other studies by: Benson (2012), Chou (2008), Larson (2005), Lentz (2001), 
Lin (2009), Palter (2012), Stack (2010), Johnson (1998), Jefferies (2007), Grober (2006), and 
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Mickelson (2008) have been performed that either required further work or were felt to be of less 
scientific merit  
The currently available literature on evaluations of assessment methods has some notable 
shortcomings.  The statistical methods used were confusing and inconsistent.   All assessment 
tools were created using Likert scales of ordinal measure. Several studies presented statistics 
based on Likert scale data as if these were continuous variables. This leads to some potential for 
statistical bias. Martin (1997) performed the benchmark studies of resident assessment.  Their 
models laid the groundwork for future papers that have been published in this field. Some of 
their statistical methods were flawed and this may have influenced several studies that would 
follow.  
Blinding was another frequent concern that many authors noted.  Winckel (1994) made 
the interesting observation that even if evaluators are blinded to the resident’s skill level it may 
be difficult to blind completely. More senior residents tend to have increased skill and 
confidence.  They also note that a highly structured task-specific checklist should help to limit 
this bias by leaving no room for individual interpretation.  Each assessment item was either rated 
as either complete or incomplete with no in-between options. Skills were either demonstrated in 
full or not at all. 
Roberson’s (2005) study gives us perhaps the best model on which to base future work. 
By starting with a set of specific criteria that demonstrated face validity, they were able to reduce 
their tool to its reliable components.  The product is a reliable, valid and feasible tool.  By their 
own definition they need further studies to confirm the between-rater reliability and eventually 
pass criteria, but no other study had progressed this far.  Of interest, no studies available to date 
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have evaluated currently employed assessment methods.  Each was an attempt to create new and 
valid measures but no programs appear to have evaluated their own, tried and tested assessment 
regimes.  
This wide range of assessment methods spans many of the surgical specialties.  Most 
emphasis has been placed on creating valid assessment tools for individual surgical procedures. 
These methods will help to provide the backbone for a competency based system in the future.  
Understanding the breadth of evaluation options will reveal the scope of the void that will need 
to be filled.  
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1.3 Literature Review – Non-surgical 
A complete examination of the assessment strategies of residents requires an evaluation 
of the non-surgical literature.  The CanMEDs roles apply equally to training programs outside of 
the surgical setting.  In October of 2014, a literature search was performed in the Pubmed, 
EMBASE and Cochrane Library engines looking for validated assessment methods of residents 
outside of surgical training programs.  Combinations of the terms: [resident] + [CanMEDs] + 
[ACGME] + [evaluation] + [assessment] and [education] were applied to the search strategy. 
Studies examining the reliability and validity of resident and medical student assessment tools 
were included.  
Busari (2014) performed a systematic review of the literature to determine if any reliable 
and valid assessment methods had been published for examining the ACGME and CanMED’s 
system-based practice and manager roles, respectively. Their comprehensive review finished in 
November of 2012 but no validated assessment measures were identified.  They recognized that 
while these roles have been established as important to the future practice of physicians, little 
attention has been paid to evaluation strategies of the roles themselves.  They recommended 
future work be dedicated to establish the validity of assessment measures. 
In the field of emergency medicine, Sherbino (2013) sought to determine the reliability of 
a clinical encounter card system for assessing medical students under the CanMEDs umbrella. 
The encounter cards require that the staff physician assess the student based on the medical 
expert role, up to two of other six roles, and overall performance. No training had been provided 
to the staff persons. They used a generalizability theory to determine their inter-item and inter-
rater reliability. The scholar, collaborator, manager and health advocate roles were reported on 
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less than 25 percent of the assessments. For their instrument, 67 percent of the variability within 
the scores was related to the observer and not a student-based factor.  They also noted that each 
of the CanMEDs ratings was highly correlated with the student’s overall score. Though there 
was only speculation as to the cause of this finding, they raise a concern that each of the intrinsic 
roles may be too closely related to allow for raters to distinguish between them.  
A second Canadian study from the emergency medicine field was completed in 2014 
(Kassam). They sought to determine the reliability of a 24 question ITER modified for each 
specific year of training within their program at the University of Calgary. Their ITER data was 
collected from 2009 to 2011 and examined for reliability using Cronbach’s alpha and for 
construct validity using an exploratory factor analysis with varimax rotation. The overall alpha 
score was 0.97 and the factor analysis revealed a five-factor solution that accounted for 79 
percent of the variance. They came to the conclusion that their ITER demonstrated strong 
reliability with evidence of construct validity. 
In the United States, the Academic Emergency Medicine consensus conference 
(Rodriguez, 2012) performed a systematic review of the literature to determine if reliable and 
valid tools existed for measuring the ACGME professionalism competency. They classified their 
findings into each of six headings: ethical knowledge and moral reasoning tests, direct 
observation assessment tools, survey-based assessment tools, critical incident reporting systems, 
portfolios and narratives, and simulated encounter observations. Though they identified several 
tools, none had been vigorously evaluated for validity, reliability, feasibility, educational impact 
or acceptability.  Their consensus group made future recommendations for the development of 
validated assessment strategies of the professionalism role.  
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The department of Anaesthesia at the University of Ottawa developed a Generic 
Integrated Objective Structured Assessment Tool (GIOSAT) and sought to evaluate its reliability 
and validity (Neira, 2013). Their work focused on two videotaped, mock scenarios in a paediatric 
anaesthesia setting.  This was then evaluated using the GIOSAT tool by four independent raters 
who were blinded to the residents training level. Reliability was measured with intra-class 
correlations for single raters and the average for four raters. Construct validity compared 
GIOSAT scores with residency training year.  The average intra-class coefficient was 0.85 
demonstrating strong reliability and there was a high correlation between GIOSAT scores and 
resident training level. Interestingly, when the tool was broken down into the seven CanMEDs 
roles there was strong correlation between training year and the medical expert role but not with 
the intrinsic roles. 
In 2013, a child and adolescent psychiatry program evaluated a global rating scale 
designed to assess the six ACGME core competencies (Tomisato, 2013). Their initial three-
staged design process allowed for modifications to the tool during practical application.  In the 
final analysis they evaluated intra-class correlation with results ranging from 0.778 to 0.945 for 
the individual competencies. They came to the conclusion that their tool was reliable, valid and 
feasible.  A relatively small sample size was the only limitation noted within the study. 
As of 2011, Germany had developed a Medical Licensure Act that has been used to guide 
medical education in the country.  Though not based on either the CanMEDs or ACGME 
guidelines it maintains several of their core principles.  A questionnaire, translated simply to the 
“FKM,” has been developed to assess the reliability and validity of these competencies (Giesler, 
2011). Six hundred ninety-eight medical students and 514 residents were surveyed between 2008 
and 2011 using the 45-item assessment tool. Cronbach’s alpha was used to determine internal 
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consistency and remained consistent between 0.68 and 0.97. Construct validity was determined 
using t-tests and ANOVAs to assess differences between training level and competence level. 
Overall the questionnaire was felt to be reliable, valid and feasible.  
ITERs have commonly been used during Rheumatology rotations as assessment measures 
but their reliability has been limited (Humphrey-Murto, 2009). In an attempt to improve the 
reliability of their assessment methods, a CanMEDs based evaluation form was developed for 
internal medicine residents rotating through the Rheumatology service.  The University of 
Ottawa and McMaster University participated in the study.  Residents were encouraged to have 
these forms completed daily during their one-month rotations. No formal training had been given 
to the evaluators. In total 637 assessments were completed for 73 residents. Reliability was 
determined through use of a generalizability coefficient.  Each resident averaged 8.73 
assessments during the rotation and 14 would be required to achieve a coefficient of 0.80. Eight 
of the 73 residents had completed an end of rotation OSCE.  Numbers were low because of 
timing of the OSCE. Pearson correlation coefficient was used to compare results of the OSCE 
versus the ITER.  At 0.48 the results were not correlated.  
From January 2002 to December of 2004 an online, 360-degree assessment tool for 
competence was applied to physiatry residents at the University of Washington. (Massagli, 
2007). Nurses, allied health staff and medical students performed 935 evaluations of 56 residents 
over this period.  These evaluations were performed at the end of each resident rotation. 
Cronbach’s alpha revealed a reliability of 0.89. A reliability of greater than 0.8 could be achieved 
by only five nursing evaluations, compared to 23 ratings from medical students. More senior 
residents achieved high scores.  The group felt this 360-degree evaluation tool was reliable, valid 
and feasible for the assessment of rehabilitation residents.  
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This literature review of the non-surgical studies provides similar conclusions to that of 
the surgical studies.  The medical export role is frequently correlated with resident training level 
and appears well described.  Assessment methods of the intrinsic roles are less reliable.  A 
general call for high quality studies to develop and confirm the reliability and validity of resident 
assessment methods spans both the surgical and non-surgical literature.  
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1.4 Assessment Methods 
For hundreds of years the backbone of surgical assessment has been the essay style, 
written examination combined with direct preceptor observation.  These served as the only 
assessment methods for young physicians.  The quality of this strategy has been questioned for 
some time (Wanzel, 2002). First the content of written examinations and then the value of their 
results were evaluated (Brieger, 1980).  This directly led to the creation of new formats including 
multiple-choice questions, extended matching options and clinical scenario pathways. 
The next generation of assessment methods saw the introduction of the standardized oral 
exam, Objective Structured Clinical Exam and In-Training Evaluation Reports. These methods 
involve a one-on-one assessment by a preceptor with the goal of creating an evaluation scenario 
more aligned with clinical practice in both the cognitive and technical setting.  Unfortunately 
these methods are often subjective and completed retrospectively which can bring their validity 
into question (Dent, 2009). 
Given questionable validity with existing assessment methods there is a need to develop 
more psychometrically sound instruments.  Computer simulations (Froelich, 2011), virtual 
reality, self assessments (Trajkovski, 2012), standardized patients (Hassett, 2006), objective 
structured assessments of technical skill (OSATS) (Chipman, 2009), point of observation 
assessments (Anderson, 2005), operative performance ratings (Williams, 2012) and interactive 
models (Moktar, 2014) have all been employed in recent years. Some areas, such as computer 
simulations, show promise (Koehler 2013) and some models are in widespread use, such as 
standardized patients (Ortwein 2011). They have several limiting factors including access, cost, 
complexity, lack of demonstrated efficacy and questionable applicability. 
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Another assessment method is the 360-degree model.  In the medical field this implies 
feedback from nurses, physiotherapists, patients, peers and other allied health professionals as 
they interact with resident surgeons.  This can potentially allow for a broader assessment of a 
resident physician’s skills for both the medical expert and non-medical expert CanMEDs roles. 
Donnon (2014) recently performed a systematic review of the literature to determine the 
potential reliability, validity and feasibility of this method.  Four studies discovered within the 
surgical literature support this as a potential option in terms of feasibility, applicability and 
outcome measures.  Though not yet in widespread use, the 360-degree model may see broader 
applications in the future.  
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1.5 Psychometrics of Assessment Tools 
Understanding the nature of the question being asked, and subsequently, the form the 
data will take is key to assessing the usefulness of assessment methods. The variable being 
examined can be either continuous or categorical (Hulley, 1988). Continuous variables can take 
any value along a numeric scale.  Height, weight and age are examples here.  Categorical 
variables can take only defined values as set out by the groupings. Some examples would be 
race, sex or smoking history. Categorical variables can be further subdivided into nominal and 
ordinal groupings.  Nominal variables have no order.  Again hair colour is an example. Ordinal 
measures, such as resident competency, occur in order from poor to good to excellent.  
In order for a measurement to be valuable we need to trust the results. That is, any 
measured variable must be valid.  Validity, attempts to discern if an assessment tool is actually 
measuring that which it purports to measure. Historically this involved the concepts of face, 
content, criterion and construct validity (Sackett, 1991).  Face validity is simply a general 
determination of whether a tool measures that which it purports to measure by looking at its 
general parts.  The item as a whole should appear to be a reasonable device for determining its 
outcome measure. This is a vague concept with only subjective analysis and no objective 
measures of strength. Similarly, content validity sets to determine if a tool appropriately includes 
all potential facets of a measurement scale.  A tool measuring dietary intake must include a 
section for liquids as well as a section for solids.  If either section is missing then the content is 
incomplete and conclusions drawn from this cannot be trusted.  Criterion validity requires a 
comparison to a gold standard already supported in the system.  Unfortunately in the creation of 
tools for assessment of surgical skills there is often no defined gold standard.  Finally, construct 
validity seeks to determine if the conclusions being drawn are appropriate for the given tool.  For 
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example, a measuring tape would have appropriate construct validity for measuring height, but 
not for determining weight. Unfortunately these terms are often confused in the literature and are 
so broad they do not lend towards clear, objective measurement.  
A more modern process has arisen in recent years in order to clarify the individual 
components necessary to ensure validity. This can be broken down into five factors: content, 
response process, relations to other variables, consequences and internal structure (Cook, 2006). 
The content of a tool should represent the entire construct it is assessing.  There should be no 
extraneous information or deviation from the spirit of the construct.  On the other hand, there 
should be no missing, pertinent details. Secondly, the response process should demonstrate that a 
tool’s outcomes reflect the user’s thoughts during an assessment moment.  Cook explains that if 
an evaluator, or a student, were to speak out-loud and describe their thoughts during an 
assessment, the tool should adequately reflect these vital moments. If there is the possibility to be 
good, bad, or ugly the response process must reflect this. In essence, a valid tool must be built on 
foundations that reflect in the mental process of the assessment. Next, any new assessment tool 
should be comparable to currently used methods and should most closely align with the gold 
standard.  Similar assessment methods should correlate with each other. The fourth factor in 
determining validity is the concept of consequence. Does the score make a difference? Can we 
take some amount of meaning from the result of the measure and take action based on the 
results? Ideally any type of resident evaluation tool would aid in academic advancement, job 
applications, guidance towards extra training and identifying areas of weakness. Finally, the 
internal structure aspect of validity seeks to determine the reliability of the tool.  Similar items 
with the tool should obtain similar results and these scores should be properly reflected by the 
measurement. 
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Reliability is the concept that a measurement tool can achieve reproducible results 
between users and at different points in time. Terms often used synonymously with reliability are 
repeatability, precision, accuracy and consistency.  This concept is closely related to validity and 
is often considered as an integral component in determining validity. Errors in reliability can be 
either systematic or random and affect the validity of an instrument.  Systematic errors occur in 
the same direction each time a measurement is performed.  An example is a scale without proper 
calibration.  Every time an object is weighed the result will be consistently incorrect by the 
amount of error in the calibration.  This affects the accuracy of the measurement.  Random errors 
occur differently for each evaluation.  Scientists measuring heat loss from a system may 
experience random error if changes in wind temperature are not considered.  In order to improve 
the reliability of evaluations several options have been proposed: standardize the measurement 
methods, train observers, refine instruments, automate instruments, and take repeat 
measurements (Hulley, 1988).  In understanding this definition we see that reliability is a key 
component of validity.  Reliability scores are necessary, but not sufficient, for determining the 
validity of a construct (Cook, 2006).  
A concept separate from validity but no less important is feasibility. Daily evaluation 
tools should be inexpensive, easily accessible, applicable over a variety of situations, and easy to 
complete.  This helps to ensure compliance from both the assessor and the trainee. Creating 
comprehensive assessment tools can pose a significant challenge given the large breadth of 
surgical education and the wide scope of potential future practice.  Nonetheless, the ideal 
assessment tool should attempt to cover the entire scope of the knowledge and skills being taught 
while at the same time remaining practical enough to ensure its feasibility. 
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Finally an assessment tool must fulfill the criteria for accountability.  It is within the 
changing scope of surgical education that new tools are being developed and a large portion of 
the driving force for this change is from external influence.  The public and government agencies 
want proof that their trust and their funds are being directed towards a valuable, competent 
product.  Assessment tools should be able to provide this reassurance.  
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1.6 Analysis of Agreement 
If an assessment method proves to be valid this implies that the results are reliable.  
Taking this in reverse, if an instrument proved to be unreliable then it must also be invalid. An 
important component of reliability is a measure of the agreement between users. Agreement 
occurs in a variety of forms.  Inter-rater agreement occurs between different users evaluating the 
same item.  In the evaluation of assessment methods this implies different staff members 
assessing the same resident.  Intra-rater reliability occurs as the same user evaluates an item at 
different points in time.  Here this would be a staff person evaluating the same resident at 
multiple encounters (Cohen, 1960). 
Measurements of this type are required to aid in the demonstration of valid assessments 
and several methods are frequently employed.  The most simplistic measure of agreement is 
absolute percent agreement. In an evaluation study this is the number of times different staff 
persons agree on a resident’s performance.  Though easy to calculate it does not take chance into 
consideration (Cohen, 1960).  If an evaluation method has only four potential responses there is a 
25 percent chance that evaluators will agree on this alone.  Though many studies of resident 
evaluation describe the percent agreement this is not substantial enough for validating 
assessment tools.  
In order to deal with this, Cohen developed the kappa measurement. The formula reads: 
K= po-pc/1-pc where po is the observed proportion of agreement and pc is the probability of 
chance agreement.  The commonly accepted values of kappa are:  
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Table 1: Commonly accepted values of kappa (Landis, 1977) 
Value of Kappa  Strength of Agreement  
<0  Poor – Less than chance  
0-0.20  Slight  
0.21-0.40  Fair  
0.41-0.60  Moderate  
0.61-0.80  Substantial  
0.81-1.0  Almost perfect  
The values range from 0 to 1 with higher values implying greater concordance between 
users. This formula functions well for nominal data but does not take into account the ordering of 
an assessment scheme.  In other words, ordinal data requires a different consideration.    
In order to utilize a kappa statistic to determine agreement within ordinal data a weighted 
kappa measurement should be used. Ordinal data implies that there remains some degree of 
agreement between users, even if there is not perfect agreement (McGinn, 2004).  One rating of 
“excellent” is similar to a rating of “good” and a weighted kappa captures that similarity. Here 
the formula changes to: K=1-qo/qc where q equals the disagreement of the measure.  The 
possible values of kappa for a weighted value range from negative 1, implying agreement less 
than chance, to 1, implying perfect agreement (Kramer, 1981).    
One final measurement of reliability that has been frequently discussed in the surgical 
evaluation literature is Cronbach’s alpha.  This is a coefficient of internal consistency.  In other 
words it asks the question “Do like items achieve like measures” (Tavakol, 2011)? Determining 
the average inter-correlation amongst the individual items achieves this. The standardized 
formula reads as: N.Ċ/ν+(N-1).Ċ where N = numbers of items, Ċ = average inter-item 
covariance, and ν = the average variance. The commonly accepted values of Cronbach’s are:  
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Table 2: Commonly accepted values of Cronbach’s alpha 
Cronbach's alpha (α)  Internal consistency  
α ≥ 0.9  Excellent  
0.9 > α ≥ 0.8  Good  
0.8 > α ≥ 0.7  Acceptable  
0.7 > α ≥ 0.6  Questionable  
0.6 > α ≥ 0.5  Poor  
0.5 > α  Unacceptable  
Appendix A is a summary table of the statistical methods used for surgical evaluation 
reliability studies to date. 
1.7 Purpose 
The purpose of this thesis is to evaluate the reliability of currently utilized surgical 
training assessment tools at one institution’s orthopaedics residency program as they relate to the 
CanMEDs competencies.  Though there has been a push towards the creation of modern reliable 
and valid assessment methods there is a lack of literature discussing the state of our current 
assessment methods.  
The CanMEDs competencies have laid out a structural framework by which these 
assessment methods should be guided and when applied to a surgical training program they can 
generally be broken down into two broad categories: 
1) Intrinsic roles 
2) Medical expert roles 
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The purpose of this thesis is to evaluate the reliability of the Interprofessional 
Collaborator Assessment Rubric and the Surgical Encounters Form for orthopaedic surgery 
residents during routine assessment periods of the CanMEDs Collaborator role and Medical 
Expert role, respectively.  
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Chapter 2: Collaborator Role 
2.1 Introduction 
At present, there is no tool utilized by our institution that evaluates a single specific 
section of the CanMEDs roles.  In order to evaluate our ability to assess the intrinsic CanMEDs 
roles we had to first find and integrate a suitable tool into the orthopaedic surgery program.  An 
Interprofessional Collaborator Assessment Rubric (ICAR – Appendix B) had recently been 
created through our Centre for Collaborative Health Professional Education in conjunction with 
the University of Toronto and the University of Ottawa (Curran, 2011).  The evaluation 
characteristics of the ICAR closely resembled the competencies set out by the CanMEDs 
Collaborator role.  
2.2 Methods 
An orthopedic specific version of the ICAR was created at our institution.  The original 
ICAR instrument was distributed to the program director, research coordinator and clerkship 
coordinator.  They were asked to evaluate the tool for content validity, interpretability, ease of 
use and feasibility. Any section of the rubric that was felt to be unnecessary or irrelevant by two 
of the three evaluators was removed.  Any comments they had on individual sections were noted 
and applied to the rubric if necessary.  In total 25 competency questions were included from the 
original 31-question rubric. Each question could be answered on a four-point scale as either 
“minimal,” “developing,” “competent, “mastery” or “not observable.”  
The Health Research Ethics Authority granted full ethics approval for the study in March 
2012 (Appendix C).  Orthopaedic staff and residents were asked to participate in the study and 
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following a briefing session their written consent was obtained. In total six residents and ten staff 
surgeons out of a possible twelve participated in the study.  All eligible residents participated. 
Only orthopaedics residents completing one of their core orthopaedics rotations were included. 
Over a period of six weeks, the staff orthopedic surgeons were asked to assess their residents 
based on the orthopedics ICAR during day-to-day clinical encounters.  This included time in the 
clinics and in the operating room.  The data was collected in unmarked, sealed envelopes that 
were distributed to each staff member on the day of the given assessment. The research 
coordinator coded the data as a third party.  The primary researcher remained blinded to the staff 
and resident identities.  The orthopedics residents were assigned a random two-digit number and 
the staff surgeons were assigned a random two-letter code. The research coordinator held the 
master key to the participant identities on a locked, password protected computer.   
Data was collected and analyzed for internal consistency using Cronbach’s alpha and for 
inter-rater reliability using percent agreement and Fleiss Kappa scores. The SPSS (Version 19 
Copyright 2010) statistics program evaluated for internal consistency using Cronbach’s alpha.  
Following this, the same data was entered into the AgreeStats2011 (Version 2 Copyright 2010) 
software to assess the percent agreement and Fleiss Kappa scores for weighted data.   
The study design is a prospective single-blind cohort. In order to ensure that the criteria 
for a valid weighted kappa analysis were met 64 evaluations would need to be collected.  
Cicchetti stated that a proper kappa measurement required the total evaluations to be equal to the 
number of categories squared and multiplied by four (Cicchetti, 1977). The data collection 
period for this trial occurred daily over a six-week period.  
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2.3 Results 
Ten staff members assessed a total of six residents during the six-week data collection 
period.  One resident was assessed by only one staff and was therefore removed from the 
analysis.  Each of the other five residents was assessed by at least two staff surgeons (resident 19 
by two staff and all the rest by three staff members).  Residents ranged from PGY two to PGY 
five.  No first year residents were available during the course of this study.  
Table 3: Number of collaborator evaluations completed for each resident 
Staff 
Residents 
15 16 17 18 19 20 
AB 1      
CA 1     1 
DA 1   1 1 1 
DB      1 
AD   1    
BA   1    
BC   1    
CD    1   
AC     1  
CB  1  1   
Total 3 1 3 3 2 3 
Test for internal consistency of evaluator ratings for residents revealed a mean 
Cronbach’s Alpha of 0.662 (range 0.116 to 0.986).  
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Table 4: Combined Cronbach’s alpha scores for Collaborator evaluations 
Resident Cronbach’s Alpha 
15 0.771 
17 0.601 
18 0.986 
19 0.116 
20 0.838 
Mean 0.662 
The ICAR contained six subheadings each of which represented one aspect of 
interprofessional collaboration. These included: communication, collaboration, roles and 
responsibilities, collaborative patient/client-family centered approach, team functioning and 
conflict management/resolution. Individual alpha scores were calculated for the subheadings 
within the ICAR.  Most calculations were not possible because of a lack of variability with the 
rater responses. 
Table 5: Cronbach’s alpha scores for ICAR 
Resident 
Cronbach’s Alpha 
Comm Coll Roles Client Team Conflict 
15 NV NV NV NV NV NV 
20 NV NV NV NV NV NV 
17 NV NV NV NV NV NV 
18 NV NV NV NV NV NV 
19 0.571 NV NV NV NV NV 
NV = No variability   
A custom weighting scale was applied for the weighted analysis given the ordinal nature 
of the data.  “Mastery” was rated 1, “competent” was rated 0.7, “developing” was rated 0.4 and 
“minimal” was rated 0.1. The weighted percentage agreement was 0.806.  The mean Fleiss 
Kappa scores were -0.218 for weighted data.  
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Table 6: Percent agreement, Fleiss kappa scores and 95 percent confidence intervals for 
Collaborator role 
Resident 
Weighted Scores 
% Agree Fleiss 95% Confidence Interval 
15 0.792 -0.293 -0.563 to -0.222 
17 0.788 -0.172 -0.391 to -0.252 
18 0.816 -0.293 -0.418 to -0.168 
19 0.817 0.060 -0.172 to 0.29 
20 0.816 -0.293 -0.456 to -0.091 
Mean 0.806 -0.218 -0.400 to -0.089 
2.4 Discussion 
A literature review had revealed no studies which sought to determine the reliability, and 
in turn validity, of the intrinsic CanMEDs assessment methods.  Gilbert (2010) and his team 
published the Pan-Canadian Collaborator Competencies through the Canadian Interprofessional 
Health Collaborative (CIHC). In turn, Curran and his interprofessional team created a rubric 
designed to measure the outcomes defined by the CHIC. This Interprofessional Collaborator 
Assessment Rubric could be adopted and used as a model for assessing the CanMEDS 
collaborator role.  Given the many different measures of reliability used in the surgical education 
literature we elected to calculate those most commonly employed.  
Our assessment tool represents an ordinal scale.  Evaluations of agreement within an 
ordinal scale are not “all or none.” For example, if we consider two separate evaluations, a rating 
at the mastery level closely resembles a measure at the competent level.  This would represent 
more agreement than two evaluations at the mastery and developing level.  It is reasonable to 
assume that the difference between the “mastery” and a “competent” rating is less than the 
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difference between the “mastery” and a “developing” rating.  For this reason weighted scales 
were used throughout the study.  
The percent agreement is simply the number of times different raters agreed on the 
measurement. The weighted percent agreement for this study was eighty-one percent. This 
represents a fairly high value of agreement but does not take chance into consideration. With a 
four-point scale there is a 25 percent probability that evaluators will agree on chance alone. In 
order to assess the tool while taking chance into consideration we used weighted Fleiss Kappa 
scores.  Our resident assessments consistently reproduced kappa values of less than 0 with a 
mean score of -0.218 (95 % CI -0.400 to -0.089).    The highest value achieved was 0.06. This 
implies that the agreement between users was actually less than that predicted by chance alone. 
Residents were consistently rated either a “4” or a “3” on the 4 point scale with only one “2” and 
zero “1” used throughout the study. This phenomenon, in which raters assign the same rating for 
each point of assessment, is known as the ‘halo effect’ (Thorndike, 1920). With this in mind 
there was, for all practical purposes, a fifty percent chance that staff should agree on any given 
competency.  Residents were either “4” or “3.” This led to the negative value of Kappa and 
implies that there is poor inter-rater reliability within our assessment tool. 
A final measure of reliability utilized was Cronbach’s alpha.  This tool seeks to determine 
if similar items within a matrix are resulting in similar outcomes.  For example, if a questionnaire 
on food choices asks “Do you like fruit” and “Do you like apples” we would expect a relatively 
high level of concordance.  Questions on vegetables would be more likely to result in different 
answers.  If a tool has an acceptable level of homogeneity and is seeking to determine a single 
construct, than we would expect a high level of alpha. The average Cronbach’s alpha for this 
study was 0.662, demonstrating questionable internal consistency.  
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Given the low levels of a weighted kappa statistic it was determined that the reliability of 
the ICAR in an orthopaedic resident assessment setting is poor.  This conclusion is somewhat 
conflicted given the high percent agreement and reasonable alpha scores.  The compliance with 
the assessments was also poor.  Over eighty forms were distributed with only 16 returned and 
only 15 acceptable for analysis.  According to Cicchetti’s formula we would require 64 
evaluations to accurately determine agreement.  Given the low weighted kappa value it is 
questionable if a study with a larger sample size would move the kappa to an acceptable level. 
However the poor response rate is certainly a weakness of this study. 
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Chapter 3: Medical Expert Role 
3.1 Introduction 
Surgical education requires not only a firm knowledge base but also a mastery of 
technical skills.  This broadly falls under the Medical Expert role of CanMEDs.  One of our 
program’s assessment methods of surgical skill is done through the Surgical Encounters Form 
(SEF – Appendix D).  This 15-item form incorporates four of the CanMEDs competencies: 
medical expert, communicator, collaborator, and advocate and well as a section for technical 
skill, in order to fully assess surgical competence. 
3.2 Methods 
Ethics approval was obtained from our Health Research Ethics Board (Appendix E). In 
July of 2013 individual meetings were held with the staff orthopaedic surgeons and the 
orthopaedic residents.  During these sessions the purpose of the study was explained.  Consent 
was obtained and all questions were answered. Staff surgeons were already familiar with the 
SEF.  The three point grading scale was explained carefully.  All comparisons were made to staff 
surgeons.  A “3” is equivalent skill to that of a board certified surgeon, “2” is capable skill but 
not yet staff person ready and “1” is insufficient skill. A fourth category was available for “not 
observed.” The staff surgeons completed assessments during operating days for all orthopedics 
residents on service.  Residents off service were excluded as well as off service residents 
covering the orthopedics team. Residents ranged from PGY one to PGY five.  The staff and 
resident would agree upon a case for assessment during each operating day.  An electronic copy 
of the form, which could be completed on hand held devices, was emailed to the evaluating staff 
person and they were encouraged to complete the form as soon as possible following the 
	   38	  
operation.  The form was submitted electronically to a third party (the program research 
coordinator). Upon completion of the study all assessments were coded such to keep the 
principle investigator blinded to the study results.  
Data was collected and analyzed for internal consistency using Cronbach’s alpha and for 
inter-rater reliability using percent agreement and Fleiss Kappa scores. The SPSS (Version 20 
Copyright 2011) statistics program evaluated for internal consistency using Cronbach’s alpha.  
Following this, the same data was entered into the AgreeStats2013 (Version 2 Copyright 2013) 
software to assess the percent agreement and Fleiss Kappa scores for weighted data.   
Thirty-six evaluations were required in accordance with the research question assessing 
the inter-rater reliability of the tool through a weighted measurement of Fleiss Kappa. Cicchetti’s 
(1977) method for ordinal data, where the number of categories squared and multiplied by four 
was employed for the original sample size calculation. 
3.3 Results 
Eleven staff members assessed nine residents over a six-month period. Eighty-eight 
assessments were collected. One contained no resident identification and was discarded, leaving 
87 evaluations. Residents ranged from PGY one to PGY five.  
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Table 7: Number of surgical assessments completed for each resident 
Staff 
Residents 
22 33 44 55 77 88 99 00 11 12 
AA       3   3 
BB           
CC           
DD        4  2 
EE 2    6 2  1   
FF   4  1 3  1 2  
GG   1  5 4  1   
HH           
II 1  2   2  2 1 1 
JJ 2 1 1  3 3   1  
KK  1 1  4 2     
LL     1   1   
MM    1       
NN   2   3  4  2 
Total 5 2 11 1 20 19 3 14 4 8 
Cronbach’s Alpha measure averaged 0.865, 0.920, 0.934, 1.00 and 1.00 for the Medical 
expert, Technical skills, Communicator, Collaborator, and Advocate roles respectively.  
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Table 8: Cronbach’s alpha scores for Surgical Encounters Form. 
Resident 
Cronbach’s Alpha 
Med Exp Tech Skills Comm Coll Adv 
22 0.939 ID 1.00 ID ID 
44 0.757 1.00 NV ID ID 
88 NV 0.818 0.915 1.00 ID 
11 NV 1.00 ID ID ID 
77 0.895 0.832 0.822 1.00 1.00 
99 NV NV ID ID ID 
00 0.909 0.960 1.00 1.00 1.00 
12 0.823 0.912 ID 1.00 1.00 
Mean 0.865 0.920 0.934 1.00 1.00 
 Resident 33 had only two evaluations performed and was insufficient for Cronbach’s 
analysis.  NV = No variability, ID = Insufficient data. 
 The Agreestats2013 linear weighting scale was applied.  The average weighted 
percentage agreement was 0.909.  The mean Fleiss Kappa score was 0.147 (95% CI -0.071 to 
0.364) for weighted data.  
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Table 9: Percent agreement, Fleiss Kappa scores and 95 percent confidence intervals for 
Surgical Encounters Form.  
Resident 
Weighted Scores 
% Agree Fleiss 95% CI 
22 0.674 0.188 -0.27 to 0.645 
44 0.916 0.433 0.073 to 0.792 
33 0.714 0.142 -0.627 to 0.913 
88 0.902 0.222 0.082 to 0.361 
11 0.948 0.111 -0.074 to 0.297 
77 0.818 0.022 -0.05 to 0.095 
99 0.939 -0.304 -0.614 to 0.007 
00 0.468 -0.097 -0.195 to 0.002 
12 0.841 -0.095 -0.189 to -0.002 
Mean 0.909 0.147 -0.071 to 0.364 
Resident 33 had only 2 evaluations performed therefore Fleiss = Cohen’s Kappa for 2 raters. 
3.4 Discussion  
Before starting the second project we sought to ameliorate the shortcomings of the 
Collaborator evaluation study.  On discussion with the staff and residents, the feasibility of the 
Collaborator role assessment needed improvement.  The paper form was long and cumbersome 
with overly complex wording.  Hulley and Cummings proposed five key steps to improve 
reliability measures of assessments: standardize the measurement methods, train observers, 
refine instruments, automate instruments, and take repeat measurements (Hulley, 1988). Staff 
members were trained on the correct definitions and uses of the Surgical Encounters Form.  
Strict definitions of each category were employed. Complex wording of categories was 
simplified and shortened.  We created an online version of the instrument that could be 
completed on mobile devices immediately after the observed procedure, and in doing so removed 
some of the potential for losing assessments and for recall bias. The new electronic form was 
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emailed to the staff each day they worked with a resident and took approximately two-to-three 
minutes to complete. Finally we performed two six-week assessment periods so as to improve 
our total number of responses. Our literature review yielded several studies that explored novel 
evaluation methods for surgical skills acquisition, but none that examined currently utilized 
methods.   
During evaluation of the surgical encounters assessments eighty-eight forms were 
completed with 87 being suitable for analysis.  The weighted percent agreement was 91 percent, 
which supports a high inter-rater agreement but did not take chance into consideration. Weighted 
kappa scores were 0.147 (95% CI -0.071 to 0.364). This demonstrates slight agreement between 
users when chance is considered.  The scores here were significantly higher compared to the 
Collaborator study but were still lower than expected.  
Cronbach’s alpha was assessed.  The SEF differs from the ICAR in that it incorporates 
several of the CanMEDs competencies, not just the Medical Expert role, as staff members assess 
surgical competence.  In order to ensure heterogeneity did not falsely affect the results, each of 
the separate competencies alpha scores was determined for each of the roles individually (Table 
8).  Significant numbers of missing (“not observed”) values and data that had no variability made 
some scores unattainable.  The average alpha score for the Medical Expert role was 0.865 and for 
the Technical Skills role was 0.920.  The Communicator, Collaborator and Advocate roles had 
values of 0.934, 1.00 and 1.00 respectively.  An alpha of 0.865 represents almost perfect 
agreement.  Caution must be taken in analyzing the final four alpha values.  Such high scores 
likely represent a lack of variability within the tool, and though concordant, may not be reliable.  
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The reliability of the Surgical Encounters Form is questionable.  High values of percent-
agreement and Cronbach’s alpha would seem to support its reliability but low weighted kappa 
scores suggest a less robust measure. 
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Chapter 4: An Issue with Statistics 
The purpose of the study was to determine one aspect of validity using statistical 
measures of reliability.  Aspects of validity can be difficult to demonstrate in concrete terms but 
reliability lends itself to an objective measurement. Our literature search revealed one of the 
fundamental concerns when performing an evaluation of assessment methods; what is the gold 
standard measurement of reliability?  In an attempt to demonstrate reliability authors have 
utilized percent agreement, kappa, alpha, concordance and absolute score improvements.  
We elected to calculate three of the most commonly used measures of reliability as seen 
in the surgical evaluation literature, recognizing them for both their strengths and weaknesses.  
Weighted percent agreement measures were quite high within our study. Unfortunately this 
overly simplistic measure of reliability does not account for chance.  Early on we recognized that 
staff persons used a narrow range of values on an already narrow scale.  The Collaborator 
assessment used a four-point likert scale but over the fifteen completed forms only one “2” and 
not a single “1” was selected.  This may imply that the residents were all performing at or above 
average, that the staff persons were unclear of the distinctions, or it represents an unwillingness 
to rate a resident at the lower end of the scale.  We helped to address this issue during the 
surgical encounters study through our teaching session with the staff members.  This study 
contained a three-point likert scale with each of the categories clearly defined.  Here the gold 
standard comparison became “staff person competent skill.” With a standard by which to 
compare each encounter, the full use of the scale was achieved.   
Cronbach’s alpha was our second tool of choice. Conceptually this measurement fits well 
into evaluation literature and has often been used.  Unfortunately there are several issues.  First, 
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alpha does not handle missing data well.  In medical literature there is often a category “Not 
assessed,” as was present in both of our studies, and this must be treated as an incomplete data 
set.  In reality the data was not “missing” but the formula for alpha is not well able to deal with 
this.  Secondly, heterogeneity within a tool must be carefully dealt with.  The goal of alpha is to 
demonstrate the probability that similar assessment points come to similar conclusions. A tool 
measuring surgical skill has items related to technical merit and others related to 
interprofessional conduct.  In other words the assessment tools are heterogeneous.  This leads to 
difficulty generating a single alpha value for a given tool that has a built in assumption of 
unidimensionality.  During the Collaborator study we were able to calculate a total alpha score. 
Individual scores for each of the six sub-headings were not possible because of a lack of 
variability within the responses. The total score may be skewed by the heterogeneity of the study 
as a whole. Each of the sub-headings assesses a unique aspect of collaboration and it may not be 
possible to combine these results. A larger volume of assessments may remedy this problem.   
The surgical encounters study made improvements on the alpha measures. With little 
missing data and the ability to break each of the individual roles down separately we saw a score 
of 0.865 for the medical expert role. Low and high numbers of assessments can artificially inflate 
and deflate the scores. Small sample sizes will have artificially low alpha values while larger 
tests will create larger values of alpha. Some authors have suggested a maximum value of alpha 
to be 0.90, and any value above may reflect an erroneous result (Schmitt, 1996).   Sijtsma (2009) 
discusses these problems and demonstrates in mathematical terms the results of a reliance on 
alpha.  He goes so far as to say that Cronbach’s alpha is not a true measure of internal 
consistency and may have little to no value in the assessment of agreement.  For all of these 
reasons we must accept our intrinsic alpha measures with caution.    
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The mean weighted kappa scores achieved through our evaluation studies were -0.218 
(95 % CI -0.400 to -0.089) for the ICAR and 0.147 (95% CI -0.071 to 0.364) for the SEF 
respectively. These represent low to poor inter-rater agreement. Though kappa seems to be the 
most robust of our statistical measures, there are still concerns with its use. Though the kappa 
measurement has dominated the surgical literature, it has well known paradoxes that bring its 
value into question (Feinstein, 1990). If the probability of chance agreement among raters is high 
then the correction process can convert relatively high-observed percent agreement scores into 
low kappa values. Unfortunately assessment scales are often done on three, four or five point 
likert scales with relatively high likelihood for chance agreement.  This may be a concern for the 
Collaborator study with a 25 percent chance agreement and for the Surgical Encounters study 
with a 33 percent chance agreement.  If the paradoxes of alpha could be avoided it may be that 
there is reasonable agreement within our tools as reflected in the percent agreement.   
Gwet elaborates on these concerns in his “Handbook on Inter-rater Reliability,” and 
suggests that more modern measures of agreement may be more suitable (Gwet, 2012).  Though 
beyond the scope of this thesis, alternate formulas used to assess agreement, such as Gwet’s AC1 
and Brennan-Prediger, may provide a more reliable and statistically stringent value of inter-rater 
agreement.  Using the AgreeStats2013 software we were able to calculate these values for the 
Surgical Encounters Form data.     
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Table 10: Alternate measurements of inter-rater reliability 
Resident 
Weighted 
Gwet 95% CI BP 95% CI 
22 0.313 -0.096 to 0.722 -0.266 -0.131 to 0.662 
44 0.696 -0.368 to 1 0.505 0.179 to 0.832 
33  0.604 -0.001 to 1 0.429 -0.323 to 1 
88 0.855 0.768 to 0.942 0.734 0.622 to 0.846 
11 0.939 0.870 to 1 0.861 0.727 to 0.994 
77 0.643 0.570 to 0.715 0.508 0.44 to 0.576 
99 0.936 0.612 to 1 0.879 0.501 to 1 
00 -0.061 -0.072 to -0.05 -0.064 -0.073 to -0.55 
12 0.738 0.651 to 0.825 0.571 0.474 to 0.668 
Mean 0.697 0.399 to 0.867 0.486 0.385 to .763 
 Gwet = Gwet’s AC1, BP = Brennan-Prediger, 95% CI = 95 percent confidence interval. 
Resident 33 had only 2 evaluations performed. 
Though the confidence intervals remain wide, which may imply an underpowered study, 
a glance at these newer values seems promising.  A mean weighted agreement score of 0.697 
seems to be more in keeping with the attitudes of the surgeons towards the resident assessments.  
Though these measures require more stringent assessment, they may provide an early look at the 
future of inter-rater reliability measures.  
An option may be to consider interclass correlation measures such as Kendall’s tau or 
Spearman’s rho.  These statistics work to determine if there is correlation between two sets of 
data.  There are several options for setups within the resident evaluation studies.  Each staff 
person assessment of a resident provides one set of data. Comparing all possible combinations of 
data sets and calculating this mean would provide the most powerful estimates of correlation.   
Banerjee (1999) describes a method of calculating correlation estimates for more than two raters, 
but the properties of this calculation are not fully understood and this method is not widely used.  
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A second option would be to compare groups of residents according to training year.  By doing 
similar pairwise correlation measures of junior versus senior residents we would be able to 
determine a tools ability to differentiate between training year.  This format would be a less 
powerful calculation because of the broad definitions of junior and senior residents.  
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Chapter 5: An Epidemiological Approach to the problems 
5.1 Introduction 
After completion of the two projects yielded no definitive answers, we sought to 
approach the problem of evaluating the assessments in a different manner. Martin et al (1997) 
had previously discussed that the level of resident training was the only reliable predictor of 
score during their OSATS evaluations. Goff (2002) had also demonstrated reliability of their tool 
by confirming that senior residents achieved higher scores on their evaluations. The most 
methodologically sound papers consistently demonstrated the ability to distinguish level of 
training as a major factor in reliability analysis. The purpose of this new assessment was to 
objectively evaluate the Surgical Encounters Form’s ability to differentiate between skilled and 
unskilled orthopaedics residents in terms of the CanMEDs competencies.  A tool’s ability to 
distinguish between junior and senior residents reflects on its validity. A secondary objective was 
to create a CanMEDs based, epidemiological model for the prediction of successful procurement 
of staff person equivalent surgical skill. 
5.2 Methods 
An updated literature search was performed in February 2014 on the PubMed, EMBASE 
and Cochrane search engines using the terms [resident] + [evaluation] + [competence] + 
[epidemiology] and [surgery].  No study had objectively evaluated assessment methods of 
orthopaedic surgical skill or previously attempted to apply an epidemiological approach to 
resident assessment. 
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Using the data acquired from the Surgical Encounters Form, residents were divided into 
two categories.  Junior residents were defined as PGY 1 to PGY 3. The maximum amount of 
time on service at the beginning of the study for a PGY 3 was 10 months. Senior residents were 
defined as PGY 4 to PGY 5. The minimum amount of time on service to this point for a PGY 4 
was 22 months. We defined less than or equal to “2” on the SEF implying not yet staff surgeon 
quality and “3” being equal quality to that of a staff surgeon.  
Each of the 15 questions within the SEF was individually analyzed as a separate covariate 
as they related to the CanMEDs roles. To measure the association between resident level and 
rating on the SEF, odds ratios with their corresponding confidence intervals were estimated, and 
significance of the tests were obtained by p-values using a Chi Squared distribution and 1 degree 
of freedom.  Sample size calculations were performed for each of the significant covariates 
defined at 0.05 level of significance and a power of eighty percent (Hsieh, 1998). Microsoft 
excel was used for the initial statistical calculations (Microsoft excel 2013 version 15.0.45).  
Each variable which was significantly different between junior and senior residents, as defined 
by p <0.05, was extracted and inserted into a multiple logistic regression model (Table 11) (“R” 
stats 2013 version 3.0.3). The exposure, or explanatory variable, was the time spent within the 
orthopaedic training program.  Junior was defined as PGY three or less and senior was defined as 
PGY 4 or higher.  The outcome, or response variable, was the rating on the Surgeical Encounters 
Form between 1 and 3. The initial model was constructed using all significant variables. CRAN 
R statistical software was used to fit multivariable logistic regression models. Specifically, the 
“glm” function in R was used.  As each model was fitted, the least significant variable was 
extracted.  All combinations were assessed. 
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Table 11: Questions related to significant covariates 
Covariates 
1.b) Understands risks involved in surgery 
2.c) Competent in surgical approach and dissection  
2.f) Competent and safe throughout procedure 
5.3 Results 
Each of the covariates fell under one of five headings: medical expert, technical skills, 
communicator, collaborator, and advocate.  The odds ratios were estimated to compare the odds 
of a “3” rating in the group of senior residents with the odds of a “3” rating in the group of junior 
residents for each covariate.  These ranged from 0.7 to 3.9 with the average confidence interval 
being 0.43 to 3.97 (Table 12). Questions 1b, 2c and 2f were each significant with p < 0.01, 0.02 
and 0.01 respectively, and fell under the medical expert and technical skills headings (Table 13).  
We also included question 1a as a significant covariate, with a p-value of 0.059, to be included in 
the multivariable logistic regression models. Though this did not strictly meet the criteria for 
significance, given the small sample size and its trend towards 0.05 we included it in the 
regression analysis.  None of the questions under the communicator, collaborator or advocate 
headings reached significance. We used the “glm” function in R to fit the multivariable logistic 
regression models.  No combinations of variables demonstrated significance (Table 14). The 
interaction between covariate 1b and 2c had the lowest p-value but did not reach significance at p 
= 0.23. In order to determine significance within 0.05 at eighty percent power, sample sizes were 
determined to be 197, 121, 182 and 158 for questions 1a, 1b, 2c and 2f, respectively.  
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Table 12: Odds ratios, 95% confidence intervals and p values for SEF  
Question Level Rate 3 Rate <3 Odds Ratio 95% CI p-value 
1a Senior 10 20 
2.67 0.541 to 4.33 0.0598 
Junior 9 48 
1b Senior 13 17 
3.20 0.624 to 4.40 0.0171 
Junior 11 46 
1c Senior 9 20 
2.35 0.501 to 4.19 0.109 
Junior 9 47 
2a Senior 9 13 
2.34 0.453 to 4.61 0.147 
Junior 8 27 
2b Senior 10 20 
2.25 0.511 to 3.95 0.116 
Junior 10 45 
2c Senior 12 18 
3.26 0.600 to 4.65 0.0205 
Junior 9 44 
2d Senior 10 20 
1.75 0.472 to 3.45 0.267 
Junior 12 42 
2e Senior 8 14 
2.29 0.387 to 5.30 0.211 
Junior 5 20 
2f Senior 10 20 
3.92 0.579 to 5.65 0.0146 
Junior 6 47 
3a Senior 8 19 
0.64 0.301 to 2.26 0.389 
Junior 19 29 
3b Senior 8 15 
0.70 0.292 to 2.51 0.515 
Junior 16 21 
4a Senior 7 18 
0.80 0.316 to 2.62 0.683 
Junior 16 33 
4b Senior 7 9 
0.92 0.270 to 3.44 0.897 
Junior 11 13 
5a Senior 7 13 
1.08 0.296 to 3.61 0.908 
Junior 8 16 
5b Senior 7 9 
1.56 0.317 to 4.63 0.518 
Junior 7 14 
 
	    
	   53	  
Table 13: Covariates reaching significance 
Covariate (Question) OR 95% CI p-value 
1.a) Understands indications for surgery 2.66 0.54, 4.33 0.060 
1.b) Understands risks involved in surgery 3.19 0.62, 4.40 0.017 
2.c) Competent in surgical approach and dissection  3.25 0.60, 4.64 0.020 
2.f) Competent and safe throughout procedure 3.91 0.57, 5.65 0.015 
 
Table 14: Results of multivariate regression analysis 
 Covariate OR 95% CI p-value 
4-Covariates 
1.a 1.04 0.18, 6.07 0.965 
1.b 0.60 0.10, 3.64 0.569 
2.c 0.55 0.14, 2.23 0.402 
2.f 0.58 0.14, 2.38 0.447 
3-Covariates 
1.b 0.61 0.17, 2.19 0.445 
2.c 0.55 0.14, 2.23 0.402 
2.f 0.58 0.14, 2.38 0.448 
2-Covariates 
1.b 0.44 0.13, 1.57 0.311 
2.c 0.53 0.16, 1.80 0.208 
5.4 Discussion 
The current project sought to objectively determine if the SEF could differentiate 
between junior and senior residents in terms of their CanMEDs role competencies.  Senior 
residents perform better than junior residents in their medical knowledge and their technical skill, 
but the CanMEDs platform demands that a well-rounded physician be trained in other areas 
(CanMEDs, 2005).  Communication, collaboration and advocacy are three of the other roles 
assessed within the Surgical Encounters Form.  The results of this study should be considered in 
two distinct groups. First, nine questions (covariates) fell under the medical expert and technical 
skills headings with three of them reaching significance and a fourth approaching significance at 
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p = 0.059. In the simplest interpretation of this data, we would state that senior residents are 
more knowledgeable and skilful than junior residents.  This appears to be accurate and is 
supported by the SEF.  Odds ratio estimates for these nine covariates ranged from 1.75 to 3.92. 
The odds of having staff person equivalent skill are 1.75 to 3.92 times greater in the senior than 
the junior residents.  
The second group of variables to consider are the non-medical expert CanMEDs roles: 
communicator, collaborator and advocate.  These did not demonstrate significance for any of the 
six covariates and did not seem to trend towards significance. Their p-values were higher than 
any of the medical expert roles, ranging from 0.39 to 0.90. The odds ratios were also 
significantly lower ranging from 0.64 to 1.55.  The non-medical expert covariates were not able 
to predict junior versus senior residents.  
It seems the SEF is able to predict which residents are more senior in terms of their 
surgical skill and medical knowledge.  Though only four results reached significance, it appears 
the tool performs well in this regard.  If a senior resident was consistently failing to achieve 
scores of 3 on the SEF we have objective evidence to say they are not yet competent in a given 
skill.  The SEF is valid in this regard. On the other hand if a junior resident consistently produced 
scores of 3 he or she may be eligible for more expedited skills acquisition. It is granted that 
observer bias may be present due to a lack of blinding of the assessments. The non-medical 
expert roles results are less clear.  The tool does not differentiate between junior and senior 
residents in these competencies.  Without there being a significant difference here it is not 
possible to use the SEF, in its current form, to assess residents in terms of the intrinsic CanMEDs 
roles.  
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After determining the significant covariates we proceeded to create a model for 
predicting resident success.  Are there certain elements of training that could prove to be more 
predictive of success or failure when analyzed together?  Could we use this method as an adjunct 
measure of reliability? It is likely that there exist interactions between assessment items that can 
help to predict success or failure in the acquisition of surgical skill. By taking this epidemiologic 
approach to resident training assessment we can use logistic regression models to further define 
our covariates.  The medical expert roles and technical skills roles of the SEF demonstrated 
significance and are closely related to each other.  Each of these significant items was inserted 
into the model as described.  Unfortunately, for this study no significant interactions were found.   
Several interpretations can be made here.  First, the study may be underpowered to find 
these differences.  This is supported with the wide confidence intervals. We estimated our mean 
required sample sizes to be 165 for this particular series.  Secondly, the residents may be no 
different in these skill sets.  Either they enter the program already at a fully trained level, or the 
program fails to confer these new skill sets onto the residents.  We may have watered down the 
results by considering the third year residents as juniors. Their skill sets may be at a junior or 
senior level depending on the situation.  For this study, even if we remove them from analysis, 
there was no significant difference between the junior and senior residents for the non-medical 
expert roles.  Finally, the tool may be invalid for assessing these roles.  In that regard we return 
to the discussion on validating the tool for the purpose of resident assessment.  
Though not directly measuring the inter-rater reliability of our tool, this approach 
provides a novel circumvention of the statistical problems encountered.  If a tool can 
differentiate between junior and senior residents over many assessments then it demonstrates 
reliability.  Unfortunately, elements of the SEF do not achieve this goal.  The intrinsic roles are 
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not reliably measured.  This seems to be in keeping with the attitudes of the surgeons performing 
these evaluations (Hopmans, 2013).  For thousands of years surgical skills has been learned 
through a mentorship model and the educators in this field have developed sound and reliable 
teaching methods for this skills acquisition.  The “newer” competencies such as communicator 
and collaborator have not historically been within the realm of the surgeon. Our epidemiological 
evaluation of the form seems to support that fact. 
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Chapter 6: Conclusion 
The Royal College of Physicians and Surgeons of Canada has become a world leader in 
medical education through the CanMEDs initiative. Countries and programs around the world 
look to Canadian models for direction and guidance.  As such, the RCPSC has both a national 
and international responsibility to rigorously assess its model of medical education.  This truth 
comes to the forefront with the upcoming changes to the CanMEDs roles and the push towards a 
purely competency-based education system.  One important aspect of this upcoming change is 
the ability to validly assess the training progress of medical students and residents alike.  An in 
depth evaluation of the literature revealed a dearth of support for currently utilized assessment 
methods and a lack of methodologically sound studies for the guidance of future work.  The 
purpose of this project was to evaluate the reliability of two currently employed assessment 
methods within one orthopaedic surgery residency program, and in turn comment of the validity 
of these methods. 
As discussed, validity is a fluid concept that has undergone changes in the last several 
years.  Cook (2006) provided the emerging criteria from which a surgical program can be 
evaluated. The content, response process, relations to other variables and consequence are all 
criteria that are difficult to objectively define during a short evaluation period.  These factors 
must be constantly assessed and reassessed and adapted based on the needs of the program, the 
culture of the time and the requirements of external sources.  Therefore, in order to comment on 
validity we elected to assess the internal structure, or reliability, of our assessment methods.  
Without reliability an assessment tool cannot be valid. Reliable scores are necessary, but not 
sufficient, for the demonstration of validity. 
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The determination of reliability is a key component in producing valid assessment tools. 
Other areas of surgical practice have demanded similar scrutiny. Furey (2004) sought to 
determine the reliability of commonly utilized fracture classification systems in an orthopaedic 
setting.  The orthopaedic literature has been flooded with classification tools for the purpose of 
determining prognosis and directing treatment. Without sufficient reliability these tools would be 
invalid and any action taken based on the classification of fracture could be potentially harmful.  
They determined that for three commonly utilized fracture classifications there was low to 
moderate inter-rater reliability. 
Though there was disagreement between the different statistical options used, it appears 
the overall reliability of the CanMEDs assessment methods of orthopaedics residents was low to 
poor at our institution. By implementing changes between the studies based on Hulley and 
Cummings (1988) suggestions for improving reliability scores we were able to improve our 
results. This was seen with the stronger reliability measures in the Surgical Encounters Form. 
Though this is encouraging, there is room for more improvement than has already been 
demonstrated.  Ensuring the validity of future tools will require compliance and motivation from 
staff persons and residents alike.   
We have demonstrated that as the feasibility of an assessment tool improves the 
compliance of staff surgeons and residents alike greatly improves. Simple modifications between 
our two assessments greatly increased the number of assessments completed, improved the 
surgeon’s perceptions of the importance of the assessments and saved the staff persons 
considerable time and effort. The importance of feasible tools cannot be understated.  
Accountability must come at the university, provincial and national levels.  Without combined 
efforts to regulate our teaching and assessment methods the quality of the surgeons we create 
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will suffer (Kamath, 2011).  Radical changes to the CanMEDs implementation of medical 
education are likely to cause significant stress and in turn adaptation from each of these bodies.  
This study is a local attempt to hold us accountable for our education and assessment methods, 
and to stand by the medical students, residents and eventual staff surgeons we create.  Having 
uncovered both positives and negatives within the assessment methods of our residents we must 
use this knowledge to make meaningful adjustments.  In a period of significant change at the 
national level, it will be the responsibility of each individual program to closely monitor the 
effects both of these forces will have on resident education. Our group would recommend 
frequent evaluations of assessment methods and maintenance of effective communication 
between residents, staff, program administrators and the RCPSC. The coming years will have a 
major impact on the direction of surgical education both in Canada and internationally. Without 
a close monitoring, as suggested by our results, there is the potential for unintended, negative 
consequences.   
 A lack of scientific support for the assessment methods of surgical residents must 
be overcome in order to satisfy the increasing demands of the changing medical education 
system and of the taxpayers who support this system.  With the principles of a valid assessment 
laid out, and the statistical options made clearer, this thesis attempts to provide a model for future 
analysis of surgical education. Problems exist within our education curriculum and by 
recognizing these we have taken an important first step towards strengthening the validity of our 
programs and in turn, the quality of the surgeons we create.  
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Appendix A: Summary of surgical evaluation studies 
 Type of Study 
(Prospective vs cross-
sectional) 
n  = 
(eval) 
Outcome by Statistical Methods 
(Reliability and Validity measures) 
Cast Application 
Moktar et al 2014 
Cross-sectional cohort 9 Intraclass correlation 
 
Tonsillectomy trainee 
skills 
Ahmed 2013 
Prospective 
longitudinal validation  
83 Comparison of mean scores 
Cronbach’s alpha  
Ophthalmic Eval 
Golnik et al 2013 
Cross-sectional cohort 6 Cronbach’s alpha 
Arthroscipc Skills Eval 
Koehler et al 2013 
Cross-sectional cohort 60 Intraclass correlation 
Resident Operative 
Performance 
Glarner et al 2013 
Cross-sectional cohort 63 ANOVA  
 
Manager Role 
Hanna et al 2012 
Course evaluation 43 Self evaluation 
An operative 
performance rating 
system 
Benson et al. 2012 
Cross-sectional cohort 175 Cronbach’s alpha 
ANOVA 
 
A prospective study 
Palter et al. 2012 
Cross-sectional cohort  43 Cronbach’s alpha  
Construct validity – Mann Whitney 
U test 
Video based assessment 
of operative competency 
Laeeq et al. 2012 
Cross-sectional cohort, 
blinded 
40 Cronbach’s alpha 
Interclass correlation coefficients  
Construct validity - ANOVA 
Blinded evaluation of 
inter-rater reliability 
Ishman et al. 2012 
Cross-sectional cohort, 
blinded 
45 Kappa 
Intraclass correlation 
Cronbach’s alpha 
 
A study of resident 
proficiency 
Stack et al. 2010 
Cross-sectional cohort 97 Cronbach’s alpha 
Construct validity ANOVA 
Development and Pilot 
Testing 
Ishman et al. 2010 
Cross-sectional cohort 
 
44 Cronbach’s alpha 
Kappa 
 
Using objective 
structured assessment 
Chipman et al. 2009 
Cross-sectional cohort  38 Cronbach’s alpha 
ANOVA 
Development and Pilot 
testing sinus surgery 
Lin et al. 2009 
Cross-sectional cohort 51 Construct validity – by percentage 
scores 
Cronbach’s alpha 
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Pilot testing of an 
assessment 
Laeeq et al. 2009 
Cross-sectional cohort, 
blinded 
 
118 Percent agreement 
Construct validity – ANOVA 
Evaluating the 
competency of 
gynecology 
Chou et al. 2008 
Cross-sectional cohort 362 Construct validity – factor analysis 
Cronbach’s alpha 
Pearson’s item-total correlation  
ANOVA 
Development and 
Validation 
Roberson et al. 2005 
Cross-sectional cohort 55 Weighted kappa 
Face validity 
Construct validity – absolute scores 
Feasibility, reliability 
and validity 
Larson et al. 2005 
Cross-sectional cohort, 
blinding 
77 Construct validity - ANOVA 
Absolute scores 
Assessment of resident 
surgical skills 
Goff et al. 2004 
Cross-sectional cohort, 
blinded, multi-center 
 
116 Cronbach’s alpha 
Intraclass correlation coefficients  
Construct validity – ANOVA 
Surgical Skills 
Assessment 
Goff et al. 2002 
Cross-sectional cohort 
 
102 Cronbach’s alpha 
Intraclass correlation coefficients 
Testing surgical skills of 
obstetric 
Lentz et al. 2001 
Cross-sectional cohort 
 
180 Cronbach’s alpha 
Intraclass correlation coefficients  
Construct validity – ANOVA  
Objective structured 
assessment 
Martin et al. 1997 
 
Cross-sectional cohort 
 
20 ANOVA  
Cronbach’s alpha 
Intraclass correlation coefficient 
Construct validity MANOVA 
Testing technical skill 
Reznick et al.1996 
Cross-sectional cohort 384  ANOVA  
Cronbach’s alpha 
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Appendix B: Interprofessional Collaborator Assessment Rubric – Orthopaedic surgery 
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Appendix C: Health Research Ethics Board Approval for ICAR 
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Appendix D: Surgical Encounters Form 
Surgical	  Encounter	  Form	   	  
Staff	  Name:	   	  
Resident	  Name:	  	   	  
Date:	  	   	  
	   	  
	   DOES	  NOT	  
MEET	  
MEETS	   EXCEEDS	   NOT	  
OBSERVED	  
Medical	  Expert	   	   	   	   	  
The	  resident	  showed	  competency	  in	  the	  
following:	  
	   	   	   	  
Indications	  for	  surgery	   ¨  ¨ 	   ¨ 	   ¨  
Understanding	  the	  risks	  involved	  with	  surgical	  
procedure	  	  
¨ 	   ¨ 	   ¨ 	   ¨  
Understands	  the	  contraindications	  for	  surgery	   ¨ 	   ¨ 	   ¨ 	   ¨  
Technical	  Skills	  
	   	   	  
	  
Resident	  ordered	  the	  appropriate	  equipment	  
pre-­‐operatively	  
¨  ¨ 	   ¨ 	   ¨  
Resident	  displayed	  an	  understanding	  of	  the	  
various	  equipment/hardware	  that	  would	  be	  
used	  
¨  ¨ 	   ¨ 	   ¨  
Competent	  in	  the	  surgical	  approach	  and	  
dissection	  required	  
¨  ¨ 	   ¨ 	   ¨  
Competent	  in	  the	  sequential	  steps	  of	  the	  
procedure	  and	  understood	  the	  order	  in	  which	  
they	  were	  performed	  
¨  ¨ 	   ¨ 	   ¨  
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   DOES	  NOT	  
MEET	  
MEETS	   EXCEEDS	   NOT	  
OBSERVED	  
Resident	  dealt	  with	  any	  complications	  of	  the	  
procedure	  that	  arose	  
¨  ¨ 	   ¨ 	   ¨ 	  
Resident	  displayed	  competence	  in	  this	  
procedure	  technically	  and	  would	  be	  safe	  to	  
perform	  it	  
¨  ¨ 	   ¨ 	   ¨ 	  
Communicator	  
	   	   	   	  
Resident	  spoke	  with	  the	  patient	  pre-­‐
operatively	  explaining	  risks	  and	  benefits	  of	  the	  
operation	  
¨  ¨ 	   ¨ 	   ¨ 	  
Resident	  was	  competent	  in	  answering	  
questions	  posed	  by	  the	  patient	  or	  family	  
members	  
¨  ¨ 	   ¨ 	   ¨ 	  
Collaborator	  
	   	   	   	  
Resident	  worked	  with	  the	  other	  health	  care	  
provider	  providing	  any	  pre-­‐operative	  concerns	  
to	  the	  anesthetic	  team	  members	  	  
¨  ¨ 	   ¨ 	   ¨ 	  
Any	  medical	  consultation	  that	  was	  required	  
pre-­‐operatively	  was	  performed	  
¨  ¨ 	   ¨ 	   ¨ 	  
Advocate	  
	   	   	   	  
Resident	  advocated	  for	  timely	  access	  to	  OR	  
recognizing	  urgent	  versus	  elective	  timing	  
¨  ¨ 	   ¨ 	   ¨ 	  
Resident	  advocated	  for	  any	  pre-­‐operative	  
consultations	  to	  be	  performed	  
¨  ¨ 	   ¨ 	   ¨ 	  
Comments:	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Appendix E: Health Research Ethics Board Approval for SEF 
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Appendix F: Collaborator Role Abstract 
Introduction: To determine the reliability of an assessment method of the Collaborator role 
within an orthopaedic surgery residency program as defined by the Royal College of Physicians 
and Surgeons of Canada, CanMEDs framework.  Methods: A critical appraisal was undertaken 
that indicated a dearth in assessment strategies for evaluating Collaborator competencies in a 
surgical setting. An Interprofessional Collaborator Assessment Rubric was adopted in order to 
assess performance of Collaborator competencies through direct observation by orthopaedic 
preceptors. Ten staff surgeons assessed six residents on 25 competencies, using a four point 
Likert scale in both clinical and operative settings.  The evaluations were collected and assessed 
for inter-rater reliability using Fleiss Kappa and percent agreement. Results: Weighted percent 
agreement was 80.6 percent and the mean Fleiss Kappa score was -0.218 (95% CI -0.406 to -
0.085) demonstrating low inter-rater reliability. Conclusion: Despite the use of a validated 
assessment tool to evaluate the CanMEDs Collaborator role, inter-rater reliability results suggest 
low levels of assessor agreement. This project provides a framework for further assessments of 
collaborative competencies.  There will be an increase in demand for evaluations of evaluation 
methods in the changing scope of medical education.  
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Appendix G: Medical Expert Role Abstract 
Background: Orthopaedic surgical education in Canada has seen major change in the last 15 
years.  Work hour restrictions along with external influence have led to new approaches towards 
surgical training.  With a change towards competency-based educational models under the 
CanMEDs headings there becomes a need to ensure the validity of modern evaluation methods.  
Objective: To evaluate the reliability of a currently utilized surgical skill evaluation tool within 
an orthopaedic surgery residency program as measured by the Surgical Encounters Form. 
Methods: A surgical evaluation tool has previously been created at our institution comprising 15 
items spanning four of the CanMEDs competencies. Over a five-month period eleven staff 
members evaluated nine residents. Results were blinded to the primary investigator and coded by 
a third party.  Eighty-eight evaluations were completed in total. The evaluations were collected 
and measurements of percent agreement, Cronbach’s alpha, and Fleiss Kappa were obtained. 
Results: Weighted percent agreement was 90.9 percent.  Cronbach’s alpha averaged 0.865, 
0.920, 0.934, 1.00 and 1.00 for the Medical expert, Technical skills, Communicator, 
Collaborator, and Advocate roles respectively. The mean Fleiss Kappa score was 0.147 (95% CI 
-0.071 to 0.364) that demonstrated low inter-rater reliability. Conclusion: Despite the 
development of a validated assessment tool to evaluate surgical skills acquisition inter-rater 
reliability results suggest low levels of agreement between assessors. 
 
 
