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ABSTRACT 
An overview of key issues associated with the elicitation of a prior probability distribution is 
provided.  The nature of subjective probability is discussed and the main causes of biased 
assessments identified.  Evidence is presented suggesting that people can improve their 
probability assessments under the correct conditions.  The ways in which the elicitation of a 
prior distribution can be embedded within a process to minimise the impact of bias is 
examined.  More advanced issues, namely validation of a prior distribution and reducing the 
cognitive burden on experts, are described. 
1 INTRODUCTION 
Expert engineering judgement plays a vital role in assessing and modelling the quality and 
reliability of systems (Keeney and von Winterfeldt  1991; Bedford et al to appear), although 
presenting subjective judgements as formal probability distributions is not without 
controversy (Evans 1989).  Like any data collection process, a sound methodology for 
elicitation is a pre-requisite to acquiring reliable subjective expert judgment which will be 
summarised in the form of a prior distribution. 
A prior distribution is a subjective probability distribution describing some unknown 
quantity of interest that has been elicited from a relevant person(s) prior to observing data.  
Through the use of Bayes’s Theorem, the prior distribution is updated in the light of data to 
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produce a posterior distribution.  Updating requires a conditional probability distribution, 
known as the likelihood function, which describes the probability of observing the data 
conditional on the state of the unknown quantity of interest.   
A subjective probability distribution is one that describes a person’s belief in the value 
of an unknown quantity. Winkler (1967) believes that there is no single correct subjective 
probability distribution for an unknown quantity because each person forms his/her beliefs 
from personal experience. Cooke (1991) points out that there is no way of measuring the 
correctness of a subjective distribution. In contrast, O’Hagan (1988) distinguishes between 
true and stated probabilities.  The former would result if an expert were capable of perfectly 
accurate assessments, while the latter would result from attempts to specify the underlying 
true probabilities.  The authors agree that a good prior distribution will conform to the laws of 
probability, although the differing perspective has implications for validation.  
The Bayes coherency principal states that uncertainties are described by probabilities 
and subjective probabilities should be such as to ensure self-consistent betting behaviour (de 
Finetti 1974).  This means that a person assesses subjective probabilities in such a way that 
they would avoid gambles involving certain losses (a so-called dutch book).  In principle 
subjective probabilities can be measured through preference behaviour, when a subject 
declares indifference between the event under discussion and a lottery with a known 
probability (assuming of course that the “prizes” are comparable). 
Even if a prior distribution conforms to the laws of probability, some elicited 
distributions provide more useful inference than others.  Research in experimental psychology 
has demonstrated that accurate subjective probabilities are unobtainable by simply asking 
someone to provide a probability number; instead a structured elicitation process is required 
(Kahneman et al 1982, Merkhofer 1987).  These processes consist of an ‘expert’ (or set of 
experts) and an ‘analyst’.  Following the definition of Ferrell (1994), an expert is “a person with 
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substantive knowledge about the events whose uncertainty is to be assessed”, while an analyst 
should be a suitably qualified individual who will collect the data from the expert in order to 
formulate the prior distribution for use in modelling.   The aim of an elicitation process is to 
minimise the impact of biases inherent in surfacing and capturing subjective expert judgement.   
After examining aspects of modelling relevant to the elicitation of a prior distribution in 
section 2, section 3 describes the typical biases encountered during elicitation.  Section 4 further 
considers characteristics of good prior distributions, while section 5 highlights issues associated 
with improving the ability of assessors to provide useful inference.  Section 6 outlines a generic 
process for supporting the elicitation of a prior distribution and references specific processes 
used in reliability.  Finally, section 7 reflects upon advanced theoretical and practical issues 
concerning the elicitation of prior distributions. 
2 MODEL PARAMETERISATION AND UNCERTAINTIES 
It is useful to distinguish between different types of uncertainty in modelling: aleatory 
uncertainty which corresponds to inherent randomness in the process generating observations; 
and epistemic uncertainty which corresponds to state of knowledge of an expert.  Within a 
Bayesian statistical model the aleatory uncertainty is described by the likelihood function, 
while the prior distribution describes the epistemic uncertainty.  Typically, as more relevant 
data are acquired, epistemic uncertainty is reduced, although not the aleatory uncertainty.  As 
an example, consider the uncertainty associated with determining the length of time a 
component will operate without failing.  The uncertainty associated with the mean time to 
failure of a component from a particular class is epistemic and will reduce through observing 
the times to failure for such components.  However, even if the mean time to failure of 
components within this class is known, then the aleatory uncertainty would still remain with 
respect to the actual time to failure for any one component.     
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Many of the favoured model parameters, such as a failure rate and mean time to 
failure, are not actually observable quantities, but are simply parameters of a model used to 
make predictions about the future. It has been strongly argued on foundational grounds, for 
example, the discussion in Chapter 2 of Bedford and Cooke (2001) that an expert should only 
be asked for probability assessments on observable quantities.  This raises an interesting issue 
concerning the degree to which the model construct relates to an expert’s perception and 
hence the coverage of the elicitation.  For example, Bedford et al (to appear) propose that 
elicitation should include qualitative structuring of the model as well as the quantitative 
assessment of the prior distribution for the quantity of interest to facilitate appropriate 
parameterisation. 
 
 
3 HEURISTICS AND BIASES 
Research in psychology is relevant to the elicitation of a prior distribution.  The identification of 
the major sources of bias within expert assessments motivates the need for supportive elicitation 
processes and validation of data.   
Sunstein (2005) discusses two alternative cognitive systems to describe how a person 
makes decisions: System 1 uses intuition, and results in quick decisions which can be subject to 
error; System 2 is more deliberative, calculative and less likely to produce errors.  System 1 is 
based on heuristics, whereby a person develops short cut approaches to making decisions.  While 
heuristics can provide insight into a problem, careful deliberation should result in an improved 
assessment. This implies that the elicitation of a prior distribution requires an analyst to engage 
the expert in System 2 thinking.  Hammond (see O’Hagan et al 2006) describes a person’s 
thinking as a continuum between the aforementioned dichotomy. 
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Tversky and Kahneman (1974) were the first authors to make substantial contributions to 
the identification of heuristics used within probability assessments and to discuss the 
implications for bias.  Three key heuristics – availability, representative, anchoring – are 
typically used when assessing probabilities.    
The availability heuristic refers to a person’s judgment being influenced by how easily 
historical events are recalled.  As an example, an expert may believe the likelihood of a particular 
system failing is high because there was a recent failure event.  This can lead to a biased 
assessment as the expert is not considering a full failure history of the system. 
The representative heuristic refers to the similarity between an outcome and a population.  
For example, on assessing the probability that a new component design will have a mean lifetime 
in excess of 1000 operating hours, one may consider how well the existing component 
population represents the design being evaluated.  Care is required using such a heuristic because 
an expert may assign an intuitive measure of similarity rather than considering how the 
probability will change with respect to that of the existing population.   
The anchoring and adjusting heuristic refers to the situation when an expert provides an 
initial assessment and all future assessments are derived from an adjustments of the initial 
assessment.  For example, consider the situation where a prior distribution for the mean time to 
failure for a component is required from an expert.  An initial assessment may correspond to a 
best guess, from which the expert may anchor upon the initial assessment to adjust for upper and 
lower bounds from which the distribution is determined.  Research shows that the adjustments 
made are typically insufficient (Winkler 1967, Alpert and Raiffa 1982). 
4 ASSESSING PRIOR DISTRIBUITONS 
If an expert provides subjective probabilities that are coherent then these are not incorrect insofar 
as they reflect the beliefs of the expert.  However, it is clear that different experts give different 
assessments, and so this raises the question of how one might assess “quality” or “usefulness” of 
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such distributions. As Cooke (1991) pointed out, there is no absolute measure of the correctness 
of a subjective assessment. However two measures are often used either quantitatively or 
qualitatively: calibration and information. 
To assess the degree to which an expert’s assessments are well calibrated requires the subjective 
probabilities to be compared with a collection of observed realisations.  For example, two experts 
could assess the same event with one expert providing a probability of 0.9 and the other a 
probability of 0.2.  This event will be realised or not.  Since neither expert assigned a probability 
of 1 or 0, regardless of the outcome neither will be incorrect.  The first expert would be 
calibrated if 90% of all events assessed by that expert at the 90% level are realised and 10% are 
not.  While for the second expert 20% of all events assessed by that expert at the 20% level are 
realised and 80% are not.  For this example, both experts could be perfectly calibrated but 
provide very different probabilities. 
Direct assessment of calibration is only possible if we are able to make observations 
directly on the quantity of interest. In many cases, for example the uncertainty of a failure rate, 
this is not the case and so the distribution of any directly observable quantities (such as the 
number of units failing up to a given time) would be a predictive distribution obtained as a 
mixture of the sampling distribution weighted by the prior. Hence calibration measurements 
would naturally confound the sampling distribution and the prior.  
A second consideration for the usefulness of an expert’s prior distribution is information, 
which can be assessed through mean squared error between the observed realisations and the 
subjective probabilities, information scores, or a similar such formula.  Stronger conclusions can 
be drawn from an informative prior distribution than from an uninformative one. Hence ideally 
would like to have an informative, well calibrated expert. Note that it is possible to have an 
uninformative calibrated expert.  For example, if upon assessing a mean time to failure an expert 
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provides the entire range of positive real numbers below the median fifty percent of the time and 
above the median fifty percent of the time, then the expert is calibrated but not informative.  
5 IMPROVING PROBABILITY ASSESSORS 
The quality of subjective probabilities from an expert is dependent upon both the expert's 
experience and the method of elicitation. If the expert lacks experience, the prior distribution will 
be uninformative or misleading, regardless of the elicitation approach employed.  Poorly 
designed elicitation techniques may degrade the quality of information provided by experts.  
Fischhoff (1989) proposes four necessary conditions to support improved judgement skills: 
1. Abundant practice with a set of reasonably homogeneous tasks; 
2. Clear-cut criterion events for outcome feedback; 
3. Task-specific reinforcement; 
4. Explicit admission of the need for learning. 
There is extensive evidence that these are often not achieved in practice (Ferrell 1994, Wright 
and Bolger 1992). 
 Standard techniques for eliciting prior distributions that reflect the uncertainty of the 
expert are reported in the literature.  See, for example Cooke (1991), Meyer and Booker (2001).  
The choice of technique depends upon the quantity of interest, the selection of which has been 
given little attention in the literature.   
   One important consideration when selecting the quantity of interest is feedback to the 
expert.  This is considered crucial for calibrating the expert and should be event specific 
(Fischhoff 1989, Wright and Bolger 1992, Ferrell 1994).  In other words, the feedback must be 
with respect to assigning probabilities to particular classes of relevant events and not only 
feedback on the ability of the expert to assign probabilities to any situation.  To increase the 
effectiveness of feedback in terms of learning, conditions that influence the event should re-
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occur as often as possible (Fischhoff 1989, Kadane and Wolfson 1997).  Therefore the factors on 
which the measure is conditioned should be as few and general as possible.   
6 GENERIC PROCESSES 
A necessary first step towards developing a method for eliciting expert judgement is to start with 
a general approach that possesses the required key features for any elicitation process and to 
tailor it to the desired situation.   
Phillips (1999), Clemen and Reilly (2001), Garthwaite et al (2005), for example, all 
describe generic processes.  Another, first developed by the Stanford Research Institute (SRI) for 
eliciting expert judgement is discussed in Spetzler et al (1975), Ferrell (1985) and Merkhofer 
(1987).  The issues addressed within the SRI process are common considerations within the 
alternatives.  There are seven stages to the SRI approach: motivate, structure, condition, encode, 
verify, aggregate and discretise.    
Motivating the expert can be achieved by explaining the elicitation process and how the 
results will be used.  This phase can be used to enhance the comprehension of an expert 
regarding the process, encourage an expert to provide an accurate assessment of his/her 
understanding and determine potential biases, such as motivational biases.  These include expert 
bias where an expert becomes overconfident merely because he/she has been given the title 
‘expert’ and management bias where an expert provides goals as opposed to judgement. For 
example, an expert states the aspiration that there will be no faults within this system by time of 
manufacture, rather than an assessment of his beliefs. 
  Structuring involves defining the specific event being considered to ensure there is no 
ambiguity in the questions and to explore how an expert thinks about the quantity for which 
probability judgement is to be elicited. The aim is to manage cognitive bias by simplifying the 
complex task of assigning probabilities by disaggregating the quantity of interest into more 
elementary variables (Armstrong et al 1975).  However, the unpacking principle (O’Hagan et al 
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2006) may be the consequence.  This refers to the situation where the more detailed the 
description of the event, the greater the likelihood assigned to it.  For example, an expert may 
provide an assessment for the probability of a component failing and subsequently during the 
elicitation process provide probabilities associated with causes of failure that may result in a 
system probability exceeding the initial assessment.  
Sometimes experts maybe unclear about whether they are being asked for conditional 
events or conjoined events (P(A|B) or P(A and B)), as these can be difficult to distinguish in 
natural language. Judgements can be conditioned upon all relevant information necessary to 
ensure an expert’s awareness has been stimulated and to manage biases such as anchoring and 
availability.   
 Encoding refers to an expert providing numerical expression that reflects his/her 
uncertainty regarding an outcome.  There are a number of techniques available for encoding 
subjective probabilities.  Common approaches range from direct estimation whereby a person 
is simply asked for the probability to inferring probabilities from elicited preferences with 
specified lotteries.  A few devices have been used to support such elicitation, such as 
probability wheels or visual analogue scales.  An interesting discussion of alternative methods 
is given in O’Hagan et al (2006).   
Encoding a probability distribution is more challenging because additional information is 
required than for an individual probability.  One could partition the distribution into discrete 
intervals and elicit probabilities for the value of interest belonging to each of the intervals.  
Evidence exists to suggest that people are better at estimating the median and mode rather than 
the mean; moreover people are poor at assessing or interpreting the variance (O’Hagan et al 
2006). 
A popular alternative encoding procedure for distributions is the fractile method (Cooke 
1991), where the expert assesses the median value of their subjective probability distribution 
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along with, the (25
th
,75
th
) and the (5
th
, 95
th
) percentiles. Once these values have been elicited a 
parametric distribution can be sought to maximise fit.  The main drawback of this technique is 
that the elicited data often reflect a central bias (Seaver et al 1978). However, after percentiles of 
the prior distribution have been assessed, graphical techniques can be applied to enhance the 
quality of the prior distribution (Chaloner et al 1993).  
 Verification is required to ensure that an expert has provided a reflection of his/her true 
beliefs.  If problems are encountered then the previous stages are to be repeated. 
If multiple experts are assessing the same quantity of interest, then their individual 
probability distributions should be aggregated. There are two approaches to aggregation – 
mathematical and behavioural.  The former implies the experts should not influence each 
others decisions (Ferrell 1985).  The latter requires experts to share their judgement and re-
assess their distributions and includes techniques such as Delphi (Ferrell 1985) and Nominal 
Group Technique (Moore 1987). There are several mathematical approaches to aggregation 
most of which aim to evaluate a weighted average across the experts.  See Cooke (1991) for a 
fuller discussion. 
It is often necessary to treat continuous random variables as discrete during the 
encoding stage.  Discretising refers to techniques for fitting continuous distributions to the 
elicited data while preserving important moments.  This is accomplished by dividing the 
range of all possible values for the uncertain variable into intervals, selecting a representative 
point from each interval and assigning that point the probability that the actual value will fall 
within the corresponding interval.  The moments can be preserved through Gaussian 
quadrature techniques (Miller and Rice 1983). 
Two elicitation processes specific to reliability include PREDICT (Kerscher (1998, 
2003) and REMM (Walls et al (2006), Walls and Quigley (2001) and Hodge et al (2001)).  Both 
provide modelling frameworks designed to estimate reliability throughout system development 
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beginning with a problem structuring phase, which consists of eliciting a graphical representation 
of the relationship between the potential failure modes and the system reliability.  The graphs 
form the basis for the elicitation.   
7 SUMMARY AND CONCLUSIONS 
An overview of the key issues associated with the elicitation of a prior distribution has been 
presented; in particular, the shortcomings due to the prevalence of heuristics employed by an 
expert when assessing probabilities have been highlighted.  Evidence indicates that an expert 
can improve his/her assessments given feedback about meaningful quantities of interest and 
this learning can be accelerated under the right conditions.  Moreover, good subjective 
probability assessment requires a supportive process for the experts, whereby key stages are 
sequenced for managing specific biases.  For further details about these issues see O’Hagan et 
al (2006), Meyer and Booker (2001) and Cooke (1991).   
Practically, the design and implementation of an elicitation process requires 
considered project management to ensure that, for example, the correct experts are selected, 
the choice of elicitation method is relevant to the model requirements and parameterisation, 
the integrity of the probabilities assessed are maintained and that sufficient resources are 
obtained to support an effective, and efficient, process. See, Meyer and Booker (2001) for 
further discussion. 
Theoretically, there is a need to infer from the assessments which probability 
distributions on model parameters are consistent. This approach has been developed by Cooke 
(1994) with more algorithms and underlying theory for probabilistic inversion in Kraan and 
Bedford (2005). Taking a more standard Bayesian perspective, Percy (2002), discusses the 
indirect assessment of parameters from generic prior distributions through the direct 
assessment of quantiles of the predictive distribution which will have observable outcomes.  
Gutierrez-Pulido et al (2005) take a similar line, considering both moments and quantiles of 
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the time-to-failure for a system as sources of information from which prior distributions can 
be fitted.  Such methods could also be applicable to other Bayesian contexts where prior 
distributions on lifetime distribution parameters are to be assessed – for example in Bayesian 
accelerated or proportional hazards life modelling (Bunea and Mazzuchi 2005). 
Elicitation of a prior distribution places a heavy cognitive burden on the subjective 
probability assessments by an expert. Yet observed data can exist for earlier generations of a 
system, component or process, although it is not clear how these data can be adapted to 
inform the assessment of a new design.  Empirical Bayes provides a framework for 
integrating relevant historical data and hence can reduce the cognitive burden on an expert.    
See for example Quigley et al (to appear) and Bedford et al (2006). 
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