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究が存在する．音響モデルでは Deep Learning 技術[12][13]が用いられ，言語モデルでは N-
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 Discourse context: 会話のトピック，前発話による言語情報． 
 Physical context: デバイスの状態を表すデータや物理的センサーから捉えたデータ．時
間や場所など，現在の環境を表せるものを含む． 







 Motivational context: 人々が表現したいことに影響を与える情報（例えば，ヒーターの
動作によって温度が高くなるため，ユーザがヒーターを閉じる指令を出す）． 
 Linguistic context: 人々がどのように表現したいのかに影響を与える情報（例えば，既
に話した内容を参照する）． 



















































































ここで，図 4 を用いて提案手法について説明する． 
 
 




















































母語話者と非母語話者の発話に対して既存の音声認識技術 Web Speech API[26]を利用して
いる．Web Speech API はウェブアプリケーション開発に向けの音声認識および音声合成の
Javacript インタフェースを提供する API である．また，Web Speech API はブラウザに手軽に
組み込めることが特徴であり，現在主流となるブラウザ Chrome，Microsoft Edge，Firefox を
サポートしている．  
本提案システムでは，それぞれ母語話者と非母語話者の発話を Web Speech API にて認識
し,認識結果をテキストとしてサーバ側に送る．音声認識中の画面と停止しているときの画
面を図 7 と図 8 で示している． 
 
 




図 8 認識停止中画面 
 
また，本システムは長時間にわたって継続的な音声認識が必要である．Web Speech API で
は，以下のコードにて継続認識が可能になる． 
 
mySpeechRecognition.continuous = true; 
 
しかし，発話と発話に間がある場合，継続認識ができなくなることがしばしば観察される．










表 1 発話間の沈黙時間と音声認識の継続率 
発話間の沈黙時間 1 回目 2 回目 3 回目 4 回目 5 回目 継続率 
5 秒 1 1 1 1 1 100% 
10 秒 1 1 1 1 1 100% 
15 秒 0 1 1 0 1 60% 
20 秒 0 1 1 1 1 80% 
25 秒 1 0 1 0 1 60% 
30 秒 0 0 0 0 1 20% 
40 秒 0 0 1 0 0 20% 
50 秒 1 0 0 0 1 40% 





















Mecab を利用した形態素解析の結果は図 9 で表している形式で出力される． 
 





の結果の一部は図 10 のようになっている． 
 















IDF 方法とグラフ理論に基づいた TextRank アルゴリズム[28]，教師あり学習を用いる方法な
どある．本研究では TextRank アルゴリズムを利用する．文の内部構造を考慮せず，単語を
集合として扱い，短文に弱い TF-IDF 方法と比べ，TextRank は語と語の共起関係も考慮する
メリットがある．また，教師ありの方法と違い，TextRank は訓練の必要がない．以下，TextRank
アルゴリズムの詳細について述べる． 






















表す図 11 を作った． 
 
図 11 TextRank を用いたキーワード抽出 
 
品詞には，動詞・形容詞・形容動詞・名詞・副詞・連体詞・接続詞・感動詞・助動詞・助














ではウインドウサイズを 2 と設定している． 
さらに，TextRank では式(2)のスコアの計算を繰り返し，スコアの変動の閾値を 0.0001 に
し，収束するまでループすることになっている．収束の判定基準について，TextRank の元と
なる PageRank アルゴリズムにおいて，Haveliwala らの研究では 5 回から 100 回までのルー
プ回数を試算し，10 回ほどでも結果の順位付けが７～８割程度正しいという結論を得られ




















する単語計 6746 個から，ランダムで 5,10,20,50,100,200 個の単語を取り出し，一単語に対し
て最大３個まで関連語を求めた時の所用時間である．計算に用いたコンピューターのスペ
ックは，システムが Windows 10 HOME(64bit)，プロセッサが Intel(R) Core(TM) i7-6700HQ 










































る語句類似度算出 API とひらがな化 API を利用する．API の比較対象はひらがなのため，












図 12 処理対象となる母語話者発話 
 
 
例えば，時間間隔が 30 秒の場合，30 秒ごとデータベースからその時点までの母語話者発
話内容を SQL 文によって取り出す．つまり，会話が 5 分間続いたときに始まる処理の対象
は 5 分までの間の母語話者の発話内容となり，例え次処理の開始時刻（5 分 30 秒）になっ
ても，対象の変更をせずそのまま続ける．また，処理回数を減らすため，前回の処理対象と
なった発話内容（最初の発話から 4 分 30 秒までの発話）も求める．ここで，両者を比べる














ベースの構成および各表データの説明を表 3 で示している．  
 
表 3 データベースの構成 
表名 説明 


































本評価実験は筑波大学春日エリアの 7D502 室で実施された． 
本実験で使用するソフトウェア環境として，OS は Windows 10，ブラウザが Chrome 
62.0.3202.75(64bit),mecab を動かせるスクリプトは python 2.7，サーバ環境は XAMPP[30] 
v5.5.38 である．音声認識に使用しているマイクは単一指向性のある 3.5mm ピンマイク




















評価実験の参加者について，日本語の母語話者が 8 人，非母語話者が 8 人，計 16 人を募

































 会話中，自分のマイクに相手の声を拾ってしまうことがあるため，ノート PC に表示さ
れた音声認識の結果にその発話内容も入ることにあるが，気にする必要がありません． 
 会話中，ノート PC の画面が見る必要がありません．ただし，万が一ネットが切れたり，
ノート PC がフリーズしたりすることを気づいた場合，手をあげて実験者に知らせてく
ださい． 









































































音声認識結果において，EWorigin と EWlisten にある単語の対応関係を表 4 で示しているよ
うに分類した． 
 
表 4 EWoriginと EWlistenにある単語の対応関係 
  対応関係 類別の定義 
番号 EWorigin EWlisten EWoriginにある部分 EWlistenにある部分 
① 対応あり，かつ一致である EWcorrect - 
② 対応しているが，一致ではない EWcorrectable EWrefer 
③ あり 対応なし EWsurplus - 




であり，修正の必要がない．以下，そのような単語群を EWcorrect と定義する．②は EWorigin
にある単語が EWlisten に対応している単語があるが，一致ではない場合（例えば「温泉」と
「音声」），EWoriginにあるその単語が修正対象 EWcorrectableであり，が EWlistenに対応している











非母語話者抽出語へ反映する際に，この四種類の対応関係を図 16 のように示した． 
 
 

















を抽出しているため，修正対象も抽出語に限る．4.6.2 節で述べた EWorigin と EWlisten にある
単語の対応関係に基づき，8 ペア計 8 時間の音声認識結果を表 5 に示すようにまとめた． 
 
表 5 各類別の抽出語の数 
類別 平均(1 時間) 
EWorigin の数 666.63  
EWlisten の数 616.75  
EWcorrectの数 421.38  
EWcorrectable の数 118.50  
EWreferの数 118.50  
EWsurplusの数 126.75  
EWmissingの数 76.88  
 
その中に，EWcorrectable が EWorigin に占めている割合，つまり本提案システムの修正対象
























有効数 ൌ countሺT୧，T୧ ∈ EW୰ୣ୤ୣ୰ሻ                   (3) 
 







が EWreferに出現したらカバー数に一を増やす．また，カバー数と EWrefer の語数の比率をカ
バー率と定義する．つまり，カバー数およびカバー率は以下のように定義する． 
 
カバー数 ൌ countሺEW୧，EW୧ ∈修正候補ሻ                 (5) 
 




り，そのうち 2 つは EWrefer に出現したため，有効数は 2 となり，有効率は有効数を修正候
補の単語総数で割った 50%となる．また，カバー数に関しては，EWrefer にある計 7 つの単
語のうち，3 つが修正候補にカバーされたため，カバー数は 3 となる，カバー率はカバー数
を EWrefer の単語数で割った 43%となる． 
 
 








始から 10 分間のデータを使用，つまり 10 分間分の母語話者発話からキーワード抽出およ









Mihalcea らは TextRank アルゴリズムを評価するときに，キーワード割合を 1/3 としてい
た[28]．ここで，異なるキーワード割合での抽出結果の変化を求めるために，キーワード割
合を 1/3，1/4，1/5 にし，それぞれの有効率およびカバー率を計算した．その結果を会話時
間ごとに表 6～表 8 にまとめた． 
 
 
表 6 キーワードの有効率とカバー率（会話時間=10min） 
 
キーワード割合 1/3 1/4 1/5 
⺟語話者抽出語数 85.50  85.50  85.50  
キーワード数 28.13  21.00  16.75  
EWrefer の数 22.13  22.13  22.13  
有効数 2.63  2.25  2.13  
有効率(%) 9.33  10.71  12.69  
カバー数 4.50  4.13  3.88  










表 7 キーワードの有効率とカバー率（会話時間=30min） 
 
キーワード割合 1/3 1/4 1/5 
⺟語話者抽出語数 243.63  243.63  243.63  
キーワード数 81.00  60.50  48.25  
EWrefer の数 63.13  63.13  63.13  
有効数 11.13  10.38  9.00  
有効率(%) 13.73  17.15  18.65  
カバー数 24.13  23.00  20.63  
カバー率(%) 38.22  36.44  32.67  
 
 
表 8 キーワードの有効率とカバー率（会話時間=60min） 
 
キーワード割合 1/3 1/4 1/5 
⺟語話者抽出語数 441.25  441.25  441.25  
キーワード数 146.75  109.88  87.88  
EWrefer の数 118.50  118.50  118.50  
有効数 23.25  21.13  19.63  
有効率(%) 15.84  19.23  22.33  
カバー数 51.13  48.25  45.50  
カバー率(%) 43.14  40.72  38.40  
 
有効率について，図 19 で示しているように，会話時間の増加しに従って，キーワードの
有効率が増加する傾向がある．例えば，会話時間が 10 分の場合と 30 分場合と比べ，キーワ
ード割合が 1/3 の時，有効率が 30 分のほうが 4.5%近く高い．さらにキーワードが 1/5 の時，
会話時間が 60 分の場合は 10 分の場合と 30 分の場合と比べ，全体的に有効率が 2%～10%
ほど高くなっている． 
キーワード割合別で見ると，全体的にキーワード割合の減少にしたがってキーワードの
有効率が増加する傾向がある．例えば，会話時間が 60 分の時，キーワード割合が 1/3 の場
合，平均有効率が 15.84 キーワード割合が 1/4 の場合，平均有効率が 19.23%キーワード割合







図 19 キーワード抽出の有効率 
 
カバー率について，図 20 で示しているように，全体的に会話時間の増加に従ってカバー
率が向上する傾向がある．例えば，キーワード割合が 1/3 の時，10 分の会話では平均カバー
率が 32.93%，30 分の会話では 46.70%，60 分の会話では 50.94%になっている.キーワードが




時間が 60 分の時，キーワード割合が 1/5 の場合，平均カバー率が 38.40%，キーワード割合






































連語 MAX 数を 3，5，10 にて，それぞれの有効率およびカバー率を計算した．ここで，求
められた関連語がキーワードに出現した場合は関連語として数えないことにしている．計




































表 9 関連語の有効率とカバー率（キーワード割合=1/3，会話時間=10min） 
 
関連語 MAX 数 3 5 10 
キーワード数 28.13  28.13  28.13  
関連語数 50.38  82.38  160.50  
EWrefer の数 22.13  22.13  22.13  
有効数 0.25  0.38  0.63  
有効率(%) 0.50  0.46  0.39  
カバー数 0.25  0.38  0.63  
カバー率(%) 1.13  1.69  2.82  
 
 
表 10 関連語の有効率とカバー率（キーワード割合=1/3，会話時間=30min） 
 
関連語 MAX 数 3 5 10 
キーワード数 81.00  81.00  81.00  
関連語数 155.25  251.13  483.25  
EWrefer の数 63.13  63.13  63.13  
有効数 0.88  1.63  2.13  
有効率(%) 0.56  0.65  0.44  
カバー数 1.00  2.00  3.13  
カバー率(%) 1.58  3.17  4.95  
 
 
表 11 関連語の有効率とカバー率（キーワード割合=1/3，会話時間=60min） 
 
関連語 MAX 数 3 5 10 
キーワード数 146.75  146.75  146.75  
関連語数 278.63  446.38  848.25  
EWrefer の数 118.50  118.50  118.50  
有効数 3.00  4.38  6.13  
有効率(%) 1.08  0.98  0.72  
カバー数 5.25  6.88  9.38  





関連語の有効率について，図 21 で示しているように，会話時間の長さと関連語 MAX 数
が変化しても，有効率はほとんど 1%以下になっている．サンプルごとでも，有効率が 0 に
なる場合もしばしある．全体的に，関連語 MAX 数の増加に従って有効率が減少する傾向が




図 21 関連語の有効率（キーワード割合=1/3） 
 
関連語のカバー率について，図 22 で示しているように，会話時間の増加に従って増加す
る傾向が見られた．例えば，会話時間が 30 分の場合と 60 分の場合と比べ，関連語 MAX 数
が 3 の時，有効率が 30 分のほう 3%近く高かった．さらに関連語 MAX 数が 10 の時，会話
時間が 60 分の場合は 10 分の場合と 30 分の場合と比べ，全体的に有効率が 2.5%～5%ほど
高くなっている． 
また，関連語 MAX 数の増加に従って増加する傾向が見られた．例えば，会話時間が 60
分の時，関連語 MAX 数が 3 の場合，平均カバー率が 2.82%，5 の場合は 4.95%，10 の場合



































表にまとめた．なお，すべてのデータはキーワード割合が 1/3 の時のものである． 
 
表 12 総合カバー率（キーワード割合=1/3，会話時間=10min） 
 
関連語 MAX 数 3 5 10 
⺟語話者抽出語数 85.50  85.50  85.50  
キーワード数 28.13  28.13  28.13  
関連語数 50.38  82.38  160.50  
EWrefer の数 22.13  22.13  22.13  
カバー数 4.75  4.88  5.13  































表 13 総合カバー率（キーワード割合=1/3，会話時間=30min） 
 
関連語 MAX 数 3 5 10 
⺟語話者抽出語数 243.63  243.63  243.63  
キーワード数 81.00  81.00  81.00  
関連語数 155.25  251.13  483.25  
EWrefer の数 63.13  63.13  63.13  
カバー数 25.13  26.13  27.25  
カバー率(%) 39.80  41.39  43.17  
 
 
表 14 総合カバー率（キーワード割合=1/3，会話時間=60min） 
 
⺟語話者抽出語数 3 5 10 
NS 抽出語数 441.25  441.25  441.25  
キーワード数 146.75  146.75  146.75  
関連語数 278.63  446.38  848.25  
EWrefer の数 118.50  118.50  118.50  
カバー数 56.38  58.00  60.50  







の増加に従って増加する傾向がある．また，会話時間が 30 分と 10 分の場合の差が 60 分と


































がキーワード割合が 1/3，関連語 MAX 数が 5 という条件での両者の貢献を例としてあげて
いる．数からみると，キーワード数が全体の 25%を占めており，146.75 個しかなかったが，

















表 15 は 60 分の会話において，キーワード割合が 1/3 の場合の発音類似度比較回数であ
る．平均的に，一つの抽出語に 52.2 回の発音類似度比較が行われることがわかる． 
 
表 15 発音類似度比較回数 
サンプル EWoriginの数 発音類似度比較回数 抽出語一つあたり平均比較回数 























が 0.9 の時に①EWcorrectable を正しく修正した数が②EWcorrect を間違って修正した数に上回り
（①-②が正数になった），0.13 になった．この結果はつまり認識率の向上につながるが，
EWcorrectable の数が 118.5 個に対して，①と②の値がそれぞれ 1.88，1.75 しかないため，認識
率への影響がごくわずかだと考えられる．また，γが 0.6 の場合，EWcorrect を間違って修正
してしまった数が 100 も超えているが，①のみを注目すれば，平均 8.75 個の EWcorrectable も


















421.4  118.5  
201.00  8.75  105.25    
0.7  51.38  5.38  27.13    
0.8  8.00  2.63  3.50    



































に，非母語話者音声認識結果の抽出語 EWorigin の数が 666.63 に対して，修正対象である
EWcorrectable の数が 118.50 である．しかし，本システムがすべての抽出語に修正を試してい
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