In this paper, we study the performances of the NEW Unconstrained Optimization Algorithm (NEWUOA) with different numbers of interpolation points. NEWUOA is a trust region method, the number of points used to build the surrogate model is an input parameter of the algorithm. We compare the performances of NEWUOA using three different number of points in search spaces of dimension from two to forty on problems from the BBOB 2009 noiseless function testbed.
INTRODUCTION
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is considered reliable within the radius of the current trust region. In this paper, we study the effect of the number of interpolation points m on the performances of NEWUOA on a testbed of noiseless functions.
We use three different values for m which will be denoted NEWUOA, avg-NEWUOA and full-NEWUOA. These variants are sorted by ascending numbers of interpolation points. The number of interpolation points of these variants depends on the dimension of the search space n. The variant denoted NEWUOA uses 2n + 1 interpolation points as recommended in [5] . The avg-NEWUOA uses the rounded value of p (n + 1/2)(n + 1)(n + 2) interpolation points which is intermediate. The full-NEWUOA uses the maximum number (n+1)(n+2) 2
. These three settings were already compared on a few test problems in [5] .
The performances of the avg-NEWUOA are obtained on the BBOB 2009 testbed of noiseless functions. The avg-NEWUOA is successively compared to NEWUOA and full-NEWUOA. The performances of both NEWUOA and full-NEWUOA on the BBOB 2009 noiseless functions were presented in [7] .
EXPERIMENTAL PROCEDURE
To benchmark the avg-NEWUOA, we use the exact same experimental procedure that was presented in [7] . In particular the algorithm uses an independent multi-start procedure, as do NEWUOA and full-NEWUOA. The crafting effort [3] is equal to CrE = 0 for all three variants of the NEWUOA.
CPU TIMING EXPERIMENT

RESULTS
Results from experiments according to [3] on the benchmark functions given in [1, 4] are presented in this section. The Figures 1 and 2 and the Table 2 compare the  avg-NEWUOA to NEWUOA. The Figures 3 and 4 and the  Table 3 compare the avg-NEWUOA to full-NEWUOA. The expected running time (ERT), used in the figures and tables, depends on a given target function value, ft = fopt + Table 1: CPU-Time per function evaluations of f8  in microseconds for variants of NEWUOA with different number of interpolation points  2-D 3-D 5-D 10-D 20-D 40-D  NEWUOA 8.1  11  21  58  170  620  avg  8.0  13  27  100  580  3900  full  9.0  15  38  240  2400 32000 Δf , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [3, 6] . Statistical significance is tested with the rank-sum test for a given target Δft (10 −8 in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach Δft (inverted and multiplied by −1), or, if the target was not reached, the best Δf -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
The performances of all variants of NEWUOA are rather similar over all test functions of the BBOB 2009 noiseless testbed as shown in the top sub-figures of Figures 2 and 4. Some differences can be spotted. Figure 1 shows NEWUOA is faster than avg-NEWUOA on functions f1 and f5 by a factor growing as the dimension of the search space increases. There is a factor of two in 20-D, a factor of three in 40-D. Also, on the Bent Cigar function f12, NEWUOA is faster than avg-NEWUOA by a factor of up to a hundred.
In a rather similar way, avg-NEWUOA is faster than full-NEWUOA on functions f1 and f5 by a factor growing as the dimension of the search space increases. The avg-NEWUOA is faster than full-NEWUOA in 20-D on functions f2, f6, f8, f9, f10, f11, f12.
The performances of all three NEWUOA variants on f14 show strange behaviour since the precision of 10 −7 is reached consistently but 10 −8 is not. None of the three variants reached the target precision 10 −8 on functions f15 to f19 except in 2-D and 3-D.
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