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Let A and B be standard operator algebras on complex Banach spaces X and Y ,
respectively. In this paper, we characterize the surjective maps completely preserving the
invertibility in both directions and the surjective maps completely preserving the spectrum
from A to B. We show that a surjective map from A to B is a ring isomorphism if and
only if it is unital and completely preserves the invertibility of operators in both directions;
is an isomorphism if and only if it completely preserves the spectrum of operators.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let X and Y be Banach spaces, and B(X, Y ) be the Banach space of all bounded linear operators from X into Y . Denote
B(X) = B(X, X), which is a Banach algebra. Let A and B be (closed) subalgebras of B(X) and B(Y ), respectively. It is
clear that if π : A → B is an isomorphism, then π preserves almost all algebraic structures and geometric structures
of A invariant. For instance, π preserves the spectrum, the invertibility, the set of idempotents, the set of the square-zero
elements, the set of nilpotent operators, and so on. Here we are interested in an inverse problem of the above facts as
follows:
Problem1. Let S and T be operator spaces (or subsets) and Φ : S → T be a (general) bijective map. What are the geometric
or algebraic properties (or, invariants of isomorphisms) (P) such that Φ has a (ring) isomorphism extension from the algebra
generated by S into the algebra generated by T if Φ preserves any one of these properties (or invariants) (P)?
Brieﬂy speaking, the Problem 1 asks what are the complete invariants of (ring) isomorphisms (i.e., what are the prop-
erties that determine the (ring) isomorphisms)? Recently, some of the results on preserver problems answered Problem 1
partially for certain (P) and certain operator algebras, effect algebras as well as some special subsets such as the real linear
space of all self-adjoint operators on a Hilbert space, the set of all idempotent operators, the set of all projections, the set
of all rank one idempotent operators. Of course, for a property (P) that is invariant under isomorphisms, it may not be
a complete invariant of isomorphisms in general. For example, let A and B be complex standard operator algebras and
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the spectrum (i.e., σ B(Φ(A)) = σ A(A) for all A) if and only if Φ is an isomorphism, or an anti-isomorphism (refs. [2–4,6–8,
16,18,19,21,22]). Thus, even for additive maps between standard operator algebras, the spectrum is not a complete invariant
of isomorphisms. For maps preserving invertibility, see [5,13,17,20]. Recall that a standard operator algebra is a norm closed
subalgebra of some B(X) containing the identity I and all ﬁnite rank operators, where X is a Banach space.
Observe that, if A and B are complex unital Banach algebras and Φ : A → B is a map, then, for each n ∈ N, Φ has a
natural extension Φn : A ⊗ Mn(C) → B ⊗ Mn(C) by deﬁning
Φn
(
(Aij)n×n
)= (Φ(Aij))n×n.
Obviously, if Φ is an isomorphism, then Φn is an isomorphism for every positive integer n, and particularly, Φn preserves
the spectrum. That is, the spectrum is an invariant for all Φn whenever Φ is an isomorphism. Then, it is interesting to ask
whether the converse is true?
Generally, let Φ : S → T be a map. Then Φ has a natural extension Φn : S ⊗ Mn → T ⊗ Mn , where S ⊗ Mn is the set
of all n × n matrices with entries from S and Φn((Sij)n×n) = (Φ(Sij))n×n . Let (P) be a property. If Φn preserves (P), we say
that Φ is n-(P) preserving; if Φ is n-(P) preserving for all n ∈ N, we say that Φ is completely (P) preserving or preserves (P)
completely. Thus a special case of Problem 1 is the following
Problem 2. Let S and T be operator spaces (or subsets) and Φ : S → T be a (general) bijective map. If (P) is a property
that is invariant under (ring) isomorphisms and if Φ preserves (P) completely, must Φ have a (ring) isomorphism extension
from the algebra generated by S into the algebra generated by T ?
Problem 2 may be regarded as the complete preserver problem. Some topics concerning complete preservers have been
studied in operator algebras and operator space theory (ref. [10]). Two very important conceptions in operator space theory
are completely bounded linear maps and completely positive linear maps. Recently, Hadwin and Larson [12] used a similar
idea to introduce the notion of completely rank-nonincreasing linear maps. In [11] and [14], completely rank-nonincreasing
maps were characterized, and was used to give an abstract characterization of elementary operators. Cui and Hou also
gave a characterization of completely trace-rank preserving linear maps on subspaces of ﬁnite von Neumann algebras in [9]
and a characterization of completely invertibility preserving linear maps in [6]. These results reveal that the answer to
Problem 2 is aﬃrmative for completely rank preserving linear maps and completely invertibility preserving linear maps.
For the case of general maps, in [15], it was shown that every surjective map completely preserving idempotents between
standard operator algebras is either an isomorphism or (in the complex case) a conjugate isomorphism; every surjective
map completely preserving square-zero between standard operator algebras is a scalar multiple of either an isomorphism
or (in the complex case) a conjugate isomorphism. Thus the answer to Problem 2 is positive if we take idempotent or
square-zero as the invariant.
The purpose of this paper is to show that the invertibility and the spectrum are invariants that provide a conﬁrmative
answer to Problem 2 for surjective maps between complex standard operator algebras (no linearity or additivity or any con-
tinuity of the maps is assumed) and get some new characterizations of isomorphisms between standard operator algebras
on complex Banach spaces.
In Section 2, we characterize surjective maps that completely preserve invertibility between complex standard operator
algebras and show that, when X and Y are inﬁnite dimensional, such maps have the form A → T AS , where T and S are
invertible bounded linear (or conjugate linear) operators (Theorem 2.1); when X and Y are ﬁnite dimensional, such maps
have the form A → T AS , where T and S are invertible τ -linear operators and τ is a ﬁeld automorphism of the complex
ﬁeld C (Proposition 2.8). Particularly, a surjective map Φ between complex standard operator algebras is a ring isomorphism
if and only if it is unital and preserves invertibility completely in both directions. Our approach is based on a generalization
to standard operator algebras on complex Banach spaces (Theorem 2.2) of a result due to [13] concerning characterizing
the bijective maps between the whole operator algebras acting on complex Hilbert space that preserve invertibility of the
difference of operator pairs in both directions. In Section 3 we discuss the maps taking spectrum as the invariant and show
that a surjective map between standard operator algebras is an isomorphism if and only if it completely preserves spectrum
of operators (Theorem 3.1).
We recall some notations. Let X be a Banach space. [x1, x2, . . . , xk] will denote the linear span of vectors x1, x2, . . . , xk ∈ X .
For an operator T ∈ B(X), denote by T ′ ∈ B(X ′) the adjoint operator of T , where X ′ is the dual space of X . As usual, ker T
and ran T stand for the kernel of T and the range of T , respectively. For every nonzero x ∈ X and f ∈ X ′ , the symbol x⊗ f
stands for the rank one bounded linear operator on X deﬁned by (x ⊗ f )y = f (y)x for each y ∈ X . We also use 〈x, f 〉 to
represent f (x), the value of f at x. If R is a unital complex Banach algebra and A ∈ R, we’ll denote by σ R(A) the spectrum
of A relative to the algebra R. Note that, when R is a standard operator algebra on a complex Banach space X and A ∈ R
has ﬁnite rank, then σ R(A) = σ(A), the spectrum of A as an operator in B(X). As usual, Mn(F) denotes the algebra of all
n × n matrices over the ﬁeld F.
2. Maps completely preserving the invertibility
The following is the main theorem of this section.
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Φ : A → B be a surjective map. Then the following statements are equivalent.
(1) Φ preserves invertibility in both directions completely.
(2) Φ preserves 2-invertibility in both directions.
(3) There exist invertible bounded linear (or conjugate-linear) operators T : X → Y and S : Y → X such that
Φ(A) = T AS for all A ∈ A.
To prove Theorem 2.1, we need a generalization of a result due to Hans Havlicek and Peter S˘emrl [13, Theorem 1.2], which
gives a characterization of bijective maps Φ : B(H) → B(K ) satisfying that A − B is invertible if and only if Φ(A) − Φ(B)
is invertible, where H and K are inﬁnite dimensional complex Hilbert spaces. The following result generalizes this result to
the case of standard operator algebras on Banach spaces.
Theorem2.2. Let A and B be standard operator algebras on inﬁnite dimensional complex Banach spaces X and Y , respectively. Assume
that Φ : A → B is a bijective map such that for every pair A, B ∈ A the operator A − B is invertible in A if and only if Φ(A) − Φ(B)
is invertible in B. Then either
(1) there exist R ∈ B, invertible bounded linear (or conjugate-linear) operators T : X → Y and S : Y → X such that
Φ(A) = T AS + R for all A ∈ A;
or
(2) there exist R ∈ B, invertible bounded linear (or conjugate-linear) operators T : X ′ → Y and S : Y → X ′ such that
Φ(A) = T A′S + R for all A ∈ A.
The ideal of the proof of the above theorem is similar to that of [13], however we have to deal with diﬃculties caused
by general Banach space case carefully. To complete the proof, we need several lemmas. Recall that two operators A and B
are said to be adjacent if A − B is a rank one operator.
Lemma 2.3. Let A be a standard operator algebra on a (real or complex) Banach space X of dimension > 1 and let A, B ∈ A with
A 
= B. Then the following statements are equivalent.
(1) A and B are adjacent.
(2) There exists R ∈ A different from A, B such that, for every T ∈ A, T − R is invertible in A yields that T − A or T − B is invertible
in A.
Proof. Note that none of the above conditions are effected if we replace A and B by A − C and B − C , respectively, where
C ∈ A. Thus we may assume with no loss of generality that A = 0.
(1) ⇒ (2). Assume that A (=0) and B are adjacent, that is, B is of rank one. Set R = 2B ∈ A. Suppose that T − 2B is
invertible in A. Then
T − 2B − λB = (T − 2B)(I − λ(T − 2B)−1B)
is invertible in A if and only if I−λS is invertible in A, where S = (T −2B)−1B is an operator of rank one. Every operator of
rank one (no matter in real or complex case) has at most one nonzero number in its spectrum. Hence, T − 2B − (−2B) = T
is invertible or T − 2B − (−B) = T − B is invertible in A.
(2) ⇒ (1). Assume now that A = 0 and B is an operator with rank B  2. We have to prove that for every R ∈ A with
R /∈ {0, B}, there exists T ∈ A such that T − R is invertible in A but both T and T − B are singular. So, let R ∈ A \ {0, B}.
We ﬁrst prove that there exist x, z ∈ X such that x and z are linearly independent, and, Bz − Rz and Rx are linearly
independent. It is enough to show that we can ﬁnd x, z ∈ X such that Bz − Rz and Rx are linearly independent. For if x
and z are linearly dependent, we can choose u ∈ X linearly independent of x. Then z + λu and x are linearly independent
for all nonzero λ, and for all λ small enough the vectors B(z+ λu)− R(z+ λu) = Bz− Rz+ λ(Bu − Ru) and Rx are linearly
independent as well. Assume on the contrary that Bz − Rz and Rx are linearly dependent for every x and z. Then we have
one of the following cases: B − R and R are rank one operators with the same one-dimensional image; B − R and R are
linearly dependent. In the ﬁrst case, we have B = 0 or B is of rank one, a contradiction. Since rank B  2, the second case
cannot occur.
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dent. Let X0 = [x, z, Bz − Rz, Rx] and let {e1, . . . , ek} (k  4) be a basis of X0. Then there exist functionals f1, . . . , fk ∈ X ′
such that 〈ei, f j〉 = δi j , i . j = 1, . . . ,k. Let X1 =⋂ki=1 ker f i . Then
X = X0  X1.
It is clear that there exist two rank-two idempotents P , Q ∈ A such that ran P = [x, z], ker P ⊇ X1, ran Q = [Bz − Rz, Rx]
and ker Q ⊇ X1. With respect to the above space decomposition, P = P0  0 and Q = Q 0  0 with P0, Q 0 ∈ B(X0). Since
idempotent n×n matrices with the same rank must be similar, there exists invertible U0 ∈ B(X0) such that P0 = U−10 Q 0U0.
Let U = U0  I1 = (I0  I1) − ((I0 − U0) 0) ∈ A, where I0 and I1 stand for the identity in B(X0) and B(X1), respectively.
Obviously U−1 = U−10  I1 ∈ A, i.e., U is invertible in A. Then we have P = U−1Q U , so U P = Q U . Thus U (ran P ) = ran Q ,
U (ker P ) = ker Q . So U |ker P : ker P → ker Q is an invertible operator. Let V = U |ker P , then we deﬁne T ∈ A with
T x = 0,
T z = Bz,
and
T u = V u + Ru, u ∈ ker P .
Because of the ﬁrst two equations the operators T and T − B are singular. Since (T − R)x = −Rx, (T − R)z = Bz − Rz, and
(T − R)u = V u, u ∈ ker P , the operator T − R is invertible in A, as desired. 
The following two lemmas generalize the corresponding ones in [13]. We omit their proofs here as they are similar to
that in [13].
Lemma 2.4. Let A be a standard operator algebra on a complex Banach space X and let B,C ∈ A. Assume that for every invertible
A ∈ A the operator A − B is invertible in A if and only if A − C is invertible in A. Then B = C.
Lemma 2.5. Let A be a standard operator algebra on a (real or complex) Banach space X and let A, B ∈ A be invertible operators.
Assume that for every rank one operator x⊗ f ∈ A the operator A − x⊗ f is invertible in A if and only if B − x⊗ f is invertible in A.
Then A = B.
Proof of Theorem 2.2. By using Lemmas 2.3–2.5, the theorem can be proved through a similar argument as that in [13] and
we omit it here. 
Before we begin to prove the main theorem of this section, we need another lemma.
Lemma 2.6. Let R be a unital ring and let M= ( A B
C D
) ∈ R ⊗ M2 . If A is invertible in R, then M is invertible in R ⊗ M2 if and only if
D − C A−1B is invertible in A.
Proof. The lemma follows easily from
(
I 0
−C A−1 I
)(
A B
C D
)(
I −A−1B
0 I
)
=
(
A 0
0 D − C A−1B
)
. 
Now we are in a position to prove Theorem 2.1.
Proof of Theorem 2.1. Clearly, (3) ⇒ (1) ⇒ (2). We give a proof of (2) ⇒ (3) by checking several claims. Assume that Φ is
2-invertibility preserving in both directions.
Claim 1. Φ(I) is invertible in B.
By the assumption, we have
(
I 0
I I
)
is invertible in A ⊗ M2(C) ⇒
(
Φ(I) Φ(0)
Φ(I) Φ(I)
)
is invertible in B ⊗ M2(C).
Set
(Φ(I) Φ(0))−1 = ( E F ) ∈ B ⊗ M2(C); thenΦ(I) Φ(I) G H
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Φ(I) Φ(0)
Φ(I) Φ(I)
)(
E F
G H
)
=
(
E F
G H
)(
Φ(I) Φ(0)
Φ(I) Φ(I)
)
=
(
I 0
0 I
)
.
Hence we have (Φ(0) − Φ(I))G = I and G(Φ(0) − Φ(I)) = I . Therefore, Φ(0) − Φ(I) is invertible in B. Since,(
Φ(I) Φ(0)
Φ(I) Φ(I)
)(
I 0
−I I
)
=
(
Φ(I) − Φ(0) Φ(0)
0 Φ(I)
)
,
by Lemma 2.6, we see that Φ(I) is invertible in B.
Claim 2. Φ(0) = 0.
Since Φ(I) is invertible in B, let Ψ (A) = Φ(I)−1Φ(A) for every A ∈ A. Then for any A, B,C, D ∈ A,(
A B
C D
)
is invertible in A ⊗ M2(C) ⇔
(
Φ(A) Φ(B)
Φ(C) Φ(D)
)
is invertible in B ⊗ M2(C)
⇔
(
Φ(I)−1 0
0 Φ(I)−1
)(
Φ(A) Φ(B)
Φ(C) Φ(D)
)
is invertible in B ⊗ M2(C)
⇔
(
Ψ (A) Ψ (B)
Ψ (C) Ψ (D)
)
is invertible in B ⊗ M2(C).
Thus Ψ is 2-invertibility preserving in both directions, and Ψ (I) = Φ(I)−1Φ(I) = I .
For any S ∈ A, since ( I S
0 I
)
is invertible in A ⊗ M2(C), we get
( I Ψ (S)
Ψ (0) I
)
is invertible in B ⊗ M2(C). It follows from
Lemma 2.6 that I − Ψ (0)Ψ (S) is invertible in B ⊗ M2(C) for every S ∈ A. Due to the surjectivity of Φ , and by use of
Theorem 3.1.3 in [1], we see that Ψ (0) ∈ RadA = {0}, where Rad(A) is the Jacobson radical of A. So, Ψ (0) = 0 and Φ(0) =
Φ(I)Ψ (0) = 0.
Claim 3. For any A, B ∈ A, A − B is invertible in A if and only if Φ(A) − Φ(B) is invertible in B.
Since Φ preserves 2-invertibility in both directions, for any A, B ∈ A,(
I I
B A
)
is invertible in A ⊗ M2(C) ⇔
(
Φ(I) Φ(I)
Φ(B) Φ(A)
)
is invertible in B ⊗ M2(C).
Applying Lemma 2.6, we get
A − B is invertible in A ⇔ Φ(A) − Φ(B) is invertible in B.
Claim 4. Φ is injective.
Assume that B,C ∈ A with Φ(B) = Φ(C); then for any A ∈ A, Φ(A) − Φ(B) = Φ(A) − Φ(C). Therefore, Φ(A) − Φ(B) is
invertible if and only if Φ(A) − Φ(C) is invertible in B. By Claim 3, we see that A − B is invertible if and only if A − C is
invertible for any A ∈ A. It follows from Lemma 2.4 that B = C .
Now we have proved that Φ is a bijective map such that for any A, B ∈ A, A − B is invertible in A if and only if
Φ(A) − Φ(B) is invertible in B. So, by Theorem 2.2 and the fact that Φ(0) = 0, we see that either
(i) there exist invertible bounded linear (or conjugate-linear) operators T : X → Y and S : Y → X such that
Φ(A) = T AS for all A ∈ A;
or
(ii) there exist invertible bounded linear (or conjugate-linear) operators T : X ′ → Y and S : Y → X ′ such that
Φ(A) = T A′S for all A ∈ A.
We assert that the form (ii) cannot occur. Assume, on the contrary, that Φ(A) = T A′S holds for all A. Take xi ∈ X and
f j ∈ X ′ such that 〈xi, f j〉 = δi j , i, j = 1,2. Then X = [x1, x2] ker( f1) ∩ ker( f2). Denote the identity operator on ker( f1) ∩
ker( f2) by I1. Let A = x1 ⊗ f1  I1, B = x2 ⊗ f1, C = x1 ⊗ f2 and D = x2 ⊗ f2  I1. It is clear that A, B,C, D ∈ A and
( A B
C D
)
is invertible because it is similar to
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⎜⎜⎜⎝
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞
⎟⎟⎟⎠
(
I ′1 0
0 I ′1
)
,
But
(Φ(A) Φ(B)
Φ(C) Φ(D)
)= ( T 0
0 T
)( A′ B ′
C ′ D ′
)( S 0
0 S
)
is not invertible because
( A′ B ′
C ′ D ′
)
is similar to
⎛
⎜⎜⎜⎝
1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
⎞
⎟⎟⎟⎠
(
I ′1 0
0 I ′1
)
,
contradicting to the assumption. This ﬁnishes the proof. 
The following is an immediate consequence of Theorem 2.1.
Corollary 2.7. Let A and B be standard operator algebras on inﬁnite dimensional complex Banach spaces X and Y , respectively. Let
Φ : A → B be a unital surjectivemap. ThenΦ is completely invertibility preserving in both directions if and only ifΦ is an isomorphism
or a conjugate isomorphism.
We remark that, by a small deformation, Theorem 2.1 is also valid for ﬁnite dimensional case. In fact, by use of the result
on matrices in [13, Theorem 1.1], and a similar argument as that in the proof of Theorem 2.1, one can prove that
Proposition 2.8. Let Φ : Mn(C) → Mm(C) with m,n 2 be a surjective map. Then the following statements are equivalent.
(1) Φ preserves invertibility in both directions completely.
(2) Φ preserves 2-invertibility in both directions.
(3) m = n, and there exist an automorphism τ : C → C and invertible matrices T , S ∈ Mn(C) such that Φ(A) = T Aτ S for all
A ∈ Mn(C), where Aτ = (τ (aij))n×n for A = (aij)n×n.
Particularly, Φ is a ring isomorphism if and only if Φ is unital and completely preserves invertibility in both directions.
We omit its proof here.
3. Maps completely preserving the spectrum
Applying Theorem 2.1 in the previous section, one can get a characterization of maps that preserve spectrum completely.
Theorem 3.1. Let A and B be standard operator algebras on complex Banach spaces X and Y of dimension greater than 1, respectively.
Let Φ : A → B be a surjective map. Then the following statements are equivalent.
(1) Φ is completely spectrum preserving.
(2) Φ is 2-spectrum preserving.
(3) There exists an invertible operator T ∈ B(X, Y ) such that
Φ(A) = T AT−1 for all A ∈ A.
(4) Φ is an isomorphism.
Proof. The implications (3) ⇔ (4) ⇒ (1) ⇒ (2) are obvious. We need only to check (2) ⇒ (3).
Assume that Φ is 2-spectrum preserving.
For any A, B,C, D ∈ A, since
σ A⊗M2(C)
((
A B
C D
))
= σ B⊗M2(C)
((
Φ(A) Φ(B)
Φ(C) Φ(D)
))
,
we see that(
A B
)
is invertible in A ⊗ M2(C) ⇔
(
Φ(A) Φ(B)
)
is invertible in B ⊗ M2(C).C D Φ(C) Φ(D)
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and S : Y → X such that
Φ(A) = T AS for all A ∈ A.
Hence Φ is linear or conjugate-linear, and is spectrum preserving. This forces that S = T−1.
Assume that T is conjugate-linear. Then Φ is also conjugate-linear, that is, Φ(λA) = λ¯Φ(A) for any λ ∈ C, A ∈ A. There-
fore Φ2 is conjugate-linear. For any M ∈ A ⊗ M2(C), any λ ∈ C\{0}, since Φ2 preserves the spectrum, we have
λσ A⊗M2(C)(M) = σ A⊗M2(C)(λM) = σ B⊗M2(C)(Φ2(λM))
= σ B⊗M2(C)(λ¯Φ2(M))= λ¯σ B⊗M2(C)(Φ2(M))= λ¯σ A⊗M2(C)(M),
which is a contradiction. Thus, Φ is linear, so is T .
By applying Proposition 2.8, the ﬁnite dimensional case can be dealt with similarly. The proof is completed. 
Remark 3.2. The above approach of Theorem 3.1 does not work for other spectral functions such as the point spectrum σp(·).
However, by reducing the question to that of characterizing the maps preserving spectral functions of products of operators,
we can characterize the maps completely preserving any one of 13 spectral functions including the point spectrum, the
boundary of spectrum, the left (right) spectrum, the compression spectrum, the approximate point spectrum, etc. Thus one
obtains some characterizations of isomorphisms between standard operator algebras in terms of such spectral functions.
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